Uday S. Dixit
Santosha Kumar Dwivedy Editors

Mechanical
Sciences

The Way Forward

@ Springer



Mechanical Sciences



Uday S. Dixit - Santosha Kumar Dwivedy
Editors

Mechanical Sciences
The Way Forward

@ Springer



Editors

Uday S. Dixit Santosha Kumar Dwivedy

Department of Mechanical Engineering Department of Mechanical Engineering
Indian Institute of Technology Guwahati Indian Institute of Technology Guwahati
Guwabhati, India Guwabhati, India

ISBN 978-981-15-5711-8 ISBN 978-981-15-5712-5 (eBook)

https://doi.org/10.1007/978-981-15-5712-5

© Springer Nature Singapore Pte Ltd. 2021

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore


https://doi.org/10.1007/978-981-15-5712-5

A Compendium to Commemorate the Silver
Jubilee of the Mechanical Engineering
Department Indian Institute of Technology
Guwahati

Editorial Advisory Board

Amitabha Ghosh, Formerly Indian Institute of Technology Kanpur
A. K. Mallik, Formerly Indian Institute of Technology Kanpur
Gautam Biswas, Indian Institute of Technology Kanpur

A. K. Dass, Indian Institute of Technology Guwahati

U. K. Saha, Indian Institute of Technology Guwahati

R. Ganesh Narayanan, Indian Institute of Technology Guwahati
M. S. Shunmugam, Indian Institute of Technology Madras

G. K. Ananthasuresh, Indian Institute of Science

P. K. Das, Indian Institute of Technology Khargapur

Sanjay Mittal, Indian Institute of Technology Kanpur

S. S. Pande, Indian Institute of Technology Bombay

Amit Agrawal, Indian Institute of Technology Bombay

P. M. Pandey, Indian Institute of Technology Delhi

J. Paulo Davim, University of Aveiro

Vadim V. Silberschmidt, Loughborough University



About Indian Institute of Technology Guwahati

Indian Institute of Technology (IIT) Guwahati was established in September 1994
as the sixth IIT of the country. The academic programs of IIT Guwahati started in
1995 with three departments—(1) Computer Science and Engineering,
(2) Electronics and Communication Engineering, and (3) Mechanical Engineering;
Department of Electronics and Communication Engineering was later renamed as
Electronics and Electrical Engineering. At present, the Institute has 11 departments
and 5 inter-disciplinary academic centers covering engineering, science, and
humanities disciplines, offering B. Tech., B.Des., M.A., M.Des., M.Tech., M.Sc.,
and Ph.D. programs. Within a quarter-century, IIT Guwahati has been able to build
up world class infrastructure for carrying out advanced research and has been
equipped with state-of-the-art scientific and engineering instruments. Starting with
64 students in 1995, student strength has crossed 6100 (more than 2700 under-
graduate students). There are more than 400 faculty members to nurture the students
and carry out high-quality research. Indian Institute of Technology Guwahati’s
campus is on a 285 hectares plot of land on the north bank of the river Brahmaputra,
which is around 19 km from the Guwahati Railway Station and 23 km from airport.
With the majestic Brahmaputra on one side, and with hills and vast open spaces on
others, the campus provides an ideal setting for learning.
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About Department of Mechanical Engineering,
IIT Guwahati

The Department of Mechanical Engineering is one of the largest and oldest
departments of Indian Institute of Technology Guwahati. It started in 1995 with an
intake of 16 students. Presently, it has about 400 undergraduate and 450 post-
graduate students. There are about 45 faculty members in the department.
Department offers a B.Tech. program in Mechanical Engineering and an M.Tech.
Program in Mechanical Engineering with specialization in the following five
streams: (1) Aerodynamics and Propulsion, (2) Manufacturing Science and
Engineering, (3) Computational Mechanics, (4) Machine Design, and (5) Fluids and
Thermal. It has about 250 Ph.D. students working in the cutting edge areas of
mechanical engineering.

Department of Mechanical Engineering has a state-of-the-art workshop and
several laboratories. A mechatronics laboratory was well established in 2000 itself.
Presently, a number of projects are being executed in the area of mechatronics and
robotics. In the manufacturing area, research activities are going on welding, metal
forming, and advanced manufacturing such as laser-based manufacturing and
additive manufacturing. There is a strong group of Computational Fluid Dynamics
(CFD) in the department; experimental activities are also being pursued to validate
CFD models. Research is being carried out in microfluidics also. There are some
faculty members actively working in the area of energy; they are also associated
with the Energy Center of the institute. Other active research areas are finite element
method, nonlinear vibration, composites, and material science.
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Preface

Mechanical Engineering may be considered as old as the human civilization. Early
humans used various types of tools made of stone and wood. Invention of wheel is
considered a landmark event in human civilization; it was extensively used in the
fourth millennium BC. Although Archimedes (287 BC-212 BC), inventor of sev-
eral machines, can be considered as the first Mechanical Engineer, mechanical
engineering developed as a distinct practice since the advent of James Watt’s steam
engine in the late eighteenth century. Institution of Mechanical Engineering was
formed in the UK in 1847.

Mechanical Engineering is perhaps the most dynamic disciplines of engineering.
It collaborates with almost every engineering discipline and has given birth to
several other disciplines. Traditional machines used to run with the help of water,
steam, and combustion of fossil fuels. Even today these are used as energy sources.
However, it is common nowadays to see active amalgamation of electrical and
electronics engineering in engines and machines. Various cyber-physical systems
are exploiting the age-old knowledge of mechanical engineering along with the latest
knowledge developed in the field of computer science and information technology.
In the present century, biology may also play a major role in mechanical engineering.

Department of Mechanical Engineering at Indian Institute of Technology
(IIT) Guwabhati, the sixth IIT founded in 1994, was established in 1995. It caters to
the teaching of traditional mechanical engineering as well as futuristic topics. To
commemorate, its Silver Jubilee, it was decided to publish a compendium on
mechanical engineering for providing an exposure to research directions in this
ever-changing discipline. With the major support from Professor Amitabha Ghosh
and other Editorial Advisory Board members, we could compile eleven articles
written by the leading experts in mechanical engineering. Articles cover important
gamut of mechanical engineering—solid mechanics, fluid mechanics, and
manufacturing.

The first article by Amitabha Ghosh throws light on the birth of mechanical
engineering and speculates its future. The article argues that early steam-powered
prime movers developed in seventeenth—eighteenth century triggered the birth of
mechanical engineering. In the future, synthetic biology, molecular engineering,

xi



xii Preface

intelligent materials, artificial intelligence, etc. are going to play a major role in
mechanical engineering. In the second article, G. K. Ananthasuresh exposes the
readers to exciting designs in micro-electro-mechanical systems (MEMS).
G. Chakraborty and Nikul Jani describe nonlinear dynamics of MEMS. A glimpse
of numerical techniques for studying the chatter has been provided by Chigbogu
Ozoegwu and Peter Eberhard; stability study of thin-walled milling process is taken
as an example.

It is envisaged that space elevators will replace (or supplement) rockets to
transport goods in the space. So far a space elevator has not been developed, but in
the next two-three decades, it may become a reality. In the fifth chapter,
Arun K. Misra and Stephen Cohen discuss the statics and dynamics of space
elevators. Gautam Biswas and Kirti Chandra Sahu have presented a brief survey on
free surface flows. They highlight that the numerical study of free surface flows will
find application in ink-jet printing, combustion, microfluidics, etc. Kiran Raj M. and
Suman Chakraborty discuss the hydrodynamics of deformable micro-channels.
With the discussion on bio-fluid mechanics, their article also reveals how the proper
study of micro-channels can revolutionize the medical field. The discussion on
application of microfluidics in the medical field is continued by Vijai Laxmi,
Siddhartha Tripathi, and Amit Agrawal in the eighth chapter; several examples of
lab-on-chip devices have been provided in this chapter.

Origami is an ancient Japanese art of folding the paper to produce
three-dimensional complex shapes. Derosh George and Marc J. Madou discuss how
this art can be used to fabricate MEMS. Finally, in the tenth chapter, Anish Roy,
Qiang Liu, U. S. Dixit, and Vadim V Silberschmidt provide a glimpse of the power
of simulation in manufacturing. With an example of machining simulation, it is
demonstrated how the manufacturing, traditionally an artistic activity, can be
scientifically studied and controlled. In the last chapter, Jyoti Mazumder takes us to
the exciting world of laser-aided manufacturing.

We hope that this book will provide sufficient exposure to the audience and will
also motivate researchers in the futuristic areas of mechanical engineering. It can
also be useful for technology managers and policy-makers. We welcome the
feedback from the readers.

Guwabhati, India Uday S. Dicxit
Santosha Kumar Dwivedy
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Amitabha Ghosh

1 Introduction

To begin with it is being emphasized that this article is not on the history of Mechan-
ical Engineering. There exist excellent volumes on the subject and any attempt in
this direction in an article is futile. Recently, IIT Guwahati has published a wonderful
book on History of Mechanical Engineering. The basic focus of this article is to first
identify the primary basic branches of physical science, which form the building
blocks of what one calls ‘Mechanical Engineering’. Next, it will be examined during
what period these areas acquired maturity and were applied for effective engineering
use. It is well known that although people have used many clever devices to employ
mechanical advantage in accomplishing various tasks in the past, there has been no
synthesis of the various scientific principles to evolve into an appropriate contrivance
that can be considered as a product of Mechanical Engineering. It will be demon-
strated that the word ‘birth’ instead of ‘evolution’ is more appropriate as this process
of synthesizing various basic components of Mechanical Engineering was accom-
plished in a relatively short period of time in the human history when the first Prime
Mover was invented and improved resulting in the First Industrial Revolution. This
happened primarily in the seventeenth century.

The world has drastically changed during the past two centuries, and the human
civilization has gone through another major watershed event, the Second Industrial
Revolution, in the second half of the twentieth century that has resulted in the current
knowledge-based civilization. Computer and communication technology helped by
advances in material science has played a key role in this revolution.

As the time progresses, the nature of engineering activity is evolving contin-
uously and, as a result, the subject Mechanical Engineering is also evolving like

A. Ghosh (<)
Indian National Science Academy, New Delhi, India
e-mail: amitabha@iitk.ac.in
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other branches. In the not-too distant future Mechanical Engineering may look very
different from the present-day picture. It is not possible to forecast technological
inventions and development accurately. Till the 80s, Internet or mobile phones never
appeared even in science fictions, but just after a couple of decades these have become
inseparable entities in our daily lives! However, some ideas about the future scenario
can be formed by studying the present trends of development in various fields. An
effort will be made in this direction, and some ideas about the future of Mechanical
Engineering will be presented in this article.

2 Engineering and Mechanical Engineering

Before proceeding further, it may be worthwhile to have a clear idea of the term
‘Mechanical Engineering’ and to form a concrete idea about what is the scope and
objective of this branch of engineering activity. The term ‘engineering’ originates
from the Latin word ‘ingeniare’ implying ‘to innovate’, ‘to contrive’, ‘to devise’, etc.
such innovations or creations coming from clever manipulation of basic scientific
knowledge. In Latin, ‘ingenium’ means cleverness and ‘engineering’ is expected to
be clever application of basic scientific knowledge for useful service to the mankind.
As an example, one can consider the case of ‘stimulated emission of radiation’ as
discovered by the physicists. In raw form, it has not much application. But through
‘engineering’ one can use this phenomenon of ‘stimulated emission of radiation’
to generate an extremely powerful coherent light beam called ‘LASER’ that can
be applied to many practical tasks. In fact it can be easily demonstrated that the
primary objective of engineering is to accomplish useful tasks by taking the help of
the knowledge created through research in basic science through appropriate clever
and innovative manipulations. The term ‘science’ originates from the Latin word
‘scientia’ meaning ‘knowledge’, ‘knowing’, and ‘creation of new knowledge’. As an
activity ‘engineering’ follows ‘science’. Quite often the term ‘technology’ is mixed
up with ‘engineering’ and very frequently many treat these two to be synonymous.
However, ‘technology’ is the activity that starts after ‘engineering’. The term ‘tech-
nology’ comes from the Greek word ‘technologia’ meaning ‘systematic use of craft,
art, etc’. Thus when a strong coherent LASER beam is generated its use for a variety
of tasks like manufacturing, communication, material processing, etc. the activity
goes under the term ‘technology’.

Defining ‘mechanical engineering’ is a more difficult task primarily because of
the enormous width of spectrum of activities under this branch of engineering. The
diversity of the types of tasks accomplished by ‘mechanical engineering’ makes
it difficult to pinpoint the core issue in this branch. This difficulty becomes clear
when one tries to find the definition of ‘mechanical engineering’ in various English
dictionaries as demonstrated below:

According to the Webster dictionary ‘mechanical engineering’ is described as
“A branch of engineering concerned primarily with the generation, transmission and
utilization of heat and mechanical power and with production of tools, machinery and
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their products.” In Encyclopedia Britannica, ‘mechanical engineering’ is described
as “The branch of engineering concerned with the design, manufacture, installation
and operation of engines, machines and manufacturing processes.” It further states
“Mechanical Engineering involves the application of the principles of dynamics,
control, thermodynamics, heat transfer, fluid mechanics, strength of materials, mate-
rial science, tribology, mathematics and computation. Increasingly knowledge of
electronics and, in particular, of microprocessors are required.” In Collier’s Encyclo-
pedia, the definition of ‘mechanical engineering’ takes the following form. “Mechan-
ical Engineering is the application of engineering principles by mechanical means.
The scope of Mechanical Engineers’ work includes the generation of power and
its transmission; the design and production of all kinds of goods from the basic
machinery for mining, agriculture and other means of exploiting our natural resources
through the machines and tools for heavy and light industry to the everyday consumer
products; and the movement of people and goods in all types of transportation
and material handling equipment, including marine, rail, automotive, aeronautic,
conveying, and pumping equipment.” It is agreed that these definitions are elabo-
rated and do not identify the basic core issues of ‘mechanical engineering’ are a
little obscure. The simplest and shortest description of ‘mechanical engineering’
is given in Lexicon Universal E’pedia. It is “Mechanical Engineering is concerned
primarily with means of converting energy to useful mechanical forms. The speciality
is machine oriented; Mechanical Engineers’ creations involve motion, in contrast to
other branches of engineering.”

Studying the above definitions of ‘mechanical engineering’, the basic structure of
this branch of engineering can be represented by a diagram as shown in Fig. 1. The
figure shows the hierarchy of activities in fundamental tree representing ‘Mechanical
Engineering’. Some examples of the machines and units for accomplishing the tasks
are indicated in the second column. The box shows the basic areas necessary for the
tasks encountered in mechanical engineering. It is evident that although there were
examples of some isolated applications of a few principles in the past, viz., various
mechanisms, water wheels, windmills, etc. There was never any contrivance that
used the basic principles of mechanical engineering. The search of a prime mover
that led to the invention of the engines by Thomas Newcomen was improved upon
by James Watt in the eighteenth century; the mankind first saw the application of
most of the basic aspects of mechanical engineering in the developed prime mover.
The following brief discussion on the evolution of the early prime movers illustrates
the point.

3 Acute Wood Famine and the Search for a Prime Mover

When one examines the old pictures depicting the landscapes of sixteenth-century
Europe, a very strange contrast with the present-day scenario can be noticed. Now
the landscapes of Europe shows wonderful green cover and the forests over the
empty lands, whereas in most old drawings the landscapes are barren and forests are
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Fig. 1 Basic structure of mechanical engineering activities

conspicuously absent. Figure 2 shows this typical feature in old drawings of Europe.
The forest covers are missing as shown. This happened due to the famous ‘wood
famine’.

In sixteenth- and seventeenth-century Europe, this famine resulted because of
excessive use of wood in all spheres of activities. Figure 3 shows the use of wood
in those centuries. Thus people started searching for coal as the fuel for heating
and other purposes. Soon the coal near the surface got exhausted, forcing people
to go deeper that resulted in the need of water pumping from deep mines. Besides,
pumping water to higher levels and then getting various services from that raised

Fig. 2 Typical landscape of sixteenth- and seventeenth-century Europe
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Fig. 3 Chain of events that led to the search of mechanical power and prime movers

water also became a major task. All these led to the acute demand for water pumping
and forced all to search for a ‘prime mover’ as depicted in Fig. 3.

This led the scientists to look for various possibilities. After Torricelli discov-
ered the existence of atmospheric pressure and its ‘enormous’ capacity was demon-
strated by a number of experiments, the attention of the researchers was focussed
on the idea ‘how to extract mechanical power out of the atmosphere’. The obvious
thinking was to create vacuum in a controlled fashion without using pumps. Chris-
tian Huygens thought of using explosives to throw away air from a closed container
creating vacuum. For obvious reasons, this idea was not a practicable one and did
not materialize into anything meaningful.

4 The First Solution

It was one of Huygens’s assistants, Denis Papin, who broke the barrier. He noticed
that if the steam in a closed container can be condensed, a partial vacuum can be
created in the vessel (By the way he was also the inventor of pressure cooker. But the
world had to wait for two centuries by the time pressure cooker became a popular
device for quick cooking!). With plenty of natural ice-cold water being available in
Europe, condensing steam was not at all a problem. Figure 4 shows the basic scheme
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Fig. 4 Denis Papin’s device
for condensing steam

devised by Papin. It consists of a piston- and a cylinder-type combination. The lower
part of the cylinder is filled with steam, when ice-cold water was sprinkled on the
cylinder from outside the steam condensed and vacuum was developed causing the
piston to be forced down by atmospheric pressure. Such a simple idea it was but that
held the key to the Industrial Revolution that transformed the whole world. This idea
of converting thermal energy (spent for converting water into steam) into mechanical
force (and power) was the first step toward achieving something we may consider
as the forerunner of ‘Mechanical Engineering’. This article is not on the history of
steam engines, but since the development of steam engine laid the foundation of
Mechanical Engineering certain related key issues need to be touched upon in the
next section.

5 The Early Prime Movers

It was not only the force caused by atmosphere against vacuum but the idea of
using the expansive force of steam against atmosphere also came to people’s mind,
and some simple device to push out water by using steam was created. But in the
initial stages, the atmospheric engines (which ran based upon atmospheric pressure
working against created vacuum) played the dominant role for the whole of eighteenth
century. To begin with the system did not have any mechanically moving members as
indicated in Figs. 5 and 6. After Papin demonstrated his vacuum setup in 1690 (and
left the further work on the idea), in 1698 Thomas Savery perfected a scheme working
on the use of atmospheric pressure that became popular for pumping water out of
deep mines. Thus the name given was ‘Miners’ Friend’. Figures 5 and 6 show the
principle of operation and a drawing of a real-life version (primarily to demonstrate
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Fig. 5 Scheme of operation
of Savery’s ‘Miners’ Friend’

Fig. 6 A real version of
Miners’ Friend
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the scale). In D water is heated and with the valve A open steam enters vessel E. The
valve B gets automatically closed and water from E goes through valve C (that opens
upward) to container G. In the next half of the pumping cycle, valve A is closed and
ice-cold water is sprinkled on E causing condensation of the accumulated steam in
E that results in a partial vacuum in E. Since valve C automatically closes valve B
opens and water from tank F is sucked up by the vessel E due to the atmospheric
pressure pressing the water in F. The next cycle starts with the opening of valve
A, and water is continuously lifted up from tank F to container G. Except for the
valves, there are no mechanical parts and no direct mechanical motion is generated.
However, the water in the container G at a higher level could be used to run a water
wheel if needed. Savery took a patent of his invention claiming overall right on a
device for “raising water using fire.” Although this was the first time heat energy
was directly used, the device cannot be a true example of ‘Mechanical Engineering’.
Direct generation of mechanical motion was possible a few years later when Thomas
Newcomen presented to the world the classic combination of a boiler, a cylinder, and
a piston describing oscillatory motion.

Figure 7 schematically explains the principle of operation. The generated steam
(with alittle above the atmospheric pressure) pushes the piston in the cylinder upward
causing the pump rod to descend. In the next half-cycle (the power stroke), the valve
is closed and the valve connecting the cold water tank is opened causing cold water
to be sprinkled inside the cylinder and condense the accumulated steam. This results
in the creation of vacuum, and the atmospheric pressure pushes down the piston
causing the pump rod to move up and work is done. The closing and opening of the
valves were accomplished automatically with a system of strings and levers.

Figure 8 shows the engine erected by Savery and Newcomen at Dudley castle
in 1712. The enormous size can be judged from the figure on the floor supplying
coal! These engines got erected at many sites and became popular. However, their
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Fig. 8 Engine erected by
Savery and Newcomen at
Dudley castle in 1712
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power was very little compared to the size and efficiency was below 0.5%! But this
contrivance continued to serve unchallenged for six decades and made the wheel of
Industrial Revolution to run and change the world. Even though the real inventor of
these engines was Newcomen, the control of the whole affair was with Savery because
of his all-encompassing patent! Newcomen gradually vanished into the oblivion—
poor and wretched. But his creation continued, and the performance was improved
by John Smeaton who was the first to study it scientifically. Figures 9 and 10 show
an improved Newcomen engine toward the middle of the eighteenth century and a
version of the engine erected by Smeaton in 1772. The efficiency became almost
1%!

It is important to mention at this stage that though Smeaton was a mechanical
engineer according to the present-day definition he was the first to coin the term
‘Civil Engineering’. In the earlier times, most of the activities we call ‘engineering’
was intended for warfare. He identified those areas of engineering activities meant
to improve the life of civilian population and used the term ‘civil engineering’. One
can notice how the various elements of ‘Mechanical Engineering’ are gradually
appearing in the Newcomen engines as the time progressed.
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6 James Watt and Improved Atmospheric Engines

The popular belief is that James Watt invented steam engine. Although this is incor-
rect, it must be accepted that his improvement of Newcomen engine led to a quantum
change in its performance. At the same time, most of the basic building blocks of
Mechanical Engineering got developed along with the rotary engine developed by
James Watt and his assistant William Murdoch. James Watt was born in 1736 and
became an instrument maker by profession and joined Glasgow University. In 1764,
he was asked to repair a Newcomen engine belonging to the philosophy department.
In those days ‘science’ used to be called ‘natural philosophy’. He quickly realized
that repeated cooling of the cylinder was the main shortcoming of Newcomen engine.
On a sunny May day in 1765 when he was walking across a park, the idea of a separate
condenser came to him. He realized that if the condensation of the accumulated steam
is done in a separate container (he called condenser) connected to the main cylinder,
then this problem can be eliminated. When steam condenses in the condenser, the
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Fig. 10 Newcomen engine erected by John Smeaton in 1772 for Long Benton colliery

whole steam in the main cylinder flows to the condenser because of the vacuum
created there and the main cylinder is not cooled down. In the original scheme of
Newcomen engine after each cycle, it was necessary to heat up the cylinder before
the steam could be collected there as the cylinder cooled while condensing the accu-
mulated steam. Figure 11 shows the first experimental setup of Watt’s condenser.
It looks so insignificant a device but one must not forget that this helped the world
we see today possible. The study of the phenomenon of condensation of steam and
associated issues brought the subject ‘thermodynamics’ and ‘heat transfer’ into the
realm of ‘mechanical engineering’.

In 1769, he took a patent of an engine of his design in which the cylinder was
surrounded by a steam jacket and condensation took place in a separate condenser.
His financier was Dr. Roebuck and later Boulton. But they have been struggling for
almost a decade without success. The reason was the lack in accuracy of cylinder
boring keeping enough gap between the cylinder and the piston for the atmospheric air
to pass through instead of moving the piston. In case of Newcomen engine, a leather
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Fig. 11 James Watt’s first experimental setup of a separate condenser

tray full of water above the piston kept the gap sealed. But such an arrangement using
water seal was not allowed to avoid any contact of the cylinder wall with cold water.

John Wilkinson was the greatest ironmaster of his generation. He devised a new
method of boring cylinders. Figure 12 shows the new version of boring mill developed

Fig. 12 John Wilkinson’s new boring mill
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by Wilkinson. This was the first step toward achieving accuracy in machining that
was another founding stone of emerging discipline— ‘Mechanical Engineering’. It
may be interesting for today’s mechanical engineers to note the status of accuracy
of machining in those days. In April 1775, Wilkinson delivered a cylinder which in
Boulton’s language “— does not err the Thickness of an old shilling at any part —".
Later Wilkinson improved his technique and in Watt’s language “— a 72 inch cylinder
being not further from absolute truth than the thickness of a new sixpence in the worst
part —. The thickness of a coin may be a monstrous error by today’s standard BUT
THE ENGINE RAN after a decade of unsuccessful continuous struggle.

At this stage, it is desirable to get a glimpse of the historical patent taken by Watt
on January 29, 1769 for “Lessening the Consumption of Steam and Fuel in Fire
Engines.” It is given below:

First, that vessel in which the powers of steam are to be employed to work the engine, which
is called the cylinder in common fire engines, and which I call the Steam Vessel must, during
the whole time the engine is at work, be kept as hot as the steam that enters it; first by
enclosing it in a case of wood, or any other materials that transmit heat slowly; secondly, by
surrounding it with steam or other heated bodies; and thirdly, by suffering neither water nor
any other substance colder than the stream to enter or touch it during that time.

Secondly, in Engines that are to be worked wholly or partially by condensation of steam, the
steam is to be condensed in vessels distinct from the steam vessels or cylinders, although
occasionally communication with them; these vessels I call Condensers; and; whilst the
engines are working, these condensers ought at least to be kept as cold as the air in the
neighborhood of engines, by application of water, or other cold bodies.

Thirdly, whatever air, or other elastic vapor, is not condensed by the cold of the condenser and
may impede the working of the engine, is to be drawn out of the steam vessels or condensers
by means of pumps, wrought by the engines themselves, or other wise.

Fourthly, I intend in many cases to employ the expansive force of steam to press on the
pistons or whatever may be used instead of them, in the same manner as the pressure of the
atmosphere is now employed in common fire engines; in cases where cold water cannot be
had in plenty, the engines may be wrought by this force of steam only, by discharging the
steam into open air after it has done its office.

It is to be noted that in his fourth claim Watt included the concept of using the expan-
sive force of steam, instead of the atmospheric pressure working against vacuum.
This prevented others in developing real ‘steam engines’ as Watt never allowed such
attempts as in his opinion use of high-pressure steam was dangerous. This delayed
the steam engine technology by almost 20 years. Although with a separate condenser
the efficiency of the engine increased drastically, the basic concept was still the same
as that of Newcomen’s engines. The configuration also remained the same consisting
of a typical rocking beam as shown in Fig. 13.

It was John Wilkinson who gave Watt the idea of a rotating steam engine instead
of generating only a reciprocating motion. Such an engine can drive machineries and
mills directly. Watt had to conceive of a mechanism and thought of a crank rocker
mechanism for converting the reciprocating motion into a continuous unidirectional
rotation. But his idea of a crank rocker mechanism was leaked by one of his assis-
tants to some Mr. Pickard who took a patent. This became a stumbling block for
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Fig. 13 Watt’s single-acting engine for pumping water for draining mines in 1788. The boiler C
is placed in an outhouse, and the steam passes to the cylinder E, which is maintained hot using a
separate steam jacket. F is the separate condenser and H is an air pump

developing a rotating engine, and his assistant Murdoch suggested a way out without
infringing upon the patent. It was the famous sun and planet gear system which has
baffled many students of history of Mechanical Engineering. Figure 14 shows Watt’s
original crank rocker mechanism and the alternate arrangement using sun and planet
gears. To automate various movements of different parts, mechanical means were
being devised and gradually the subject ‘kinematics and mechanisms’ started taking
shape as a part of mechanical engineering. Earlier it was in the domain of some math-
ematicians! Another problem related to mechanism science was solved by Watt. In
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Fig. 14 Watt’s original
crank rocker design and the
alternative sun and planet
arrangement

Crank- shaft

-
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constructing a double-acting engine, it was necessary to eliminate the circular sectors
on the rocking beam and connecting it with the piston rod that required a rectilinear
oscillating motion. He designed a straight-line generator with a four-bar mechanism
that is still known as ‘Watt’s Straight-Line Generator’ shown in Fig. 15. Gener-
ating a straight-line motion with the help of only hinge joints in a mechanism was
a design challenge and Watt considered this mechanism to be his best work. Slowly
the subject of mechanism theory started achieving maturity as the steam engines
started taking modern shapes with the introduction of high-pressure steam engines
by Richard Trevithick in 1801. For controlling the speed, a governor mechanism was
also introduced by James Watt, and the centrifugal governor designed by him is still
called “Watt Governor’. Figure 16 shows Watt’s design of the centrifugal governor
he employed. Figure 17 shows a double-acting rotary engine constructed in 1788. It
shows the introduction of the straight-line mechanism and the governor. Figure 18
shows the drawing of a Watt’s double-acting rotary engine. Since the piston moved
in a straight line, in this case, its connecting point driving the rocking beam needed
rectilinear motion. The use of the straight-line mechanism and a Watt governor is
clearly visible. The sun and planet mechanism to convert oscillatory motion to unidi-
rectional continuous rotary motion is also conspicuous in the drawing. It is to be noted
how gradually the steam engine started looking as a product of mature ‘Mechanical
Engineering’ as time progressed.

As mentioned earlier, the real steam engine employing the expansive force of
high-pressure steam could not be developed since Watt was against it, and his claim
no. 4 in the patent use of high-pressure steam was mentioned. Only after the expiry of
the patent period, Richard Trevithick developed the first high-pressure steam engine
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16
Fig. 15 Watt’s design of a The curve traced by the mid point A of the coupler of the
four-bar straight-line four bar mechanism contains a straight portion that is
mechanism . . .

used to guide the end point of the piston rod as shown

Fig. 16 Watt’s design of
centrifugal governor
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Fig. 17 A double-acting engine developed by Watt in 1788
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Fig. 18 Drawing of a double-acting rotary engine designed by Watt
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and the era of ‘atmospheric engines’ finally was over. Trevithick’s engine had the
modern look, and the traditional rocking beam was eliminated and the ‘direct-acting
engine mechanism’ was introduced. He developed both locomotives and stationary
engines. Figures 19 and 20 show Trevithick’s locomotive and engine.

It is not commonly remembered that the father of steam locomotive is not
Stephenson as popularly believed but Richard Trevithick is the true inventor. Unfor-
tunately, he was away from England when the first rail line was proposed, and George

Fig. 19 Steam locomotive developed by Trevithick in 1801

Fig. 20 Stationary steam
engine developed by
Trevithick in 1805
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Fig. 21 The Rocket

and Robert Stephenson (father and son) won the contest in the Rain Hill in 1829 as
Stephenson’s ‘Rocket’ engine gave the best performance. They got the contract for
the first railway. Figure 21 shows their engine—Rocket.

The above account shows that ‘Mechanical Engineering’, as a branch of engi-
neering consisting of its basic foundational subjects evolved along with the evolu-
tion of the first prime mover and the period was about a century. Thus, using the
term ‘birth’ in connection with ‘Mechanical Engineering’ is justified. The railway,
steamships, and the new production industry and mills grew at a fast rate because
of the demand of extensive colonization of a major part of the world by England.
Once the IR started, the demand for machines, engines, etc. increased manifold
demanding faster rate of production and easy repair. Henry Maudslay was the first
to bring the era of precision engineering. He developed the first micrometer and
accurate screw-cutting lathes so that interchangeable nuts, bolts, and parts could be
produced. Whitworth further perfected these principles. Repair and production both
became easy and economical. Eli Whitney, around the same time, came with the
idea of mass production, and the cost of machines, engines, etc. become affordable
making them popular with a great demand. George Stevenson’s development for the
rail transport brought revolution in many areas of administration and economy.

Proliferation of engines, machines, mills, etc. made it necessary for the practicing
engineers to specialize in particular fields. Those who specialized in ‘dynamic’ prob-
lems such as power generation, machinery, manufacturing, and engines were called
‘MECHANICAL ENGINEERS’, while those concerned themselves with ‘static’
problems, such as land measurement, dams, bridges, buildings were still called
‘CIVIL ENGINEERS'.
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In 1818, the Institution of Civil Engineers (the first professional society) was
founded in Great Britain with Thomas Telford as its first President. In 1847, a group
of railway engineers, who felt that the Institution of Civil Engineers was uninterested
in the new breed of engineers resulting from the development of railways, formed the
Institution of Mechanical Engineers with George Stephenson as the first President.

7 The Trends of Development and the Future Scenario

An attempt to guess the nature of the subject ‘Mechanical Engineering’ in the future
is an interesting exercise. Before taking up the matter it may be desirable to have
a look at the manner in which the engineering disciplines have evolved. Figure 22
shows this evolutionary process in a graphical fashion.

This evolutionary process depended on the advancement of science. As new hori-
zons of scientific knowledge continued to expand, newer areas of specialized applica-
tions emerged and the engineering branches continued to proliferate based upon the
specialized needs of the society. The specific dependence of the engineering special-
izations upon different branches of science and mathematics is depicted in Fig. 23.
The primary engineering activities included mining, metallurgy, and civil engi-
neering. Civil engineering was dependent primarily on the knowledge of mechanics

The advancement of science and more and more inputs from
scientific discoveries caused the ‘Military Engineering’ to
expand and proliferate giving birth to many new engineering
branches. Mining engineering, Metallurgy and Civil
engineering maintain their names and identities even today!!

Military

Civil engineering engineering

!

Chemical
Electronics  Engineering
Aerospace
Computer Engineering
Engineering Communication
Engineering

Fig. 22 The evolution of the engineering disciplines with time and advancement in science
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Fig. 23 Advancement in science and the corresponding evolution of engineering disciplines

and materials. Once thermodynamics got combined with mechanics, it gave rise to
a specialization called ‘Mechanical Engineering’. The next development in science
was electricity and magnetism, and mechanical engineering was split into two impor-
tant core branches—mechanical engineering and electrical engineering. Once atomic
physics developed, electronics became an important subject and its further devel-
opment led to computer engineering. In certain areas of mechanical engineering,
chemistry started playing a major role and this was the impetus for the development
of chemical engineering. Aircrafts and space devices coming into the picture in a
major way caused a further split of mechanical engineering, and the result was the
emergence of aerospace engineering.

It has been mentioned earlier that the invention of prime movers led to an Indus-
trial Revolution—called the First Industrial Revolution. If production of iron is taken
as a measure of the degree of industrialization, then Fig. 24 shows the characteristic
change in the growth rate of Iron production. The sudden change in the slope indicates
a paradigm change and the Industrial Revolution. The Second Industrial Revolution
(IR) is considered to be caused by the emergence of computer technology and the
semiconductor industry. This can be identified with the help of the economic growth
characteristics shown in Fig. 25. The primary impetus to the Second Industrial Revo-
lution came from the miniaturization of electronic devices. Figure 25 shows mainly
two points where the slope changes and, so, the author feels that there have been
really two revolutionary changes in the industry. Some historians have made finer
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Fig. 24 The sudden change in the growth rate of iron production
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Fig. 25 The Industrial Revolutions indicated by the changes in slope of the GDP growth rate
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Fig. 26 Trend of engineering in intelligence and size

divisions and suggested more numbers of IR. The trend of miniaturization in engi-
neering activities can be observed in the trend of development shown in Fig. 26. There
are a number of reasons behind this trend of miniaturization. Ability to incorporate
much higher level of intelligence in the machines and devices is one of the reasons.
The other important reason is the opportunity to utilize the advantages derived from
the scaling laws. Miniaturization will become increasingly more important because
of the following reasons:

(i) Lower cost and higher packing density make it possible to incorporate a very
large number of variety of sensors which is essential to make a machine intelligent and
autonomous. (ii) Non-invasive health care can be possible through miniaturization
of instruments. (iii) Low energy and low material consumption will lead to better
conservation of resources. (iv) Response of devices will be faster and disposal will
be easier, and (v) Using new laws of physics and chemistry for small scale has started
becoming necessary for many applications.

The Second Industrial Revolution was made possible because of two-dimensional
miniaturization of electronic circuits. They empowered the systems for manipulation
of information. However, many experts believe that the Third Industrial Revolution
will be made possible through three-dimensional miniaturization of devices, and the
objective will be miniaturized manipulation of material and physical work. It should
not be forgotten that miniaturization will be unavoidable for making not only small
things but for developing systems of macroscopic sizes also miniaturization will be a
very important activity. The major advantages will be compact packing of very large
number of sensors, making actuators relatively more powerful and in reducing the
cost for necessary social impact. Intelligent systems’ major characteristics depend on
the massively parallel arrangement of miniaturized devices like all living organisms.
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Fig. 27 Progress of miniaturization capabilities with time

This is not only to just increase the information collection ability but also to use the
advantages of scaling laws in many cases as indicated before. Figure 27 shows how
the capability of miniaturization has progressed over the years both through ‘bottom-
up’ and ‘top-down’ approaches. The processes and their respective capabilities for
miniaturization are shown in Fig. 27.

In top-down approach of making things, the desired shape is achieved by taking
a piece of material, and shaping is either by subtraction of excess volumes (viz.,
machining) or by deforming the given material (viz., casting, forming). In making
miniaturized shapes with complex geometries, the desired shape is generated by
adding material in small quantities. Present-day rapid prototyping and 3-D printing
processes belong to this class of shape generation technology. One major difficulty is
that these processes are basically slow and may not be suitable for mass production.
However, the emerging technology based upon self-assembly of material will remove
that hurdle in the not-too-distant future.

The demand for miniaturization will have major impact on various aspects of
mechanical engineering as mentioned below:

Configuration and Design
Material

Actuation and motion generation
Sensing and Control

Fabrication and Manufacturing
Energy source

Intelligent systems’ major characteristics depend upon the massively parallel
arrangement of miniaturized devices like all living organisms. This is not only to
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just increase the information collection ability but to use the advantages of scaling
laws. A quick glimpse of the future trends in mechanical engineering is presented
in Fig. 28. In fact the nature of ‘Mechanical Engineering’ in future may be very
different and, even, beyond recognition.

For developing miniaturized mechanical systems and devices, it will be necessary
to design those as monolithic entities since assembly of miniaturized parts is next to
impossible. As an example, the monolithic miniaturized version of a four-bar straight-
line mechanism is shown in Fig. 29. To achieve this, all hinge joints are replaced by
flexure joints which simulate the relative motion among links as obtained through
hinges.

Some major conceptual paradigm shifts are expected because of the tremendous
advances in material science, computer science, and electronic devices. Bottom-
up approach instead of top-down approach will play a predominant role in shaping
objects eliminating the needs for tools, dies, and assembly operations. Manufacturing
of most micro- and nano-sized machines and devices will be accomplished through
coded self-assembly of material. Figure 30 shows some very elementary examples of
self-assembly. By controlling the hydrophobic character of various surfaces, many
different patterns can be generated by self-assembly.

Fig. 28 Trends of change in
various aspects of
mechanical engineering

Fig. 29 Flexure-based
complaint mechanism
derived from a cognate of the
Chebyshev’s approximate
straight-line mechanism

== Monolithic Structures
Miniaturization
Massive Parallelism
Soft Material
In Fabrication === Bottom-Up Approach
Self Assembly of
Materials at Micro,
Nano and Molecular Levels
Self Replicating

In Design

In Operation == Intelligent
Self Learning
Self Correcting

Energy =) Biochemical

Metabolism, Photosynthesis




26 A. Ghosh
Pattern Generation by Self Assembly

Pattern Generation by Self Assembly

4 = \\\\"\ . //// ///
4 N\ ® o0

2%
S Y &
\\\\\\ W ///

\\ // ‘o

Yy

\
\\ Y

Fig. 30 Some examples of elementary self-assembly process for pattern generation

So far as material is concerned, more and more non-metallic soft materials will
replace the present-day hard metals and alloys. In many cases, this will be a natural
outcome of the self-generation process. New sources of energy including biochemical
energy as in case of living objects will evolve. Static and direct conversion in many
cases along with wireless transmission of large power will be developed. Space will
be a prominent source of energy. Revolutionary concepts in storage and retrieval
of energy will emerge. For micro-level actuation, microscopic actuators and even
molecular motors will be used. Artificial muscle-like materials will be developed. The
preliminary work has already started, and some electro-active polymeric materials
have been developed which generates movement with electrical stimulation. ‘ATP
Synthase’-type molecular motors will emerge which will be driven by flow of ions
as in the case of living organisms. Figure 31 shows the model of an ATP Synthase.
ATP may act as a major energy currency of future artificial devices.

The above discussion indicates that many of the new-era machines and devices,
particularly the micro-sized ones, will be of monolithic nature. The joints will
be replaced by structured and localized compliance. Ionic polymer-based artifi-
cial muscles will play the role of actuators. Actuation can be distributed. Motors
and transmission systems will be eliminated in such cases, and the use of smart
materials will be common. Sensors will be miniaturized beyond recognition. Multi-
plicity and redundancy of sensed signals will help in achieving intelligent machines.
Sophisticated distributed control will make parallel systems more common.
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Fig. 31 Model of ATP
Synthase

Apart from the trend of miniaturization, the shrinking of time involved is also a
feature of the emerging technologies. So now engineers are handling time durations
of picoseconds and femtoseconds. Another extremely important aspect of modern
engineering is simulation and modeling. This requires sound understanding of the
science behind a phenomenon and good expertise in the mathematical and computa-
tional tools. With the capability to peer down at the molecular level, the mysteries of
life are unraveling many new concepts and information. The engineers have started
realizing that the nature being the best designer it is worthwhile to imitate nature
and many natural processes related to living objects. The ability to miniaturize and
manipulate at the molecular level has opened up new avenues for achieving artifi-
cial intelligence and creating truly intelligent devices. This, however, requires the
modern engineers to be far more knowledgeable in modern science including life
science. An intensive integration of material physics/chemistry, material science with
Mechanical Design and Manufacturing will be necessary.

Many areas of electrical and computer science will merge with the mechanical
design of machines and devices. As machines will have much higher level of resem-
blance to living objects, many aspects of life science will become integral parts of
design and manufacturing. Micro-system technology will play a predominant role.
Thus, many new concepts in design and fabrication will take the center stage.

A new subject ‘Synthetic Biology’ which will lead to the design and develop-
ment of machines and devices following the principles of biology is emerging. Such
systems will be, obviously, inanimate objects but will behave like living objects in
many respects.

A mechanical engineer of the future will have to acquire competence in many
new areas as indicated below:

Molecular Engineering
Synthetic Biology
Smart Macromolecules and
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Fig. 32 The evolution of curriculum for future mechanical engineering

Intelligent Materials

Manufacturing by Self-Assembly of Materials
Artificial Intelligence, Self-Learning,
Self-Correction

Self-Replication.

This will require the curricula for the future generation ‘mechanical engineers’ to
undergo major revision as indicated in Fig. 32. The future mechanical engineering
curriculum is going to be far more interdisciplinary in nature and heavily dependent
on basic sciences. A reasonable dose of life science will be also the essential part of
all branches of engineering. This is mainly because the impending 3rd IR is going
to be based upon the engineering of miniaturization and ‘synthetic biology’.

All these revolutionary changes will result in the 3rd Industrial Revolution that will
far surpass the 2nd IR in its impact on our civilization and the mankind. ‘Mechanical
Engineering’ will once again take the center stage.
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The Art and Signs of a Few Good )
Mechanical Designs in MEMS L

G. K. Ananthasuresh

1 Introduction

Mechanical design is a triple helix intertwining geometry, material, and manufactura-
bility. Geometry mostly decides the functionality of a device; materials dominantly
determine the performance; and manufacturability arguably dictates the economic
viability. While this is true of any field, it is particularly relevant where movable
elements are involved. Microelectromechanical Systems (MEMS) field is unique in
this respect. MEMS devices combine sensing, actuation, processing, control, commu-
nication, and power within a minute volume. It is important to note that miniaturized
mechanical elements have made this possible. Some MEMS devices have nearly a
million moving parts that are individually controllable (e.g., tilting mirrors of Digital
Light Processor used in projectors)—a feat unmatched by any engineered mechanical
systems in the macro world.

Mechanical design of MEMS has not been easy because MEMS designs, at the
inception of the field, had to be made using the same unit processes that were available
for making electronic circuits, and using the same materials. This continued along the
same lines while a few more processes and materials were added to the repertoire [1].
Thus, design and fabrication are tightly integrated to achieve the desired functionality
within the constraints. There aren’t many other instances of such integrated systems
other than biological cells and unicellular organisms. It is therefore pertinent to reflect
on the role of mechanical design in MEMS.

When a MEMS researcher was asked to list a few good mechanical designs, the
reply was that commercially successful devices have good designs. Furthermore,
it was noted that great MEMS designs are those that actually made it into useful
products and concurrently diverged from concepts that are routinely used in meso-
and macro-sized devices and systems. This is indeed true. Some mechanical designs
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in MEMS are so clever that there were no such designs before in other disciplines.
Some, of course, were taken from other disciplines to fulfill a need in MEMS. In this
chapter, we consider a few good designs of both kinds. As we examine them, it might
reinforce the idea that design is mostly an art. But that is not entirely true. There are
systematic methods to obtain novel designs that are elusive to human designers [2].
And there are logical extensions of elegant concepts that point to new designs. It
is thus important to notice the characteristics of good designs. Therefore, several
mechanical designs used in MEMS are presented with an eye toward nine indicative
attributes of good designs:

Simplicity Ease of making Generality
The “wow” factor Optimality Economy
Ubiquity Modularity Hierarchy

The collage of a few MEMS devices is depicted in Fig. 1. When seen in their
microfabricated and assembled form, the intrinsic merit of these is not easily apparent.
So, they are broken down into components that have the essential quality that defines
a device. This helps us to adapt and use the design concept in other applications.

i >’
- .-,-‘_-?ﬁ‘ﬁi“.ﬂ

Fig. 1 A collage of a few good mechanical designs used in MEMS. Starting from top-left, and
moving left to right row-wise: a folded-beam suspension and an electrostatic comb drive actuator [3],
Agere two-axis tilting mirror array used in optical cross-connects [4], a Displacement-amplifying
Compliant Mechanism (DaCM) that helps simultaneously increase sensitivity and bandwidth of a
capacitive accelerometer [5], a two-axis in-plane accelerometer that mechanically decouples and
amplified motion in x- and y-directions [6], an ultra-sensitive ring gyroscope [7], an array of flat
beams in a polychromator [8], a bent-beam thermal actuator array [9], a herringbone fluidic mixture
[10], a cell stretcher [11], and an array of heatuators that enhance effective electrothermal expansion
[12]
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2 Simplicity of a Folded-Beam Suspension

Joints are essential components of any mechanical device with moving parts. MEMS
field got its recognition at the inception of the field when researchers showed that
hinges and sliders could be made at the micron scale with polysilicon by incorpo-
rating a sacrificial layer in microelectronic fabrication processes [13]. Electrostatic
micromotors [14], which could spin about an axis perpendicular to the silicon wafer,
had used cleverly-crafted revolute joints, i.e., hinges. Similarly, prismatic joints (i.e.,
sliders) too were realized using silicon. Sacrificial layer process was the key to
those developments. Years later, Sandia laboratory made a miniature revolute joint
with a seven-layered process called SUMMIT [15], Sandia Ultra-planar Multi-level
MEMS Technology. The geometry of the Sandia micro-hinge can be argued to be
more complex than that of a macro-scale bearing. The relative tolerances were not
stringent in those miniature revolute joints even though absolute values of tolerances
were only a few microns. If MEMS field limited itself to such kinematic joints that
merely imitate macro-scale joints, the field would not have attained the sophistication
we see today. The key was simplicity offered by compliant design [16].

In compliant design, elastic deformation is utilized instead of kinematic joints
such as hinges and sliders, to achieve relative motion. A compliant hinge can be as
simple as a short beam segment or a narrow flexure that enables a body attached
to it to rotate about a point. But this has three drawbacks: (i) the effective center of
rotation keeps shifting during the rotation; (ii) the range of motion is limited because
of stress in a deforming body; and (iii) there is inevitable resistance to motion because
some effort is needed to deform a body. So, a compliant hinge cannot come close
to a revolute joint in terms of functionality and performance. The situation is better
with a compliant slider.

A kinematic sliding joint needs a guideway in which a block moves to provide
relative translation. Such a moving block has zero resistance, barring friction, in
the direction of translation; it has infinite resistance in all other directions, namely,
two other translational directions and all three rotational directions. Resistance in
a compliant slider is due to elastic stiffness. Therefore, a compliant slider should
have as low a stiffness as possible in the intended translating direction and as high
a stiffness as possible in all other directions. A pair of beams achieves that to some
extent as can be seen in Fig. 2a.

Note that a cantilever beam has high stiffness in the axial direction and low
stiffness in the transverse directions. So, we can use a beam to translate a body. But
a block attached at the free tip of a single cantilever beam would rotate. On the other
hand, a block attached to a pair of beams does not rotate much. So, it becomes a
compliant slider. But then, we notice in Fig. 2a that the moving block experiences
slight motion in the direction perpendicular to the intended translatory motion. This
is avoided by using a folded-beam suspension [17] shown in Fig. 2b. The transverse
motion of one pair of beams is perfectly compensated by that of another pair because
of the folded-beam configuration. Figures 2c, d show the solid model and deformed
configuration of a folded-beam suspension, respectively.
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(c) (d) o

Fig.2 The design principle of a compliant slider that uses a folded-beam suspension. a A parallel-
beam suspension; while block 2 translates parallel to the anchored block 1, it also moves closer in
the transverse direction; b the downward motion of block 2 is compensated by the upward motion of
block 3 relative to block 2 because of the extra folded-beam pair; ¢ a solid model of the folded-beam
suspension in isometric and planar views; d the deformation of the compliant slider as obtained
using finite element simulation

The folded-beam design for a compliant slider was borrowed by MEMS
researchers from the precision mechanisms field that needed backlash-free precise
motion not offered by kinematic joints.

A folded-beam suspension, which serves as a compliant sliding joint, has simple
yet remarkable design. It enables one body to perfectly translate relative to another.
The stiffness in the translating direction is much lower than that in the other directions.
This is especially true when the height of the beams is larger than the in-plane width.
Even more interesting is the fact that the stiffness in the translating direction is nearly
constant over a long range of motion. Its range of motion is limited by the spacing
of the beam when it is made in a single layer. The range can be extended when it is
made of two or three layers.

In summary, the functionality of pure translation without any offset motion of
a folded-beam suspension arises because of the flipping of one pair of beams. The
performance parameters, such as the stiffness, maximum stress, range, etc., can be
easily calculated using elementary beam theory. Finite element analysis can also
be used if accurate nonlinear behavior is to be captured. The simplicity of this
design enables it to be made using a single releasable layer in microfabrication. Its
simplicity is also because the dimensions (length and cross section of the beams and
their spacing) would not alter the characteristic behavior much. Furthermore, it uses
distributed compliance [18] and thus keeping the stress low and hence increasing the
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range of motion. This design is commonly found in micromachined accelerometers,
electrostatic comb drive actuators, and other MEMS devices.

3 Ease of Making of a Compliant Two-Axis Gimbal

When Micro-Opto-Electro-Mechanical Systems (MOEMS) started to emerge,
researchers needed an array of tiny mirrors to reflect and steer light beams. Texas
Instruments (TI) pioneered a tilting mirror, which could rotate about a single axis
parallel to the silicon wafer. It used a short beam segment that twists to provide
rotation. It was a simple design and served its purpose then. When it came to mirrors
that needed to rotate about two orthogonal axes, more ingenuity was required. Such
aneed is depicted in Fig. 3. A light ray from any single input optical fiber in an input
bundle needs to the directed to any fiber in an output bundle. For this, two arrays of
mirrors were used by Agere Systems [4]. Each mirror was expected to tilt about two
in-plane orthogonal axes. And the mirrors should almost fill the space in a plane,
which means that the suspension of the mirror should be as compact as possible. The
design question was this: How do we obtain a two-axis gimbal design that has a large
range of rotation about both axes and one that can be compactly microfabricated in
a single releasable layer? The answer can be seen in Fig. 4a—c.

A short beam of the kind used in the TI mirror does not give much rotation; it
is severely limiting because the stress in a beam that twists a lot is very high. The
alternative is to use bending using slender beams, which embody the concept of
distributed compliance [18]. This concept is shown in Fig. 4d where a serpentine
beam that is anchored at both the ends can be seen. When one end is fixed to a frame

Optical fibre bundle Micro-mirror array

Micro-mirror array

Two-axis micro-
mirror

Fig.3 The schematic of Optical Cross-Connect (OXC) developed at Agere Systems in early 2000s
[4]. Each mirror in the two planar arrays should be tiltable about two axes in order to steer light
from any fiber in the input bundle to any fiber in the output bundle
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(b)
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Fig. 4 A two-axis micro-mirror: a, b top and isometric views of a hexagonal block with two pairs
of torsional hinges compactly arranged to give two-axis gimbal; ¢ two-axis rotation of the mirror;

[Tant}

d serpentine beam serving as a rotational hinge: when it twists, those marked with “u” move out
of the plane and those with “d” move into the plane; and e a simple way to realize the serpentine
beam rotational hinge using a few slits etched in a rectangle

and the other end is connected to a body that is required to rotate, the beams bend
alternately up and down. This is indicated with letters “u” and “d” in Fig. 4d. When
the serpentine beam rwists by bending about the axis as shown in Fig. 4e, the beam
segments marked with “u” move up and those with “d” move down. The longer
beam segments deform accordingly, also up and down. A simple way to realize a
serpentine beam in a single layer can be understood from Fig. 4e: We just need
to etch a few narrow rectangular slits. As shown in Fig. 4a, b, such slits can be
etched in a hexagon along with annular slots. The result is an amazing disk at the
center with the capability to rotate about two in-plane orthogonal axes and by large
angles. Once again, the distributed compliant design with bending of slender beams
keeps the stress low. Furthermore, the rotational stiffness of the rotary joint in this
design is quite low. The range of rotation and the rotational stiffness is limited by the
microfabrication process. If lithography permits 1-pwm-wide slits, many beams can
be incorporated into the serpentine beam of a given size. However, even with a 5-pm-
wide slit, substantial range of rotation with sufficiently low stiffness is possible with
this design. Thus, ease of manufacture is a remarkable trait of this design that gives a
rather complex functionality. This design is so simple and elegant that its ingenuity
can be appreciated only if one contemplates alternative designs that surpass this.
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4 Generality of an Electrostatic Comb Drive Actuator

Electrostatic force is a fundamental force. It exists between any pair of conductors
that hold electric charge. It is also a large force as compared to another fundamental
force, the gravitational pull. The magnitude of electrostatic force is large enough
to cause sizeable motion at the micro-scale. It is inversely proportional to the gap
between the conductors and directly proportional to the area of the conductor-surface
patches that face each other. This is best understood when we consider two parallel
plates shown in Fig. Sa.

When two parallel plates of overlapping area, w x [ = wl, of surfaces that face
each other, are separated by a gap, go, and with a potential difference, V, the force
in the gap direction between them is given by SUWI ve

, where ¢ is the permittivity

of free space. When the two plates come together Wlth a reduced gap (Fig. 5b), the
force increases a lot because of the inverse-square relationship. When the two plates
displace along the width direction (Fig. 5c) or the length direction (Fig. 5d), the force
is approximately constant. The force in the width direction is given by =3 E”’ V" and that

in the length direction is SOZW V2 This simple principle is used for concelvmg the comb
drive actuator. Incidentally, if we use capacitance which has a similar relationship,
it becomes the principle of a capacitive sensor.

The electrostatic comb drive uses the parallel-plate capacitor displaced in the
length direction (Fig. 5d). As per the formula for the force, EOWV is large when the
gap is small. The gap is decided by the lithography limit of the microfabrication
process used. If the process does not allow a small gap, a way to get around this
problem is to use many pairs of parallel plates. This leads to the comb drive actuator
shown in Fig. 6.

A comb in the comb drive actuator has many fingers. There are two combs, one is
an anchored comb and another a moving comb. In Fig. 6, we see two anchored combs
and two moving combs. The moving combs are attached to a shuttle mass. It is called
a shuttle mass because it shuttles between two extremes limited by the suspension.
The suspension here is the folded-beam suspension that acts like a compliant slider.

The electrostatic force between the moving shuttle mass and the fixed comb can
be enhanced by packing many fingers into a given space. As said earlier, the narrower
the gap between the fingers, the more the force. The range of displacement is limited
by that of the compliant slider. It can be seen that the force of the comb drive actuator

Fig. 5 Parallel-plate : Iy

capacitor. a complete overlap ] ‘I\r"? ,/ 2 pri ,f g
in width and length separated : ; r S/
by a gap; b reduced gap; (a) Q (b)

¢ reduced width of .
overlapping surface; Y Y, Y 7,

d reduced length of =~ 7 : p—

overlapping surface (© (d)
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Suspension

Anchored finger array Extended arm

Fig. 6 Schematic of an electrostatic comb drive actuator. The hatched regions are anchored to the
substrate, while the shaded regions are suspended above the substrate. The lighter shaded region
indicates the folded-beam suspension. The moving comb fingers are attached to the shuttle mass
that moves with the help of a compliant slider (i.e., the folded-beam suspension)

has to overcome the force required to deform the folded-beam suspension. So, the
available output force tapers off with the stroke of the actuator. Most often, the force
of a comb drive actuator is just sufficient to move the shuttle mass. So, it is useful
in sensor applications (e.g., resonant sensors that need a mass to move back and
forth). It is indeed a prime mover for microsensors and some micromechanisms.
Sandia National Laboratories used a pair of comb drive actuators to turn a wheel
continuously (not unlike a piston-crank mechanism) and called it a microengine
[19].

Even though the force of a pair of fingers does not vary with their relative displace-
ment in the length direction (to first order as the formula cited earlier neglects the
fringing fields), the force is not constant due to the folded-beam suspension. This
can be overcome by shaping the fingers. That is, one can vary the gap nonlinearly to
increase the force with the displacement in the length direction [20]. However, this
is not common because rarely MEMS applications need a constant force over a large
distance.

As can be discerned from Fig. 6, the comb drive actuator needs a single releasable
layer, which most microfabrication processes can provide. A small complication
arises if the bond pads within the device are not possible (e.g., SOIMUMPs [21]). In
such a case, the folded-beam suspension can be turned inside out to move the bond
pads out to the periphery of the device.
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The design of a comb drive actuator is simple, and it is easy to microfabricate.
There is another feature in it that makes it general. Myosin motor, which is the
fundamental building block for skeletal muscles, has the same interdigitated design
[22]. The thick and thin myosin filaments have an arrangement similar to the comb
drive design. It is hard to say, however, that myosin filaments inspired the comb drive.
Nevertheless, the comb drive actuator is a general feature of many MEMS devices.
It is the most widely used actuator in MEMS. This design is here to stay.

5 The “Wow” Factor of a Polychromator-Beam Mechanism

Sometimes a brilliant idea calls for a new design, and another brilliant idea is needed
for practical realization of that design. An example of this is a polychromator [23], a
MEMS device that is a miniaturized version of a correlation absorption spectrometer
to identify a substance from a distance. The brilliant idea was to use diffraction of
light to generate light of any wavelength from broadband white light, for the reference
spectrum, using an array of long beams suspended above the substrate. The idea is
illustrated in Fig. 7. Imagine a grating cell composed of an array of beams separated
from one another in the top view and set at different heights above the substrate. If the
gap between the beams and the substrate is of the same dimension as the wavelength
of light, the gaps can be adjusted by applying electrostatic force using individually
addressable drive electrodes. Then, the light rays reflecting from the top surfaces
of the beams and the substrate underneath diffract to give out light of a particular
wavelength. Different patterns of gaps give out diffracted light of desired spectral
content.

The design question then is: How do we make the beams move up and down
continuously for achieving any gap without distorting the beam? Since it is an optical

Top view

More beams

oo |

s .
= Drive electrodes
s |

Fig. 7 An array of diffracting beams that can generate diffracted light of desired spectral content
by adjusting the vertical gaps between beams and the substrate
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This beam needs to move down flat without any distortion whatsoever.
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Fig. 8 An unusual requirement of an electrostatically actuated beam: How should the beam at the
top be anchored to the substrate at the two points so that it moves down without bending, under the
influence of the electrostatic force from the drive electrode?

application, the beam should not deform at all. But then, as in any microfabrication
using photolithography, the beam has to be anchored to the substrate. The driving
electrode ought to be underneath to pull the beam down. This situation is shown in
Fig. 8. Those who know about elastic deformation of beams know that when a beam
is anchored at the ends, it will deform. But here, we want the beam to not deform but
still move down in the transverse direction. Much creative thinking is necessary to
solve this unusual design problem. A reader is urged to spend at least 15 min before
looking at the solution.

An ingenious solution to the problem posed in Fig. 8 was reported in [8]. As
shown in Fig. 9, it uses a two-layered structure sandwiching a sacrificial layer. This
design uses the well-known fact that a fixed—fixed beam under symmetric transverse
load deforms with zero slope at the midpoint. Therefore, by attaching a short segment
at the midpoint to the top beam, we get its downward motion without any bending
whatsoever. This basic idea is further extended by concatenating two beams so that
any tilting or vibration is also avoided. This is shown in Fig. 10, which shows a two-
segment design in undeformed and deformed configurations. Figure 11 illustrates
how an array of such designs can be realized to form a grating element, wherein each
beam can be set at a different height, as desired by the intended wavelength of light.

The simple and elegant design of a polychromator serves its function really well.
It maintains bending-free transverse motion of a long beam. It is the kind of a design
that might occur quickly to a creative person in a flash or perhaps might occur (or
not) to anyone after much thought. In any case, when we see it, we get the “wow”
feeling. If it does not appear as an amazing design to a particular reader, he/she

Fig. 9 An ingenious design that makes a long beam move down without bending when actuated
from underneath and anchored at either end with an intermediate beam
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Fig.10 A two-segment version of the design in Fig. 9 to make a longer beam stay flat. Undeformed
and deformed configurations are shown

Fig. 11 A diffracting cell
using an array of beams used
in a polychromator

should contemplate a similar design in Sect. 7 wherein it is wrapped around a circle
for even more amazing functionality.

6 Optimality of a Displacement-Amplifying Compliant
Mechanism

The design discussed in the preceding section was most likely intuitively conceived.
It was a remarkable example of human ingenuity. Those who use optimization tech-
niques or those who develop them tend to think that algorithms too can give rise to
clever designs. Designs generated by optimization algorithms can be counterintu-
itive. They are often beyond the grasp of human creativity. Thus, designs obtained
using optimization algorithms are sometimes superior. Additionally, they are also
optimal for the conditions set in formulating the optimization problem unlike intu-
itive designs that could be further tweaked and optimized. We illustrate this using an
amplifying mechanism.

A lever, immortalized by Aristotle, comes to mind when we think of a mechanical
amplifier. When a pin joint (i.e., a revolute joint) is not practically viable (as is the
case with microfabrication), a simple lever is not a preferred choice. A flexure that
replaces a pin joint is also not a good choice because of high stress and limited
range of rotation. Furthermore, for large amplification ratio of output and input
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displacements, a lever needs a large space. The question, therefore, is how one can
design a displacement-amplifying mechanism in a given compact space. A solution
for this, given by a topology optimization algorithm [24], is shown in Fig. 12a. The
squares in the top-left and top-right corners are anchors. When a force is applied
vertically up on the flat segment at the bottom, the point in the middle of the top part
of the compliant mechanism moves down by a large amount. This can be understood
from Fig. 12b. First, the motion of this mechanism is counterintuitive: when we push
a point up, another point of the mechanism comes down. Second, this design was
optimal in the sense that algorithm that generated this satisfied the conditions of
optimality set for it. Third, it is often difficult to argue which part of the mechanism
or which beam segment is contributing to the amplifying behavior of this compliant
mechanism.

Another Displacement-amplifying Compliant Mechanism (DaCM) is shown in
Fig. 13. It is also obtained using a systematic design method and an optimization
algorithm [6, 25], but it is more intuitive than the one shown in Fig. 12 but one
that a human designer might not be able to conceive easily. Such mechanisms are

(a) (b)

Fig. 12 A displacement-amplifying compliant mechanism designed using a topology optimization
algorithm. a Undeformed, b deformed

Fig. 13 A displacement-amplifying compliant mechanism microfabricated with silicon [26]
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Fig. 14 Two designs of a
micromachined
accelerometer a without a
DaCM, and b with a DaCM

designed with a purpose because an optimization problem with an objective function
and some constraints would have been formulated. The purpose of the DaCM shown
in Fig. 12 is shown in Fig. 14. Figure 14a, b shows the simulation of two capacitive
micromachined accelerometers [6].

In Fig. 14a, one can see the familiar components of an accelerometer. It has a
proof mass held by a compliant slider mechanism on the top and bottom. There
are also electrostatic comb drives for the purpose of estimating the displacement of
the proof mass indirectly through capacitance measurement. The design in Fig. 14b
occupies the same footprint. For the same applied acceleration, the sensing combs
at the top in Fig. 14b have larger displacement than that in Fig. 14a. This is because
of the DaCM in the latter. Here, it can be seen that even with a smaller proof mass,
we get larger displacement. It was also shown in [6] that the resonance frequency of
the design with the DaCM is larger than that of the one without it.

Optimal designs, such as the DaCM just discussed, too have multiple uses as do
intuitively conceived designs. Generality is indeed a common trait of good designs.
The DaCM used in an accelerometer was also used in a micro-newton force sensor
[26]. In this, the force applied at the input point of the DaCM results in amplified
displacement at the output point. With optical measurement of the output displace-
ment using a digital microscope, a DaCM becomes a force sensor. It is illustrated in
Fig. 15. Thus, if a design is indeed optimal for a specific purpose (here, amplification
of displacement) and could be used for other purposes, it falls into the category of
good designs.
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Fig. 15 A micro-newton force sensor using a DaCM and a digital microscope [26] and its product
version (bendflex.in)

7 Economy of Material and Manufacturing

Benefits of minimalism are well known. It rings true for structural design as embodied
in the adage: the more you think, the less material you need. Sometimes it also means
the less material you cut. Serving a function well with a design that occupies a small
footprint and minimal manufacturing effort is a goal in MEMS devices because the
“real estate value” on a wafer is very high. And there are such MEMS designs that
use almost all the material in a compact footprint and serve a useful function.

Shown in Fig. 16a is a rectangular layer patterned with a few slits indicated in
white lines. What is left with these slits is a highly flexible spring. The width of the
slit can be as small as a microfabrication process allows. The narrower the slit, the
more flexible the spring is. This is because what we see here is an array of springs in
series wherein each spring is a pair of two fixed-guided beams forming a rectangular
box. It is indeed economical use of material and manufacture. Such a stack of springs
has many uses.

Figure 16b shows two such springs (white and gray colors interchanged from
Fig. 16a with white representing beams here) with a central ring. If the central ring
is moved to one side, one spring expands and the other contracts. This structure
was used as a cell stretcher [27]. As illustrated in Fig. 17a, b, when biological cells

(a) (b)

Fig. 16 An example of economy material and manufacture: a a very flexible spring is realized by
cutting out a few slits (white lines); b a stack of two such springs on either side of the central ring
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Fig. 17 A single-axis cell stretcher in unstretched and stretched configurations (adapted from [27])
using the spring shown in Fig. 16

are seeded on a patterned polymer layer, SU-8, in particular, cells are stretched by
applying a force to stretch the spring. In fact, the stiffness of the spring is so low that
cells themselves would stretch the spring, paving the way to measure forces applied
by the cells [27].

There is another significant use for this kind of a spring. To see that, let us recall
the concept of a micromachined ring gyroscope [28]. In a ring gyroscope, a ring
is connected to a central post with spokes. In [28], semicircular spokes were used,
see Fig. 18a. The ring is set into resonant motion by applying electrostatic force
around it by using one set of electrodes on the periphery. The resonant mode shapes
are two ellipses, as shown in Fig. 18b, c. The ring has degenerate mode shapes,
which are inclined at 45° to each other. When the substrate to which the central
post is attached rotates, then the ring starts to vibrate in the second elliptical mode
shape. This motion is capacitively measured by the second set of electrodes on the
periphery. This design, although worked well, could not compete with the resolution
of the macromachined hemispherical-shell gyroscopes. One of the reasons for this is
that the spokes connecting the ring to the central post distort the mode shapes. The
second reason is that the actuation force and the change in capacitance were low.

(®)

Fig.18 Ring gyroscope concept. a A ring gyroscope with semicircular spokes attached to the central
anchor with two sets of arc-shaped electrodes around, one to actuate the ring electrostatically and
another to sense the change in capacitance as the ring deforms; b the first degenerate mode shape;
and c the second degenerate mode shape

(c)
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(c) (d)

Fig. 19 A multi-concentric ring gyroscope that combines the features of polychromator design in
Fig. 10 and the compactness of the very flexible spring of Fig. 16a. It also embodies the principle
of the ring gyroscope shown in Fig. 18 in terms of placing the electrodes in two groups, but with
more concentric electrodes for resonance actuation and capacitive sensing

These two limitations were overcome to a large extent with a clever and economical
design [7], as explained next.

Figure 19a shows concentric rings where adjacent ones are connected to each
other in a staggered manner. Compare this with the designs in Figs. 10 and 16a.
The design in Fig. 19a inherits the features of these two designs. Consequently,
the stiffness of the concentric ring structure is made low, and the distortion at the
midpoints of the arc beams is reduced (see Fig. 19b). In Fig. 19c¢, d, the electrodes
for actuation and sensing are shown in top view and isometric views. This design
of the micromachined gyroscope achieved resolution better than 0.01 °/h [29]. It is
a great example of economical use of material with minimum etching of material
resulting in superior performance.

8 Ubiquity of Electrothermal Microactuators

Electrostatic actuators, comb drive actuator being the prime example, are widely
used in many MEMS sensors. But the force they generate is rather small—barely
moving themselves and only occasionally moving something else. Electromagnet-
based and electrothermal actuators, on the other hand, can generate much larger force.
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Between these two, it is easier to design electrothermal actuators and much simpler to
fabricate. They are increasingly used in MEMS devices where force is needed to move
components other than themselves. The force can be an order of magnitude larger
than that generated by electrostatic force. Hence, they are preferred actuators when
large force is needed, and high speed of actuation is not very important. Common
among them are two building blocks: bent-beam electrothermal actuator [9] and
heatuator [29]. These two designs are ubiquitous in electrothermal actuators.

The extreme simplicity of a bent-beam actuator is apparent from Fig. 20a. It is
simply a fixed—fixed beam with a slight kink—it is essentially a wide V-shaped beam.
There are anchors, which also serve as bond pads for voltage application, at either
end. As shown in Fig. 20a, upon application of a voltage difference between the two
anchors, current flows through the bent beam. Consequently, Joule heating ensues.
Heated beam expands. Since it is anchored at both the ends, it has no other way
than push itself in the transverse direction. This is the basic principle of a bent-beam
electrothermal actuator. The 3D view of a bent-beam actuator is shown in Fig. 20b.
Just so that the beam does not move much in the out-of-plane direction, it is important
to make it taller. Large thickness makes it strong as the area of cross section is large.
Since the beam has to be sufficiently narrow in the in-plane direction in order to
bend, height should be large.

A single bent-beam actuator cannot generate much force, but an array of them
can. This is shown in Fig. 21. In such an array, individual bent-beam actuators are
in parallel arrangement and hence their forces add up. This is also an example of
economy of material and manufacture because very little space is left empty in the
rectangular block. A microfabriated bent-beam actuator array is shown in Fig. 22.

(a) - (b)

Fig. 20 A bent-beam electrothermal actuator: a in unactuated and actuated states; b 3D rendering
of the same

Fig. 21 An array of bent-beam actuators that adds up the force
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Fig. 22 A microfabricated array of bent-beam electrothermal actuators; the material is single-
crystal silicon

The second building block of electrothermal actuators is called a heatuator, a
portmanteau of heat and actuator [29]. Two versions of it are shown in Fig. 23 on
the left and right sides. Both are ingenious designs. The one on the left side is the
original heatuator conceived by Henry Guckel and his team [29]. It is a folded beam
with one half much wider than the other. Two beams in the fold are connected with
a short segment, and the other ends of the narrow and wide beams are anchored
to bond pads. When a voltage difference is applied between the two anchor pads,
current flows through the narrow and wide beams. Both heat up but the narrow beam
gets hotter as the current density is higher in it. Consequently, it expands more than
the wide beam. In order to achieve equilibrium under the ensuring thermal loads, the
folded beam bends up as shown in the figure on the left side of Fig. 23. The principle
of this actuator is similar to that of a bimorph [30] but there is a clever twist: a bimorph
needs two materials with dissimilar coefficient of thermal expansion but here it is
made of a single material. The disparity in the cross-sectional area is utilized here.
Like the bent-beam actuator, it is also easy to realize in microfabrication as it needs
a single releasable layer.

The figures on the right side of Fig. 23 show a variant of the original heatuator.
Here, the wide and narrow beams are arranged electrically in parallel [12]. Therefore,
the current flowing through them is different. The wide beam has more current than
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Fig. 23 Heatuators in series (left column) and parallel (right column) electrical connection

the narrow beam because the former has less electrical resistance than the latter.
Therefore, now the wide beam gets hotter than the narrow beam. Of course, the
length and cross-sectional areas have to be chosen suitably so that overall heating in
the wide beam is more than that in the narrow beam. With the wide beam expanding
more than the narrow beam, the same folded beam now bends downward as shown
in the right-hand side of Fig. 23. As we will see later, there are many uses of this
parallel electrical connection. But first, we should take note of the fact that both
series and parallel versions have the same mechanical construction and that there is a
short flexure that enables the wide beam to rotate. Also to be noticed is how parallel
electrical connection could be given to a heatuator in the layout of microfabricated
components.

As in the bent-beam actuator, many series heatuators can be made into an array
to generate large force [12]. But we can do more with the parallel heatuators. This
is shown in Fig. 24. In Fig. 24a, we see an expanding actuator that has four parallel
heatuators. When voltage is applied between its two anchor pads at the bottom, they
remain stationary but the movable pad at the top moves upward. Notice how the
wide and narrow beams are arranged in order to achieve the upward or expanding
motion, which can be seen in Fig. 24b. On the other hand, the narrow and wide
beams are switched, and the heatuators on either side are kept at an angle, as shown
in Fig. 24c. Now, we see a contracting actuator as can be discerned from Fig. 24d.
The possibilities for design are almost unlimited with electrothermal actuation. It
paves the way for topology optimization involving multiphysics simulation [31-
33]. Analysis of electrothermal actuators is challenging because three simulations—
electrical, thermal, and elastic—are to be performed in a sequence. Conduction,
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(c) (d)

Fig. 24 Four parallel-connection heatuators forming expansion building block (top row) and

contraction building blocks (bottom row)

convection, and radiation effects as well as temperature-dependent properties are
to be accounted for in simulation and design [34]. Both intuition and systematic

optimizations can lead to interesting designs. Shown in Fig. 25 i
platform that uses three arrays of expanding parallel heatuators.

s a planar robotic

The bent-beam actuator and heatuator building blocks are used in arrays or
in special arrangements. We see them in many actuators that use electrothermal
principle. They are thus ubiquitous—the same principle used in many places.

Fllg. 25 lA m1cr0fabr1cateq Arrays of
planar platform actuated with

electrothermal expansion Pa'rallel'
building blocks (adapted 7 he&}mators
from [12]): by applying "
different voltages at the three
anchor pads, the central
problem can be positioned in
the plane. The orientation is
not independently controlled
here as there are only two
independent voltage
differences among the three
pads

14mm
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9 Modularity in a Compliant xy-Stage

Many designs illustrated so far have modular construction: a building block repeated
in different ways in a specific arrangement to serve a function that is beyond what the
building block does. The two-axis gimbal mechanism, comb drive actuator, polychro-
mator, cell stretcher, concentric ring gyroscope, bent-beam actuator, and expanding
and contracting heatuator blocks—all of them used building blocks. Modularity is
thus a feature of a good design. It makes design and fabrication easy. The modules
need not be identical. Even when they are identical, their interesting arrangements
can lead to novel functionality. We illustrate novel arrangements of identical and
non-identical building blocks, in this section.

Consider the compliant slider (or, the folded-beam suspension) once again. The
slider and its schematic are shown in Fig. 26a, b. Shown in Fig. 26¢ is an arrangement
of eight sliding joints connected in a specific arrangement to give the platform at the
center two translational degrees of freedom. The platform of this kind cannot rotate.
It is an xy-stage. By examining the motion of the platform in the x- and y-directions,
one at a time, it can be seen that there is perfect decoupling of the two translatory
motions in the plane. That is, when the platform moves in the x-direction, four sliders
oriented in the x-direction move without disturbing the other four. The same is true

|‘|—
(b)

(c) R

Fig. 26 A single-layer compliant stage with independent motion in x- and y-directions: a a
compliant slider; b schematic of a compliant slider as a sliding joint; ¢ an arrangement that illus-
trated how independent in x- and y-movements can be conceived; and d compliant version of the
scheme in ¢
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(a) (b)

Fig. 27 a Movement of the compliant xy-stage of Fig. 26d in the y-direction; notice that only four
compliant sliders are deforming; b movement in x- and y-directions

for the motion in the y-direction. Now, consider the equivalent compliant mechanism
where the eight sliding joints are replaced with compliant sliders, as shown in Fig. 26d
[35]. Perfect decoupling is preserved in this conversion. This is thus a single-piece
compliant mechanism that can be made in a single layer—a feature that makes it
perfect for MEMS.

When the central platform in Fig. 26d is moved in the y-direction, only four
sliders oriented in the y-direction deform as shown in Fig. 27a. Notice that there is
no motion of the platform in the x-direction. Likewise, there is no motion in the y-
direction for the T-shaped extension on the right-hand side of the mechanism. When
the platform is moved in x- and y-directions simultaneously, the T-shaped extension
at the top undergoes only the y-motion and that on the right only the x-motion. Thus,
decoupling of the central platform can be clearly discerned in Fig. 27b. If we think
of the combined motion of the platform in x- and y-directions as a combined signal,
this mechanism can split that into two separate signals. Thus, it is mechanical signal
amplifier. So, we see how a building block can be cleverly used to achieve a unique
functionality.

Figures 28a, b show another arrangement comprising 12 compliant sliders and
12 DaCMs separated equally in two layers stacked one above the other. This xy-
stage enhances the motion of the central platform when the rectangular extensions
on the four sides are actuated [36]. This is because of the DaCMs. As compared to
Fig. 26d, we need 12 building blocks here to achieve decoupling of the two axes and
amplification along both the axes. This two-layered design can be used as an xy-stage
with enhanced range of motion without sacrificing the dynamic characteristics. This
is an example of two different kinds of building blocks used to create a unique new
arrangement.

The design in Fig. 28 is a two-layered structure. Therefore, it is not easily amenable
for microfabrication. A variant of this was used in [6] to make a single-layered mech-
anism without losing much in terms of functionality. Figure 29 shows such a design.
It is a dual-axis, in-plane, capacitive accelerometer that has enhanced sensitivity
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Fig. 28 Two-layered design of a compliant stage with DaCMs and compliant sliders. This design
has decoupled as well as amplified motion of the stage in x- and y-directions

Fig. 29 A single-layer planar design of Fig. 28 with 12 compliant sliders, four compliant sliders,
and two DaCMs. Here, the movement of the proof mass is amplified at the output points of DaCMs
to enhance the sensitivity and bandwidth of the accelerometer

because of DaCMs. It does not use 12 DaCMs; it uses only two. To compensate
for off-axis motion, it uses additional compliant sliders. As can be seen in Fig. 29,
it has 12 compliant sliders of one kind (marked 1 to 12), four compliant sliders of
another kind (marked i to iv), two DaCMs (marked A and B), and four electrostatic
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comb drives (marked a to d). Thus, it is modular design with four kinds of building
blocks. Two DaCMs amplify the motion of the proof mass at the center. The purpose
of 12 compliant sliders is to decouple the movements of the proof mass in x- and
y-directions and transmit that to two sensing combs (a and b) though two DaCMs.
Four more compliant sliders prevent the motion of the sensing combs in unintended
directions. The other two combs (c and d) are used for self-test through actuation.
Once we see the intent of each building block, the function of the entire device
becomes clear and the interoperability of this modular design becomes clearer. It
also makes it easy to arrive at the parameters of all the building blocks.

10 Hierarchy in Flow Paths and Solid Structures

What holds true at one size scale might change slightly or a lot at another size scale.
Scaling arguments are popular in MEMS and nanotechnology [36, 37]. That line
effects (e.g., surface tension) and surface effects (e.g., heat exchange) dominate over
volume effects (e.g., inertia) at micro- and nano-scales is well known. Quantitatively
speaking, length is the largest at the small scales as compared to area, and area looks
larger than volume. This reversal of sequence as compared to the macro-size brings
in interesting consequences in many physical and chemical phenomena [38]. There
is much more to size effects within a given MEMS device. That has to do with
hierarchy in a design.

Hierarchical design is most evident in Nature. The circulation paths of blood flow
comprise a prime example. From the big aorta, the arteries multifurcate into small
vessels and end up in small capillaries, only to unite later to veins and then vena
cava. It is a tree structure. A big flow path divides into small, and then smaller flow
paths. They combine in reverse. Andrian Bejan calls it constructal law [39]. A tree
is another example. From the trunk up, branches emerge and then divide into sub-
branches and twigs and then to leaves. Trunk down, the root system too has this
hierarchy. For flowing from one source point to multiple points with least resistance
requires a hierarchical tree structure [40]. Such a design also helps in mixing because
microflows are known to have extremely low Reynolds number and hence are hard
to mix otherwise. As we go down a tree structure, the cross-sectional area of the
flow path decreases. This has to be calculated carefully; optimization helps and also
points what is optimal under what conditions [40].

Hierarchy in structural design is much older and dates back to at least Gustave
Eiffel [41, 42]. Eiffel exploited structural hierarchy by making his designs optimally
porous. That is, he used beam segments crisscrossing with another rather than using
a solid piece. If we examine the Eiffel tower, we see cross-beams with smaller
cross-beams inside them. It resembles fractal-like design. While Eiffel took it to
three levels of hierarchy in the famous tower in Paris, Nature has exploited it up
to five levels [41]. Trabecular bone is made of collagen molecules making fibrils,
fibrils combining to become fiber, fibers forming lamella, and lamella leading to
cancellous bone. All five size scales have their own unique design unlike Fiffel’s
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hierarchy where the same design exists at three different size scales, albeit with
reduced cross-sectional sizes like in the flow paths. Solid structures at the macro-
scale are replete with hierarchical designs (e.g., bridges and towers) but MEMS
structures are yet to exploit it. Nevertheless, it is a trait of good design that leads to
economic and efficient use of material.

11 Prospects for MEMS Design

In the last nine sections, we elaborated on nine traits of good MEMS designs with
examples. As can be seen here, good designs share one or more traits. Simple designs
are easy to make. Many of them are general in the sense that they can be used in
other design situations.

A few simple designs serve as building blocks so that modular structures can
be conceived. The “array” principle dominates MEMS designs. Just like a single
transistor is not useful in itself unless millions of them combine to give a processor
chip, the MEMS field uses arrays of single or multiple elements. Many examples
presented in this chapter illustrate this. This is not as widely seen in macro-mechanical
systems.

It is fair to conclude that MEMS designs depended on intuition and experience at
the inception of the field. Later, optimization was used to aid intuition and somewhat
automate the design process. There is much more to do in optimal design. It poses
challenges as most MEMS devices operate in multiple energy domains [38, 43].
Therefore, multiphysics leading to coupled partial differential equations make design
a challenging task. Several examples of optimizing in multiphysical domains were
reported in [2].

Enhancing the quality factor of MEMS structures is a continuing challenge and
a great opportunity to come up with innovative designs. Many modes of dissipation
exist. Many clever designs that minimize dissipation are reported [44,45]. Systematic
study of the phenomena and how we can gain insights into their design are exciting
avenues for further research on MEMS design.

Incorporating multiple materials in a single design and finding interesting combi-
nations is also a future prospect in MEMS. Finally, many MEMS devices are focused
on sensors. Actuators and mechanisms are far fewer. While we can argue that the
demand drives designs (i.e., we needed microsensors more than microactuators),
good designs can create demand. Upcoming areas of micro- and nano-robotics surely
will venture into actuators and mechanisms, thus giving rise to new designs. Good
designs in the future might have more than nine traits that are discussed in this
chapter. Many consider design as an art. And there are surely some revealing signs
to spot good designs also to conceive them either intuitively or systematically.

Finally, it is important to note that a design conceived in one situation for one
application could be used by others in another situation. An example is that of a
continuous-membrane mirror of [46] used in [8] for an array of beams that move
down without distortion, as discussed in Sect. 5. Good designs are always recognized
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and used even if they are obscurely buried in the literature. Sometimes, reinvention
of good designs happens and that is inevitable despite the widespread availability of
research publications.
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Nonlinear Dynamics of Resonant )
Microelectromechanical System oneckior
(MEMS): A Review

G. Chakraborty and Nikul Jani

1 Introduction

Miniaturized sensors, known as microsensors, are often actuated such that one or
more component structures are driven to resonance. In macromechanical systems,
resonance is generally avoided for safety of equipment. However, micromachined
resonant sensors are used for high accuracy, long-term stability and quasidigital
output. They are widely used in detection of chemical and biological substances [1],
measurements of rheological properties of fluid [2], energy harvesting [3], measuring
pressure [4] and in many other diverse fields [5]. In order to increase the sensitivity of
the instrument, the dissipation is kept to a very small value. The accuracy of a well-
designed resonator is good enough to use them as gyroscopes, timing references,
frequency filters in cell phones and computers. In the field of metrology, resonators
capable of detecting mass of 1 picogram have been fabricated.

One drawback associated with the resonant devices is that during large amplitude
oscillation, when the system is excited to resonance, the effects of nonlinearities
become pronounced. First, the resonant frequency of the flexible microstructure
depends on the amplitude of excitation (amplitude-frequency effect or A-f effect).
Second, nonlinearities make the interpretation of sensor data difficult. Finally, the
noise characteristics of the device deteriorate as the participation of nonlinear term
increases. Nevertheless, paradoxical though it seems, nonlinearities can sometimes
be helpful. One example is that, the pull-in phenomenon resulted by the presence
of nonlinear terms can be advantageously used in electrostatically driven MEMS
switches [6]. Further, nonlinearities sometimes improve the noise behaviour of the
device.

The study of nonlinear dynamics of resonant microsystems has emerged as an
active field of research because of two reasons: (a) Since the nonlinear terms invari-
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ably show themselves up in the system’s response characteristics, an analysis based
only on linear term does not predict correct results. (b) Nonlinear terms can be advan-
tageously exploited to improve system’s performance and also to design new kinds
of devices. Thus, whether good or bad, nonlinearities cannot be ignored altogether.

The effects of nonlinearities on the dynamics of resonant microdevices have been
reviewed by many authors. Notable among them are the ones by Lifshitz and Cross
[7], Rhoads et al. [8], Tiwari and Candler [9]. These reviews have emphasized on
different aspects of nonlinearity. For example, Rhoads et al. [8] have studied effects
of different types of excitation on the nonlinear dynamics of MEMS resonators,
while Tiwari and Candler [9] have studied both types of devices where nonlinearity
is undesirable and where it is to be exploited to the advantage.

The present review aims to provide a comprehensive overview of nonlinear effects
on the response of resonant MEMS devices. Along with the usual sources of non-
linearity in a resonant MEMS, discussion has been made also on different ways by
which nonlinearities are tailored to improve the system’s performance. The benefi-
cial and undesirable effects of nonlinearity have been pointed out by means of simple
models, which are valuable tools for getting insight into the design of such systems.
The review is divided into several sections. The basic operating principal of resonant
MEMS has been explained in Sect. 2 restricting to the linear theory. The effects of
nonlinearity on differently excited resonators are discussed in Sect. 3. Only one kind
of nonlinearity, namely, duffing-type nonlinearity has been treated in this section in
order to highlight various roles that the nonlinearities can play in the dynamics of
such systems. The real nature and origin of nonlinearities that appear in resonant
MEMS devices are explained in the next section (Sect. 4). In Sect. 5, we compare the
effects of nonlinearity and discuss the desirable and undesirable effects. In the final
section (Sect. 6), various methods of modifying the nonlinearities of the device have
been outlined.

2 Working Principle of Resonant MEMS Sensor

The working principal of a resonant device can be explained with the help of a
forced single-degree-of-freedom (SDOF) oscillator, whose equation of motion can
be written as

mx +cx +kx = f(t) (D)

where the symbols have usual significance. In a resonant microsystem, the oscillator
is driven to resonance by means of harmonic excitation f(t) = fy coswt. The steady-
state response amplitude

X Fo here A/ k and ¢ ¢ 2)
= . W y wn = —_ =
) m 2/ mk
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attains a maximum value X .x = F"—/k, when w = w,+/1 — 2¢2. Usually for
20/1-¢2
~ Fo/k

resonant device the damping factor is kept small, so that X,,x ~ 3 for w ~ w,.
It is customary to specify the damping factor in form of quality factor Q which is
approximately equal to i For resonant MEMS, the Q factor is very high.

In sensing devices, one of the physical parameters of the oscillator is changed
depending on the external stimuli that need to be estimated. For example, in chemical
gas sensor, the mass is altered when the gas is present near the vibrating body, in a
pressure sensor the stiffness is changed. This change in inertia or stiffness causes the
natural frequency to be shifted. The conditions for resonance of an initially resonating
oscillator now get changed, resulting in significant change in the response amplitude
and phase difference ¢ = tan™! (12_%2/7:2
one to quantitatively estimate the change in physical parameter and hence the stimuli.

For example, change of the mass from m to m + Am causes the steady-state

amplitude to decrease by

). Measurement of this change can enable

Aax—_fo o1 3)
ch/m lAm2
+(£5)

or the phase angle is increased by

A¢ = tan™! (—;) T cot™! < 2 ) 4)
Am/k/m 2 Am/m

If the excitation frequency is tuned then it may be possible to bring the system again

to resonance by changing the frequency from w = w, = % tow =/~ +"Am. The

change in the frequency |Aw| =, /% <1 — \/1i_M> can be measured to estimate

Am, provided the values of w,, = \/% and m are known. It may be noted that since
Aw X wy,, the measurement becomes easy as the value of w, is increased. This
explains why the microscale or nanoscale sensors are better suited for this purpose;
the natural frequency of a system increases as the dimension is reduced.

The efficacy of the above-described sensing scheme depends on the ability of
detecting change in the response amplitude or phase as the natural frequency is
shifted, i.e. on the value of AA—ji, which should be sufficiently large. However, from
(3) it may be easily established that

AX  Fy 1 I 1 Am -
Am ~ 4C%km A JIFA2)’ T2 m

_ AL
D) VI+ A2



60 G. Chakraborty and N. Jani

It is therefore required to have large excitation amplitude Fj in order to increase the
sensitivity for small value of Am.

This limitation can be avoided if the oscillator is excited by parametric excitation
rather than direct excitation. For the simplest situation, the following equation of
motion is obtained:

mx +cx +k(1+2ecos2wt)x =0 (6)

The response in this case shows two distinct behaviour depending on the values
of the parameters €, w/w, and (. The amplitude either increases exponentially if
certain inequalities € > f (w/w,, () are satisfied or gets reduced to zero when € <
f (w/wy, €). Thus, the system can be conceived to be either in O-state corresponding
to low amplitude of oscillator or in the 1-state which corresponds to high amplitude of
oscillation. When the natural frequency is changed, the system may be easily brought
from one state to other. Next by proper adjustment of the excitation frequency w, the
system can be restored to its original state. The measured value of Aw required for
that purpose is used to obtain the change in the mass or stiffness of the oscillator.
For example, when the excitation frequency w is nearly equal to the natural fre-
quency w,, primary parametric resonance in an undamped system (¢ = 0) occurs,

2 2
if 1— <i) <e<l+ (f) , 1.e. within a narrow frequency zone of width,

Wy
l—¢c< (”7)2 < 1+ ¢ or approximately 1 — 5 < (<) ‘< 1+ 5. The state of the
oscillator changes when w,, is changed by amount 5 ~ =.

3 Nonlinearities in MEMS

The response amplitudes of resonant MEMS devices are generally large and hence
the linear approximations are often insufficient to predict their correct behaviour.
Also nonlinearities are sometimes introduced deliberately to gain some advantages.
Presence of nonlinearities makes the analysis complicated because of two reasons,
(a) the model becomes quite complex and (b) unlike linear systems there is no generic
behaviour of system response. Every nonlinear system behaves differently depending
on the type of nonlinearity, excitation or initial conditions. Thus, a complete discus-
sion of nonlinear dynamics of MEMS devices will be too lengthy to be considered
in a review of modest length.

Resonant MEMS devices can be broadly classified as shown in Fig. 1.

Nonlinear analysis of the system is different for different subsystem. Further each
of the subsystem can be classified according to the mode of excitation in the following
manner:

system with direct excitation,

system with parametric excitation,

system with combined direct and parametric excitations and
system with self-excitation.

NS
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Resonant MEMS

Smnot£ —— Non-smooth system
¥ (Vibro-impact system)

! }

Single element system
g ¥ Coupled array of

oscillators
SDOF model MDOF model
(one single dominating (model interaction
mode) possible)

Fig. 1 A schematic explaining the classification of MEMS resonators

In the following pages, only one type of nonlinear system, namely, the one which can
be modelled as a single-degree-of-freedom oscillator is considered for discussion.
Further, out of numerous kinds of nonlinear terms that may be present in the system,
only the cubic type of nonlinearity is taken up. Different cases of excitation are now
considered separately.

3.1 System with Direct Excitation

The equation of motion of a harmonically excited system with cubic-type nonlinear
term can be written as

mx + kx + cx + ax® = fycoswt 7

This quite simple looking system shows at times unexpected behaviour like sensitive
dependence on initial conditions (chaos), although in most cases the behaviour is
quite predictable. However, the behaviour depends on (i) the relationship between
w and wy,, (i) the magnitude of fy, (iii) the sign of «, etc. Three cases can be
distinguished.

Case 1: w &~ w,,. This is the case typically encountered in resonant MEMS [10]. The
characteristic behaviour of the nonlinear system is mentioned here.

(a) The frequency response curve for steady-state amplitude bends towards right or
left (see Fig.2) according to the sign of « is positive(hardening-type nonlinear-
ity) or negative (softening-type nonlinearity). In fact, the natural frequency of
unforced system depends on amplitude of oscillation as w? % + %aaz, where

n =
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Fig. 2 Frequency—amplitude curves for forced excitation

(b)

a is the amplitude of oscillation. For a forced system, the response curve depends
on the magnitude of fj and c.

The response amplitude can take any of the three possible values depending on
the initial conditions, when the excitation frequency is within a zone in between
wi and w; (shown in Fig. 3).

The non-uniqueness in the amplitude gives rise to ‘jump phenomena’ when the
frequency of excitation is quasistatically increased or decreased continuously.
The direction of the jump (upward or downward) as well as its amount depends
on the sign of «v. For example, a hardening-type nonlinearity exhibits downward
jump in the frequency sweep up operations while a softening-type nonlinear
system shows upward jump. However, if the frequency is not changed quasistat-
ically, then significant transient oscillation takes place before the amplitude sets
down to a new value.

Case 2: w ~ 3w,. Although the predicted response is small according to linear analy-

sis,

the presence of cubic nonlinear term can make it large. The steady-state response

has two frequencies, namely, the excitation frequency w and the natural frequency

Wy

The phenomena of large amplitude of oscillation is known as ‘subharmonic

resonance’.

Amplitude
Amplitude

| |

| |

: |

| | I

L ||
@, @ Excitation frequency (@) @ —> o, o,

(a) (b)

Fig. 3 Bifurcation frequency in case of softening and hardening nonlinearities
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Case 3: 3w =~ w,. It is also possible to get large amplitude response because of
‘superharmonic resonance’.

When the oscillator is excited by force with two or more different frequencies then
in addition to above, large amplitude oscillation may take place due to ‘combination
resonance’.

3.2 System with Parametric Excitation

The effect of nonlinear terms in a parametrically excited system is to limit the oscil-
lation amplitude to a finite value when the excitation causes instability to a linear
system. For example, if the nonlinearity is of duffing type as in the following equation
of motion:

mi + cx + k(1 4 2e cos 2wt)x + ax® =0 )
one or two limit cycles may exist depending on the value of win, (= m and the sign
of . For a duffing-type nonlinearity, the limit cycle is stable if this is unique. For the
system where two limit cycles exist, the one with higher amplitude of oscillation is
stable. The instability region for a nonlinear system is shown in Fig. 4. The parametric
space is divided into three regions. In the region I, both linear and nonlinear equations
predict the same steady-state response which decays to insignificantly small value.
In region II, the nonlinear equation predicts a stable limit cycle. However, the steady-
state amplitude depends on initial condition in region III. For some initial conditions,
the predictions of the nonlinear equation and the linear equations are identical, while
for a different set of initial conditions a large amplitude of oscillation is predicted
when the nonlinear term is present.

Fig. 4 Regimes for stable A
and unstable behaviours of
parametrically excited
system
Region I
&
Region | Region Il
| .
! Region |
(0]

Q)

n
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3.3 System with Combined Direct and Parametric
Resonances

When the stiffness term in a harmonically excited system is modulated periodically,
the system shows often unexpected behaviour. Consider the following equation of
motion [11]:

mi + c¢x + k(1 4+ 2e cos 2w, t)x = focos(wgt + @) )]

If wg = w), application of harmonic balance method gives the following steady-state
response:
x = Acoswy,t + Bsinw)yt (10)

where A and B satisfy the following equation:

v omg e T feel
1

—cw, k(1 —¢)— mwlz, —sin¢

Atresonance, i.e.w, = w, =,/ % the response can be written in the following form
provided the amplitude of parametric excitation remains below the threshold value:

/402 2
x(@) = M {sin (qﬁ —tan~! 2%) COS wyt + cos (¢ + tan™! %) sin wnt}

k (4¢% —£?)
(12)

As € = 2(, the response amplitude becomes large leading to single amplification.

-1 = _ T
Further, as tan (2_C =7
—T

Amplitude becomes very large when ¢ = —*. Thus, amplification or quenching of
the signal during resonance depends on the value of the phase difference between
direct and parametric excitations.

Above the threshold level of excitation, the parametrically excited linear system

becomes unstable. In this case, the response can be written as

when € = 2(, the amplitude becomes small for ¢ = 7.

x(t) = x1(f) + x2(¢) (13)
where x () is obtained by the above analysis while x; (¢) satisfies the damped Math-
ieu equation.

When wy # w), the response can be written as

x(t) = A(t) coswpt + B(t) sinw,t (14)
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where A(t) and B(t) satisfy the following differential equation:
a8 —cwp k(1 —E)—mwlz, B —sin {(wa — wp)t + &}
1

Lo, 2]
(15)

It is not difficult to see that if the solution is stable then the response consists of two
harmonic terms, one with frequency wy and the other with frequency 2w, — w;. When
the nonlinear term is present, the response becomes generally quite complex. For a
nonlinear oscillator driven by both parametric and external excitations (degenerate
case), the equation of motion becomes [12]

¢ k(1 +¢) — muw? cw A cos {(wg — wp)t + ¢}
gl I | 4 B et )

mi + cx + k(1 +2e cos 2w,t)x + ax® = fycos(wt + @) (16)
The steady-state response can be obtained by assuming, as before
x(t) = Acoswt + Bsinwt

where A and B are obtained using balancing the harmonics after substituting x (¢) into
the governing equation of motion. When the system is driven below the parametric
instability threshold, the system behaviour is the same as that of a duffing oscillator.
When driven above the instability threshold, amplitude-frequency response shows
five branches (unlike three in duffing oscillator) within certain frequency band, three
of which are stable [12]. Two ‘active’ stable resonances are seen in this resonator. It is
interesting to note that the maximum amplitude of the resonator does not depend on
whether the parametric instability threshold is crossed or not. Thus, the parametric
instability threshold is only of minor concern here, unlike in a linear resonator.

3.4 System with Self-Excitation

Some MEMS resonators are excited by itself through positive feedback mechanism
[13]. Such systems are active and, of course, connected to an unlimited energy source.
A simple mathematical model of a linear system with self-excitation is

miX —gx +kx =0 (17)
whose response grows exponentially with time. Examples of self-excited MEM res-
onators are optically heated mechanical resonators [14]. Presence of nonlinearity

limits the amplitude of oscillation to a limit cycle. For example, the following equa-
tion exhibits limit cycle:

1
mx—g<x—§x3)+kx=0 (18)
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This equation can be written in another form, associated with the name of Van der
Pol.

myj—g(1—y*)y+ky=0 (19)

by substituting x = y.

If the oscillator is excited by harmonic excitation fy cos wt, wherew ~ wp = /-,
then the steady-state motion becomes periodic with a frequency equal to that of exci-
tation. Thus, the response gets synchronized at w. An interesting fact is that a small
change in excitation frequency can cause large change in response behaviour. This
happens when the excitation frequency falls outside the band in which ‘entrainment’

takes place.

4 Sources of Nonlinearity

Any vibrating system is generally nonlinear. Only under special operating condi-
tions the effect of the nonlinear terms can be ignored. For example, the system is
adequately modelled as a linear system when the amplitude of vibration is small.
In resonant devices, this is not the case since the amplitude of vibration is kept to
a very high level in order to increase the sensitivity of the device. Furthermore, the
MEMS device is made by interconnecting different subsystems which have their
own dynamics [15]. Hence, modelling the nonlinear terms is a very difficult task
which can be achieved only with a detailed knowledge of the individual subsystems.
In what follows some common sources of nonlinearity are discussed.

The sources of nonlinearity can be broadly classified as following:

. nonlinearity in mechanical structure,
nonlinearity in actuation system,

nonlinearity in sensing (measuring) devices and
nonlinearity in feedback and electrical circuit.

B =

4.1 Nonlinearity in Mechanical Structure

The nonlinear terms appearing in the equation of motion of the structural component
of the resonant device (for example, beam, plate, wire, etc.) are of following types:

(i) stiffness nonlinearity,
(i) damping nonlinearity and
(iii) nonlinearity due to external forces.
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4.1.1 Nonlinearity in Stiffness Terms

The stiffness or restoring force term in the equation of motion of the structure can
be nonlinear because of (i) nonlinearity in strain—displacement relationship at large
amplitude (geometric nonlinearity) [16], (ii) nonlinear constitutive relations of the
material (material nonlinearity) and (iii) impact causing sudden change in the system
behaviour [17].

In deriving the equation of motion of a vibrating structure, one needs the rela-
tionship between stress and strain components (constitutive equations) which can be
mathematically expressed as

oij =0oi(e); 1 j k,1=1,2,3

Together with the relationship between strain and displacement gradient. In a linear
system, both these are expressed as linear relations, namely,

oij = E E Cijiiex, where Cijiy = Cjiy = Cijik = Cij
K 1

and € = 2 ax]‘ (9)(,‘

where u; (i = 2, 3) are the components of displacement field.

However, during large amplitude oscillation, significant deviations from the afore-
said relations occur. Even if the material nonlinearity can be ignored, the nonlinear
relation between ¢;; and 27”; terms shows non-trivial effects. For example, the non-
dimensional equation of motion of a MEMS beam fixed at both ends can be written

as [16]
I

w  Fw A2\ O*w ow\?

—t— | — )| = — ) dx=0, O ) 21

o7 T oxt <2I)8x2/<8x) r=00=x= @D
0

Here, even if the constitutive relations are assumed to be linear, the nonlinear rela-
tionship between strain and displacement, i.e. €, = g—z + %(?}—’;’)2, where u(x, t) and
w(x, t) are axial and transverse displacements, respectively, couples the longitudinal
and transverse motion of the beam. The net effect is stretching of the neutral axis
of the beam during large deformation, a fact which is often ignored during small
amplitude oscillation.

In a cantilever beam, the above-mentioned mid-plane stretching does not take
place but the geometrical nonlinear terms exist. The equation of motion can be
written as [18]

Pw  Ow D [aw o <aw a2w)] o | ow / o [ [ owo*w

et et | —= (== — | = ds| =0
o2 T st Tas | o5 0s oy 02 s | os s
1

as | ] Bs s
0

(22)
where s is the distance measured from the fixed end of the beam.
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Fig. 5 Schematic of a g
compliant amplitude k ?
restraint
l T )
| I )
k

Material nonlinearity does not normally arise in MEMS devices unless spe-
cial material is used. In systems where vibro-impact takes place, for example, the
devices used in switching, positioning and tapping mode atomic force microscopy,
the impacting process generates severe nonlinear behaviour. This kind of system is
usually modelled as piecewise smooth (linear) system whose equations of motion are
usually smooth. Specific rules, like Newtonian impact low, apply when the response
crosses the regional boundaries. For example, for a cantilever beam with a compliant
amplitude restraint (as shown in Fig. 5), the boundary conditions at the free end can
be written as

(i) 00 and T2 Z 0 wh lw(x =1,1) <6 (23)
i)— =0 and — =0 when |w(x = <

Ox? Ox3 ’

Q*w Pw k

(ZZ)W =0 and e E(w —0) when wx=10,1) > ¢

0w Pw

(ZZL)W =0 and Fr i E(w—}—é) when w(x =1,1) < —§

This system shows all the behaviour of a hard nonlinear system.

4.1.2 Nonlinear Damping Term

Different mechanisms are responsible for dissipation of energy from the vibrating
structure in a resonant MEMS device. The sources of dissipation of energy can be
broadly classified as follows:

(i) structural/internal damping,
(ii) support damping and
(iii) fluidic and acoustic damping.

Various mechanisms of energy dissipation have been identified within the structure
(bulk dissipation) [19, 20] or on its surface (surface dissipation) [21]. Of the former,
the thermoelastic dissipation is the most dominant. Usually the damping is treated
as linear. A major loss of energy from a resonatory microstructure takes place in
the fluidic medium surrounding the structure. In many situations, the vibrating body
is placed near a static structure. The fluid entrapped between these structure causes
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what is known as squeeze-film damping. As the amplitude of response increases, the
effect of nonlinearity also becomes significant. For example, the equation of motion
of a pined-pined beam vibrating near a fixed plate is

! 5

O*w ow Ow EA ow\? 0w

Al g Y =2 DY e |22~ [ pay (4

P o T TP ow T oL /(w) s /”y @4)
0

_b
2

where p(x, y, t) is the pressure distribution on the beam surface which has width b.
The pressure is calculated by solving the nonlinear version of Reynolds’s equation

124 0 (pwo)
. 3 —
v wrvel= e g @5)

where p is the viscosity of the surrounding fluid and K is the Knudsen number
(=mean free path of the gas/w). When the amplitude of vibration is small the damping
is usually considered to be linear with damping coefficient, Csquecze = Z—zl u, where b,
d, [ and p are, respectively, the beam width, gap between plates, length of the plates
and air/fluid viscosity. When the amplitude of vibration increases, the nonlinearity
of damping is modelled by considering the damping coefficient as [16, 22]

Coonre = —— (26)
Squeeze - (d _ w)3

4.1.3 Nonlinear External Forces

As the dimensions of the structure are reduced, some kinds of interaction forces with
the nearby objects become pronounced which can introduce nonlinearity. For exam-
ple, in scanning probe microscopy, the tip of the microcantilever often experiences
electrostatic interactions or attractive van der Waals forces from the surface under
observation. Most of the interaction forces are highly nonlinear function of the sep-
arating distance between tip and sample [23]. A very general model for tip—sample
interaction force is given by

—(%, for d > ay
Fip = (27

—% + D(ag— d), ford < aq

Here C, D, d and a are general attractive force parameters, tip—sample separation and
intermolecular distance at which contact is considered to be initiated. The parameters
C and D are functions of tip radius. The forces are dependent on material of tip and
sample. They are attractive (repulsive) for long (short) range.
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4.2 Nonlinearity in Actuating System

MEMS resonators are excited by different mechanisms. The most common of which
are

(i) electrostatic actuation and
(ii) piezoelectric actuation.

The forces of actuation in an electrostatically actuated MEMS (also called capacitive
MEMS resonator) is calculated by solving the field equations in an electrostatic
problem. However, under certain assumptions the force can be modelled as

€AV?
242

Fictuation =

where € is the permittivity of the space, A is the area of the electrode, V is the voltage
difference between the plates and g is the gap between the plates. For a capacitive
actuation of the beam-type resonator, g = d — w(t), where d is the initial gap and
w is the transverse displacement of the beam. For a DC-driven system,

€A VI%C
F. actuation =— m

However, resonant MEMS are excited by time-varying voltage V = Vp¢ +
Vac coswt. In this case, the actuation force leads to both ordinary nonlinear terms
and nonlinear parametric excitations [24]. In this case

2

€A 2 Vic Vic
Factualion = 2(d _ w)z VDC + T + 2VDCVAC coswrt + T cos 2wt
(28)

The nonlinearity is usually softening type since

a1 () () )

Usually in the model, the fourth- and fifth-order nonlinear terms are generally
neglected. However, for very high amplitude oscillation they become effective [25].

In a piezoelectrically actuated resonator, electrical voltage is applied to the piezo-
electric material to induce deformation (strain actuation) within the structure. Linear
assumption provides adequate accuracy to the model as long as the applied electric
field and stress are low. They become, however, increasingly inaccurate as the stress
level and electric field strength increase. Pronounced nonlinearity and hysteresis in
the strain—field relationship are observed in such case. Usually the nonlinearity is
softening type.
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4.3 Nonlinearity in Sensing System

Different response parameters like amplitude, phase, etc. are used in various ways
in a resonant MEMS device. This requires sensing of the pertinent quantity with
the help of suitable sensing device. Often the resolution of the MEMS device gets
limited by the limitation of the sensing device. Different types of sensors are used,
like capacitive sensor, piezoresistive sensor and optical sensor. It is desirable that
the sensor should be linear for wide range of input. In practice they often show
nonlinearity.

For example, in capacitive-type sensing scheme, the change in capacitance is
measured to detect the displacement of the movable plate of parallel-plate capacitor
[26]. As the capacitance of such a capacitor is given by

€A
C:
d—w
ac €A €A w w2

Nonlinear terms in the aforementioned expression can be ignored if w < d. For large
value of w, appreciable errors have been found out while using the linear relationship.

Apart from the sources of nonlinearity described above, the nonlinearities are
deliberately introduced into the system by various mechanisms, like feedback, etc.
Some of these methods are discussed later (see Sect.6). In what follows the roles
played by the nonlinearity are discussed. It will be seen that nonlinear terms some-
times enhance the performance measures of the device, while at other cases they play
negative roles.

5 Effect of Nonlinearity on MEMS Performance

As mentioned earlier, nonlinearity can be the cause of performance degradation, or
it can help to improve the device performance. Different effects of nonlinearities are
discussed below.

5.1 Undesirable Effects of Nonlinearity

The following are the undesirable effects due to the presence of nonlinearities in the
device:

a. Frequency stability
The resonant frequency (the frequency at which the amplitude becomes highest)
of a nonlinear oscillator depends on the amplitude of the excitation forcebreak [9,
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27]. This dependance of resonant frequency or amplitude limits the performance
of the device where they are required to resonate at a particular frequency, for
example, time device, frequency filters, resonant accelerometers, resonant energy
harvesters, gravimetric sensors, etc.

Noise performance

High amplitude of response is preferred in resonant devices for increasing the
signal-to-noise (S/N) ratio. However, the presence of nonlinear term limits the
amplitude of oscillation for a given excitation level.

To assess the noise performance of the oscillator, a block diagram of the open-loop
system is used as shown in Fig. 6.

In Fig.6 N;(t), N, (t) are the noise in excitation and transducer, respectively, and
y(¢) is the measured output from the transducer. The maximum energy stored in
the linear oscillator is

1
Enax = _le2

2 max

While the maximum power that could be extracted from the oscillator is equal to

AE  wEma
21/w  Q

Psig =

The noise in y(¢) is generated by two main sources, namely, the noise generated
from excitation and the thermal noise generated due to motion resistance. With a
properly designed excitation mechanism the contribution of the first term can be
minimized. The thermal noise power can be written approximately as [28]

2
m wo

where wy is the centre frequency and dw is the offset from the former. The phase
noise spectrum is obtained as

mech 2kyT :
Phoise +pN2 b < Wo > + PN, (30)

L(Aw) = =

2psig Psig 2QAW 2psig
where py, is the noise in the transducer. In the simplified analysis, the effect of
1/f noise has not been considered.
It is seen from the above equation that a large value of E,, is required for
improving the noise performance of the oscillator. However, the presence of
the nonlinear term limits the value of E.,x and hence decreases the S/N ratio.
The limitation on amplitude of response due to nonlinearities puts a limit to the
drive current that can be applied resulting in a far-from-carrier-phase noise. Also
the frequency-amplitude dependence converts amplitude noise into phase noise
[9, 29].
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Fig. 6 Block diagram of a MEMS resonator considering the noise in excitation and detection

c. Quality factor
Nonlinearity often decreases the quality factor of the resonator in MEMS device.
This affects adversely the sensitivity of the instrument [15, 30]. Also amplitude
of response during parametric excitation gets limited to a low value if nonlinear
terms are significant.

d. Sensing
Nonlinear terms introduce complexity in the sensing process [26, 31]. It is desir-
able to design and fabricate the resonator to drive in the linear regime. Nonlinear
terms, for example, in capacitive sensing, affect the performance of the resonator.
In optical sensing also the nonlinear effects are observed.
Apart from the general effects of the nonlinearities present in almost all MEMS
devices, some kinds of nonlinearities may degrade the quality of some special
devices. For example, in dynamic atomic force microscopy, where near-resonant
response of cantilever is measured to estimate topography of the sample, the
nonlinear interaction strongly influences the resonant characteristics of the can-
tilever. Amplitude jump and hysteresis take place during forward and backward
frequency sweeps. Transition between attractive-repulsive regime also leads to
chaotic response. These effects have been found to affect the quality of image of
the sample surface [32].

5.2 Desirable Effects of Nonlinearity

The desirable effects of nonlinearities are now listed below.

a. Phase noise
In the previous section, it has been pointed out how the phase noise increases
because of nonlinearities present in the system. However, it has been found that
if nonlinearity is judiciously introduced then the phase noise can be reduced [33].
It has been found, contrary to the conventional phenomenological wisdom, that
there exist a special region in the parameter space, lying above the nonlinear
threshold, where the phase noise is reduced. By operating the oscillator in this
region the signal level can be increased to large value without degrading the
oscillator performance. However, to achieve this objective a feedback with a phase
delay is required. By properly selecting the gain and phase delay the nonlinear
frequency shift is made comparable to the linear resonance line width, but small
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compared to the resonant frequency. This scheme is also known as phase feedback
oscillator. Similar noise reduction has been experimentally demonstrated for a 2
DOF-coupled nonlinear oscillator [34].

Frequency stability

In timing devices, where stability of the output frequency is of greatest concern, the
change in frequency, caused by increase in amplitude (i.e. amplitude-frequency,
A-f effect), is a problem. However, the nonlinearity can help in achieving tempera-
ture compensation in silicon micromechanical resonator [35]. The main challenge
in Si resonator is that Si has a temperature coefficient of frequency (TCF) near
to 30 ppm/°C, which is large compared to that of a quartz oscillator (18 ppm/°C
at 25°C). With increasing temperature, both the resonant frequency and quality
factor increase as follows:

fr = fo(1+ TCK(T - Ty)),

Qr = Qo (1+ TCQ(T — Ty)), (€29)
where fj and Q are the resonant frequency and quality factor at 12.5°C and TCQ
is the temperature coefficient of quality factor. In the linear regime, operating at
resonance, the amplitude is proportional to the quality factor, i.e.

X =Xo(1+ TCQ(T — Ty))

where X is the amplitude of MEMS at Tj. From the above equations, we get

Afr = (fo TCF)AX

X, TCQ

A TCF AX
Afr = = (32)

Jo TCQ X,

i.e. there exists a linear relationship between f, and X. When nonlinearity is
present the A-f dependence due to duffing-type nonlinearity can be written as

Afp _ 3a/4(Xo+AX)? 3a X} | 3a X} AX

(33)
Jo 27 fo 4 2nfy 47 fo Xo
When both the effects are considered
Af_AfT AfD_3aX(2) AX(TCF+304X(2)> (34)
Jo Jo Jo 42rfy  Xo \TCQ 4rnfy )’

The effect of temperature variation can be nullified if X is selected for (o < 0) in
such a way that the last term gets cancelled out. Thus, the temperature dependence
of frequency is minimized. Further, electrostatic tuning is also used to suppress
the temperature-frequency drift [36].
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c. Sensing devices
Nonlinearity can be useful in many sensing devices. Some examples are given
below:

(i) The pull-in phenomena of electrostatically driven MEMS, which is due to
nonlinear nature of the interacting force, is desirable in MEMS switches for
reducing switching voltage [6].

Jump phenomena (Bifurcation) in a nonlinear system have been advanta-
geously used in mass sensing. In a linear system, sweeping of excitation
frequency is carried out to detect resonant frequency. Performance of the
sensor depends on the quality factor or damping. Further, the minimum
detectable mass is also limited by noise. The strategy of exploiting bifurca-
tion phenomena has been found giving better results. It has been found to
be applied in different ways.

(i)

(a)

(b)

(©)

One way is exciting microresonator at set point A’ (shown in Fig. 7a),
close to the critical point, so that an addition of mass will cause a shift
in the resonance frequency and also in the bifurcation frequency. If
the change in bifurcation frequency is large enough, then it will cause
saddle node bifurcation (jump to A) [10]. From the difference between
set point and bifurcation frequency, minimum possible value of mass
detected can be calculated. Such device has been used for switch-type
operation, whether the minimum value of measurand is detected (1) or
not (0).

Another way found in literature is bifurcation tracking through sweep-
ing a parameter [37]. Parametrically excited systems contain stable and
unstable regimes. As shown in Fig.7b, excitation frequency is swept
towards the separating boundary of these regions. At critical point,
amplitude of oscillations goes up. On mass detection, boundary will
shift towards lower frequency and finding the shift, amount of mass
detected can be calculated. Noise will be a dominating factor for uncer-
tainty in sensing. Rate of frequency sweeping is an important factor
for getting results with maximum precision [38]. If the rate is too fast,
then bifurcation will happen after critical point, and, if it is too low,
then noise activated jump can occur. Even influenced by noise, sensor
based on bifurcation tracking has been found giving better results than
resonant sensing.

For continuous sensing, resonator has to be reset at low amplitudes,
and again sensing can be carried out, which can be time-consuming.
One technique was found very useful, which works on the phenomena
of noise squeezing [39]. While approaching critical point, just before
bifurcation, phase noise gets squeezed to a very small value. Considering
it as sign of bifurcation gas sensing has been done with faster rate.

(iii) Nonlinear parametric resonance with broad driving range is useful in
increasing the sensitivity of MEMS gyrosensor [40]. In a study, it has been
demonstrated that by adjusting the electromagnetic and mechanical nonlin-
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Fig. 7 a Utilizing jump phenomena for sensing purpose. b Tracking the bifurcation frequency in
parametrically excited systems

(iv)

)

earities, a reduction in angle random walk (ARW) and bias instability is
possible.

Nonlinear coupling between two modes of a micromechanical resonatory
disc gyroscope introduces the parametric amplification of the Coriolis force
without the need of externally applied parametric pumping [41]. The ampli-
fication increases the rate sensitivity of vibrating gyroscope.

As described in previous section, large displacement reduces the sensor
performance and detecting the displacement also becomes difficult. To limit
the displacement, nonlinearity is introduced in the excitation loop [42]. In
some of the mass-sensing strategies, microcantilever is operated in self-
excitation loop. Tip deflection of cantilever beam is detected and (as shown
in Fig.8) base displacement is given as cubic polynomial function of the
sensor output [43]. Self-excitation strategy has also been utilized for creating
parametric resonance [15]. Here, the introduced nonlinearity will not cause
any jumps in amplitude while sweeping of the excitation frequency.

d. Memory devices
In memory elements, bistability is introduced into the system to generate two
states in the response amplitude, namely, 0 and 1 states, which correspond to
the low and high values of the amplitude, respectively. Such bistability, through
which amplitude is switched from one state to the other, is possible only because
of nonlinearities [44].

6 Tailoring Nonlinearity in MEMS Resonator

It is seen that adjustment of nonlinearity either by reducing it or enhancing may be
required in MEMS resonator. Special arrangements are made to modify the nonlin-
earity in the existing microstructures. Some are listed below:
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Fig. 8 Block diagram for self-excited MEMS resonator with induced nonlinearity in feedback

@

(i)

(iii)

(iv)

v)

(vi)

Microbeams with initially curved shape have been fabricated to utilize the
bistable and snap through behaviour of arch beam [45]. Initially, curved shape
causes softening quadratic nonlinearity in the governing equation of motion
(Fig.9).

Nonlinearity may not be present due to geometric or actuation method, but
for desirable results (as aforementioned in the previous section), it has been
induced in artificial ways through applying nonlinear feedback [46]. Here,
desired softening or hardening behaviour can be achieved via properly selecting
feedback parameters.

Adding or removing material at location (as shown in Fig. 10), where slope in
the mode shape of resonator is maximum, cubic nonlinearity due to geomet-
ric effect can be increased or decreased, respectively. The coefficient has been
increased or decreased up to more than 2.5 and 3 times, respectively, via varying
the thickness of microbeam [47]. Here -y is the coefficient for cubic nonlinear-
ity. That influences the frequency-amplitude behaviour, by either broadening
nonlinear resonance regime or making it nearly linear. Varying beam thickness,
natural frequency also gets changed comparing to uniform beam.
Electrostatically actuated comb drives are widely used in MEMS. Electrostatic
force is dependent on distance separating electrodes and electrode surface area.
Via shaping comb fingers, coefficients for nonlinear terms in governing differ-
ential equation can be changed [48]. Linear electrostatic force—displacement
behaviour can also be achieved.

There is no mid-plane stretching in cantilever, but the stretching in the beam
has been induced through a polymer attachment and similar effect is generated
[49].

Electrostatic force is a highly nonlinear function of the distance between
electrodes and this electrical nonlinearity has been used advantageously for
cancelling mechanical nonlinearity or tuning the overall nonlinear behaviour
[50, 51].
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Fig. 9 Microbeam with initially curved shape (arch beam)
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Fig. 10 Modifying the cubic nonlinearity coefficient through varying the thickness

7 Conclusion

Different aspects of nonlinearities on the overall dynamics of MEMS resonators
have been reviewed. Both desirable and undesirable effects of nonlinearities are
discussed with the help of simple mathematical models. Although many facts of
nonlinearities are dealt with, an exhaustive study is impossible because, unlike linear
system, there is no general solution of nonlinear equation of motion. Consequently,
different excitations have different effects. Furthermore, only one type of system,
namely, the one which can be modelled as single-degree-of-freedom system has been
considered here. Coupled array of micromachined oscillators or the MEMS where
multiple modes interact due to nonlinearity has not been discussed. Any meaningful
discussion of the dynamic behaviour of such system will make the size of the article
too large to be within the limit.
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Full-Discretization Method: Application Oneck o
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Milling Process

Chigbogu Ozoegwu and Peter Eberhard

1 Introduction

Lumped delayed models are usually used to describe the regenerative vibration of
a flexible milling tool when cutting a rigid workpiece. In this case, the tool is the
compliant body, see Fig. 1a. A few of the elaborate references on modeling and sta-
bility analysis of such systems include [1—4]. On the other hand, the tool can act as
a rigid body when milling a thin-walled workpiece with high aspect ratio of length
or width to thickness. This case is illustrated in Fig. 1b. Milling of thin-walled work-
pieces is encountered in the processing of monolithic parts for the aerospace industry
where high strength-to-weight ratio is a major requirement. In such a milling pro-
cess, much of the blank material is removed, and this has to be done at the maximum
possible material removal rate for economic viability. Knowledge-based choices of
the process parameters that guarantee optimal productivity and surface quality derive
from modeling and analyzing the structural and regenerative dynamics of the cutting
process. Since a thin-walled workpiece is a distributed elastic system, its regener-
ative machining is governed by a delayed continuum dynamics which is infinite
dimensional in both spatial and temporal space. The infinite-dimensional response,
which is dependent on the location of tool-workpiece contact, can only be made
computationally feasible through spatial-temporal discretization and reduction.
Based on the finite element (FE) method and experimental modal analysis, a model
for three-dimensional prediction of surface finish and displacements of a flexible T-
shaped plate at the tool-workpiece contact zone and cutting forces was presented [5].
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(a) A flexible tool milling a (b) A rigid tool milling a
rigid workpiece flexible workpiece

Fig. 1 Flexible tool and flexible workpiece scenarios

Regenerative chatter stability was not considered in the work. Subsequently, regen-
erative chatter stability was considered using frequency- and time-domain meth-
ods where the former predated the latter in application to the stability analysis of
milling of thin-walled workpieces. In addition to considering the non-regenerative
dynamics problems, a variant of the frequency-domain approach was used for the
stability analysis of the relative regenerative vibration between a flexible T-shaped
plate and a flexible milling tool [6, 7]. This allowed the avoidance of statics and
dynamics problems, local and global structure deformations problems, and surface
quality problems. The frequency-domain approach was used in [8, 9] to identify the
three-dimensional stability boundaries of a thin-walled plate fixed at the base and
at one side. The stability diagrams highlighted the productive stable cutting depths
as a function of spindle speed and tool location. The stability limits of the three-
dimensional dynamics of milling of thin-walled workpiece were constructed using
the frequency-domain approach considering a nonlinear dependency of cutting force
coefficients on axial depth of cut [10]. Considering the in-process structural varia-
tion due to material removal and time-dependent tool location on the basis of FE
analyses of the workpiece, three-dimensional stability lobes were identified for the
optimization of stable milling of flexible workpieces [11]. In [12], the cutting pass
was divided into regular zones and the frequency response function was sequentially
updated using the Sherman—Morrison—Woodbury formula such that it was not nec-
essary, like in the earlier works, to re-build and re-mesh the FE model at each zone.
This resulted in a computationally efficient stability identification in the frequency
domain. Also, during a frequency-domain stability analysis of a curved thin-walled
workpiece, the initial FE model was modified in-process to characterize the effect
of material removal on the workpiece dynamics, thus pre-empting the need for FE
model re-building with change of tool position [13]. Motivated by the problem of the
computationally inefficient need of re-building FE models at each new position of
the tool, a finite strip (FS) modeling was presented [14] for the structural dynamics
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analysis and regenerative chatter stability analysis in the frequency domain of milling
thin-walled structures. Methods based on thin plate theory, mode superposition prin-
ciple, and updated Rayleigh—Ritz solutions were used to prepare the regenerative
dynamics of milling of thin-walled workpiece for stability analysis in the frequency
domain [15, 16].

Application of time-domain methods to the stability analysis of milling of flexi-
ble workpieces is more recent and less extensively investigated than the frequency-
domain methods. The simultaneous effect of tool position and material removal on
the regenerative chatter stability of milling of thin-walled workpiece was studied with
the semi-discretization method [17, 18]. A semi-discrete time-domain method based
on Simpson Rules was applied in the stability analysis of milling of flexible work-
piece considering process damping and non-uniform pitch effects [19]. This method
of stability analysis was recently applied in identifying the enhanced stability bound-
aries of milling of thin-walled workpieces connected to appropriate additional masses
[20]. Using the full-discretization method (FDM) based on the third-order Newton
interpolation of the milling current state and first-order interpolation of the delayed
state and considering process damping and helix angle, three-dimensional stability
lobes which give the boundary axial depths of cut as a function of spindle speed and
tool location were constructed [21]. The FDM based on numerical integration was
used in [22] to construct the stability boundaries of milling of a thin-walled workpiece
while submerged in a viscous fluid. The first-order semi-discretization was used in
the stability analysis of a reduced order model of milling of a thin-walled workpiece
[23]. The parametric model order reduction, which was based on modal truncation
of location-dependent modal matrices and cubic spline interpolation of the individ-
ual reduced modes was utilized. An efficient decomposition-condensation method
for chatter stability analysis of large-scale thin-walled structures has been proposed
[24] by condensing and coupling the FE models of the machined workpiece and the
initially removed material using the component mode synthesis method and subse-
quently integrating the reduced system to the discrete time-domain chatter predic-
tion method [19]. Considering tool helix and mode coupling, the semi-discretization
method is reconstructed based on the Shannon interpolation function for stability
analysis of thin-walled workpieces [25]. A second-order polynomial tensor has been
used to approximate both the current and delayed regenerative states for the stability
analysis of a flexible workpiece milling [26].

Few works used a lumped parameter model of the flexible workpiece sys-
tem. The flexible workpiece was considered as a lumped single-degree-of-freedom
(1DOF) oscillator in [27] for maximization of milling material removal rate. The
three-dimensional stability lobe diagrams, calculated using the frequency-domain
approach, were presented on axial depth, radial depth, and spindle speed axes. In
[28], the stability lobes of a 120 x 100 x 6 mm thin-walled workpiece, partitioned
into four zones, were determined from MATLAB time-domain simulations and sta-
tistical error analyses. The zone-dependent modal parameters, which determine the
dynamics of the 2DOF lumped models of flexible workpiece—tool system in [28],
were extracted from impact tests in each zone. A procedure based on operational
modal analysis, which uses the cutting force model for scaling modal residues, and a
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frequency-domain approach was used to construct stability lobe diagrams that agree
well with those based on impact tests [29].

One problem is clear from studying the above-reviewed works which are based
on time-domain methods. The very complicated modeling and stability analysis of
regenerative thin-walled workpiece milling is mostly done manually. After time-
domain discretization, the three major stages for stability analysis of regenerative
chatter of either a milling tool or a milled thin-walled workpiece are chatter state inter-
polation, monodromy matrix construction, and stability identification/eigenvalue
analysis. Traditionally, the first two stages are done manually on a case-by-case
basis while only the last stage is computerized, and when the degree of interpola-
tion changes, the steps are repeated needing the last stage to be re-computerized.
This work proposes to upgrade the fully general and programmed method in [30] by,
among other things, incorporating modal reduction of elastic thin-walled workpieces
so asto avoid all the stages of case-by-case manual symbolical and numerical analyses
in chatter stability identification. A major motivation is to create a fully computer-
ized framework for the first systematic study of the parametric effect of chatter states
interpolation order on the computational precision of stability lobes identification.
This aim can hardly be achieved on the basis of a partly computerized case-by-case
approach because of the astronomically rising difficulty of symbolic analysis with
rising interpolation order. Another major motivation is to improve the expediency
of practical application since any ordinary industrial operator of thin-walled work-
piece milling could make a simulation for precise selection of productive chatter-free
process parameters.

Following this introductory section, Sect. 2 contains the theoretical model and the
stability criteria of the studied system. In Sect. 3, a generalized monodromy matrix
of reduced system is described. The general system is then computed for automatic
study of the parametric effects of interpolation order on computational efficiency and
for automatic simulations of stability diagrams in Sect. 4. Conclusions are presented
in Sect. 5.

2 Model and Stability Condition

The force that excites the regenerative response of flexible tool/rigid workpiece model
have been typically given on the basis of the nonlinear cutting force model as

F(1) = H@t)(2(1) — z(t — 7)), (D

where z(t) € R™ is the state of the milling tool, H(¢) € R"*" is the specific force
variation matrix, and n, is the number of directions of regenerative response of the
tool. Assuming a non-helix tool, the axial component of the cutting force is ignored;
therefore, the regenerative responses of the tool occur in the feed and feed-normal
directions. This means that n; = 2. The matrix-valued function H(¢) is typically
given, see [31], by
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_ ax (t) By (2)
H@) = —w [h,w(t) hyim} ’ @
where N
hex(t) = Cr Y g;()(sin 6;(1))" (x sin 0, () + cos 0, (1)), 3)
j=1
N
hey(t) = Cp Z gj(t)(sinb; (1)) cos 0;(t)(xsin0;(t) +cos0;(t)), (4)
j=1
N
hy(t) = Cr Y g;()(sin 0;(£))7 (x cos 0 (1) — sin 0 (1)), &)

j=1

N
hyy(t) = Cp Z g;()(sin0; (1)) cos 0;(t)(xcosO;(t) —sinb;(t)), (6)
j=1

and w is the axial depth of cut. The value ; (¢) = %t + %” (j — 1) is the angular dis-
placement of the j-th cutting edge for j=1,2,...,N and g;(t)=
0.5 (1 + sign{sin(d; (t) — arctan p) — sin(f; — arctan 50)}) is the screening function
where g = (sin 65 — sin 6.)/(cos s — cos 6.). When the j-th cutting edge is active,
g;j(t) =1 but when idle, g;(¢) = 0. The angles 6; and 0. are the start and end
angles of the cutting interval,  is the ratio of thrust to tangential cutting force
and Cp = C,'y(m')”"1 is a constant where C; is the tangential cutting coefficient,
and 7 is the feed exponent in the cutting force law. The start and end angles, 6 and
0. shown in Fig.2, are given as

fs =0, . = arccos(l —2p),  forup-milling, (7)
6y = arccos(2p — 1), 6. = m,  fordown-milling, (8)

where p = % is the radial immersion, B is the radial depth of cut, and D is the tool
diameter.

The thin-walled workpiece being an elastic continuum with a large DOF second-
order delayed model, as can be derived from FE analysis, is needed to capture the
regenerative dynamics when excited by a milling tool. Since the tool-workpiece
contact obeys Newton’s third law of motion, the FE model for the regenerative
dynamics of a thin-walled workpiece can be presented in the form

M(p,)i(t) + D(py)z(t) + K(py)z(t) = By (py)H (1) Cu(py) (@ (t) — 2 (t — 7)),
€))
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Fig. 2 Start angle 6 and end angle 6, of milling

where z(r) € R is the state, M(p,) € R *9r is the mass matrix, D(p,) € Ré*dr
is the damping matrix, and K(p,) € R4 ¥4 is the stiffness matrix. The matrices
By (py) € R and Cpy(py) € R4 are used to project the ny-dimensional tool
excitation H(#) to the dr-dimensional workpiece response. The normalized param-
eter p, is indicative of the dependence of the modal matrices on tool location along
the feed direction (y) where p, = 0 at the beginning of tool pass and p, = 1 at the
end of the pass. Such high-fidelity FE model as given in Eq. (9) has many DOF and
is thus computationally cumbersome. Based on modal truncation, Eq. (9) reduces,
according to [23], to

M(p,)i(t) + D(py)i(t) + K(p,)i(t) = By (p ) HOCri (py) @) — &t — 7)),

(10)
where 7(r) € R is the reduced state, M(p,) = V7 (p,)M(p,)V(p,) € Ré%*% is
the reduced mass matrix, D(p,) = V7 (p,)D(p,)V(p,) € Ré*dr is the reduced
damping matrix, K(py) = VT(py)K(py)V(py) € R4z jg the reduced stiffness
matrix, By (py) = V'By(p,) € R%#*"  Cy(p,) = Cy(p,)V € R'*4 and
V(p,) € R¥>dr ig the projection matrix. The projection matrix V(p,) is a con-
catenation of the first d eigenvectors where dr < dr. In [23], each p,-dependent
matrix is derived from cubic spline interpolation of the values at a finite number of
tool location zones under a consistent system of coordinates z(¢). Making the sub-
stitution x; (¢) = z(t) and X, (¢t) = Z(t), the first-order form of the reduced model for
stability analysis using the FDM reads

x(1) = Ax(¢) + B(@)x(t) — B(t)x(t — 1), (11
where A= |: ~ 0 - ~ I ~ i| and B(t) =
L -M(py) ' K(py) —M(py))'Clpy) |’ B

0 0
V . Due to the time delay in Eq. (11), the
|:(M(p}’))_]BH(Py)H(l)CH(py) 0} y q. (11)
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spatially reduced dynamics is still infinite dimensional on the temporal axis. The
solution of the reduced model according to the extended Floquet theory is generally

w(t) = ()W) = P()e®'w(0), (12)

where T : R>g — R%*% is the transition matrix, By € R>** is the fundamen-
tal matrix, and P : R>¢g — R*** is T-periodic with the initial condition being an
identity matrix, that is, P(0) = I. Making use of similarity transformation and matrix
exponential function gives

Y1) = P@)eV PV = P(1)V,4e”' V7!, (13)

where V, € R®** is the matrix of all the eigenvectors of By and D € R*** is
a diagonal matrix with all the eigenvalues of B, called characteristic exponents
A\i = 0; + jw;, as the diagonal elements. It is obvious from Egs. (12) and (13) that
the condition for asymptotic stability is that all A; have negative real parts, that is,
o; < 0. From Eq. (13), the monodromy matrix becomes

Y(T) = VeV, (14)

The eigenvectors of Y (7') are identical with those of B 7, and therefore the similarity
transformation gives
Mr =7, (15)

where M7 € R%** is a diagonal matrix with eigenvalues of Y'(7T') as the diago-
nal elements. The eigenvalues of Y (T'), called the characteristic multipliers ;, are
seen from Eq. (15) to be given as y1; = ™. Therefore, the condition for asymptotic
stability is that all characteristic multipliers y; have modulus less than one, that is,
|pi| = e”T < 1V;. The basis for identifying the stability boundary is max|u;| = 1.
Stability analysis of the reduced order model based on Eq. (12) is not feasible;
therefore, finite-dimensional approximations of the rather infinite-dimensional mon-
odromy matrices are needed for computational purposes. It can then be said that
in addition to spatial reduction, temporal reduction is also necessary for stability
analysis of the system.

3 Generalized Discrete Map

The discrete time delay 7 is also the period of the model for the studied case
of uniform pitch milling. The period of the system is divided into k equal dis-
crete time intervals [#;, t; 1] wherei =0, 1, 2, ..., (k—1)and ¢, = i% =iAt =
i(t;+1 — t;). Equation (11) is solved in each discrete interval to give
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tig1

Xip = ANy + / Al (B(Hx(r) — B()x(t — 7))dt. (16)

14

Since the milling states do not have an exact analytical expression, the inte-
gration problem can only be solved if the states x(¢) and x(# — 7) are interpo-
lated/approximated accurately enough. This is the underlying problem of the time-
domain methods. In what follows, a generalized tensor-based analysis of the problem
is adapted from [30]. The monodromy matrix, which is a finite-dimensional approx-

imation of Y (T), is
k—1

Y (pe, pa) = | [Mi(pe» pa), (17)
i=0

where p. and p, are the degrees of the respective polynomials interpolating the states
x(¢) and x(¢t — 7) and the discrete time transition matrices M; (p., p4) are given by

ipe) ngliope ipe)  nyliope ) ) .pa) N(i-Pa)
M(llp ! M(lzp iR Mg.écll M(l,;c) Nl.k’flfpd Nl.k]fzfpd Nl.kld Nl,kpfl
I 0o ... 0 0o ... 0 0 .0 0
0 0 . 0 o . o o . 1 0
(18)
fori=k—1,k—2,..., 1, Oand
M) = PP By + G, p,Bi + G, 2p11Bis1), (19)
(@i, pe) )
M7 =P (G, paqBi + G opriagBis)),  forg=—1,-2,....1—p,,
(20)
@i, pa) (pe)
N]ikp.;]_q = _Pip (Dpd,lJrqBi + DPzI,Pd+2+qBi+1)v forg = pa,pa—1,...,0,
(21)
(pe -
P =[1—G, ) +1B;i — Gy 2p 12Bii]". (22)
The G € R"@x*dx) matrices have the general forms
Gp.2pot1+g =PL OFL = pr i Fr;, (23)
Gp.porg =P OFn = puiFu,, (24)

where p. ={pr1pra ---}' and py = {pw1 pu2 ---}7 are vectors and
F,={F,1F., -}  andFy = {Fy | Fy, ---}" are matrix concatenations. The
vectors pz and py, which are the carriers of the effects of powers of At for inclusion
in the post-integration results, are given as

1

= o T Dl 54— Dianre ePEPLAN, .10, 25)

PL
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1
T (cq+ Dlpe+g - DIADPH

Pu rep(Py(At), '+, '), (26)

andrep(P(t), '+, ') is a vector-valued function which produces a vector by replac-
ing any plus sign in the coefficients of a polynomial P (¢) with a single void space.
For example, rep(—t* + 1> —¢, '+, "'y = {—=t* 0> +* —¢}7. The operator © is a
special form of dot product operator that multiplies every element of a vector with the
correspondingly subscripted sub-matrix of a concatenation and sums the products.
The polynomials in At, represented as Pp(At) and Py (At), are given as

0
Pr(At) = I_I (—jAt+1), forg=1, (27)
j=1=p.
0
PL(AD =(-)79At=1)  [] (=jAr+1), forg=0, =1, =2, ..., 1—p., (28)
J=1=pc.j#q

Pu(Af) = (At — DPL(At), forg=1,0, =1, =2, ..., 1—pe..  (29)

The terms of Py (At) and Py (At) are arranged from the lowest to the highest pow-
ers of At from left to right. Since the products B(¢)x(¢) and B(¢)x(t — 7) in the
integrand of Eq. (16) are power polynomials in ¢, Eq. (16) simply requires the
execution of the items j:’“ tO0eAtin=D gy f;"“ tleAltin=04z j:"“ t2eAtin=Dgy
f;’“ tPetleAtin=0 gy for B(¢)x(f) and the execution of the items f;"*' 10eAtin= gy
[t tleAtm=nqy, f;"*‘ 2eAtm=0gy, L, [T ppetleAt =0y for B(H)x(t — 7).
The integration terms associated with B(¢)x(¢) are the F matrices which are con-
catenated in F; and Fy as

FL = {pr+2 FprJrl e Fpr+37size(FL)}T (30)
and
Fyu=1{F, 2 F, 1 - Fpisimemn (3D
where
F, = (Fy— DA™, (32)
Fyio=[(pc+1=DF, 1 — (AP TTA for pe, pe — 1, ..., 0,
(33)

and Fy is the matrix exponential function evaluated at Ar with

Fo = A%, (34)
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The D € R"@r*dr) matrices have a similar general form

Dy pitarqg =PL OFL = priFp;, 35)
Dy 14¢ =Pu OFy = py iFu,, (36)
pL = ! rep(P. (A1), '+, ") (37
(pa — q)'q!(Ar)Pat] 7
Py = ! rep(Py (A1), '+, ") (38)
17 (pa — gl (AnyPat f 7
Pd
Pi(an =]](Ar=1), forg =0, (39)
j=1
Pd
Pr(Af) = (1)1 ]_[ (jAat—1), forqg=1,2,3, ..., pa, (40)
j=l.j#q
Py (At) = (At — )P (A1), forg=0,1,2,3, ..., pa. 41)

The integration terms associated with B(¢)x(t — 7) are the F matrices which are
concatenated in the corresponding matrices F; = {F,, o F, 41 ---F d+3_size(p,‘)}T
andFy ={F, 2 Fp1 - Fpissive, )}T. These F matrices for the delayed state
are

Fpo-1=[(pa+1=DFp 1 — (AP IA™, for pg, pa—1, ..., 0.

(42)
Because p. and p, are considered to be independent and arbitrary, the presented
method is referred to as rectangular unification which subsumes the square unification
for which p, = p; = p. The unifications have been discussed in detail in [30]. Equa-
tions (17)—(42) define the monodromy matrices in a unified symbolic form requiring
only the input of any combination of p. and p,; (where p. =0,1,2, ..., k+1
and p; =0,1,2, ..., k) to be programmed for computerized execution of chat-
ter state interpolation, monodromy matrix construction, and stability identifica-
tion/eigenvalue analysis. This departs from the existing literature, as seen in the
earlier works [17, 18, 21, 23], of manual implementation of the first two tasks
on case-by-case numerical specifications of p. and p,. Manual derivation of mon-
odromy matrices through the first two tasks is difficult, and almost impossible at
higher values of p. and p,, making the technological exploitation far from the math-
ematical understanding of the ordinary machinists. Therefore, this generalization
offers the first platform, not only to eliminate all the associate manual analyses and
hence fully computerize the process, but also to automatically investigate the para-
metric effect of interpolation order on the precision of thin-walled milling stability
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analysis. The approach as pioneered in [30] is not directly applicable to thin-walled
workpiece and thus needs upgrading (as done here) by the incorporation of model
order reduction for automatic computation of the reduced model matrices A and B(¢)
at every computational time step of stability analysis.

4 Numerical Results and Discussion

In this section, the full computerization of thin-walled milling stability analysis and its
application to revealing the parametric effect of interpolation order on computational
precision and time are demonstrated. The generalized monodromy matrix given in
Eq. (17) is programmed in a MATLAB script which incorporates the parameters of
the milling process and the workpiece adopted from [23]. The thin-walled work-
piece is 2 0.17 m x 0.03 m x 0.15 m steel material of density o =7.8x 103 kgm =,
Young’s modulus E = 210 x 1072 Nm~2, and Poisson’s ratio v,,, = 0.3. These geo-
metric and material properties were used to generate the modal matrices which were
reduced with three eigenmodes. The two-tooth tool is subjected to up-milling at
radial immersion p = 0.25. The feed per tooth is 0.1 mm, the tangential cutting
coefficient is C, = 1.07 x 108 Nm~—'=7, the force law feed exponent is vy = 0.75,

and the normal-to-tangential force ratio is xy = %.

4.1 Rate of Convergence with Order

On alogarithmic scale to base ten, the spectral radii (SR) computation error expressed
in percentages is given as

k) —
E. = log g [10025R &) ~ pese | (43)

HESR

where pigr is the estimated spectral radius at k and pgsg is the exact spectral radius ata
high value of k designated k. The high value of k is not feasible for practical appli-
cation (tracking of stability boundaries) because of required high computational time
butitis useful, by virtue of its much higher precision, as a benchmark for assessing the
accuracy of the more practical lower values of k. The unidirectional workpiece chatter
in the feed-normal direction, which is a very close approximation of the bidirectional
chatter since the workpiece is almost rigid in the feed direction relative to the feed-
normal direction, is considered first. The reduced unidirectional dynamics is defined
with By (py) = VI (p,)By (:, 2) € R, Cy(p,) = Cy(2,:)V(p,) € R and
H(t) = —wh,,(¢) while the rest of the quantities are identical with those of bidirec-
tional model established in Sect. 2. While By (:, 2) means the second column of By,
Cy (2, ;) means the second row of Cp. At the cutting process parameter coordinate
[©2, w] = [25000 rpm, 2 mm], the surfaces for percent spectral radii computation
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Fig. 3 Spectral radii computation error and time for the unidirectional workpiece model
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Fig. 4 Spectral radii computation error and time for the bidirectional workpiece model

error are presented for different interpolation orders of the cutting states x(#) and
x(t — 7) in Fig.3a for the beginning of the tool pass and Fig.3b for the end of
the tool pass, respectively. Three eigenmodes were used for the modal truncation
and k = 40 was used for the time-domain discretization of the system. The exact
spectral radii ugsg were computed with kg = 200 and the generalized FDM with
pe = pa = 3. The figures suggest that error could rise dramatically when either p,
or pg approaches either 0 or 10. Juxtaposed in the figures are the corresponding
spectral radii computation time. The spectral radii computation time is seen to rise
monotonically with the sum order p. + p,. The corresponding results for the bidi-
rectional workpiece chatter are presented in Fig.4a, b. The almost identical results
for unidirectional and bidirectional models are clear confirmation that response of
the workpiece in the feed direction is negligible.
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4.2 Stability Diagrams

A 200 by 200 computational grid is created on the axes of spindle speed and depth
of cut on which the spectral radius at each grid point is computed. Contour curves
(which are the stability curves) are then placed on the plane to distinguish the spectral
radii into those higher than unity in magnitude (the unstable ones) from those less
than unity in magnitude (the stable ones). Since the best computational accuracy is
expected in the range defined by p. = 1to 10and p; = 1to 10, the square unification
cases p = 1,2, ..., 10 are considered first where square unification implies p. =
pa- The full scale results for the unidirectional and bidirectional models of workpiece
at the beginning of tool pass are shown in Fig. 5a, b. Each of the stability curves is
identified with the discretization integer k = 40. The red reference stability curves
are determined with the monodromy matrix W (3, 3) and the discretization integer
k = 100. The identical results for the unidirectional and bidirectional models of the
elastic flexible workpiece confirm the expectation that chatter in the feed direction
is negligible because of the very high ratio of length to thickness typical of elastic
flexible workpiece. Figure 6, which is an enlargement of the initial low speed domain
of 1000-1800 rpm in Fig. 5a or Fig. 5b, shows that accuracy improved up to the third
order and decreased beyond the third order. Figure 7 shows that all the methods within
the stable range of interpolation order converge at the intermediate speeds but the
methods beyond the ninth order fail to converge at the high speed range.

There is still a question of whether the sensitivity of stability lobes precision is
affected the same way or differently by independent variations in p. and p,; under
rectangular unification where p, # p,. Figures 3 and 4 suggest a differing sensitivity
when either p,. or p; approaches zero. Error surface reflected higher magnitude
when p. approaches 0 than when p,; approaches 0. To investigate further, error
surfaces are plotted for a low speed and an intermediate speed process parameter
coordinates in Fig. 8 to clearly reveal a difference of sensitivities of stability lobe
precision to variations in p. and p,. It should be recalled that the axes for spectral
radii computation error in Fig.8 are also given on logarithmic scale to base ten.
Keeping p. constant at 3 and varying p,; from O to 10, the stability boundary curves
in Figs. 9 and 10 were generated. As presented in Figs. 11 and 12, the corresponding
results were generated while keeping p, constant at 3 and varying p. from O to
10. Comparison of Figs.9 and 11 confirms the suggestion of the error surfaces that
stability lobes precision is more sensitive to variation in p, than variation in p,,
especially at the low speed domain. Also, the comparison agrees with the error
surfaces that p. = 0 is numerically unstable while p; = 0 is not only numerically
stable but can be acceptable. The specific deductions from the comparison include
the following:

e The precision of stability lobes is relatively resistant to change in p. with the best
accuracy expected for p, in the range of 1 to 9.

e The precision of stability lobes is strongly sensitive to change in p,, especially at
the low speed range.
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e At the numerically stable ranges of p. and p,, highest precision is attained with
the variation of p,.

e Though p; = 0 is the least accurate in the low speed domain when p, is fixed at
3, ps = 0 becomes the most accurate in the high speed domain, see Fig. 10.

In order to compare the sensitivity of the stability lobes of the flexible workpiece
to that of the flexible tool, the stability lobes of the 2DOF flexible tool system in
[32] are plotted for the cases of variation in p; from O to 10 with p, fixed at 3 and
variation in p, from 0 to 10 with p, fixed at 3. Comparison of Figs. 13 and 14 shows
that, like the stability lobes of the flexible workpiece, the stability lobes precision of
the flexible tool is more sensitive to variation in p; than variation in p.. This shows
that interpolation order has similar effects irrespective of the flexible member in the
interaction of tools and workpieces.
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Fig. 10 High speed stability
lobes when the order p. is
fixed at 3 and the order p is
varied

Fig. 11 Low speed stability
lobes when the order py is
fixed at 3 and the order p, is
varied

Fig. 12 High speed stability
lobes when the order py is
fixed at 3 and the order p, is
varied
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Fig. 13 Stability lobes of
the flexible tool when the
order p, is fixed at 3 and the
order py is varied
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The stability curves of an elastic flexible workpiece depend on the spatial location
of the tool and the extent of material removed; therefore, Figs. 15 and 17 are generated
for the start and two-thirds of the first tool pass, respectively. The acronym CTRS
in both Figs. 15 and 17 stands for Coordinate of Time Response Simulation. The
stability curves are compared against a reference computed with k = 200 using the
bidirectional model. Note that all the square unification curves agree on the presented
scale because only a relatively high speed range is shown. Figure 16 shows a pair
of the regenerative nodal responses of the workpiece at a point marked star in the
region of disagreement between each of the curves and the reference curve. The
pair of regenerative responses, which are composed of a nodal displacement and a
nodal velocity, are simulated over a time interval of ten delays with the MATLAB
integrator dde23. There are three of such pairs of nodal responses because three
eigenmodes were used in model reduction of the workpiece FE model. The time-
domain regenerative responses, which were simulated about the feed per tooth and
the feed speed, agree with the reference curve since a rising trend which means
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instability is seen. The time-domain simulation validates the reference curve. As seen
in Fig. 18, time-domain simulation also validates the reference stability diagram at
the two-thirds of the tool pass.

Though the generalized computerization allows arbitrary choices of p. and p,
for any given case study, such arbitrary choices show that there is a threshold inter-
polation order at which numerical instability becomes overbearing. Stability curves
are generated for p. = p; = p > 10 and compared against the reference in Figs. 19
and 20. It is seen that p. = p; = p = 9 is the threshold interpolation order beyond
which the FDM fails for the studied system. The failure starts from the high speed
domain and extends deeper into the low speed domain for higher orders p, and the
magnitude of the failure is higher for higher orders p at every spindle speed.
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Fig. 20 Stability curves for 30
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5 Conclusions

A method which combines modal truncation and tensor-based general order FDM
was developed to suppress all the case-by-case symbolic analyses associated with
stability analysis of elastic thin-walled workpiece. Having avoided the barrier of sym-
bolic complications it became possible to investigate the sensitivity of stability lobes
precision within the feasible interpolation range. It was found that precision does
not respond monotonically to rise or fall with the interpolation orders of the current
and delayed chatter states justifying the developed method as a way of computerized
search within the feasible range. Based on the studied system which showed almost
identical results for unidirectional and bidirectional models, the following results
were seen: (1) when current and delayed chatter states are interpolated with the same
order tensor polynomial (that is, square unification), the best results are found around
the third order; (2) stability lobes are mildly sensitive to the variation of the current
state order but strongly sensitive to the variation of the delayed state order; and (3) no
combination of current and delayed states orders outperforms the rest in all spindle
speed range and thus a recommendation is made to keep the delayed state order at 3
while the current state order is varied to get the best results. These results raised the
question of how the fact that different combinations of interpolation orders perform
differently at different speed ranges can be exploited in maximizing stability lobes
precision across a speed range of interest. A possible way is to consider hybridizing
the proposed computerized algorithm with statistical/machine learning methods so
that the error features of order combinations can be classified against speed segments
and allow composite stability lobes with maximum possible precision for each speed
segment to be identified. The automatic analysis would make usage of stability lobes
for precise selection of productive chatter-free process parameters more accurate and
user-friendly.
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Space Elevator—A Revolutionary Space )
Transportation System

updates

Arun K. Misra and Stephen Cohen

1 Introduction

It is expected that space elevators will have a large impact on the method of deploy-
ment of Earth-orbiting satellites by offering a more efficient and elegant approach
compared to the chemical rockets. A space elevator consists of one or more tethers
(or ribbons) stretching from the surface of the Earth, somewhere on the equator, to a
counterweight located beyond the geosynchronous altitude (Fig. 1). The tether will
be in tension due to the gravitational and centrifugal loads. Climbers will be used to
raise payloads from the surface of the Earth to space, similar to a regular elevator
moving across floors of a building. The satellite placement, when accomplished in
this manner, rather than by conventional rockets, is expected to be of the order of
50-100 times less expensive [1, 2]. For example, the current cost of placing a payload
at the geostationary orbit is about $20,000/kg using chemical propulsion; this can be
reduced to about $500/kg by utilizing a space elevator [2]. It is possible that several
space elevators will operate simultaneously at any given time.

The idea of the space elevator was first conceived by Tsiolkovsky [3] in 1895,
apparently inspired by the Eiffel Tower. Artsutanov [4], in 1960, discussed a similar
concept in which a cable would be lowered from the geostationary altitude to the
surface of the Earth utilizing a counterweight. In 1975, Pearson [5] conducted an
in-depth technical study of the orbital tower proposed by Tsiolkovsky and Artsu-
tanov. Since then, many technical investigations have been carried out by various
researchers.
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Fig. 1 Schematic diagram of the space elevator (modified from: https://en.wikipedia.org/wiki/
Space_elevator)

Calculations show that the stress that will develop in a full space elevator is too
high for conventional engineering materials, although advanced new materials, such
as carbon nanotubes, are capable of handling such stress. Unfortunately, the current
technology is not yet advanced enough to build such a large structure using carbon
nanotubes. Hence, it is expected that a partial elevator will be constructed first using
conventional materials, providing only partial benefits of a space elevator. A full
space elevator will be built subsequently.

This article examines the mechanics of space elevators. To start with, a brief
discussion of the satellite placement capability of a full space elevator is discussed.
This is followed by the analysis of the statics and dynamics of a full space elevator.

2 Satellite Placement Using a Space Elevator

Figure 1 shows the main components of the space elevator. It consists of a ribbon,
a counterweight, and one or more climbers, all in the equatorial plane of the Earth.
The ribbon is in tension due to the gravity and centrifugal gradients, which act in
opposite directions. The climber, propelled by an electric motor, will ascend the
ribbon, transporting payloads to various altitudes.

Once a climber reaches a desired launch altitude, dy, the satellite it contains may
be released. If no additional velocity impulse is added to the satellite at its time of
launch, it will have used no fuel to arrive in orbit. These orbits are called free Earth
orbits.
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Let us say that at the time of launch, the climber (and the satellite it contains)
will have a radial distance of ry (= dy + Rg), speed vy, and flight path angle 3. The
values of vy and 3y may be modified by an applied velocity impulse, if desired. The
semi-major axis and eccentricity of the orbit that the satellite will fall into can be
written as [6]

a=—"" (1)

and

2 2
e = \/(M — 1) cos? By + sin” By 2)
1

respectively, where ;1 = G M is the gravitational constant of the Earth.

Ideally, at the moment of satellite launch, the space elevator will be static (other
than the nominal spin rate of the Earth), and in its nominal configuration consisting
of a vertical ribbon. If no additional impulse is applied to the satellite, then vy =
2(Rg + dp) and By = 0, where Ry and §2 are the radius and angular velocity of
the Earth, respectively. The resulting semi-major axis and eccentricity pairings are
plotted in Fig. 2 with all lengths nondimensionalized with respect to Rg . Itis observed
that the geosynchronous altitude is the only point on the ribbon that is in a natural
circular orbit (shown by a bullet in Fig. 2). If a mass is released from any other
altitude in the range given, it will be in an elliptical orbit.
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b
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Fig. 2 Orbit parameters versus launch altitude: a semi-major axis, b eccentricity
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Fig. 3 Free Earth orbits using the space elevator

Though not shown in Fig. 2, dy = 7.345 Rg, or about 46,850 km, is a critical
launch altitude, which places payloads in a parabolic orbit. Therefore, for satellite
placement in free Earth orbits, the launch altitude will be in the range given by
23,500 < dy < 46, 850 km. Also, any natural (Av = 0) launch in the range given
by 46, 850 km < dy < L , where L is the total length of the ribbon, will send the
payload into a hyperbolic orbit, as it will have a velocity greater than the escape
velocity given by veee = +/2/1/7o. These trajectories can be the starting point for
planning interplanetary space missions using the space elevator.

A better picture of what has been called the free Earth orbits available to satellites
using the space elevator is shown in Fig. 3. Since the flight path angle of the climber
at the time of launch is zero, the point of launch can only be the apogee or the perigee
of the orbit. Since the portion of the ribbon below Rg is traveling slower than it would
in a natural circular orbit, launches below this radius commence at the apogee of the
orbit. Conversely, for launches above R, the initial radius becomes the perigee of
the orbit.

While Fig. 3 shows the spectrum of free orbits available to Earth satellites, there are
a wide range of reasonably low cost orbits that may be reached by transferring from
the free orbits with a small impulse, Av. For example, if a particular circular orbit
having r. # Rg (where R is the geosynchronous radius) is desired, where r, is the
radius of the circular orbit, a certain Av will be required. The most efficient elliptical
to circular orbit transfer occurs at the perigee of an elliptical orbit if r. < Rs, and
at its apogee if r. > Rg. These transfers are equivalent to the second impulse of a
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Hohmann transfer. For the case of r. < Rg, the required impulse for circularization

is given by
1 1
av=E(. _ it 3)
a 1—e l—e

where a and e are the semi-major axis and eccentricity of the original elliptical orbit,
respectively. For the case of 7. > R, the required impulse is given by

1 1—
Av = \/E J Y el &)
a 1+e 1+e
An analysis of the operational costs for satellite placement using a space elevator
can be found in [2, 6] and is not presented here. However, design of a space elevator

requires an investigation of the stresses generated in it as well as its dynamics analysis.
These are presented in the following sections.

3 Static Analysis of the Ribbon

The ribbon connecting the counterweight to the Earth is subject to an axial stress
due to the resultant of the gravitational force and centrifugal effect caused by the
rotation of the Earth. This stress varies along the length of the ribbon and is larger for
longer ribbons. An ideal ribbon design would have constant stress along the ribbon
and would imply a variable cross section.

Consider an element dm at a distance r from the center of the Earth as shown in
Fig.4. The nominal strain in the ribbon is given by

du() (o))
g=——=— 5

0= "4 z (5
where u is the static extension of the ribbon at a distance s from the surface of the
Earth, oy is the nominal stress, and E is the Young’s Modulus of the ribbon material.
The nominal strain ¢y is given by o/ E. If the nominal stress (and hence strain) is

desired to be maintained uniform along the ribbon, then
uo(s) = €os (6)

Thus, if the nominally stretched ribbon is to have a length L, then the original
unstretched length must be Ly = L/(1 + €9).

The forces acting on the element are shown in Fig. 5. If T (r) is the tension in the
ribbon at a distance r from the center of the Earth and dFy is the gravitational force
acting on the element, then
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dm) a, = Z F, =T(r+dr)—T(r) —dF, (7)

Substituting values for tension, gravitational force, and acceleration,
dm(—$2°r) = 0gA(r +dr) — 0o A(r) — dm(u/r?) (8)

where dm is the product of the bulk density, and the infinitesimal volume given by
A ds and p is the gravitational constant of the Earth. The spatial coordinate r and
the ribbon coordinate s are related by

r=Rg+s+uys)=Rg+s(1+¢ep) 9)

where Rp is the radius of the Earth. Making the preceding substitutions and then
simplifying, Eq. (8) becomes

YA(s) ds{p/[Re + s(1 + 60)]2 — 2*[Rg +s(1 +59)]} =00dA  (10)
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It is now useful to introduce a quantity called the characteristic height of the
ribbon, which is defined by & = ¢ /7go. Here, g is the surface gravity of the Earth
and is equal to 11/ R%. The characteristic height is a measure of the strength-to-density
ratio of the ribbon material, scaled with respect to the surface gravity of the Earth to
have a unit of length.

Substituting 22 = 11/ R3G (where Rg is the geosynchronous orbit radius), p =
goR2, and oy = hvygo into Eq. (10), then simplifying, one arrives at

dA _ R%{ 1 Rg +S(1+Eo)} an
A k| [Re+s( 40P R;
Integrating Eq. (11) results in
R? 1 R 1 2
A(s):cexp(— _RE { [RE + s( 3-f-Eo)] }) (12)
h(l 4+ &9) | Re +s(1 + €0o) 2R},

where c is a constant of integration. The boundary condition for Eq. (12) is that the net
force acting on the free end of the ribbon must be equal to the tension (o9 A(s)|s=L,)
in it at that point. Because there is no net force acting at that point, this boundary
condition could only be satisfied by having the area of cross section equal to zero
there (this would ensure zero tension). However, from Eq. (12), it is clear that the area
of cross section of the ribbon cannot be zero at any location for this case of constant
stress. Thus, to satisfy the boundary condition at the tip of the ribbon, a mass m,. (the
counterweight) must be attached there. The forces acting on the counterweight can
be made equal to the tension at the tip by forcing

me[2*(Re + L) — p/(Re + L)*] = 00AGs)| _, (13)

Through differentiation of Eq. (12), it may be shown that the maximum value of
area of cross section occurs at the location s = (Rg — Rg)/(1 + &9), which corre-
sponds to the radial position r = R. The area at this location may be set to the useful
design parameter A,,, which is the maximum area of cross section of the ribbon and
is a free design parameter. Then after some manipulation, the cross-sectional area
profile may be expressed as

A(s) = Ay exp [F(s)] (14)
where
2 2
F(s) = Ry (E _ Rg _ [Rg +S(12+ el > 5)
hRg(1+¢e9) \2 Reg +s(1+¢o) 2R
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or, equivalently,

R% 3 Rg r?
Ar)=Apexp|=—— |- — — 7% (16)
hRc(1+e)\2 r  2R;

An almost identical solution as that given in Eq. (16) was obtained by Pearson [5].
The only difference is that the (1 4 ¢p) term did not appear in his solution. This is
because the nominal strain was not considered in his taper function derivation. As
the nominal strain is not negligible, this modification to the profile of the area of
cross section is necessary. It is essential that there be a counterweight placed at the
free end, and, from Eq. (13), it is given by

UOAm GXP[F(S)“s:LO

22[Rg + Lo(1+29)] — (an

me =
B
[Re+Lo(1+¢)P?

The resulting taper ratio of the ribbon, which is defined here as the quotient of
A,, and the area of cross section at the Earth’s surface Ay, is given by

An Rg Re 2( Re )}
omo__ - (1-=—= 1 18
A, P [(h n 50)( Rc> T 2Re) (1%)

Hence, for a material with 4 = 2, 762 km and E = 1, 000 GPa, the taper ratio is
exactly 6. The taper function of a material having these values is plotted in Fig. 6.
From [7], the density of carbon nanotubes is 1,300 kg/m3 , its Young’s Modulus is

0.9+ g
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Fig. 6 Cross-sectional area profile of the ribbon for 7 = 2, 762 km
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1000 GPa, and the theoretical value for its maximum tensile strength is 130 GPa.
If the maximum strength of the ribbon material was only 70 GPa, its characteristic
height would be 2,762 km using a safety factor of about two (oy = 35.2 GPa), and
the variation in area of cross section would be as shown in Fig. 6).

The nominal tension in the ribbon may now be expressed as

To(s) = 09A(s) = oA, exp[F(s)] (19)

The mass of the ribbon is given by

Lo

mg = VAm/@(p[F(S)]dS (20)
0

Through manipulation of Eq. (17), the required counterweight may be expressed as

_ exp [F($)ls=1,]

me = yAnh 2 2
R [RE+L0(1+80)] Rg
Re Rg T ) [Re+Lo(I+e0)]

350 T T T
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Fig. 7 Mass (per mm? of maximum cross-sectional area) of space elevator components versus
nominal ribbon length
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Clearly, the required counterweight is proportional to the maximum area of cross
section of the ribbon, and is also dependent on other material and design param-
eters. In Fig. 7, the ribbon, counterweight, and total mass per maximum unit area
of cross section of ribbon are plotted against nominal ribbon length, assuming a
taper ratio of 6 (ribbon material parameters are as assumed above). A ribbon with
Lo = 100,000km and A,, = 10mm? would have a mass of about 1000 tons. The
corresponding counterweight mass would be about 300 tons.

4 [Elastic Oscillations of the Ribbon

Both longitudinal and transverse displacements of the ribbon, # and v, shown in
Fig. 4, are expanded in series form as products of a set of generalized coordinates
and spatial basis functions. The longitudinal extension is expressed as

N
us, 1) = cos + y_ ai()hi(s) (22)

i=1

where N generalized coordinates, g;(t), and appropriate basis functions, v; (s), are
used to describe the extension of the ribbon from its nominal amount uy(s) = £os.
Since an energy method is used to derive the equations of motion, v (s) need to be
only admissible functions, not comparison functions [i.e., they need to satisfy only
the geometric boundary condition, 1; (0) = 0].

The transverse displacement is represented by

M
vis, 1) =Y bi()i(s) (23)

i=1

where M generalized coordinates b; (¢) are used to describe this displacement. Again,
1; (s) are appropriate admissible basis functions satisfying the geometric boundary
conditions ; (0) = );(Lg) = 0.Generalized coordinates o, a; (1 = 1,2, ..., N)and
bi(1=1,2,..., M) fully define this N + M + 1 degree-of-freedom system. Here,
« s the pitch rotation (or libration) of the ribbon in the equatorial plane.

The position vectors of a ribbon element and the counterweight with respect to
the center of the Earth, respectively, are given by

rr(s) = (Rgcosa+s +u)i+ (v — Rg sin a)j 24)

and
rc(s) = (Rgcosa + Lo+ up)i — Rg sinaj (25)
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where

ur = u(Ly, t) (26)
The velocity vectors relative to the inertial frame are given by

VR(S) = [Rg2sina+u — (2 + &)v]i+ [Rg2cosa+ v+ (2 + &) (s + u)lj
(27)
and
ve = [Regf2sina+up]i+ [RegS2cosa+ (82 + &) (Lo +up)lj (28)

The total kinetic energy of the system can then be written as

Loy
1
K = 1/27/ A(s)[VR(s) - vr(s)]ds + Emc(VC - ve) (29)
0
The total potential energy of the system is given by

Ly

reo 7/ Y2 (30)
VTR(S) < TR(S)  /TC-TC

0

where the strain energy stored in the ribbon, Py, is given by

Lo 2 2 2 2 2
p IE/A() Ou +(‘3u v +1(8v 4 Ou Ov ds (D)
= = N = —\ = —(=— — — s
T2 Os Os \ Os 2" 0Os Os Os
0
For a system without external excitations, Lagrange’s equations can be written as

afok) ok or o)
dt| 9g; dq;  Oqi

In Eq. (32), g; is a generalized coordinate. By substituting the energy expressions
from Eqgs. (29) and (30) into Eq. (32) and letting the generalized coordinates be the
degrees of freedom of the space elevator, one obtains the N + M + 1 equations of
motion of the system.

The details of the equations of motion obtained from Eq. (32) and their analysis
can be found in Cohen and Misra [8]. Here, only a brief description of the analysis
and the results are presented.
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4.1 Longitudinal Oscillations

The frequencies of longitudinal oscillations of the ribbon can be obtained by solving
the eigenvalue problem

MAA” +KAA =0 (33)

where the elements of the matrices M4, KA are given by [8]

1
M = M, / explF () 1¢iidE + Mcpirn (34)
0
and
\ dyy;\ [ di
Kj = 22 / eXp[F(E)]<d—£’) (d—;>df
0
1
- M, f expl F ()] nde — Moabi e (35)
0
1
6)3 { expl F () 14i it }
2= ) 1im dé + M,
(A r J 1A/ + €01 + 2P &+ [(1/A) + (1 + o)

where the indices i and k vary from 1 to N. The prime symbol appearing in Eq. (33)
denotes differentiation with respect to nondimensional time 7. The nondimensional
quantities appearing in Egs. (33) to (35) are defined by

K Lo me
T=At, £=—, M,=7vAn—, M, = (36)
Ly Mot Mot
EA, 13
Lo Re =~  [nas]
Ar="2 g=2C% @ = lmulod 37
Ry B R, A (37)
and
) — R2 { 3 Rg [Re + €1 +e0)Lo] } .
~ hRe(1+e0) |2 [Re +&(1+29)Lo] 2R,

The generalized eigenvalue problem given by Eq. (33) is solved using MATLAB.
Before solving, a set of basis functions v; (s) appearing in Eq. (22) must be chosen.
They must all be zero at the base, i.e., at s = 0 or £ = 0. Also, to allow the counter-
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Table 1 Nondimensional frequencies of longitudinal modes (using sinusoidal basis functions)

Mode | Freq. Mode | Freq. Mode | Freq. Mode | Freq. Mode | Freq.
no. no. no. no. no.

1 439 |5 47.82 9 96.50 |13 145.27 |17 194.30
2 1248 |6 59.94 |10 108.62 |14 157.37 |18 206.43
3 2375 |17 72.14 |11 120.87 |15 169.72 |19 219.19
4 3569 |8 84.27 |12 132.98 |16 181.83 |20 231.55

weight to move freely, the basis functions must be non-zero at ¢ = 1. A reasonable
choice is the polynomials, i.e., the nondimensional basis functions are given by

Vi) =¢,i=1.2,... (39)

Although acceptable results for frequencies of longitudinal oscillations can be found
for a small number of modes with this choice, numerical difficulties are encountered
for a large number of modes considered in the calculations [8]. A more robust choice
for the basis functions is

1
¥;(§) = sin (i—§>7r§, i=1,2,... (40)
Results were obtained for a space elevator having Lo = 100,000km,

v = 1300kg/m?, E = 1000 GPa, and a taper ratio of A,,/Ay = 6. The correspond-
ing values of the key nondimensional parameters are M, = 0.992, M. = 0.228, and
2 = 3.8. The first 20 longitudinal frequencies, nondimensionalized by dividing by
the Earth’s angular velocity, £2, are given in Table 1. It may be noted that the lowest
longitudinal frequency is 4.39 (i.e., 4.39 oscillations per day or a period of approxi-
mately 5.5 h).

4.2 Transverse Oscillations

The transverse displacement of the ribbon is now studied by considering only the
nominal value of the longitudinal extension which has a second-order effect on trans-
verse frequencies. However, the libration of the ribbon is included. Hence, if ribbon
libration is included and if higher order terms and damping terms are neglected, the
following eigenvalue problem is obtained:

M®B” + KBB =0 41)
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where
B=[a, By, B, ....B]" (42)

and the elements of matrices M® and K® are given by

1

M\ B = (1+ ao)z(Mp f exp[F (£)162d¢ + Mc) (43)

0

1

1
KB =1+ gO)Z[Z{Mp [ ewtr©eas + Mc}

0

: (44)
A expl F (9]¢ 1 H
A* {M” J [(1/A) + &0 + so)]3d5 + Me [(1/A) 4+ (1 + &)
1
ME = ME = M,(1 + <) / exp[F(6))Eide 45)
0
- & [ [F ()1
B _ B _ - g P exXp i
Kii = Ky = Mp{A !exp[F(f)]qb,df e J [(1/4) + £(1 +50)]3d§} (46)
1
Mf = / exp[F (&) 1¢irdé (47)
0
: do; d
K =n(eo — )ik 2? / exp[F(g)]digdi;kdf
° (48)

! 1
BN [ explF@e . |
n(3) | a7 e ar 0/ exp[F(E)]qb,(szd&}

where indices i and k vary from 2 to M + 1.

The basis functions are chosen as ¢; (£) = sin(i7&), which vanish at the two ends
of the ribbon. Again, the generalized eigenvalue problem defined by Eq. (46) may be
solved using MATLAB. The system parameters used earlier for the analysis of the
longitudinal oscillations are used again here. Table 2 contains the nondimensional
natural frequencies for the first 20 modes of the transverse displacement of the ribbon
(again, they are nondimensionalized with respect to £2). The lowest frequency (zeroth
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Table 2 Nondimensional frequencies of transverse modes

Mode | Freq. Mode | Freq. Mode | Freq. Mode | Freq. Mode | Freq.
no. no. no. no. no.

0 0.16 4 8.92 8 17.74 |12 26.57 |16 3541
1 2.37 5 11.13 |9 1995 |13 28.78 |17 37.62
2 4.53 6 13.33 10 22,15 |14 3099 |18 39.84
3 6.72 7 15.53 11 2436 |15 33.19 |19 42.05

mode) is that for the libration, which has a value of 0.16, and this corresponds to a
period of about 6 days. The next mode of the system, the first for transverse vibration,
has a nondimensional frequency of 0.27, i.e., it has a period of about 10 h. Again,
the frequencies of the transverse modes (except the rigid-body mode) increase in a
quasi-linear fashion.

The longitudinal-to-transverse frequency ratio of the first elastic mode is about
two. This ratio increases for all subsequent modes. As was the case for the longitu-
dinal motion, the modal frequencies and mode shapes of the transverse motion are
independent of A,,.

5 Conclusions

This article presents an introduction to the concept of space elevators, which have the
potential to revolutionize the way satellites will be placed in orbit in the future. The
orbital parameters that can be achieved using a space elevator are briefly discussed.
A static analysis is presented that relates the nominal length of the ribbon, material
stress, variation of the cross-sectional area, along the length of the ribbon and the
mass of the counterweight. These are essential considerations for the design of the
space elevator.

An analysis is presented to determine the frequencies associated with the libration
and elastic oscillations, both longitudinal and transverse. The libration (pendulum-
type motion) has a period of about 6 days, while the first transverse mode has a period
of about 10 h.

The effect of a climber on the dynamics of the space elevator is not discussed in
this article. A climber not only changes the static deformation and frequencies of
elastic oscillations to some extent, but also causes a Coriolis force on the elevator
during its climbing, resulting in a librational motion. Since it is likely that multiple
climbers will be used, proper phasing of the climbers can minimize this Coriolis
effect.
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Recent Advances in Free Surface Flows )
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Gautam Biswas and Kirti Chandra Sahu

1 Background

A free surface is an interface between liquid and gas [1]. A free-surface exhibits
the surface tension force which is a consequence of the cohesive force acting at the
interface. In many under-graduate books, free-surface flow is also termed as open-
channel flow [2, 3]. In a moving air—water system, as the values of the density of
water and air are approximately 998 kg m=> and 1.2kg m~3, respectively, the inertia
due to the air phase is much smaller than that of the water phase. Thus, one can think
that water moves independently, or freely, with respect to the air phase. In other
words, an air—water interface is free and the only coupling between the phases is due
to the air pressure that exerts on the liquid surface. implest examples of free-surface
flows are the waves created by throwing a small stone in a still-water surface and
patterns formed at water surface due to air current. Although, we see these flows
in our everyday life, understanding the associated physics is quite complicated [4].
If the free surface of a liquid is disturbed, waves are produced due to the interplay
between gravity that acts to bring the disturbed surface back to its horizontal position
and the momentum that causes the waves to overshoot. Due to this the free surface
oscillates and the waves spread to the neighbouring regions. The surface tension
force plays an important role to stabilize these waves/instabilities.

Free surface flows are encountered in a wide range of industrial applications and
natural phenomena, such as jets, cavities, bubble columns, seepage of groundwater,
ice melting, gravity waves, clouds and raindrops, to name a few (see for instance,
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Refs. [1, 5]). Due to its complexity and rich underlying physics, this topic has been
attracting the attention of many researchers since mid 1800. The interface between
two immiscible liquids can also be treated as free surface.

The objectives of this chapter are to (i) review the numerical and experimental
advances on free surface flows, (ii) highlight the mathematical models and common
numerical techniques used to study interfacial flows and (iii) discuss few examples
of complex phenomena involving free-surface flows. In the next section, we will
discuss about the representation of a free surface mathematically and the associated
boundary conditions at the interface.

2 Mathematical Representation

Consider an interface separating two fluids in a simple two-dimensional coordinate
system (x, y) as shown in Fig. 1. The position of the interface between fluid A and
fluid B is of the form 7(x, y, t) = 0, such that the height of the interface from x
axis can be specified as y = h(x, t). Thus,

i, y,1) = h(x,1) -y, (1)

where fl(x, t) is the perturbed interface.

It is easy to imagine that any fluid particle at the interface remains attached with
the interface. This implies that the normal component of the velocity of the fluid
particle at the interface is equal to the normal component of the interface velocity.
Mathematically this condition can be expressed as

—=0= —fu—=uy, @)
t X

where u; and v; are the components of interface velocity in the x and y directions,
respectively, and D is the substantial/material derivative. Equation (2) is commonly
known as the kinematic condition for the interface/free surface.

The dynamics conditions for the interface state that the momentum must be con-
served at the free surface. In other words, the normal forces on either side of the free
surface should be equal and opposite in direction, and the tangential forces should

Fig. 1 Two-dimensional FZUZ d B

representation of an interface
separating fluid A and

n
fluid B \)/\
Y Fluid A
| T
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be equal in magnitude and direction. Thus, both normal and tangential stresses must
be balanced at the interface. The normal and tangential stress balance equations at
the interface are given by

(h-Ta) -7 —ko = (H-Tg) A, 3)
(-Tp)-T— i -Tp) i =Vo -7, 4)

respectively. Equation (3) implies that the jump in normal stress across the interface
must balance the curvature force per unit area. In Eq. (4), while the left-hand side
represents the jump in tangential components of the hydrodynamic stress at the
interface, the right-hand side represents the tangential stress associated with gradients
in surface tension, o, which may results from gradients in temperature or chemical
composition at the interface. Here 7 and  are the unit normal and tangential vectors
to the interface, respectively; x (= V - 1) is the curvature of the interface. The stress
tensors for fluid A and fluid B are given by

Ta=—pa+pa[Vusg+ (Vuy)'], (5)
Ty = —pp + us[Vug + (Vup)'], (6)

respectively. Here, p4 and pp are the pressure, and uy (14, v4) and ug(up, vg) are
velocity vectors associated with fluid A and fluid B at the interface; ;4 and pp
are the dynamic viscosities of fluid A and fluid B, respectively.

In addition, the velocity of fluid A and fluid B at the interface must be contin-
uous, i.e.

up =up, (7)

Vp = Up. (8)

Note that the extension of these interfacial conditions from two-dimensional to three-
dimensional formulation is straightforward, and can be found in Ref. [6].

3 Solid-Surface Versus Free Surface

Stokes [7] derived an expression by balancing the weight, the buoyancy force, the
drag force and the force of acceleration acting on a solid spherical object of radius R
falling in a viscous fluid in the limit of vanishing Reynolds number (creeping flow
regime). At steady state when the object reaches its terminal velocity, V;, Stokes [7]
proposed that the drag force, Fy is given by

Fqy = 6w uRYV,. )

The terminal velocity of a solid sphere falling in a viscous liquid is given by
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_ 2 (Psolia — Pr) R?

Vi
9 5

g (10)

where psoig 1S the density of solid sphere, and pr and ¢ are the density and dynamic
viscosity of the surrounding fluid, respectively.

The fluid dynamics of a falling solid sphere is different from that of a liquid blob
falling in air. At the solid-surface velocity field obeys the no-slip boundary condition.
On the other hand, in case of a free-surface of a liquid sphere, the boundary conditions
discussed in Sect.2 will be applicable. This was first recognized by Hadamard [8]
and Rybczynski [9], who proposed the following equation for the velocity for a blob
of fluid (fluid ‘i’) falling in another fluid (fluid ‘s’)

2 — P i
_ _(,Os Pi) M+ Ui Rzg7 (11)
3 s 2Us + 3Mi

Vi

where (p;, i) and (ps, is) are the density and viscosity of the dispersed phase
(inner) and the continuous phase (surrounding medium), respectively. This equa-
tion is known as the Hadamard—Rybczynski equation. This can be considered as one
of the first fundamental of contribution towards the understanding of the free-surface
flows. The density and viscosity ratios can be defined as p, = p;/ps and u, = i/ s,
respectively. Thus, for bubbles, p; <« 1 and for drops, o, > 1. Recently, Tripathi et
al. [10] investigated the differences between bubbles and drops using the concept of
the Hadamard-Rybczynski flow. They defined bubble (drop) as a blob of fluid lighter
(heavier) than the surrounding medium. They observed that the maximum vorticity
prefers the lighter fluid; in bubbles and drops, the maximum vorticity lies inside and
outside the dispersed phase, respectively, which in turn changes the dynamics com-
pletely. Thus there is no analogy between dynamics observed in the cases of bubbles
and drops.

4 Governing Equations and Dimensionless Numbers

The equations governing the free-surface flows are the equations of mass and momen-
tum conservation:

V.u=0, (12)

0 [g—: +u- Vu} =-Vp+ V- [n(Vu+ Vu")]+8x —xy)okn — pgj. (13)
Here, u denotes the velocity field and in three-dimensional representation, #, v and
w represent the velocity components in the x, y and z directions, respectively; p is
the pressure field; ¢ denotes time; p and u are the density and viscosity of the fluids; j
denotes the unit vector along the vertical direction; §(x — X ) is the delta distribution
function (denoted by & hereafter) whose value is zero everywhere except at the
interface, where X = x . The surface tension force is an interfacial force, so it appears
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in the normal stress balance boundary condition at the interface (see Eq. (3)). The
surface tension force per unit volume can also be added as an interfacial body force
term in the Navier-Stokes equations (see the term, §(X — Xy)oxn in Eq. (13)) using
the continuum surface force (CSF) formulation proposed by Brackbill et al. [11].

The following scaling can be used to non-dimensionalize the above governing
equations:

.30 =LEFEV.2, t=TL/V, u=Vii, p=pV?p.u=psi, p=psp. §=3/L,
(14)
where L is the length scale, V is the velocity scale and us and ps are the reference
viscosity and density, respectively. The tildes designate dimensionless quantities.
After dropping tildes from all nondimensional variables, the governing dimen-
sionless equations are given by

V.u=0, (15)

V-n 1 . (16)
n— —pj.
ReCa Frp‘]

ou 1
— Vu=-V —V - [uw(Vu+ vu’ F)
8t+u u p—i—Re [w(Vu+ Va')] +

Here, Re(= psV L/ 14,) is the Reynolds number, Ca(= usV /o) is the Capillary num-
ber and Fr(= V?/gL) is the Froude number.

Other dimensionless numbers used in some of the free-surface flows, which can
also be derived from the fundamental dimensionless numbers, can be obtained by
setting Fr = 1 (neutrally buoyant system). They are the Galilei number (Ga(=
082 L3/% / 11)) and the E6tvos/Bond number, (Eo(= p,gL?/0)). We will also dis-
cuss the other dimensionless numbers used in free-surface flows as and when required
in this chapter.

5 Numerical Methods

It is very challenging to simulate free-surface flows due to its complex physics
operational at the interface separating the phases of zero physical thickness. Two
types of computational approaches, namely, interface tracking and interface captur-
ing methods, have been commonly used. The interface tracking methods treat the
free surface as a sharp interface. In this method, boundary-fitted grids are used and
reconstructed at each time the free surface moves/deforms. The front tracking method
[12] is one example of the interface tracking method, which was emerged as an effec-
tive approach to simulate free-surface flows in 1980s, and have been used to study
coalescences and breakups in bubbly flows [13, 14]. On the other hand, the interface
capturing methods have been used when the free surface undergoes large deformation
and becomes too complex to track. In such situations, interface tracking becomes
computationally very expensive. In the interface capturing methods, interface is not
as sharp as that in the interface tracking methods, but the interface is determined
from the fraction of each cell near the interface that is partially filled. The marker-
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and-cell (MAC) scheme [15], the volume-of-fluid (VoF) method [16-19], level-set
(LS) method and coupled level-set volume-of-fluid (CLSVOF) approach [20-22] are
some examples of the interface capturing technique. In some cases, hybrid methods
have been used to simulate interfacial flows. Here, we do not discuss all the meth-
ods, but in what follows, only highlight the coupled level-set and volume-of-fluid
(CLSVOF) approach.

In the CLSVOF method, the interfacial dynamics is modelled using a level-set
function (¢) and volume fraction (F) of fluid A as follows:

d¢

4 V.Vé =0, 17
8t+ ¢ (17)
aF -

S tV-VE=0, (18)

where the volume fraction takes the values O for fluid B (gas phase) and 1 for
fluid A (liquid phase). Similarly, the values of the level-set functions for fluid ‘1’
and fluid ‘2’ are € and —e, respectively, and O at the interface separating the fluids.
Here, € is the numerical thickness of the interface; one can use € = 0.5A, A being
the grid size.

The functional dependences of the density (p) and the dynamics viscosity (u) of
the fluid with the level-set function ¢ via the Heaviside function H (¢) are given by

p(@) = paH(®) + pp(l — H()), 19)
w(P) = pnaH@)+pp(1—H(@)), (20)
where
1 if ¢ >e,
H@g)=1{1+2L+Llsin(Z2)} if Igl<e @1
if ¢ < —e.

6 Recent Advancement in Free-Surface Flows

There are many examples of free-surface flows. In what follows, we only discuss
some specific examples which we frequently encounter in our day-to-day life and
industrial applications.
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6.1 Rayleigh—Taylor Instabilities and Gravity Currents

The Rayleigh-Taylor instability occurs at the interface separating two fluids with
an unstable density stratification, i.e. when a heavier fluid overlays a lighter fluid.
Due to the action of gravity, the heavier fluid penetrates into the region of the lighter
fluid, while the lighter fluid moves up in order to maintain the conservation of mass,
causing the interface to deform. The Rayleigh—Taylor instability has been a subject
of considerable interest due to its relevance in many natural phenomena and practical
applications [23, 24]. In nature, they are found in ocean tides, the accelerated inter-
stellar clouds driven by newborn stars and black holes, supernova events, sinking of
slabs of tectonic plates, in volcanic activities [25], to name a few.

A model problem to study the Rayleigh—Taylor instability is the transient mixing
of two unstably-density-stratified fluids confined in a tilted enclosure, commonly
known as the ‘lock-exchange’ problem as shown in Fig. 2. Such a problem has been
studied experimentally by Séon et al. [28, 29], computationally by Sahu and co-
workers [26] and Hallez and Magnaudet [30], in which a tilted tube was filled with
two fluids of different densities and a plate separating them was suddenly removed. As
a result of buoyancy the two fluids interpenetrated each other and mixed as shown
in Fig.3. The parameters characterizing such a mixing processes are the Atwood
number (At = (o, — 01)/(on + 01)), where pp and p; are the densities of the heavier
and lighter fluids, respectively, the angle of tilt of the enclosure (6) and the fluid
viscosities. The Atwood number signifies the magnitude of the buoyancy force,
while the tilt angle defines the two components of the gravity force. In situations
where viscosity contrast accompany the density contrast, the flow pattern in the
‘lock-exchange’ configuration is due to the interplay between the Kelvin—Helmholtz
and Rayleigh—Taylor instabilities. The flow dynamics of displacement flow of one

Fig. 2 The schematic diagram of the initial configuration of a ‘lock-exchange’ problem in an
inclined confined channel of length L and height H. The lighter and the heavier fluids occupy
0<x<L/2and L/2 < x < L, respectively. 6 is the angle of inclination of channel to the vertical
and g is the acceleration due to gravity, such that gcosé and gsiné act in the —x and —y directions,
respectively
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Fig. 3 Spatio-temporal
evolution of the density
contours for Re = 558.6,

At = 0.01 and 6 = 30°. The
red and the blue fluids
represent the heavier and the
lighter fluids, respectively.
This figure is taken from
Sahu and Vanka [26]

Fig. 4 Cork-screw mode in
a displacement flow of one
fluid by another immiscible
fluid in a square duct. This
figure is taken from
Redapangu et al. [27]

i«
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fluid by another fluid and the resultant instabilities are discussed in Refs. [27, 31—
33] via numerical simulations and linear stability analyses. Redapangu et al. [27]
observed a cork-screw instability mode in case of displacement flow in a square duct
(shown in Fig.4). An extensive review of Kelvin—Helmholtz and Rayleigh—Taylor
instabilities observed in shear flows can also be found in Ref. [4].

6.2 Coalescence Dynamics of Droplets

Another interesting free-surface phenomenon is the coalescence dynamics of a
droplet falling in liquid pool [34—40]. A schematic diagram showing a spherical
drop of fluid ‘1’ (radius R) falling under the action of gravity, g on the free-surface
of a pool of fluid ‘1’ is plotted in Fig.5. The surrounding medium is designated
by fluid ‘2’. For some physical parameters based on droplet size and its impact
velocity, three types of coalescence dynamics are observed, namely, partial coales-
cence, complete coalescence and splashing. In Refs. [34-36], different regimes from
partial/complete coalescence to splashing have been observed based on the impact
velocity of the primary droplet in the liquid pool. Figure 6 shows the variation of the
diameter ratio, defined as ¢ = (Ds/ D), versus D obtained by Chen et al. [41] exper-
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Fig. 5 Schematic diagram ) ; ) N
showing a droplet falling in a Fluid 2 i ¢Fluld 1 g
liquid pool ZRICE) - \L

i |k

E H

Fluid 1 |,
Zi
T I v

imentally and by Ray et al. [42] numerically. Here, Dg and D denote the diameter of
the satellite droplet and primary droplet, respectively. They found different regimes
dominated by viscous, inertio-capillary, gravity based on high, low and intermedi-
ate values of the Bond number, respectively. It can be seen that the diameter of the
biggest satellite droplet is about 0.5 times of the primary droplet, which is obtained
in the inertio-capillary regime. It can also be seen that for intermediate values of D
only the partial coalescence dynamics is observed. In this case, the droplet floats on
the free surface until the surrounding fluid trapped between the droplet and the free
surface is drained out radially. Subsequently a neck is formed at the contact point
of the droplet and the free surface expands rapidly due to high capillary pressure
near the contact region. The resultant capillary waves move in the upward direction
resulting in a liquid column at later time. The surface tension reduces the diameter
of the neck and a satellite droplet is detached. This satellite droplet moves upward
and decelerates due to gravity and comes back in the downward direction. This pro-
cess gets repeated with a reduction of volume of the subsequent satellite droplets till
entire volume is completely merged in the liquid pool. The phenomenon of partial
coalescence is discussed in great detail in Refs. [42, 43]. For small and big primary
droplet complete coalescence is observed. High impact velocities of the drops may
lead to large bubble entrapment [36, 44]. Experimental evidence [45] of large bubble
entrapment occurring outside the traditional small region on the impact velocity V-
the diameter of the droplet (D) map, made the boundary of large bubble entrapment
a topic of greater importance. A seminal contribution of the work [44] probes in to
the redefined zone of large bubble entrapment and underlying physics (see Fig. 7).

Charles and Mason [46] argued that the partial coalescence of a droplet is due to
inviscid instability [47]. However, later it was revealed that the dynamics of partial
coalescence is primarily governed by gravity, viscosity and interfacial tension (see
Refs. [34, 41-43]).

Recently in Ref. [48], the partial coalescence dynamics of a compound drop
in a liquid pool has been investigated numerically. The dimensionless numbers used

to describe the results were the Bond number, Bo (E 01 gqu /0), the Ohnesorge
numbers associated with fluid ‘1’ and fluid ‘2’, which are given by
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Fig. 8 The coalescence sequence of a compound ethanol droplet. The radius ratios in the top
and bottom row are R, = 0.5 and R, = 0.7, respectively. Arrow marks indicate the direction of
the momentum acting on the interface. The dimensionless parameters are Oh; = 1.09 x 1072,
Oh; = 2.08 x 1074, At = 0.997 and Bo = 0.09. This figure is taken from Deka et al. [48]

Oh; (= u1/,/p10 Req) and Oh, (= na//p10 Req), respectively, the Atwood num-
ber, At (= (p1 — p2)/(p1 + p2)), and the radius ratio, R; (= R;/R,). Here, R4 is the

equivalent spherical drop; (i1, p1) and (u2, p2) are the dynamic viscosity and den-
sity of the compound droplet, which is the same liquid as in the pool and surrounding
fluid, respectively; R; and R, are the inner and outer radius of the compound droplet,
respectively. They [48] found that the partial coalescence is surpassed for large radius
ratio, R, > 0.6. For R, > 0.6 the inner bubble remains near the free surface and thus,
prevents the necking of the liquid column. On the other hand, the partial coalescence
dynamics of small R; is similar to that of a ‘normal’ drop as shown in Fig.8. It is
found that the location of the inner bubble in the pool is found to play an important
role in the pinch-off process. They also observed three different types of coalescence
dynamics for different values of R;, namely, (i) pinch-off of a satellite droplet with-
out bursting of the bubble, (ii) pinch-off of a satellite droplet with the simultaneous
bursting of the bubble and (iii) bubble bursting before the pinch-off.

6.3 Path and Topology of Bubbles and Drops

6.3.1 Single Bubble

The dynamics of an air bubble rising in a liquid has been an active area of research due
to its relevance in many natural and industrial applications, such as carbon sequestra-
tion, bubble-column reactors, microfluidics, etc. (see for instance, Refs. [8, 19, 49,
50]). In dimensionless formulation, by conducting the Buckingham pi theorem, it can
be shown that the behaviour of a rising bubble can be completely described by four
dimensionless numbers: the Gallilei number (Ga(= p,g'/*R*?/u,)), the E6tvis
number, (Eo(= p,gR?/0)), the density ratio (o, (= p:/p,)) and the viscosity ratio
(ur(= i/ o)) Here, R is the equivalent radius of the bubble, o is the interfacial
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Fig. 9 Different regions of bubble shape and behaviour. a Computational and b experimental. The
red dash-dotted line represents Mo = 1073, which separates region II and region III. The green
and magenta lines in panel b represent Mo = 2.52 x 10~!! (pure water) and Mo = 230.3 (pure
glycerol). The panels a and b are taken from Tripathi et al. [19] and Sharaf et al. [51], respectively

tension, while p,, (., and p;, u; are densities and viscosities of the continuous and
dispersed phases, respectively. An additional dimensionless parameter, the Morton
number (Mo) can also be defined as Eo® /Ga*(= g,ué /po03), which is unique for a
particular fluid as it depends on fluid properties alone.

Recently, Tripathi et al. [19] conducted three-dimensional numerical simula-
tions by varying Ga and Eo for an air bubble rising in water such that p, = 1073
and u, = 1072, They identified five different regions of distinct bubble behaviours
(namely, axisymmetric, skirted, zigzagging/spiralling, peripheral breakup and cen-
tral breakup). They showed that an air bubble maintains its azimuthal symmetry
(region I in Fig.9a) for low Ga—low Eo, and is either spherical, oblate or dimpled.
For low Ga, and high Eo (region II in Fig. 9a), skirted bubbles are observed, whereas
for high Ga, and low Eo (region III in Fig.9a), a bubble follows a spiral or zigzag
path (wobbling motion). An air bubble with high Ga and high Eo breaks to form
satellite bubbles (region IV in Fig.9a) or undergoes topological changes to form a
toroidal shape (region V in Fig.9a; central breakup). Recently, Sharaf et al. [51]
conducted experiments using different concentrations of aqueous solutions of glyc-
erol and obtained a phase diagram presented in Fig. 9b. The experimentally obtained
phase diagram qualitatively looks similar to that obtained from the numerical sim-
ulations (Fig.9a). However, close inspection reveals that Sharaf et al. [51] did not
get the central breakup region (region V) and also region III is slightly bigger than
that in Fig.9a. They have attributed these differences to the difficulty in creating a
perfectly spherical bubble at high Ga and high Eo in their experiments. Also the
actual density and viscosity ratios considered by Sharaf et al. [51] are also different
from those taken by Tripathi et al. [19].

In this context, it is important to discuss the classical region map provided
by Bhaga and Weber [49] (also see Ref. [52]), which has been used by several
researchers, although Haberman and Morton [53] were probably the first to con-
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duct experiment on rising bubble in viscous liquids. The authors of Refs. [49, 52]
experimentally investigated the dynamics of an air bubble rising in aqueous sugar
solutions of differing concentrations. They identified regimes of spherical, oblate,
wobbling and skirted bubbles in the Reynolds and E6tvos numbers plane based on the
bubble shapes and motion. This phase plot was prepared using three dimensionless
parameters: the Reynolds number, the Eotvos number and the Morton number. The
Reynolds number was defined based on terminal velocity of the bubble in Refs. [49,
52]. The Gallilei number used by Sharaf et al. [51] and Tripathi et al. [19] is similar
to the Reynolds number, but uses /g R instead, as the velocity scale. Consequently,
the phase plots presented in Refs. [19, 51] also include unsteady bubbles, for which
there is no terminal velocity. The use of Gallilei and E6tvos numbers gives another
advantage as discussed by Landel et al. [54]. They showed that for the same volume
of air (i.e. constant Gallilei and E6tvds numbers) spherical cap bubbles with a range
of rise velocities (multiple Reynolds numbers) and volume of satellite bubbles can
be produced. Therefore, use of the Reynolds and E6tvos numbers may provide a
multivalued nature to the phase plot. The phase plot presented in Fig.9 is a useful
extension to the classical region map of Bhaga and Weber [49] and Clift et al. [52].

6.3.2 Two Bubbles

The interactions and trajectories of a pair of air bubbles rising side-by-side in a lig-
uid was also studied by many researchers in the Stokes and the potential flow limits
[55-57], and by performing simulations of the complete Navier—Stokes equations
[57-60] and also experimentally [61-63]. Kok [56, 61] experimentally found that
the two bubbles rising vertically in ultra-pure water tend to rotate to align them-
selves horizontally. Chen et al. [58] conducted two-dimensional simulations on two
bubbles rising side-by-side and showed that the bubbles coalesce and the resultant
bigger bubble exhibits shape oscillations [19, 51]. Duineveld [62] compared the ris-
ing dynamics of a single bubble and a pair of bubbles rising side-by-side and found
that the amplitude of oscillations is higher in case of pair of bubbles as compared
to that in case of single bubble. The coalescence and bouncing behaviours of two
bubbles for different values of Reynolds and Weber numbers were investigated by
Sanada et al. [63].

Recently, Tripathi et al. [64] conducted three-dimensional simulations and inves-
tigated the dynamics of a pair of air bubbles rising in water and investigated the
influence of inertia on the dynamics. They found that interaction between the wakes
of the bubbles, as shown in Fig. 10a, causes oscillatory motion/path instability as
shown in Fig. 10b. Chakraborty et al. [65, 66] studied two bubbles rising in an inline
configuration in stagnant liquid and studied deformation and coalescence dynamics
using a CLSVOF approach (see Fig. 11).
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Fig. 10 a Isosurfaces for z vorticity as the bubbles rises up for Ga = 60. The positive and negative
values are shown by red and green colours, respectively; w, = £0.3. b Trajectories of single bubble
(shown in black) and bubble pair (shown in indigo and red) for Ga = 32. The rest of the parameter
valuesare Eo = 4,9 =3, p, = 1073 and ny = 1072, The rest of the parameter values are Eo = 4,
g =3, pr = 1073 and w, = 1072, This plot is taken from Tripathi et al. [64]

6.3.3 Shape Oscillations in Drops

As noted by Tripathi et al. [10], in gas—liquid systems, bubbles and droplets behave
differently due to different vorticity patterns observed in rising air bubbles and falling
liquid droplets. It is also well known that, as a result of path instability, an initially
spherical air bubble rising in a liquid (density ratio, p, < 1) can either exhibits
zigzagging or spiralling motion at high inertia and high surface tension [19, 68-70].
It undergoes an unsteady shape deformation resulting in vortex shedding behind the
bubble during its wobbling motion. In contrast, a solid sphere or an initially spherical
liquid drop (p, > 1) falls in a straight path [71] in an air medium. In case of a falling
leaf or flat/cylindrical solid objects (i.e. nonspherical), oscillatory motion is observed
due to the associated aerodynamics/hydrodynamics (see, e.g Ref. [72]). A question
that arises then is, can we observe path and/or shape instabilities by making the initial
drop shape nonspherical in an air-liquid system. In order to answer this question,
recently, Sahu and co-workers [73, 74] have investigated the dynamics of an initially
nonspherical liquid droplet falling in air under the action of gravity. They observed
symmetrical shape oscillations of the droplets which decay with time at low inertia.
On the other hand, at high values of the Gallilei number the shape asymmetry in the
vertical direction becomes prominent and the droplet undergoes breakup. The reason
for this asymmetry has been attributed to the higher aerodynamic inertia. However,
even for large inertia, unlike bubbles, no path deviations/oscillations were observed.

In liquid-liquid systems (with p, < 2.2), Edge and Grant [75] experimentally
found that a small liquid drop falls in a straight path, but a bigger drop falls in a
zigzag path (i.e. wobbling motion). They observed a thread-like wake for small drops,
whereas, vortex sheet are observed in the case of large drops undergoing wobbling
motion and shape oscillations (oblate-prolate deformation). Later, Koh and Leal
[76, 77] investigated the dynamics of an initially nonspherical liquid bubble rising
in a quiescent liquid of slightly higher density by conducting numerical simulations
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and experiments at low Reynolds numbers (Re < 0.01). They found that a bubble
with a small degree of nonsphericity, eventually becomes spherical, but a bubble with
a large degree of nonsphericity continues to deform with an increasing amplitude.
Later Refs. [78, 79] focussed on the decay rate of the oscillations for a viscous drop
in micro-gravity condition. Tsamopoulos and Brown [80] studied the effect of initial
amplitude on frequency for nonlinear inviscid oscillations of droplets. The shape
deformation of droplets in simple shear flows and in complex geometries with and
without external forcing has also been investigated by several researchers (see for
instance, Refs. [81, 82]).

6.4 Droplet Breakups

The phenomenon of liquid jet breakup is observed in many industrial applications,
such as ink-jet printing, particle sorting, atomization, mixing, combustion, separation
and spraying technologies [83]. Due to the Rayleigh—Plateau instability [84], a liquid
jet issued from an orifice becomes unstable and breaks up leading to formation of
satellite droplets due to the propagation of surface perturbations. The classical studies
of Plateau [84], Savart [85] and Rayleigh [47] provides a fundamental understanding
of the jet instabilities. Weber [86] investigated the influence of liquid viscosity and gas
density on jet breakup phenomenon. Goedde and Yuen [87] investigated the capillary
instability of water—glycerine interface. They showed that the nonlinear effects dom-
inate the jet breakup process leading to formation of ligaments and satellite droplets.
The nozzle characteristics can also affect the breakup length of the jet occurring due
to the Rayleigh instability [88]. Unlike the aforementioned studies, which consid-
ered circular liquid jets, Kashyap et al. [89] and Farvardin and Dolatabadi [90] also
investigated the dynamics of elliptical-orifice liquid jets. It is found that for different
combinations of surface tension, inertia and aerodynamic interactions, four distinct
breakup regimes can be observed. They are (i) the Rayleigh breakup regime (varicose
perturbations), (ii) the first wind-induced breakup (sinuous perturbations), (iii) the
second wind-induced breakup and (iv) the atomization (spray) regime [91-94]. The
numerical simulations of liquid jets were conducted by Pan and Suga [95, 96] to
investigate the characteristics of breakup. The breakup length of a turbulent liquid
jet was studied by Lafrance [97].

In addition to the breakup of a liquid jet aligned with gravity (as discussed above),
Borthakur et al. [98, 99] investigated the dynamics of curved slender jets due to their
implications in the production of nanofibres from centrifugal spinning [100-102].
The variation of jet diameter along length for injections along the gravity (parallel
injection) and orthogonal to gravity (perpendicular injection) at # = 15 and t = 40
is shown in Fig. 12a and b, respectively. It can be seen that the pinch-up occurs early
in the case of perpendicular injection as compared to those in the parallel injection.
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Fig.12 The variation of jet diameter (d ;) along length for the parallel and perpendicular injections
at a t = 15 and b 1 = 40. These results are plotted upto the breakup locations. The rest of the
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The various dimensionless used in their study to describe the results are the Weber,
the Bond and the Reynolds numbers, defined as

e D
We = Zwve”  Re = Plael 22)

o 122

where 0, 41, Vayg and D are the density, dynamic viscosity, average velocity of the
liquid and diameter of the nozzle, respectively. They found that the jet breakup length
increases with increase in the Weber and the Ohnesorge numbers. It is observed that
increasing the Bond number significantly increases the curvature of the jet trajec-
tory. The detached drops from the main jet exhibit rolling motion, as well as, shape
oscillations while migrating along their trajectories. Uddin and Decent [103] also
considered a jet injected perpendicular to gravity and performed a linear instability
analysis to explore the nature of the most unstable wavenumber and the growth rate of
an infinitesimally small perturbation at the liquid surface. Sufiol and Gonzélez-Cinca
[104] carried out an experimentally studied liquid jets falling perpendicular to grav-
ity. It was observed that the droplet size distribution was wider for the perpendicular
injection as compared to the parallel injection.
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6.5 Boiling and Phase Change

Multiphase flows undergoing phase change are ubiquitous and have several industrial
applications, for instance, energy generation, manufacturing, combustion, etc. Phase
change in multiphase flows can also take place due to chemical reaction, evapoura-
tion, melting, etc. In saturated film boilings, the heat transfer occurs through a thin
vapour film via the formation of vapour bubbles, which transfer the heat from the
vapour film to the bulk liquid. Experimental and computational studies in boiling
have been dedicated to develop empirical correlations and to understand the detail
of boiling phenomenon and transport processes. Welch and Wilson [105] were one
of the pioneers to simulate phase change for wide range of density difference using
the VOF formulation. This work was widely acknowledged and subsequently used
by other researchers to implement the idea in other approaches and to study phase
change and boiling (e.g. the CLSVOF approach of Refs. [106] and Electro hydro
dynamics [107]). As the formation of bubbles, which follows a periodic pattern in
space and time at the liquid—vapour interface, plays an important role in the heat
transfer processes, several researchers have studied this phenomenon by conducting
numerical simulations [22, 108—110]. They observed multi-mode bubble growth (as
shown in Fig. 13) and showed that for higher super-heat ranges, the instability is
guided by the Taylor—Helmholtz instability, whereas for the lower super-heat, the
Rayleigh-Taylor instability dominates the phenomenon.

A plot showing the temporal evolution of bubble release cycle in water at 373 °C,
219 bar on an isothermal horizontal surface simulated using a volume of fluid (VOF)
based numerical solver is shown in Fig. 14. It can be seen that as the bubble is released
from the surface, the surface tension pulls the vapour film in the downward direction.
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Fig. 14 Temporal evolution of bubble release cycle in water at 373 °C, 219 bar. This plot is taken
from Pandey et al. [111]

t=20.5 t=2 t=25 t=3.5

Fig. 15 The time evolution (left to right) of shape of the drop along with the vapour volume fraction.
The time, ¢ written in each panel is the dimensionless time. This plot is taken from Tripathi et al.
[112]

Further the surface tension induces a flow to move the vapour packet towards the
symmetric sidewalls. The vapour turns upward near the side walls to initiate an
identical bubble release cycle. Pandey et al. [111] also found that reduced gravity
decreases the temporal frequency of bubble release rate and there is a reduction
in wave length pertaining to the bubble formation sites. They showed that applied
electric field may be used to control the spatial and temporal frequencies. As such, the
heat transfer rate deteriorates in reduced gravity conditions which can be recovered
by the externally imposed electric field.

A falling liquid droplet in the context of raindrops is another situation where the
phase change becomes important. Tripathi et al. [112] conducted three-dimensional
numerical simulations to understand the evaporation dynamics in the case of a falling
droplet. The time evolution of the droplet shapes, along with the contours of the
vapour concentration generated due to evaporation, is shown in Fig. 15. It can be
seen that due to the evaporation, a circular shaped envelope of liquid vapour is
formed at the early time, which continues to increase with time. As the drop moves
in the downward direction, a wake region is created at the upper part of the drop,
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which increases the evaporation rate in the wake region. A ‘fore-aft’ asymmetric in
the vapour envelope is seen at later time as the vapour produced at the bottom part
of the drop moves towards the wake region due to buoyancy. It can also be seen that
as the drop moves in the downward direction, it has deformed slightly to an oblate
shape.

7 Concluding Remarks

In the present chapter, some specific problems under the broad area of free-surface
flows are analysed and discussed. Multiphase flows are characterized by the contrast
in fluid properties and the surface tension acting at the interface separating the fluids.
Due to the associated complex interfacial dynamics, free-surface flows are challeng-
ing to handle both computationally and experimentally. The review presented in this
chapter is an attempt to highlight the non-intuitive phenomena and complex flow
physics observed in some free-surface flows. In spite of the long history, this subject
has been attracting the attention of many researchers due to its relevance in many
industrial applications and heretofore unexplained natural phenomena. Few examples
are ink-jet printing, particle sorting, atomization, mixing, combustion, separation and
spraying technologies, carbon sequestration, bubble-column reactors, microfluidics,
seepage of groundwater, ice melting, gravity waves, clouds and raindrops. Under-
standing of multiphase flows involving fluids with phase change, non-Newtonian
rheology and external forcing has been the current trend due to its usefulness in the
emerging areas of microfluidics and bioengineering in last two decades.
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1 Deformable Microchannels—Motivation
of Hemodynamic Investigation

The human body consists of many systems in which the circulation of fluids comes
to picture. Both liquid and gaseous exchanges form the vital component of life.
Cardiovascular system consists of loops of vessels through which blood flows from
heart to cells and back. With lungs as the driving organ, respiratory system deals with
the exchange of gases that ensures the supply oxygen to the cells. Table 1 provides
a glimpse of the size of the vessels in the human body.

The vessel pressure is extremely important as it indicates the health as measured
by a physician using a sphygmomanometer. The high- and low-pressure conditions
are termed as hypertension and hypotension, respectively. Both can lead to serious
consequences if not detected and dealt within the early stages. Most of these vessels
are made up of convective tissues, consisting of fibrous elastin. Due to the soft and
elastic nature, they can easily deform under the action of fluid flow. From the clinical
perspective, both qualitative and quantitative information about the deformation gives
clues about the severity of the condition. The physicians are trained to examine the
sound signatures from the pulse characteristics in the circulatory system which are
basically the result of the pressure waves traveling through vessels. More deformable
walls can act like stabilizers and absorb the energy to dampen the pressure wave.
However, as the age progresses, the flexibility of the tissues deteriorates and it can
impede the normal functioning of the circulatory system. These arguments point out
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Table 1 Ves§els ip hun}an Vessel Size (mm)
body and their typical sizes
Aorta 25
Artery
Vein 5
Vena Cava 30
Arteriole 0.03
Capillary 0.008
Venule 0.02

the necessity of a clear understanding of flow through such vessels. It is imperative for
accurate clinical diagnosis and to determine the further course of many treatments.
This signifies the importance of biofluid dynamics within the domain of biomedical
science.

2 Origin and History of Biofluid Mechanics

The origin of biofluid dynamics dates to the time when people started to take interest
in the circulatory system and its relation to the diseases. Many pioneers contributed
to the field of biofluid mechanics, which include both scientists and engineers. Major
contributions of some stalwarts are elucidated in the following subsections

2.1 William Harvey (1578-1657)

William Harvey was an English physician who was instrumental in the development
of anatomy and physiology as we see it today. He is credited with the complete
description of the circulation and properties of blood that is pumped by the heart.
Before Harvey, ancient Greek physician Galen proposed that the arterial and venous
systems were different and they came in contact through unseen pores. In 1628,
Harvey published his seminal work titled “On the Motion of the Heart and Blood in
Animals” in which he proved that arteries and veins are functionally connected to the
lung and peripheral tissues (Fig. 1). He also explained the nature of blood circulation
within the body using experimental evidence and deductive logic. Though faced
with resistance from the fellow scientists of the time, his theories gained a gradual
acceptance over years.
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Fig. 1 Willaim Harvey’s
experiments to demonstrate
the circulation of blood from
his book published in 1628

2.2 Jean Léonard Marie Poiseuille (1797-1869)

Poiseuille was a French physician by training, but more popular in the field of
fluid dynamics due to the well-known Hagen—Poiseuille equation named after him
(Gotthilf Hagen (1797-1884) a German civil engineer, independently discovered the
same relation). With a curiosity toward the nature of blood flow in the narrow vessels
of the human body, he designed his own experiments to characterize the basic quan-
tities in circular tubes with remarkable precision. He characterized the pressure and
flowrate for laminar flows and published his result in 1846, thereby introducing the
simple formula

8L
Ap — SHEQ
T R4

6]

Here, AP is the pressure loss, L is the length of pipe, w is the dynamic viscosity,
Q is the volumetric flow rate, and R is the radius of the tube. He is also credited for
the invention of U-tube mercury manometer, which he utilized to measure the blood
pressure in horses and dogs (Fig. 2). The modified version of this came to be known
as hemodynamometer which quickly became popular among physiologists and is
considered as a key milestone in the history of biofluid mechanics with significant
clinical implications.

2.3 John R. Womersley (1907-1958)

Womersley was a British mathematician and one of the earliest computer scien-
tists. He served the British government on a number of practical problems with his
keen applied mathematical skills, especially during the Second World War. Later, he
joined one of the pioneering biofluid dynamics groups led by physiologist McDonald
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Fig. 2 Mercury manometer
designed by Poiseuille

at St Bartholomew’s Hospital in London which led to the foundational theoretical
work on pulsatile flow in blood vessels. His model predicted the velocity profiles at
different phase angles and was published in 1955. The non-dimensional parameter
which characterizes the nature of unsteady flow was subsequently renamed as the
Womersley number (Wo). It is the time-varying counterpart of Reynolds number in
a steady flow and is given by

Wo = R |22, )

"

Here, w is the frequency of pulsation and p is the density of the fluid. Wo denotes
the ratio of oscillatory inertia force to the shear force. At a lower Wo, the oscillations
are slow and the flow becomes momentarily fully developed during the oscillation
cycle. At higher Wo, the flow is slower at the central portion and the fluid flows
as in a plug flow as shown in Fig. 3. The analytical form of the velocity profile in
cylindrical coordinates (r, 0, z, t) is given by the following equation:

N
_ inwt
u,y="y P o (Won) e 3)

n=—N

where J represents the Bessel function of zeroth order and P, is the coefficient of
periodic pressure function.

2.4 Otto Frank (1865-1944)

Otto Frank was a German physiologist credited for providing the mathematical foun-
dation for one of the most important characteristics of arterial mechanics—the Wind-
kessel effect. It is loosely translated as an air chamber and has the idea of an elastic
reservoir which can store the fluid temporarily, analogous to a spring or flywheel
in terms of storing energy in a cyclic operation. It is responsible for damping the



Fluid Dynamics in Deformable Microchannels 149

360° |- .

270° | g

180° |- .

Phase angle (8)

(DI

90 |

o | i

((CC EDM

-? p
Pressure Gradient Wo=1 Wo =2 Wo =4 Wo =16
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Fig. 4 The pumping of blood from the heart to arteries analogous to the Windkessel effect

fluctuations in blood pressure during the cardiac cycle and helps to maintain organ
perfusion in the human body. The effect explains the interaction between the stroke
volume and the compliance of arteries. Figure 4 shows the Windkessel mechanism
and the analogous physiological system in the body.
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3 State of the Art—Biomicrofluidics

Modern technology has embraced miniaturization in the last century as indicated by
the proposition from Richard Feynman: “There’s plenty of room at the bottom” during
his lecture at Caltech in 1959. Like any other field of science and engineering, fluid
mechanics too pushed its limits to explore the potential at the micro- and nanoscales
and resulted in the inception of microfluidics and nanofluidics. With the advance-
ments in characterization and probing techniques at small scales, it is now possible
to manipulate the materials at nano level or even less. Following sections deal with
the important developments in the area microengineering at small scales, pertinent
to the study of biofluid mechanics.

3.1 Microfluidics and Lab-on-Chip Technology

In the past few decades, microfluidics has emerged as an extensive and multidisci-
plinary area of research. The rise in technological advancements, especially in the
field of electronics and instrumentation overlapped interests with many other fields
including the biomedical sciences. This resulted in the inception of biomedical engi-
neering to cater the needs of physicians using engineering techniques including diag-
nosis, vital monitoring, support systems, and therapeutic devices. The contribution
of biofluid dynamics to biomedical engineering is noteworthy as many critical appli-
ances like blood pumps and dialyzing units work on the principles of fluid dynamics.
Microfluidics came handy in the development of diagnostics devices and methods
with huge advantages during sensing, sample requirement, time of detection, and
the affordability to the masses. Figure 5 indicates the salient aspects of microfluidics
that are directly related to biomedical engineering, manifesting its cross-disciplinary
nature.

3.2 Microfabrication—Emergence of Lithographic
Techniques

Microchannel fabrication is one of the most important aspectsof microfluidics. The
capability of fabricating very small channels limited the studies until a few decades
back. Though conventional machining methods like milling have been employed
to create channels of a few hundred micron size, soft lithography has emerged as
the most popular choice to fabricate channels up to nanometer dimensions. It is
called ‘soft’ because of the elastomeric materials used in the fabrication process.
The soft lithography follows a molding technique similar to that found in a foundry
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Fig. 5 Aspects of microfluidics for biomedical applications

workshop. The most commonly used material for casting is PDMS (Polydimethyl-
siloxane) which is a silicone elastomer, which is popular among the scientists due
to its biocompatibility, transparency, low cost, and ease of usage. The preceding
step for making the mold is called photolithography and is an offshoot from litho-
graphic fabrication techniques of p—n junction in the semiconductor industry. There
are now variants of soft lithography for more sophisticated requirements like Nano-
lithography, Microcontact printing, and Multilayer soft lithography. Due to the use
of elastomeric materials, microchannels can easily be tuned for its deformability.
A detailed characterization of the material, including the mechanical chemical and
surface properties can be used in theoretical modeling of the flows and as parameters
in numerical simulations.

Generally, the geometry of the channels fabricated using soft lithography is rectan-
gular, but many other shapes and multidimensional structures can also be fabricated
using stereolithographic techniques. As the biological conduits are cylindrical in
shape, cylindrical molds are employed to fabricate channels of the circular cross
section. However, they can pose problems during imaging due to refractive index
mismatches between the channel material and the flowing fluid. A common issue
as the channels get smaller is the collapse of the vessel when the walls are too soft.
This failure of proper replication using the lithography technique compromises the
structural integrity and thus the function of the model to be fabricated.
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3.3 The Electronic Analogy—Programmable Microfluidic
Networks

One of the fascinating aspects of flow-through channels is its direct analogy with the
electronic circuit components which is extremely helpful in the design and proto-
typing of microfluidic circuits. Table 2 shows some of the key analogical components.
When having multiple operations and material to be handled, an efficient network
of microchannels are required with an aim to reduce the input power in order to
increase the efficiency and the resistances involved in the path. Optimizing the anal-
ogous circuit will help the fabricators to choose among the tradeoffs in the viable
production at a mass scale. Capacitor as an analogue to a deformable membrane
has led to many interesting applications including flexible sensors. The following
derivation will demonstrate the effectiveness of this simple technique to model flow
in a deformable vessel.

For a deformable channel flow, the mass flow rate is not constant with time within
the channel. Here, the pressure can cause the wall to either expand or contract.
This will change the diameter of the channel as shown in the figure and thus the
Hagen—Poiseuille equation for a constant diameter is not valid here. Consider an
incompressible, unidirectional flow; the volume change can be expressed as

dv
— =0i— Qo “)
dr
Table 2 Electromc. Circuit Element Electronic Hydraulic
components and their Analog analog
hydraulic analogy in a fluidic i i
network Node ™ Junction Junction
Path _— Wire Rigid pipe
Resistance A Resistor Constriction
Compliance _{ }_ Capacitor Diaphragm
Inertance (L Inductor Paddlewheel
Valve I Diode Check valve
Pressure source —_ l._ Voltage Pump
source
Flow source & Current Pump
- source
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Fig. 6 a Schematic representation of deformable channel which deformed underflow with a
pressure gradient p,—p; from an initial diameter D; to final diameter Ds. b Analogous capacitor
element

Here, Q; is the inlet and Q, is the outlet flowrate. For a rigid tube, % =0.1Itis
evident that the deformed tube can store more fluid and this ability is termed as the
compliance (C) with a unit of m*/Pa. It is the effective change in volume per change

in pressure expressed as

dv
C=— 5)
dp
Now, the effective rate of the volumetric change for stored fluid is
dv. dvdp dp
Os=0i— 0o = =——=C— (6)

dt dpdt dr

Analogous to the capacitance shown in Fig. 6, we can write the flowrate—pressure
relationship for a one-dimensional case as

d(AP)

=C
0 dt

(7

where AP = py — p;.

In a general sense, both compressibility of the liquid and the wall deformability
contributes to the compliance. However, in the context of physiologically relevant
fluids, compressibility plays no perceivable role unless there is a presence of gases
in the form of bubbles.

The aforementioned formulation presents a convenient first-hand tool though a
practical approach includes a complete impedance analysis to estimate the quantities
of interest. For a network of such channels, tools of circuit analysis like Kirchhoff’s
law and Thevenin’s theorem can be used. For the most relevant case of time-varying
flows, the telegrapher’s equation can be reduced to a one-dimensional diffusion to
model the diffusive spreading of the pressure waves in a deformable channel with
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Flow
direction

(a) (b) ()

Fig. 7 a Rectangular domain housing a cylindrical channel. b Cross section showing radial
deformation («,). ¢ Cylindrical coordinates (r, 0, z) and the direction of flow

the aid of Fourier analysis. Much like a resonance in an RLC circuit, resonating
microfluidic channels can be employed as a switching mechanism in a lab-on-a-chip
platform, thus making it easy to automate and control remotely.

4 Some Theoretical Aspects and Governing Equations
of Deformable Channels

From a theoretical to model the physiological fluid flow in vessels, this is formidable
since most of the problems that both fluid dynamicists and engineers deal with
models consist of rigid tubes with negligible wall deformation. Here, the velocity
of the flow affects the wall deformation and vice versa. This coupled phenomenon
is termed as fluid—structure interaction (FSI) and solving such problems requires
special attention. Theoretical studies start with a non-deformable case and gradually
add the complexities associated with the wall deformation. While many of these
can be difficult to solve analytically due to the nature of equations, many simple
formulations and scaling arguments can predict the outcomes of experiments, thereby
understanding the elementary context of the problem. It should be noted that there are
far more complex models accounting for the pulsatile flow in deformable channels.
Readers are directed to one of the foundational texts on this subject by Fung [1] for
more detailed topics and an online course (www.coursera.org/learn/fluid-solid-intera
ction) for a visual exploration of this otherwise complex phenomenon. The following
two derivations discuss the two simple geometries that include the deformability of
the wall. Both of them are experimentally verified in their respective geometries.


http://www.coursera.org/learn/fluid-solid-interaction
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4.1 Cylindrical Channel [2]

Figure 7 shows the schematic of the microchannel of radius R in a rectangular block
of dimensions L, W, and H. Note that our configuration is different from a thin-
walled tube configuration for which there is a well-established relationship for the
deformation. The mechanical equilibrium equations are given by

V.o=0, ®)

where o is the stress tensor. As the channel is axisymmetric and slender, the radial
component of the mechanical equilibrium equations reduces to

-— (o) — — =0, 9

where o,, and oy are the normal components of the stress tensor in the radial
and the angular directions, respectively. Note that the term involving o,, scales
out because we assume zero axial displacement and because of the smallness of
the radial displacement compared to the characteristic axial length scale. These
reductions are equivalent to the lubrication approximation for fluid flow through
narrow confinements. For the solid material, we use linear, elastic, isotropic behavior
given by

o =MV -a)l+ 2G{%(Voz) + (Va)T} (10)

where A and G are the Lamé parameters, I is the identity tensor, and « is the displace-

. s . . T ..
ment vector in the cylindrical coordinates givenby o« = [ o Qg o ] . Using the same
considerations that were used to reduce the mechanical equilibrium equations, we
obtain

10 o,

oy = A——(ra,) +2G (11
ror or
10 ;

Oop = A= —(ray) + 2G . (12)
ror r

Weuse Egs. 11 and 12 in Eq. 9 to obtain the equation that governs the displacement
along the radial direction as

10 10 o, 1[.10 o
-——|rir—-—C(@ro) +2G — —|A——@a,)+2G— | =0. (13)
r or or ror r

ror r

For the boundary conditions, we first require that the radial displacement should
not be infinite even for extremely large r, thus
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asr — 00, «, is finite. (14)

Secondly, we require that at the wall (where the solid material interfaces with the
liquid), the normal stress in the radial direction is dictated by the fluid pressure; thus

atr =R, o, = —p(2) (15)

where, importantly, the fluid pressure (p) varies along the axial (z) direction. Solving
Eq. 10 subject to the boundary conditions (14) and (15), we obtain

()_P(Z)Rzl
G ="06 v

(16)
If the pressure gradient is assumed to be constant along z, the deformation is also
linear in z.
Finally, we arrive at the expression for the wall deformation (at r = R) along the
length of the channel with p; and p; as the inlet and the outlet pressure of the channel.

L1+ (2225
4G '

o (2) = a7

The velocity field will remain same as the parabolic profile according to the
Hagen—Poiseuille equation with the new deformed diameter D 4 2. The magnitude
of the average velocity increase along the length of the channel as the deformation
dies out.

4.2 Rectangular Channel [3]

Figure 8 shows the schematic of the microchannel of width w and undeformed height
ho. Assuming steady, incompressible, laminar, and Newtonian flow, the Navier—
Stokes equation for the system can be written as

.. s

L

(b)

Fig. 8 Rectangular channel deformation. a Before deformation with a width w and height 4. b In
the deformed state with a maximum deformation A/yax
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ou )
P §+u-Vu =—-Vp+uV-u (18)

Assuming the flow to be fully developed, a much simple solution to the equation
for the case of rectangular channel geometry is given by

1214 L ho1™!
Ap=0—~ [1 - 0.630—0} (19)
hyw w

It is evident that the pressure drop in a channel with w >> h¢ scales inversely with
the third power of the channel height /(. This drives the strong coupling between
the flow solution and the structural deformation of the channel walls. The imposed
flow will cause the three walls to deform with a positive change in the cross-sectional
area, which in turn modifies the local velocity and pressure distribution. This again
drives the deformation of the channel and essentially becoming an FSI paradigm.
The deformation of the top wall is proportional to the channel width and not to the
channel height. Thus, we get

3 Bw
Al = 5’% p 20)

Assuming a parabolic deflection of the top wall, the effective channel height is
obtained as

2 Ahmax
—) 2L

h =hol 1+ =
(2) o(+3 o

Using the relation from Eq. 20, the deformation at any axial location z can be
computed by

(22)

hz) = ho<1 +ﬂ”(2)w>

Ehy

With this simple formulation of the wall deformation, the Ap—Q relationship and
the velocity profile along follows as

_ h¢E p@w\*
Q= 48a (L — z) ((1 +p Ehg ) B 1) 23)

u(z)

_ -
Q (48/3M(L Z)Q+1) 24)

" who heE

In the above derivations, 8 is called the dimensionless deformation param-
eter which can only be calculated through fluid—structure computations but is
approximately constant for a given channel geometry.



158 M. Kiran Raj and S. Chakraborty

4.3 Special Case of Non-Newtonian Fluids

To realize the full potential of mimicking the blood vessels, it is important to consider
the fluid and its constituents. As it is well established in the scientific literature, the
whole blood consists of a myriad of components like blood cells and platelets and
thus cannot be simply approximated as a Newtonian fluid. These components can
alter the very nature of the flow itself. In blood, this is mostly dictated by RBCs, which
forms the major portion of the volume fraction (also known as the Hematocrit). As an
elementary analysis, blood is considered as a shear-thinning liquid where the apparent
viscosity is expressed as a function of the applied shear rate as u = m(y)"~! where
m = 3-4 mPas and n = 0.5-0.8. Note that, in a cylindrical channel, it modifies the
Hagen—Poiseuille equation as

o_ TR (AP L " 03)
-~ i43\omL

For the velocity profile, the relation takes the following form:

= (AP g) R 1—(r)%+1 26)
ur_<2mL) +1< R ) (

1
n

and essentially makes the profile a blunt one compared to that of a Newtonian flow,
thereby affecting both the maximum and average velocity. For n = 1 and m = p, the
original Hagen—Poiseuille equation is recovered.

5 Experimental Techniques for Flow Investigation
in Deformable Channels

One of the notable earliest experimental models to study the biofluid mechanics
within deformable vessels is the Starling resistor. It was invented by English phys-
iologist Ernest Starling and consists of a fluid-filled elastic tube mounted inside a
chamber filled with air which has provision to expand and collapse. The static pres-
sure inside the chamber (p,) is used to control the degree of expansion and collapse
of the tube, thereby acting like a variable resistor with a potential difference p, —
p1 (Fig. 9). This resistance can be used to simulate the total peripheral resistance
(TPR) in vascular flow. Apart from a model in the study of a range of physiological
phenomena (e.g., collapse of the pharynx during breathing difficulties or obstructive
sleep apnea), it is also widely employed as a source of rich physical phenomena by
itself due to highly non-linear characteristics while in operation. Two such non-linear
characteristic behaviors are the “waterfall effect” in which, subsequent to collapse,
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Fig. 9 Starling resistor with
a chamber pressure of p, Pe

P

P2

the flow through the tube becomes independent of the downstream pressure and the
self-excited oscillations, both having pronounced implications in the domain of FSI.

5.1 Modern Measurement and Analysis Techniques

With the advancement of technological innovations in instrumentation and imaging,
we have evolved far from pitot tubes for measuring pressure and dyes for visualiza-
tion. Today, Particle Image Velocimetry (PIV) techniques are used for whole-field
visualization, while pressure drop experiments using piezoelectric sensors and edge
detection techniques based on image processing are employed to track the wall defor-
mation. Figure 10 shows a typical setup to study a time-varying flow in deformable
channels. To achieve steady and time-varying flow, a positive displacement pump
like a syringe pump and a solenoid pinch-off valve is used. The syringe pump gives
a steady fluid flow by mechanically pushing the plunger of a fluid-filled syringe at a
constant rate. The tube that connects the microchannel inlet and the syringe pump has
a small section of flexible tubing which is inserted into the solenoid pinch-off valve.
Due to the plunging action, the tubing is pinched momentarily, producing a pulsed
flow in the circuit. The plunger in the valve is actuated using a specific peak-to-peak
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Fig. 10 a Basic experimental setup for the experiment to investigate time-varying flow in
deformable channels. b Waveforms showing the applied voltage (V) in the function generator,
deformation and pressure profile over two cycles
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voltage (limited by the inertia of the solenoid valve) waveform of a specific duty
cycle with the desired frequency sourced from a function generator.

The differential pressure drop across the microchannel length can be measured
using a differential pressure sensor connected to a data acquisition system (DAQ)
which is interfaced with a computer. The DAQ continuously acquires the raw voltage
from the pressure sensor and is converted to physical units (Pa) based on the instru-
ment calibration chart. Usually, a high sampling rate is employed in the DAQ which
is matched with the response time of the pressure sensor.

Estimation of the wall deformation is the most sensitive measurement in such a
study. A three-dimensional scanning technique like the confocal microscope is ideal
for the deformation measurement in usual rectangular glass-PDMS microchannels
[3]. Further, indirect methods utilizing the fluorescent microscopy and dyed fluid
are also used for estimating the deformation of the top wall [4]. However, in a
cylindrical channel, due to the axisymmetric nature of the wall, deformation can be
observed directly under the microscope with a simple phase-contrast microscopy.
Standard edge detection algorithms are applied to the captured images that will give
an accurate location of the wall position. A high-speed camera is used to capture the
real time will deformation using high magnification zoom lenses to focus near the
wall.

For flow visualization, PIV apparatus is utilized. Fluorescent seeding particles
like polystyrene beads of 1-10 wm nominal diameters are used as tracers which are
neutrally buoyant and faithfully follow the streamlines in the flow. The synchronizer
of the PIV is synced with the pressure sensor with Transistor—Transistor Logic (TTL)
signal from a computer for simultaneous measurement of pressure drop and the
velocity field. An iterative multi-pass cross-correlation algorithm using a Fast Fourier
Transform (FFT) is employed to evaluate the final velocity field. For steady flow,
ensembles averaging of a large number of pairs are used and for the pulsatile flow,
phase averaging over multiple cycles is analyzed. Representative images for micro-
PIV and deformation analysis are given in Fig. 11. All the measurements for pressure
drop, deformation, and micro-PIV are recorded after reaching a steady state.

6 Numerical Techniques to Solve FSI Problems

The origin and development of FSI lie in the ocean engineering and aerospace engi-
neering where large-scale structures are subjected to flow of water and air. It is also
crucial in understanding the design considerations of many structures like bridges
and skyscrapers. Failing to foresee the oscillatory interactions with high-speed wind
can be catastrophic for these structures which are subjected to fatigue (e.g., the tragic
failure of Tacoma Bridge in 1940). The equations that define this phenomenon are
too complex in general to solve analytically and experiments and numerical solutions
are the only way out. It can be perceived as a merger between Computational Fluid
Dynamics (CFD) techniques and computational structural dynamics.
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Fig. 11 Typical PIV and deformation analysis. a Fluorescently labeled particles flowing through
the channel. b (i) Initial undeformed state (ii) Deformed state (iii) Edge detection applied to detect
the wall position. ¢ PIV analysis showing the velocity vector field

The governing equations are represented using a combination of Eulerian and
Lagrangian approaches. The computational domain consists of y ¢ as the fluid domain
and x; as the solid domain I" representing the fluid—solid interface as shown in
Fig. 12. The superscripts s and f represent solid and fluid domains, respectively.
Using D’ Alembert’s principle,

pvi —0oijj+bi =0 27

Here, v is the velocity field, o is the stress tensor, and b is the body force, usually
the gravity. For brevity, the Einstein summation convention is followed. Now, the
fluid domain is represented by superscript f and the structural part is represented by
s. For the fluid domain:

p'v/ — ol +b] =0inx. (28)
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Fig. 12 Domain for FSI for
a solid body within a fluid
domain with an interface I” Z

f r

It is represented by the Eulerian formulation as in conventional fluid mechanics
and in the first term representing the inertia, the velocity field is given by

v’ av/
- f i i for
Vi dt ar Vit 29)

For a Newtonian fluid with incompressibility condition, the fluid stress is given
by

o = —p8ij + 1 (30)

where the stress tensor is given by

dijexx

T = Z;L(e,-j — ), where ¢;; = (v{’i + v,{j) a3

Here, p is the pressure acts as the necessary enforcing condition to maintain the
incompressibility of the fluid, i.e., vl‘f ; = 0 and § is the Kronecker delta function.

Now for the structural part, the governing equation is the same

p*Vi — o +bj =0inxs (32)

Here, the velocity v; is the total (or material) derivative of the displacement field
uj or v; = u}. As conventional with the solid mechanics, Eq. 32 is represented in a
Lagrangian framework in which the first term represents inertia and the second the
internal stresses. For a simple linearly elastic material, as discussed in Sect. 4.1, the
stresses follow the Hooke’s law and thus a function of the strains (¢) and the Lamé
parameters A and G are given by

O‘is’j = )\8,’1‘611 + 2G6ij (33)
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h=— (36)
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Here, E is the Young’s modulus and v is the Poisson ratio. The usual no-slip
boundary condition is imposed as the following Dirichlet condition:
vi=v/ onl (37)

The other condition is based on the fact that the displacement condition is same
for both fields, i.e.,

x=x/onr (38)

Differentiating the above equation yields the Neumann boundary condition given
by

aijn,- = oi_’;n,-, onl’ (39)

Depending on the smoothness of the spatial and temporal domains, Eq. 38 is
sometimes preferred over Eq. 37 as the Dirichlet condition by some FSI methods.

In terms of the types of solvers used for solving FSI problems, there are two main
approaches: monolithic and partitioned. The former tries to solve the governing flow
equation and the displacement of the structure simultaneously with a single solver,
while the latter solves them separately with two distinct solvers. Further, in terms
of the mesh treatment in FSI problems, there are body conforming mesh methods
and non-conforming mesh methods depending on the accommodation of interface
(I') within the domain as shown in Fig. 13 for the perimeter of a circular body.
The operation of these methods in turn depends on how the boundary conditions
(Egs. 37-39) are enforced. The conforming mesh methods require mesh updates in
each time step since it tracks the motion of the interface and explicitly enforce Egs. 38
and 39 on I'. This is convenient for the partitioned approach. The most popular non-
conforming mesh method is the Immersed Boundary Method (IBM) which enforces
the Dirichlet condition Eq. 37. They are computationally inexpensive and gaining
a wider audience in recent years. There are more advanced methods that combine
both IBM and LBM (Lattice Boltzmann Method) that exploit the parallel computing
platforms to find solutions in faster ways.

Though the mathematical implementations of FSI formulations are extremely
involved, there are a number of CFD packages that makes the life easier for practicing
scientist and engineers. Nowadays it is very common in the industry to generate data
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Fig. 13 Types of meshes used in FSI studies. a Body conforming. b Non conforming

from numerical simulations as the first step in the design of a new product. One of
the most fascinating aspects of numerical simulations from a practical point of view
is that it can give clues about the impending failures about a prototype model before
it is set to the assembly line for actual production, without any sophisticated testing
procedures. The emergence of clusters and supercomputers and its availability to
a wider scientific community has led to many breakthrough results. A plethora of
commercial or open-source packages is available for this which serves the researchers
and industry professionals alike. However, many scientists consider this as a ‘black-
box’ approach that impairs the physical insight into the problem. Hence, it is always
advisable for beginners to first follow the theoretical derivations and to implement it
numerically in a standard programming language like C or FORTRAN. For advanced
numerical computations, there are numerous commercial packages like ANSYS and
COMSOL though open-source packages like openFOAM attract a big audience in
both academia and industry.

7 Future Directions

The prospects of microfluidics for engineering applications are very bright. It
embraces the power to mitigate many real-life issues, especially in the realm of
biomedical and pharmaceutical sciences. Apart from a purely translational perspec-
tive, it is a powerful tool to investigate fundamental problems in fluid mechanics as
well. The following sections summarize some of the potential future directions in
which fluid dynamics at the small scale will play a critical role.
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Fig. 14 Forces pertinent to
inertial microfluidics for a
flow involving RBCs

7.1 RBC Dynamics in Deformable Microchannels

For the ease of analysis, blood is considered as a homogenous fluid, without consid-
ering the effects of individual components like RBCs to the flow dynamics. The
forces acting on particles in flow have been studied separately under the domain of
microhydrodynamics for many industrial applications like emulsification. Consid-
ering the individual components in a biomicrofluidic flow leads us to an entirely
different picture, now mostly dealt in the paradigm of inertial microfluidics. There
are two competing forces acting on a particle like RBC in a confined flow, namely the
wall lift force Frw pushing it toward the center, and the shear-induced lift force Fg
that pushes it towards the wall as depicted in Fig. 14. Eventually, an equilibrium posi-
tion is reached at a location of 0.6 times the radius of the channel once the focusing
length is achieved, known as the Segré—Silberberg annuli. The scenario becomes
more interesting if we consider the deformation of the wall. Now, lift forces can be
altered by the presence of a deformable wall thereby affecting the particle motion
along the transverse direction. This is attributed to the fact that streamlines around the
particles are modified which may further be influenced by an increase in the particle
concentration and when the rigidity of the particles itself is varied. This technique
is useful in sorting, focusing, and selective trapping of cells and microparticles for
Lab-on-Chip applications.

7.2 Elastocapillary Flows

Though not so manifested at the macro scales, surface effects, especially the surface
tension becomes important as the length scale becomes smaller. Capillary forces
generated by surface tension are associated with droplets, bubbles, and wetting and
imbibition phenomena. They become dominant over the gravitational forces when
the length scale reduces below the capillary length given by

L= |1 (40)

24
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where y is the surface tension. However, under special conditions, they can also
deform a solid object like a thin membrane and extremely soft gels. Interesting appli-
cations on micro- and millistructures are demonstrated to control the geometries, for
example, in the case of capillary origami which skilfully employs the bending, buck-
ling, and coiling deformations on simple membranes to generate unique structures
without any external forces. Further, there are many micro- and nano-engineered
biomimetic systems based on interesting phenomena in nature like hummingbird’s
tongue.

7.3 Wearable Sensors

Deformable microchannels constitute an integral constituent in the wearable sensors.
They are fabricated by filling deformable microchannels with conductive liquids.
With the soft lithographic techniques, lightweight and highly biocompatible back-
bones for sensors are developed which are seamlessly integrated with the organs.
Upon acted by strain or any mechanical stimuli, they respond by transferring the
output to the adjoining electronic circuitry which then decides the action to be taken
based on the task at hand. They find extensive application in tactile sensing, fitness
tracking, disease monitoring, and prosthesis which are increasingly becoming ‘smart’
with the integration of in-built computers. Needless to say, these are highly interdis-
ciplinary in nature and experts from a myriad of backgrounds from clinical biology
to electronics are involved in the development to work in a streamlined manner to
achieve the end product to hit a competitive market like healthcare.

7.4 Artificial Organs and Al

The organ-on-chip concept is envisaged to do the functions of organs on tiny chips
for diagnostic as well as therapeutic benefits which can be implanted in a body and
monitored live. Advanced prototyping techniques like 3D bioprinting can aid in the
fabrication of biocompatible implants and organ parts. The latest developments are
in the bioinformatics and Al (Artificial Intelligence)-based healthcare monitoring
utilizing big data analytics for patient information database to strategize the treat-
ments specifically for each individual. Genetic mapping can tailor the medicines and
targeted drug delivery will ensure its accurate delivery with minimum side effects.
With the right information about the end-user, we can now generate the most suitable
form of the organ for the subject. Especially in the case of patient data like Computed
Tomography (CT) and Magnetic Resonance Imaging (MRI) scans, Al proved to a
game-changer employing the tools from machine learning, big data analytics, fuzzy
logic, evolutionary algorithms, and neural networks. The entire flow system in a
body can be mapped accurately, thereby identifying the problems like blockage and
stenosis. The Al engines coupled with the cloud computing platform running the
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previous cases in a global database can make judicious decisions, thereby providing
better diagnostics than a human intervention with a low error margin.

8 Conclusions

Microfluidics offers a great advantage due to its inherent capabilities of addressing
many fundamental issues that affect the biofluid mechanics in physiological conduits.
In this chapter, an attempt is made to summarize some of these aspects starting
with the history of biofluid mechanics to the state of the art of microfluidics that
is finding its way to the customers, quicker than ever, or any other technology.
With the advancement in microfabrication technology, one can fabricate micro- and
nanochannels easily, whereas, with the power of computers, one can solve many
physical problems using numerical simulation. A careful discussion is carried out
for some of the elegant and simple mathematical models that form the basics of
FSI phenomena. In the present world where the boundaries become thinner between
nations as well as the different domains of science and technology, we can hope these
tools will aid in the empowerment of humanity to have a healthy and productive life.
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Current Status of the Development )
of Blood-Based Point-of-Care e
Microdevices

Vijai Laxmi, Siddhartha Tripathi, and Amit Agrawal

1 Introduction

Blood may be considered as a storehouse of health information of the human body
and can be easily accessible from an individual. It is one of the most common fluids
with applications in point-of-care testing. Testing of blood components is a common
procedure employed for the diagnosis of diseases. Due to the presence of a large
number of analytes or indicators, blood serves as an index to various diseases and
testifies its importance in disease diagnostics and therapeutics. Blood is composed
of cells and the liquid portion known as plasma; cells are 45-50% while plasma
is 50-55% (v/v). The blood cells constitute red blood cell (RBCs) or erythrocytes,
white blood cells (WBCs) or leukocytes, and platelets or thrombocytes [1, 2]. The
constituents of blood are shown in Fig. 1. Each component of blood carries important
analytes and information linked with human health condition. For example, blood
plasma is required for a wide variety of clinical tests, such as in blood sugar and
cholesterol tests while red blood cells, white blood cells, and platelets are required for
the detection of malaria, human immunodeficiency virus (HIV), and cardiovascular
diseases.

Conventional diagnostic techniques require specialized equipment and setups.
Hospitals and clinics are also needed for clinical diagnostics of the specimen. In a
common scenario, a patient consults a doctor during illness phase and the doctor
recommends a diagnostic test (commonly blood based). Later, the patient visits a
hospital or a clinic where blood is extracted from the patient employing venipuncture
and the sample is sent to a centralized laboratory for further assessment. Finally, the
results are conveyed to the doctor for further analysis and medication. Overall, this
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Fig. 1 Centrifuged blood sample representing plasma and blood cells

process is not only time consuming but it also delays the timely treatment. Also, in
several emergency cases immediate and rapid decision-making is requisite to save the
life of the patient. Therefore, the medical community in conjunction with engineers
started looking for techniques to reduce the turn-around time and facilitate rapid
detection of biomarkers or analytes at the site of the patient. This requirement gave
birth to the concept of point-of-care testing (POCT) technology.

POCT enables diagnostics near the site of the patient. Using devices based on the
point-of-care technology diagnostics and assessment is possible at patient’s location
in a short span of time. A schematic of conventional method of testing and POCT-
based testing method is shown in Fig. 2. The major advantage with its usage is very
early detection of diseases, monitoring of disease progression, portability, ease of
operation, and interpretation of results. Further, the POCT devices are valuable in
places where access to healthcare facilities is limited. The most common example of
a point-of-care device is the handheld glucometer. A point-of-care device constitutes
sample preparation and processing, mixing or separation, sensing, and detection of
analytes and communication of data [3] integrated into a single entity, as shown in
Fig. 2B.

Point-of-care devices can be classified into two categories: handheld devices and
benchtop devices. Although both handheld devices and benchtop devices qualify
as POCT devices, handheld devices have better maneuverability as they can be
employed in doctor’s cabin, emergency rooms, and at home. World health organiza-
tion (WHO) recommends the ASSURED criteria for the ideal POC test: affordable,
sensitive, specific, user-friendly, rapid and robust, equipment-free, and deliverable
to users. Ideally, a point-of-care device should be minimally invasive which requires
small amount of unprocessed blood sample directly from patients and produces
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Fig. 2 Schematic of diagnostic tests: A conventional method of testing involving several steps (a)
patient consults a doctor, (b) doctor refers to a hospital for required test, (c) blood is collected for
the test, (d) sample is sent to centralized labs or pathology for testing. B Schematic of point-of-
care (POC) testing demonstrating blood test at home by finger prick on POCT device based on
microfluidics

instant test results on the site. In addition, the POC device should have good accu-
racy, good selectivity, low cost, and applicability in all environmental conditions.
Development of a POCT device is a challenging task; the major factors responsible
for the un-expected slow growth of POCT are lack of training, poor standardization
in obtaining samples, and insufficient quality assessment.

Point-of-care technology relies on the development of lab-on-chip technology or
micro total analysis system (j.-TAS). The lab-on-chip technology integrates several
functionalities of a laboratory into a single miniaturized chip enabling automation
of several tasks [3, 4]. Microfluidics is an emerging technology for the lab-on-chip
devices. A simple definition of microfluidics would be the manipulation of fluids at
length scales of the order of microns to submillimeters. At these scales, the behavior
exhibited by fluids tends to greatly differ from the behavior exhibited at macroscale.
Microfluidics is a vast field that provides tremendous approach to elucidate various
complex traditional processes, especially in the areas of biology and clinical diag-
nostics [5]. The excitement surrounding microfluidics rests on the fact that it is
highly capable of providing advantages in terms of a significant reduction in the
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sample processing time, sample volumes, consumption of costly reagents, parallel
processing, high throughputs, low power consumption, increased sensitivity as well
as precision in controlling fluid assays among others.

Development of blood-based point-of-care microdevices for disease diagnostics is
an area of tremendous growth and possibilities. In this study, we will focus on blood-
based point-of-care microdevices for the diagnosis of diseases. Although several
review articles are available on point-of-care technology [3, 4], this particular study
is dedicated to the current status and development in the field of blood-based microflu-
idic devices. Here, we will discuss functioning of lab-on-chip microdevices, which
are dedicated to point-of-care technologies for blood-based diagnostics available in
the literature. First, we briefly discuss the importance of a particular blood compo-
nent, and this is followed by a discussion on prominent microfluidic devices which
have been reported in the literature including the common tests being carried out for
the disease diagnostic purposes. We also report and discuss lab-on-chip microde-
vices for studying circulating tumor cells (CTCs). Commercialized devices existing
in the market are also reported in this study. Finally, we highlight the current status,
challenges, and the future of point-of-care testing technology.

2 Plasma

Human blood plasma is the liquid medium in which cells are suspended. It makes
about 55% of the total blood volume. It contains approximately 91% water, 7%
proteins, 1% inorganic ions, and other organic substances. Common analytes found
in plasma are proteins, inorganic and organic compounds, metabolites, bacteria,
fungi, microorganisms, viruses, and circulating nucleic acids [6-8]. Due to the pres-
ence of large number of analytes or indicators, blood plasma serves as an index to
various diseases and testifies its importance in disease diagnostics and therapeutics.
Blood plasma is separated from other constituents on a routine basis. The conven-
tional method of plasma separation is via centrifugation using a benchtop centrifuge.
Though commonly employed, it involves manual and time-consuming steps. Several
testing procedures demand immediate separation of plasma from the blood sample.
Prolonged exposure of plasma with blood cells may deteriorate the quality of analytes
present in plasma and can adversely affect the test results which will lead to inac-
curate diagnosis. In order to detect the analytes effectively high-quality cell-free
plasma is desired. Use of plasma is preferred over whole blood in several diagnostic
tests due to clogging, cell lysis, and cell interference issues associated with whole
blood testing [9, 10]. Plasma holds incredible clinical potential. It is required for a
wide variety of clinical tests, such as glucose test for detecting diabetes mellitus,
cholesterol, brain natriuretic peptide (BNP), troponin T (CTnl) for detecting heart
diseases, C-reactive protein (CRP) for inflammation, Prostate-specific antigen (PSA)
for Prostate cancer, cytokines for cancers, alanine aminotransferase/aspartate amino-
transferase (ALT/ASP) for liver disorders, and several other analytes for diagnosis
of various diseases.
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In the recent past, microfluidic technology has rapidly progressed toward the
development of lab-on-chip technologies and has contributed to point-of-care
microdevices for blood plasma separation. Microfluidic methods for blood plasma
separation can be broadly classified as active and passive methods. Active methods of
plasma separation depend on external forces, these forces could be electrical [11-13],
magnetic [14], acoustic [15, 16], optical, or gravity [17, 18]. The passive separation
methods do not depend on external forces and rely on flow properties and geometry
of the device. The passive methods can be further classified as filtration [19-23] sedi-
mentation [24-27], deterministic lateral displacement [28, 29], and hydrodynamic
methods [7, 30-32]. The major advantages offered by the passive hydrodynamic flow
separation methods are simplicity of design, ease of fabrication, continuous opera-
tion, use of relatively high flow rates, and ease of integration with a biosensor [6, 10].
In this section, we discuss microfluidic devices which have been developed exclu-
sively for point-of-care use. We also report devices, which can be used for plasma
separation and analyte detection along with already available point-of-care devices
in the market.

Dimov et al. [27] innovated a highly efficient and automated microdevice named
self-powered integrated microfluidic blood analysis system (SIMBAS) and demon-
strated its capabilities by detecting biotin with high sensitivity within 10 min using a
drop of blood. This device incorporates most of the desired point-of-care features. The
device design is shown in Fig. 3, the device integrates various components together,
i.e., the volumetric metering, plasma separation, and the immunoassay. The device is
stored in vacuum conditions, whole blood (5 LL) is loaded in the inlet port and blood
flows through the channel due to the pressure differential created by the occlusion of
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Fig.3 SIMBAS system: a Schematic of the integrated microdevice showing the volume metering,
plasma separation, biomarker detection zone, and suction chamber for blood flow. b Working of
the device, showing steps vertically (1) cross section of microdevice, (2) vacuum packaging of
microdevice, (3) placement of blood sample at inlet, (4) plasma separation into the microdevice,
(5) biomarker detection from the separated plasma, and (6) regulation of flow by providing suction
chamber. Adapted from [27] with permission from The Royal Society of Chemistry
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the inlet port by whole blood and absorption of air due to low-pressure environment.
Blood passes over the filter trench and owing to the sedimentation process plasma is
extracted. Subsequently, plasma protein can be detected in the detection zone having
pre-immobilized proteins capture. The device was used for successful detection of
fluorescently labeled biotin.

Vella et al. [33] demonstrated a paper-based microdevice for liver function test
using blood from a fingerstick. Using this device, the enzymatic markers of liver
function such as alkaline phosphatase (ALP), aspartate aminotransferase (AST),
and total serum protein were measured. The vertical flow microdevice consists of
patterned piece of paper with wax (hydrophobic barriers and three hydrophilic zones
for colorimetric tests), plastic sheath, and a plasma separating membrane. A drop of
blood is injected in the device, plasma is separated in the membrane and distributed
in the three reaction zones having pre-stored reagents as shown in Fig. 4A. Cali-
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Fig. 4 Plasma-based microdevice: A Paper-based microfluidic device for liver function tests by
measurement of ALT, AST, and proteins. Finger-prick blood is applied to the paper having pre-stored
reagents; the filter separates the plasma and use cell phone for digitizing the results, and disposal
of the hazardous waste. Adapted from [33] with permission from American Chemical Society.
B Microdevice for plasma separation using geometrical and biophysical effects (a) schematic of
the device (b) experimental photograph of plasma separation using whole blood shows the use
of combination of effects such as constriction—expansion, bifurcation law, and centrifugal effect.
Adapted from [7] with permission from Springer Nature
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bration curves were generated by measuring the color intensity and intensity versus
concentration graphs were generated for each analyte (AST, ALP, and protein).

Researchers claim that using these calibration curves color intensity charts can
be prepared for easy readouts of the liver tests. This device is low in cost and easy to
operate in resource poor setting, and it also satisfies the ASSURED criteria developed
by WHO.

Tripathi et al. [7] developed a hydrodynamic-based microfluidic device utilizing
biophysical and geometrical effects for plasma extraction. They utilized combina-
tion of Fahraeus effect [34—36], centrifugal effect, bifurcation law, and constriction—
expansion zone to separate high purity plasma for wide range of hematocrits. As
shown in Fig. 4B, as the blood flows through a bend the centrifugal forces push
the cells toward the outer wall of the channel and subsequently presence of an
expansion region enhances the cell-free layer. Cell-free plasma flows into the plasma
line after the bifurcation. The separated plasma was subsequently tested (off-chip)
to demonstrate the device capability to detect presence of glucose, hcG hormone
(human chorionic gonadotropin, a pregnancy indicator), and proteins. The detection
of the biomarkers agreed well with the commercially available test strips. Recently,
Vazquez-Guardado et al. [37] reported the detection of neurotransmitter dopamine
(responsible for functioning of neural system) by combining the plasma separator
microdevice invented by Tripathi et al. [7] with an enzyme-free biosensor, Fig. 5. The
biosensor is composed of nanostructured plasmonic substrate (NPS) functionalized
with oxygen-deficient cerium oxide nanoparticles (CNP). Detection of dopamine at
concentration of 1 nM was achieved from blood without requirement of any sample
preparation steps. Additionally, the enzyme-free biosensor does not require sample
preparation, handling, and storage of reagents; this further simplifies its use as a
point-of-care device.
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Blood inl gt ‘ g e
outlet

LSPR Shift (nm)
BWSE|d

Plasmgnic sensor

o 1 10 100
(c) DA concentration (nM)

(a)

(b)

Fig. 5 Dopamine detection from blood: a Schematic representation of the integrated enzyme-free
dopamine testing device with plasmonic sensor coupled to plasma separation component. b Plasma
separation chip and plasma separation. ¢ Sensor response for DA detection. Adapted from [37]
with permission from American Chemical Society
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Various blood-based point-of-care devices are available in the market today, these
devices use either whole blood or plasma for analyte detection and reading in an auto-
mated way using finger-prick blood sample. Common analytes test which are avail-
able via point-of-care testing are measurement of glucose, prostate-specific antigen
(PSA), C-reactive protein (CRP), cardiac markers, Human chorionic gonadotropin
(hCQG), electrolytes, and ferritin. The i-STAT handheld blood analyzer (Abott point-
of-care) uses different cartridges for testing separate group or panel of analytes.
It can provide rapid quantitative results with accuracy comparable to conventional
systems. Measurements utilize different cartridges to measure total § hCG (diagnosis
of pregnancy), BnP (B-type Natriuretic Peptide), CK-MB (creatinine Kinase MB),
c¢Tnl (detecting myocardial infarction) and for electrolytes [6, 21]. Point-of-care
tests for measuring cholesterol, lipids, and glucose are also available (Abbott-Alere).
Recently, a point-of-care device for measuring prostate-specific antigen (PSA) has
been reported by OPKO diagnostics [38].

3 Red Blood Cells (RBCs)

Red blood cells form the majority of cell volume in human blood. Healthy RBCs look
like biconcave discs of diameter in the range of 6—8 pum and thickness approximately
2.5 wm. Healthy humans have a normal count of 4.5-5.5 million per microliter of
blood. RBCs are deformable and they do not have any nucleus. RBCs contain several
proteins such as antioxidant reagents, structural protein, and hemoglobin, in which
~97% is hemoglobin [39]. The primary role of hemoglobin is to transport oxygen
throughout the human body. Hemoglobin has iron atoms which are responsible for
the red color of the blood. The normal values of the hemoglobin (Hb) for male
ranges between 13.5 and 17.5 g/dL whereas, for an adult female it is between 11.5
and 15.5 g/dL [40]. Another important term related to red blood cell quantification is
the hematocrit (Hct) also known as the packed cell volume (PCV). Hematocrit is the
proportion of blood volume that is occupied by red blood cells. Normal hematocrit
for average males varies from 40 to 54% and for average females vary from 36 to
48% [41]. Clinically, complete blood count gives the information of red blood cells
in terms of RBCs count, hemoglobin value, and RBCs total volume (hematocrit).
Deviations in these parameters from the normal range lead to disorders related to
RBCs. Anemia and Polycythemia are among the most common RBCs disorders [39].

Anemia is caused due to scarcity of red blood cells whereas polycythemia results
due to relatively high population of RBCs [39]. According to WHO recommen-
dation, hemoglobin is the key parameter to monitor anemia in human. There are
several types of anemia caused either due to large blood loss, or low production of
RBCs, or high destruction of RBCs in the body. Sickle cell anemia is directly linked
with hemoglobin. It is caused due to the structural change in hemoglobin leading
to reduced deformability in RBCs. Malaria is also related to RBCs; it is caused by
plasmodium falciparum parasite. This parasite is responsible for structural changes
which results in impaired deformability of the RBCs [39, 42]. Malaria-infected RBCs
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show different dielectric, magnetic, stiffness, and optical properties [43]. Separa-
tion of infected RBCs can help in diagnosing diseases. Several physiological tests
are performed on RBCs to track hemoglobin, hematocrit, and malaria detection.
Several researchers have also proposed point-of-care devices for detection of these
parameters. Following paragraphs will give a brief review of these tests based on
point-of-care methods.

There exist various laboratory-based methods to measure hemoglobin, namely, the
cyanmethemoglobin method, Sodium Lauryl Sulfate method [44], Sahli’s method,
Azide-methemoglobin method, Copper-sulfate method, oxyhemoglobin method,
and WHO HCS method [45]. The cyanmethemoglobin method for measuring
hemoglobin is the internationally recommended method. In this method, hemoglobin
is converted to cyanmethemoglobin (hemiglobincyanide, HiCN) using potassium
cyanide. The absorbance of the solution follows the Beer—Lambert’s law [39]. The
absorbance of the solution is compared with the standard HiCN solution of known
concentration at a wavelength of 540 nm in a spectrophotometer to obtain the
hemoglobin concentration [40]. Hemoglobin is also measured using the automated
hematology analyzers and point-of-care handheld devices.

Recently, Yang et al. [46] reported a paper-based hemoglobin measuring test
for resource-limited settings. Hemoglobin measurement was performed by mixing
blood with Drabkin reagent (20 pL droplet) and depositing onto the patterned chro-
matography paper at the center. The bloodstain was detected by the algorithm and
extracted the color information. The mean color intensity was used to measure
the hemoglobin. Taparia et al. [47] reported a microfluidic approach for measuring
hemoglobin concentration in whole blood. Their device consists of simple optics:
a CMOS sensor and lens. Image analysis was performed to determine the optical
density for measuring hemoglobin using generalized Steinke and Shephard model.
A few studies have also reported hemoglobin measurement using blood analysis
on a cell phone platform [48, 49]. The smartphone methods utilize hemolysis and
spectrophotometric principles to measure absorbance and hemoglobin concentration.

Various point-of-care devices exist for hemoglobin measurement in the market
today. The Hemocue hemoglobinometer and Dia spect are the popular ones [50].
The Hemocue is a portable hemoglobinometer based on the photometric principle,
it consists of a battery-operated spectrometer. The analyzer uses specially designed
microcuvettes containing dried reagents and serves as pipette and a reaction vessel.
Sample blood (10 L) is introduced by the microcuvette into the instrument by capil-
lary action; the dried reagents in the microcuvette convert the hemoglobin to azide-
methaemoglobin. Two wavelengths are used (570 and 880 nm); the color intensity of
the solution is compared against the pre-calibrated standard, and results are generated
within 1 min [45]. Another potential POCT device is the CO-oxiometer, which is
essentially a spectrophotometer incorporated in the gas analyzers. Yet another potent
hemoglobin testing device is the WHO hemoglobin color scale (HCS). It is a low-
cost hemoglobin measuring platform for developing world, and for those who have
limited or no access to the laboratory facility. The principle behind this test is the fact
that blood color is dependent on the amount of hemoglobin present in blood. Herein,
a blood drop gets absorbed on a paper and the color is compared with a chart having
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six shades of red, where each shade represents the corresponding hemoglobin. This
device is capable of identifying anemia and its severity but is not capable of quan-
tifying the result [51]. Although many methods have been reported for hemoglobin
measurement, only a few provide accurate results. The HiCN is considered to be the
gold standard method; however, it is time consuming, requires a spectrophotometer,
and is unsafe due to the use of cyanide [45, 52]. The automated analyzers are accu-
rate but they require a lab infrastructure and are expensive. The requirement for a
portable, efficient, and low-cost microfluidic-based device therefore still exists.

Clinical methods to measure hematocrit are by means of centrifugation, the CBC
(impedance), conductivity, or by indirect method using the hemoglobin value [41].
The reference method is the centrifugation technique. In this method, blood is drawn
into a capillary and rotated at high speeds using a centrifuge and the hematocrit
(Hct) can be directly read from the scale (the ratio of RBCs to the total volume).
Most commonly, the automated analyzers (based on Coulter impedance principle)
are used, and hematocrit is measured from average size and number of RBCs. Hct
can also be measured using a Point-of-care device, such as i-STAT blood gas analyzer
[41]. These analyzers measure Hct using the principle of electrical conductivity or
by evaluating Hct from the hemoglobin value. In recent work, Berry et al. [53]
reported Hct measurement using a wax patterned chromatography paper. As shown
in Fig. 6A, the pretreated blood sample enters the paper-based microfluidic device
and flows through the microchannel. Sample having higher hematocrit travels a
shorter distance as compared to samples with a smaller hematocrit value. The device
measured Hct in range of 30-55% within 30 min.

Several microfluidics devices have been proposed to separate malaria-infected
RBCs (iRBCs) from healthy RBCs, utilizing physical properties of infected RBCs.
The conventional method of malaria detection is microscopic analysis carried on
blood smear [55]. In this process, thin and thick blood smears are prepared and
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Fig. 6 Red blood cell-based detection: A Schematic of paper base microdevice for hematocrit
measurement. Adapted from [53] with permission from The Royal Society of Chemistry. B Separa-
tion of malaria-infected RBCs using magnetic field (a) schematic of microdevice design integrated
with paramagnet, (b) Schematic of working principal of microdevice, (c) Image of the PDMS
microdevice attached with nickel wire and integrated with paramagnet. Adapted from [54] with
permission from American Chemical Society
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stained with Giemsa dye and analyzed by experienced personnel. This method is time
consuming and needs skilled and trained personnel [55]. Nowadays, rapid diagnostic
tests (RDTs) and nucleic acid amplification tests (NATT) are commonly used. RDTs
also termed as point-of-care testing are fast and easy to perform and do not require
any specific instrument and power supply [56]. RDTs are based on lateral flow
technique using specific antibodies which bind to three types of plasmodium antigen
named as P. falciparum histidine-rich protein 2 (P fHRP2), P. falciparum lactate
dehydrogenase (PfLDH), and Plasmodium Pan-specific antigens to detect malaria
[43, 57]. RDTs can detect specific antigen in 15 min from a finger-prick of blood
[43]. RDTs do suffer from a few drawbacks, such as degradation of reagents in
adverse environmental condition and low sensitivity in field along with high cost as
compared to the conventional method [56].

Recently, several microfluidics-based lab-on-chip microdevices for detection of
malaria in early stage have been proposed. These microdevices are based on detection
of protein and changes in the physical properties of RBCs. Nam et al. [54] reported
an active microdevice to separate early and late-stage malaria-infected RBCs based
on their paramagnetic properties using magnetic field gradient. Their device consists
of 100 pm wide and 50 pm deep PDMS microchannel bonded on to a glass slide
and integrated with a ferromagnetic wire as shown in Fig. 6B. They successfully
separated early stage and late-stage infected RBCs with recovery rate of 73% and
98.3%, respectively. Hou et al. [58] presented a passive microfluidics device for
isolating iRBCs based on margination of stiffer i/RBCs which get pass through an
outlet, as shown in Fig. 7A. Their device comprises 100 pm wide channel at the inlet
and constricted to 15 pm and expanded to 100 pm at the outlet and asymmetrically
divided in three outlets. The microchannel is 10 pm deep and 3 cm long. They have
utilized margination phenomenon (lateral migration of stiff iIRBCs toward the channel
walls) to separate iIRBCs and achieved approximately 75% separation efficiency of
early stage iIRBCs and 90% late stage. Warkiani et al. [59] reported a PDMS-based
inertial microfluidics device utilizing inertial lift forces acting on healthy and infected
RBCs to isolate iRBCs for downstream polymerase chain reaction (PCR) application
as shown in Fig. 7B.

They designed three constrictions and expansion array of 85 units of dimension
30/90 pm (contraction/expansion), 40/120 pm, and 50/150 wm with a depth of
100 pm. They achieved 99.99% WBC depletion and a malaria parasite collection with
yield of 70.9 £ 11.4% after two-cycle run with their 30/90 constriction—expansion
design.

There are many malaria POC test kits are available in market based on
immunoassay lateral flow. These kits are Carestart Malaria Pf/Pan, OptiMAL,
OptiMAL-IT, and Parabank, BinaxNow Malaria to name few. In past few years,
world health organization (WHO 2015) has approved 86 RDTs manufactured by
different companies [57].
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Fig. 7 Microdevices for the separation of malaria-infected RBCs: A Microdevice for malaria-
infected RBCs separation based on cell margination (a) Schematic of microdevice design,
(b) Schematic of cross-sectional view and top view of microchannel demonstrating separation
phenomena. Adapted from [58] with permission from The Royal Society of Chemistry. B Malaria
detection using inertial microdevice (a) Sample processing steps, (b) Schematic of contraction—
expansion array microdevice and operational mechanism for enrichment of malaria-infected RBCs,
(c) Experimental photograph of two stage cascade microdevice for enrichment of infected RBCs.
Adapted from [59] with permission from The Royal Society of Chemistry

4 White Blood Cells (WBCs)

WBCs or leukocytes contain genetic materials and constitute our immune system.
White blood cells defend our body against infection and participate in inflamma-
tory processes. Leukocytes are found throughout the body, including the blood
and lymphatic system [9, 60, 61]. They can be classified as granulocytes, lympho-
cytes, and monocytes. Granulocytes have multi-lobed nuclei whereas monocytes and
lymphocytes are mononuclear. Leukocytes are potential biomarkers for blood-based
diagnostics of various pathological conditions, such as heart disease [62], cancer
[63], HIV [50, 64], forms of arthritis including auto-immune diseases disorders [65],
and various other diseases [64]. To obtain relevant clinical and diagnostic information
from WBCs their separation/isolation from other blood cells becomes imperative.
As an example, diagnosis and treatment of HIV rely on the monitoring of human
T-lymphocytes (CD4) cells. Also, in a clinical setting, the WBCs in a patient are
often separated from other constituents of blood to get counts of individual types
of WBCs. This can provide valuable information about a patient’s status, especially
in the diagnosis and treatment of rare diseases. Isolation of leukocytes is essential
for clinical diagnostic tests, for monitoring disease progression, drug treatment anal-
ysis, and for carrying out fundamental cell studies. Separation of leucocytes is quite
challenging, WBCs are present in very low quantities as compared to RBCs and
platelets. The small density difference among the blood cells further complicates the
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separation process. Commonly, WBCs are separated using density-based centrifu-
gation technique (Ficoll-paque) and the RBC lysis method [9]. Though frequently
employed, these methods require large amount of blood sample, are labor intensive,
require trained personnel, and result in compromised sample purity. The drawback
associated with the conventional process of WBC isolation can be addressed using
microfluidic technology.

Similar to the case of plasma separation, the microfluidic techniques for WBC
separation can be classified as active and passive modes. Active forms of separation
methods include Dielectrophoresis DEP [66—68], acoustophoresis [69-71], magne-
tophoresis [72, 73], etc. The passive techniques include on-chip microfiltration [74—
77], deterministic lateral displacement [29, 78], RBC lysis [79-81], biomimetic [82—
841, viscoelastic effects and hydrodynamics [85], pinched flow fractionation [86, 87],
hydrophoretic filtration [88], inertial methods [§9-93], and immunocapture [94, 95].
In the following section, we will discuss a few of these techniques with focus on those
microfluidic devices which are specially designed toward point-of-care analysis.

The microfiltration techniques for WBC separation mainly involve membranes,
pillars, and/or weirs. These designs rely on the fact that WBCs are larger in size
compared to RBCs and platelets. Further, RBCs are deformable and may align and
squeeze through narrow openings whereas the spherical and nucleated WBCs are
retained. Sethu et al. [96] reported a microfluidic filter for leukapheresis. They devised
a continuous flow diffusive filter for isolation of WBCs. The microfluidic device
can operate continuously and can separate white blood cells (leukapheresis) for
blood transfusion purposes. The device design constitutes a main channel which is
connected to the two sides of the diffuser through sieves with filter elements, refer
Fig. 8A. The deformable RBCs pass through the sieves to the side channels while
the leukocytes remain in the center main channel. Almost 99% depletion of WBCs
was achieved with blood flow rate of 5 WL/min using this device.
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Fig.8 Microdevice for WBC separation: A Diffusive filter design showing collection of leukocytes
in the central channel and erythrocytes in side channels. Adopted from [96] with permission from
The Royal Society of Chemistry. B Microdevice operation for extraction of intracellular molecules
from WBCs (a) Schematic depiction of the integrated microchip for WBC separation and lysis, (b)
lateral displacement of WBCs due to microarrays, (c) enrichment of WBCs, (d) Nano blade arrays
used for rupturing WBCs. Adapted from reference [88] with permission from Springer Nature
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Choi et al. [88] reported a microfluidic device which can separate leukocytes and
extract intracellular proteins and nucleic acid for detection purposes using deter-
ministic lateral displacement principle. The device design constitutes inlet ports,
serpentine channel with microposts, and mechanical lysis structures with outlets as
shown in Fig. 8B, whole blood and buffer are injected from the inlets and the lateral
displacement of WBCs takes place due to the micropost arrays. Enrichment of WBCs
is achieved by controlling the width ratios at the outlet and the intracellular compo-
nents within the WBC:s are released with the help of the mechanical nanoblade arrays
having ultra-sharp edges. Quantitative analysis of the intracellular protein concentra-
tion and gDNA (Genomic deoxyribonucleic acid) levels was carried out using protein
assay kit and UV-V spectrophotometer. The device was able to extract detectable HIV
DNA at the cell population of 10?/jl of the blood sample. With further upgradation
and usage with microdiagnostic tool kits, the device can be used as a point-of-care
microdevice in resource-limited settings.

Hassan et al. [64] reported a point -of-care microfluidic biochip to count and
quantify CD64 (Cluster of Differentiation 64 is a type of integral membrane glyco-
protein) expression on neutrophils. This biochip can be used for sepsis diagnostics,
as increase in expression level of CD64 antigen can be correlated with infection. As
shown in Fig. 9A, whole blood enters the chip along with a co-flowing buffer to lyse
the RBCs. Later, the flow is halted using a quenching solution. The cells are counted
at two stations, at inlet and outlet of the chamber using microfabricated electrodes.
CD 64+ cells are captured in the cell capture chamber using pre-absorbed anti-CD64
antibody and the difference in cell counts was correlated with CD64 expression level.
The chip requires only 10 1 of whole blood and provides the results in 30 min which
were found to be in close agreement with those provided by a flow cytometer. WBC
and its differential counts are important blood analysis parameters, as they relate

(A)

Fig. 9 Microdevice for WBC separation and counting: A Schematic of the differential expression-
based cell counting showing preferential lysis of RBCs and cells being electrically counted and
differentiated based on their size using electrodes. Anti-CD64 antibody is absorbed in the chamber
and CD64+ cells are captured based on their expression level. Difference in cell counts is corre-
lated with nCD64 expression level. Adapted from [64] with permission from Springer Nature. B
Schematic showing the operational details of CD64 cell counting, CD4+ cells are captured using
controlled flow rate and counted using a microscope. Adapted from [65] with permission from The
Royal Society of Chemistry
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to various disorders. WBC handheld point-of-care analyzers are also commercially
available. The Hemocue WBC can provide total WBC count whereas the Chempaq
XBC provides total WBC count with 3-part differential. These counters are based
on the impedance cell counting method. Cell-based assays for detecting HIV depend
on the CD4+ T-cell counts. A CD4 count of fewer than 350 cells/mm? is indicative
of the disease and is one of the qualifications for a diagnosis of Acquired immune
deficiency syndrome (AIDS) [4, 97, 98]. Cheng et al. [65] reported a CD4+ T-cell
counting device based on microfluidic cell affinity chromatography. In this device,
label-free whole blood, 10pL is directly injected into the microdevice, and CD4+
T cells are directly captured using controlled shear stress. The PDMS microdevice
was functionalized by antibodies to capture CD4+ T cells, which were later counted
using a simple microscope (Fig. 9B). The results were found to be in close agreement
with the conventional counting using the expensive flow cytometer.

Various CD4 counting portable devices also exist in the market today. For example,
CyFlow miniPOC, PointCare NOW, Daktari CD4 Counter, Visitect CD 4, BDFACS
Presto, Zyomyx CD4 Test, and Pima Analyzer, to name a few [4, 98, 99]. Among these
POCT devices, the Daktari CD4 counter and Zyomyx counters are quite attractive
as they are very portable and low cost and easy to use systems with high sensitivity
and specificity.

5 Platelets

Platelets are cytoplasmic fragments of the megakaryocytes [39]. They contain several
proteins, enzymes, and platelet-derived growth factors which help in blood clotting
and soft tissue healing. Blood clotting also known as hemostasis, is a multistep
process including vascular constriction, platelet plug formation, and blood coagula-
tion [100]. Although hemostasis is an essential phenomenon for sustenance of human
life, the disorders of hemostasis known as thromboembolic disorders and bleeding
disorders are life threatening [39]. Thromboembolic disorders arise when undesired
clot forms inside the vessels or travels in microcirculation and block circulation of
blood whereas bleeding disorders are those which prevent normal clot formation
[39]. Platelet disorders may be linked with various diseases such as cardiovascular
disease, diabetes, inflammation, haemorrage, sepsis, Von Willebrand disease, scurvy
etc. [100-104]. Platelets separation have many applications such as in transfusion
purpose, preparation of platelet-rich plasma (PRP), and study of hemostatic disorder.
Clinically, platelets are separated using centrifugation-based methods known as
PRP method, buffy coat method, and apheresis. These methods involve multistep
processing, need trained personnel, are time consuming, and have adverse effect
on the quality of platelets [100]. Separation of platelets on microfluidics devices is
categorized as active and passive separation methods. The active separation methods
involve dielectrophoresis (DEP) [105, 106] and acoustophoresis methods [107—-110].
The passive separation method involves inertial methods [111], hydrophoretic tech-
niques [101, 112], deterministic lateral displacement (DLD) method [113, 114],
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hydrodynamic methods [115], and filtration techniques [116], and affinity-based
method [117]. A brief review of those methods which aims point-of-care analysis is
provided in the following paragraph.

A passive PDMS-based hydrophoretic microdevice utilizing rotational flow and
cell obstacle interaction to separate platelets was reported by Choi et al. [101]. Their
device comprises two steps of photolithography, one for 1000 wm wide linear channel
and other for patterns of 80° slanted grooves of 27 pm width and 33 pwm pitch length
as shown in Fig. 10A. Experiments were performed using diluted rat blood (1:9) at
flow rate of 20 pwl/min. They achieved 36.7% purity of platelets in the first round
and 82.8% purity after the second round from an initial purity of 3.1%. They also
parallelized the microdevice with 10 stacks of the hydrophoretic microdevice, which
showed 76.8% purity from 2% of initial purity at a throughput of 2.9 million cells/s.
The group has also stated that the platelets can be concentrated further by reducing
the height of the grooves. Dickson et al. [116] reported a cross filtration-based macro-
scalable microdevice to separate platelet-rich plasma (PRP) from whole blood. The
device consists of two layers of micro-sieves of dimension 3 mm wide and 3 mm
long as shown in Fig. 10B. The first layer has pore sizes of 1.2-3.5 wm for separating
RBCs while the second layer with pore size of 0.45 pum is for separating platelets and
plasma. They reported highest extraction fraction of 115% of platelets using 3.5 um
pore size of filter with whole blood sample. They also proposed that the macroscale
device can obtain 50 ml of platelet-rich plasma (PRP) in 30 min.

Instead of separating platelets on microdevice for various purposes such as
platelets transfusion, preparation of PRP, several researchers have reported on-chip
coagulation test using microfluidics device. They monitored blood coagulation in
terms of the activated partial thromboplastin time (aPTT), prothrombin time (PT),
thrombin time (TT), and fibrinogen assay tests to diagnose any disorder [118, 119].
A brief discussion of these microdevices is given in the following paragraph along
with commercially available point-of-care kits. In recent years, several microfluidics-
based devices have been reported to measure the coagulation time of the blood. Santos
et al. [120] reported a microfluidics system based on surface acoustic wave (SAW) to
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Fig. 10 Microdevice for platelets separation: A Experimental image of parallelized hydrophoretic
microdevice demonstrating 10 layers of hydrophoretic device arranged on top of each other. Adapted
from [101] with permission from The Royal Society of Chemistry. B Schematic of microfiltration-
based microdevices for platelets extraction. Adapted from [116] with permission from Springer
Nature
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detect the coagulation time. They used PDMS-based arrangement and applied SAW
to mix citrated blood. Thereafter, image analysis was performed to check the coagu-
lation time. Nam et al. [121] presented Lamb wave-based acoustic streaming of the
particle to measure the coagulation time of blood. They used Lamb wave for instant
mixing of citrated plasma and coagulation reagents in a droplet. After that, acoustic
streaming of florescent particles suspended in plasma was performed to measure the
coagulation time. Coagulation tests were also performed using acoustic resonator
[122].

Li et al. [123] presented paper-based measurement of coagulation time utilizing
the fact that viscosity of blood change during coagulation. Their device consists
of two layers, the top layer has dispensing window or sample reservoir and an
opening to observe fluid flow. The bottom layer of test strip has four compo-
nents named as sample pad, analytical membrane made of nitrocellulose, wicking
pad, and membrane backing as shown in Fig. 11. Experiments were performed by
placing citrated rabbit blood into the sample reservoir. As blood flows from sample
pad to analytical membrane, images were collected from the observing window to
calculate blood clotting time. They also compared the device with CoaData 2000
fibrintimer [123, 124]. Numerous microfluidics-based coagulation monitoring kits
are now commercially available. These kits utilize electrochemical impedance and
optical detection method to measure coagulation time. These kits are Coaguchek XS,
CoaguChek S, Hemochron (ITC), ProTime (ITC), Xprecia Stride, etc. [118].
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6 Circulating Tumor Cells (CTCs)

Circulating tumor cells (CTCs) in human blood is a connecting link for cancer metas-
tasis. Cancer is a fatal disease and more than 90% of cancer-related deaths are due
to spread of cancer cells from the primary location to other body parts known as
metastasis [125, 126]. Circulating tumor cells detach from primary tumor and start
circulating in blood stream, thus known as circulating tumor cell (CTC). Size of
CTCs range between 16 and 20 wm, and these cells are relatively larger than other
blood cells [9]. CTCs are rare cells as they are present in very low numbers (1-1000
per ml or 1-2 per billion of normal cells) [127]. CTCs also differ from normal blood
cells in biochemical and biophysical properties. CTCs are less stiff and exhibit altered
electrical properties [125]. Current clinical methods of diagnosing cancer are based
on detection of cancer biomarker in serum and radiological imaging of tumor tissues
obtained by liquid biopsy [126]. These methods have low sensitivity and specificity.
Further, repeated performance of biopsy may have adverse effect on the health of
the patient. Also, performing biopsy could be challenging due to limited access to
the tumor location [128].

Separation of CTCs leads to a promising outcome in early detection of cancer
metastasis. Separation of CTCs is a very challenging task due to their rarity in blood.
Like separation of other normal blood cells, centrifugation method is also employed
to isolate CTCs. Fewcett et al. [129] separated cancer cells from peritoneal fluid
using albumin as the floating media. Seal et al. [130] separated CTCs using silicon
blending oil as the floatation medium. In their study, cancer cell is successfully
detected in 53% gastrointestinal tract cancer cell patients sample and 33% breast
cancer samples. OncoQuick is an improved centrifugation technique, in which a
porous barrier is nestled within the 50 ml centrifuge tube to prevent the mixing of
top and bottom layers of the blood sample [131].

Many researchers have reported CTCs separation on microfluidics device based on
their size and surface markers. Size-based separation is also termed as label-free sepa-
ration, whereas surface markers-based separation is known as label-dependent sepa-
ration. Size-based separation involve mechanical filtration [126, 132-140], hydro-
dynamics separation [141-144], dielectrophoresis [145-148], and acoustophoresis
[149]. Surface marker-based methods or label-dependent methods bind CTCs
with cancer-specific antibodies and separate based on surface expression. Label-
dependent methods include immune capturing [150, 151], immune magnetophoresis
[152, 153], and deterministic cell rolling [154] to isolate CTCs. The following
paragraph gives a brief discussion on label-free CTCs separation microdevices.

Zhou et al. [137] reported a 3D microfilter membrane, as shown in Fig. 12. The
device comprised of two separable layers, the pores on the top layer are five times
larger than the pore on the bottom membranes. Experiments were performed with
healthy blood spiked with multiple cancer cell lines. A 78-83% separation effi-
ciency with 71-74% cell viability was achieved. The main advantage of the filtration
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Fig.12 Separable bilayer microdevice to separate circulating tumor cells: a Schematic of microde-
vice, b 3D view of bilayer filtration zone, ¢ microscopic view of filtration layer. Adapted from [137]
with permission from Springer Nature

arrangement is the simplicity in design. However, these designs are prone to clog-
ging. They also affect the viability of the cells. To address the issue of clogging,
cross-flow filtration method was reported.

Many researchers have reported hydrodynamic methods for clog-free separa-
tion of CTCs from blood sample [141-144]. Hou et al. [142] developed an inertial
microdevice for CTCs separation using Dean flow-induced motion. Their device
consists of spiral microchannel of 500 wm width and 160 pm height as shown
in Fig. 13A. Experiments were performed with 20% hematocrit blood spiked with
cancer cells, and they reported greater than 85% recovery and cell viability of more
than 98%. In addition to that, this device had successfully detected CTCs in all blood
samples collected from 20 patients with metastatic lung cancer ranging from 5 to 88
CTCs per ml. CTCs separation on microdevice is also attempted by active methods
of separation using dielectrophoretic and acoustophoretic forces. Augustsson et al.
[145] presented a microdevice to isolate cancer cells using acoustophoretic force.
They have used device with trifurcation inlet and outlet to separate three different
prostate cancer cell lines (DU145, PC3, and LNCaP) from blood sample spiked with
mentioned cells as shown in Fig. 13B. They achieved average CTC recovery rate of
DU145 cells 85.4% and 96.6% for acoustic energy of 120 J/m> and 188 J/m?, respec-
tively. Li et al. [149] reported tilted angle surface acoustic wave to separate cancer
cells (MCF-7 and HeLa) from RBC lysed blood sample. It is reported in literature
that the dielectrophoresis (DEP) device has been successfully employed to separate
oral cancer, colon cancer [146], breast cancer [147], lung cancer, and prostate cancer
cells [148], with a recovery rate of 70-90%.
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Fig. 13 Microdevices for CTCs separation: A Schematic of CTCs separation on a spiral microde-
vice using Dean flow fractionation (DFF) and demonstrating cross-sectional view of the microdevice
at different Dean cycle. Adapted from [142] with permission from Springer Nature. B Schematic of
CTCs separation microdevice (a) top view of microdevice showing inlet 1, followed by a channel
2 aligning cells due to acoustic field applied at (a-a’), two streams of cells bifurcated at 3 from
central inlet 4 and flow along the walls of the channel. At 5 an acoustic field (b-b) applied resulting
deflection of cells based on their acoustic property and morphology. At the outlet 6, different cells
guided to central outlet 7 and side outlet 8. (b) acoustic channel integrated with piezo-ceramic
transducer (9 and 10), using acoustic force. Adapted from [145] with permission from American
Chemical Society

Several CTCs separation devices are commercially available based on label-
free and label-based method. Parsortix (ANGLE), Celsee PREP, ISET, Screen-
Cell, CellSieve, and SmartBiopsy are mechanical filtration-based label-free devices.
Vortex HT and ClearCell FX system is based on hydrodynamic separation utilizing
vortex formation and inertial effect. ApoStream is DEP-based device available
commercially. Label-based method comprise IsoFlux, Liquid Biopsy, CellSearch,
Adna Test, EPISPOT, etc. [126].

7 Conclusion

Blood is one of the most essential bodily fluids which provide information regarding
the onset of various diseases that may be present in the body. Each component of
the blood provides vital and profound information. Various biomarkers present in
blood constituents can accurately pinpoint the associated ailment and offer appro-
priate diagnosis. Although many conventional methods exist and are widely used
to manipulate the blood, they are neither expeditious nor economical and require
substantial amount of reagents and samples. In this context, the advent of point-of-
care technology becomes imminent. POCT requires minimal infrastructure, almost
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no prerequisite knowledge or skill by the user, is portable and provides results in a
very short span of time.

The extensive literature survey conducted on the viability of this technology
provides arealizable solution in the form of a microfluidic device. A number of studies
have focused on the isolation of biomarkers present in the plasma, such as cardiac
biomarkers, C-reactive protein, glucose level, and neurotransmitter dopamine. In
addition to this, numerous studies have also proposed methods for detecting diseases
such as malaria, HIV, coagulation disorders, and cancers. It was also observed that
most of the commercially available products, such as glucose or blood coagula-
tion test kits, revolve around the lateral flow of blood coming under the domain of
paper microfluidics. POCT is also lacking in the field of active methods in contrast
to the passive methods as they require operating sources. This requires miniatur-
ization of operating and pumping forces to further accelerate the advancement of
this technology toward revolutionizing the conventional methods. This field is an
ever expanding one, offering plethoric applications, and unconventional solutions to
disease diagnostics.
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1 Introduction

Origami, an ancient Japanese art of folding a single uncut paper to form complex
shapes, dates back to the sixth century A. D. It was not very popular back in those
days due to the high price of paper. Nevertheless, the art sustained through the
generations as a Japanese tradition. There are also some evidences that similar art
forms existed in Europe as early as the eighth century. It is not clear, however, if
origami in Europe was independently developed or originated also in Japan and found
its way to Europe via the famous silk road. One of the first written instructions for
origami is found in Akisato Rito’s 1797 book called “Sembazuru Orikata” (meaning
“thousand crane folding”). Although the Origami artwork was practiced in various
parts of the world, it was not until the twentieth century, during Akira Yoshizawa’s
time, that this art form became globalized. Yoshizawa published a system of patterns
and developed a variant of origami called wet origami. Wet origami uses a dampened
paper instead of a dry sheet of paper to construct more accurate non-geometric
origami rather than through mere folding (Fig. 1). In another variation, creation of
more complex shapes were made possible through the simultaneous use of multiple
sheets of papers in a technique known as modular origami [165]. Later, Demaine and
Tachi developed an algorithm to make almost any conceivable polyhedron shapes
from a sheet of paper through just folding (Fig. 1) [29, 165]. Collectively, traditional
origami, wet origami, and modular origami can transform simple two-dimensional
shapes into three-dimensional shapes of different degrees of complexities [126].
Such origami techniques, from an engineer’s perspective, offer some key advantages
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Traditional origami Wet origami Modular origami Demaine and Tachi’s method on
Stanford bunny

Fig. 1 Traditional origami (Picture credit: Curt Smith, https://bit.ly/353bCb4), wet origami
(Designed by Stephan Weber, https://bit.ly/2MB460z), modular origami (Designed by Tomoko
Fuse, https://bit.ly/2t5IsuC), and Demaine and Tachi’s method [29]

(1) easy packaging and transportation due to the flat configuration, (ii) high specific
strength due to minimal material usage, and (iii) simplicity of construction due to
the absence of mechanical components. These advantages inspired engineers of the
modern age to translate the origami technique to various engineering platforms, either
using paper itself as the material (paper-based origami) or with the help of other
materials.

A sheet of paper is the raw material, and manual-folding is the construction method
in the paper-based origami technique. The original purpose of this type of origami
was recreational. When adopted for engineering purposes, raw materials and folding
strategies had to be rationally adapted for the specific application at hand [65, 118].
Before going into materials other than paper, let us briefly discuss the engineering
aspects of paper-based origami. For manufacturing paper-based origami, folding
methods that do not involve manual-folding is necessary. Hand-free folding of paper-
based origami shapes is possible via actuation mechanisms that can be implemented
on the paper through printing. For instance, folding of a paper can be realized by
printing a water-based ink on the paper followed by drying. Drying shrinks the paper
locally and results in its folding. The dried paper is stiff enough to sustain a stable
folded configuration. Meanwhile, the field of paper-electronics, where paper-based
electronic systems are studied, offers a host of techniques for incorporating basic
electrical elements such as transistors, batteries, and actuators on a paper-based
origami [33, 55, 83, 127, 131]. Paper-based origami has also found application as
an inexpensive diagnostic platform. In the year 2007, Whitesides and co-workers
from Harvard University introduced a paper-based microfluidic analytic platform
using a single piece of patterned paper [107]. Later, the same group presented a more
sophisticated form of the paper-based diagnostic platform with a stack of patterned
paper layers. Eventually, integration of multilayered paper microfluidics with the
origami technique enabled single-step patterning of complex microfluidic systems
[171]. This simplification also facilitated easy integration of various components,
e.g., a battery, into the system by bringing paper-electronics and paper microfluidics
together. In this Chapter, however, we will not be going further into details on paper-
based origami structure since these systems are often confined to bigger length scales
that are beyond the scope of this chapter. On the other end of the spectrum, molecular
methods are used, for example, for making DNA origami. Those techniques are also
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excluded here (details on the technique can be found in Hong et al. [53]). What we
do focus on here are sheets other than paper for micro-sized origami.

2 Fabrication of Precursor Thin Sheets for Submillimeter
Origami

Fabrication methods, including photolithography, direct writing, and sheet cutting,
are employed (see Table 1) to produce origami precursors at smaller length scales
[102], i.e., two-dimensional patterned shapes with submillimeter characteristic
lengths. Photolithography is one of the most common techniques for microfab-
rication of planar shapes. In this fabrication paradigm, the desired locations of a
planar photopolymer/photoresist layer are chemically modified by irradiating them
with light. The locally altered material resulting from the exposure is either more
dissolvable in developer or less dissolvable, depending on whether the polymer
photoresist is positive (e.g., AZ 1400 series) or negative tone (e.g., SU8 2000
series), respectively (Fig. 2). This technique allows for the fabrication of planar
patterns of photopolymers with resolutions well below 100 nm. The patterns
obtained can be utilized as a transfer mold/stamp. Alternatively, these photopolymer
patterns can act as a mask for selective etching or deposition (Fig. 2). In all these
photolithography/photolithography-derived processes, the product is mostly limited
to two-dimensional shapes.

While photolithography produces patterned surfaces by removing unwanted parts
of the material (a top-down method), the direct writing technique creates shapes by
adding material to selected locations (Fig. 3) (a bottom-up method). Generally, the
dispersion of ink to the selected locations is driven through hydrodynamic forces,
electrostatic forces, or mechanical pulling [24, 100, 164]. The resolution of the
writing is determined by the size of the line produced by the dispenser, and this size
is, in turn, a function of the dispersion technique and other working parameters. The

Table 1 General fabrication methods for thin patterned sheets

Fabrication methods for thin sheets | Length scale Specific techniques

Photolithography 100 nm-10 mm | Optical lithography, UV nanoimprint
lithography, etc.

Other derived techniques include
micro-molding, stamping,
micro-contact printing, deposition or
growth, etching, etc.

Micro/nano writing 10 nm-10 pm Electrospinning, melt spinning, jet
spinning, dry spinning, dip-pen
lithography, etc.

Cutting >10 nm Laser cutting, focused ion beam, CNC
machines, etc.
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writing technique can deliver complex three-dimensional shapes by implementing a
layer-by-layer writing approach [149]. With the recent advances in the field of direct
writing methods, many complex multi-material three-dimensional shapes with high
resolution are possible. However, achieving high aspect ratio structures with high
fidelity is still a challenge.

Another precursor film fabrication approach is through material removal, such
as by cutting of thin sheets. Traditional machine-based cutting is widely adopted
for the fabrication of various shapes owing to its centuries-old usage. However,
this traditional method lacks the capacity to machine tiny two-dimensional shapes.
Recently, numerous material removal techniques that utilize non-traditional methods
have emerged. For instance, thin sheets can be directly cut using lasers or focused
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ion beams (FIB) for forming patterned two-dimensional sheets (Fig. 3). These new
techniques made possible resolutions as small as 10 nm.

All three of these fabrication pathways described here—photolithography, direct
writing, and cutting—have the capability to produce small patterned thin sheets.
These patterned sheets, if folded, could create tiny three-dimensional shapes. Such
three-dimensional structures and systems of submillimeter scales are generally
referred to as Origami MEMS (Microelectromechanical systems). Folding in such
a small length scale demands creative folding strategies since manual-folding used
in traditional paper-based origami is not a feasible choice for submillimeter origami
shapes. In the following section, different approaches to folding sheets in the
submillimeter regime are discussed.

3 Folding Strategies for Origami MEMS

Here, we examine various strategies for folding submillimeter and sub-micron scale
patterned thin sheets for origami shapes. Logical approaches to accomplish folding
in the submillimeter regime include (i) borrowing existing folding strategies from a
larger length scale, or (ii) mimicking folding mechanisms found in nature. Bending
and buckling tactics are adopted to transform simple two-dimensional shapes to
complex three-dimensional shapes in the submillimeter length scale. The bending
of a sheet takes place when it experiences an out-of-the plane moment (Bending
moment). Buckling, on the other hand, is a result of a compressive force on a slender
object. Both bending and buckling on a sheet material is generally realized via two
different methods: (1) by introducing a non-uniform material property across the
sheet thickness followed by a trigger, or (2) by applying an external force to materials
having a uniform property (Fig. 4). Generally, for the first case, a mismatch in the
deformations at different locations of cross-sections across the thickness (a strain
mismatch) causes bending or buckling. The required strain may be induced via

Non-uniform material properties across thickness Uniform material property

o~

Two materials with different Asingle material with An isotropic material and
strains — Bimorph approach differential strain — Material external force — External
gradient approach field approach

Fig. 4 Bimorph approach, material gradient approach, and external field approach
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swelling, shrinkage, thermal expansion, piezoelectric effect, configuration change
in a liquid crystal elastomer, or shape memory effect (Table 2). In the second case,
an external force prompts bending or buckling of sheets that are isotropic in nature.
Driving forces of such geometrical transformation include surface tension-based
actuation, magnetic actuation, mechanical actuation, or electrical actuation (Table
2).

Bending and buckling are achieved in the submillimeter length scales using the
following strategies (Fig. 4).

(1) By introducing different strain values on two attached sheet materials—
Bimorph approach.

(2) By introducing differential strain across the thickness of a single material by
designing different material properties across its thickness—Material gradient
approach.

(3) By using external fields on a material with uniform properties across the thick-
ness—External field approach. (Note: External fields may be required for the
activation of both #1 and #2, but the material property across the thickness is
not uniform in either of them.)

3.1 Bimorph Approach

Materials often display deformation when heated. Generally, dimensional changes
generated in a material due to changes in temperature are homogeneous, leading to
simple stretching or compression. However, when two such sheets (Generally, metals
in the case of larger length scales) having distinct thermal expansions are bonded
together (e.g., bimetallic strip), the resulting structure bends upon heating because
of their strain mismatch [32]. The bending is such that it forms a convex curvature on
the side having material with relatively higher thermal expansion material. Curvature
formation by heating of bimetallic strips is one of the conventional approaches for
bending thin constructs at scales larger than a millimeter (Fig. 5). The curvature, «,
is expressed based on Timoshenko’s plate theory [146] and is given as follows.

o — 6Aa(l +m)?
C R34+ m)? + (14 mn)(m? + L))

mn

(D

where Ac is the difference in thermal expansion coefficients of the two materials,
m is the thickness ratio between them, and » is the stiffness ratio of the two mate-
rials. Although the same concept of bending driven by distinct strains of two materials
(bimorphs) can be implemented for the microfabrication of bent structures, the execu-
tion of the idea at that length scale must adopt various crafty new ways. Driving forces
relevant for bending sheets of micron length scales include residual stress, swelling,
liquid crystal alignment, and shape memory effect. The general strategy is to attach
these active materials to another inactive substance, followed by actuation/trigger
(Unimorph). Alternatively, both the sheets could be active materials (Bimorphs).



203

Origami MEMS

(panunuoo)

Q[QISIOAY

901A9P Y} [01UOD 0} WSS [BUINXH —
sagejueApesi([

(onou3epy) uonesLqej 10qoIoueN —

[OTUOD SSA[IIA —

uonendruew Aseq —

asuodsar o —

3uIp[0J oY) 10A0 [01U0D Terodwd) JUI[[OXT —
sagejueApy

ww o1-wr o1

PIoY onouSew/poy OO

dIV jo uorsstuad oy yim pa

(121 “LT1 ‘€6 ‘88
©utday) [€671 “LL] (‘U] ‘Suog 29 AS[IA\ UYO[ JO UOISS

‘P ‘8¢] (L10120g Teoruray) uestRWyY 600 WSLAdoD) [0g] (Surystqnd
rurad Aq paonpoiday -ouy ‘suog 29 A[IA\ uyor Aq 700¢ ISHAdoD) [Gt]

[oz]

[esT]

[LL]

[Sv]

Q[qISIQAQLI IO J[QISIOAIY

adeys [euISLIO 110y 0) UINJAI SIOWOISe[H —

sadeys xordwoo Sunjew Aynoyjiq —
uonesLqe) RARHNW

spuewap s3oays pue sjo[doip jo Surreq —

sagejueApesi(q

uoneoLqe] dArsuadxauy —

sagejueApy

wl gpO[—wu Q0T

Q010§ Areqide)

J[QISIOAQLI[/A[qQISIOAIY

SQ3BIUBAPESIP PUE SITRIUBAPY

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

S[TeJap JIdY) pue UONEILIqe] MBS0 10 WSIUBYOIW Uonen)oe JUAIPIJ ¢ dqeL



D. George and M. J. Madou

204

(panunuoo)

Q[qISIQAQLIT IO J[QISIOAIY

uonestqe} Aemnu xodwo) —
sagejueApesi(q
91qrssod ST UOTBOLIqRJOIDTIN —
REVA eli)]
JO SSouyOIY) 2y} AQ PI[[ONU0d 9q UL Jurpuag —
uonn[osaI ysry —
Koeooe Y3ty —
sagejueApy

wu <

SSOI)S [eNpISaY

[191 “1¥1] (810C SAdod armeN :py] s1oysI[qnd UB[[IWdL
woij uorssturad Aq paonpoiday]) [¢z] (ouf ‘suog 29 Ao[ipn uyof jo uorssturad Aq paonpoiday] -ouy ‘suos 29 A9[ipn uyor Aq 610¢ 3SHAdoD) [0L1] (810T
Jy31kdod ‘arnjeN :py sIoysiqng ueruorpy woij uorsstuad Aq paonporday]) [1/] (Anstway) Jo £12100§ [eA0y 2y) woij uorsstunrad yim pajunday) [6171]

loL1]

L.-. L-.-..s A

IWM —

-)g (+)g

[1.]

J[QISIOAQLI[/A[qQISIOAIY 7

SQ3BIUBAPESIP PUE SITRIUBAPY 7

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

(Ponunuod) g AqeL,



205

Origami MEMS

(panunuoo)

J[qIsIoAY

asuodsar mo[§ —

SSOUYINS PIONPAY —
sagejueApesi(q
Ainiqepesdoporg —
Aniquedwosorg —
uonen}oe pards3Lyg SNoLep —
UuoT}0op 2518
sagejueApy

wr o1~

*039 ‘aatsuodsar-fd
‘pAISISSe-18Y “IOJSUBI) JUIA[OS) SUI[[OMS

[9L1 “IST ‘€€l ‘Tl

‘86 ‘L6 ‘9L ‘€T ‘1T ‘6] (paarasar syysSu [[v “Surystqnd JOT @ "uotsstuiad s paonporday) [z11] (Sutystiqnd d1v jo uorsstuirad oy yuim pajutiday) [¢] (our
‘suog 29 Aoim uyor jo uorssturiad £q paonpordey -oug ‘suog 29 oM uyor £q g0 WSIAdoD) [¢1] (Surystiqnd dIV Jo uotssrurad oyy yitm payutidoy) [61]

[cr1]

(]

[e1]

[zet]

Q[qQISIOALI[/A[qISIOAY

SQZBIUBAPESIP PUE SATRIUBAPY

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

(Ponunuod) g AqeL,



D. George and M. J. Madou

206

(panunuoo)

Q[qQISIQALIT JO J[QISIOAIY

saxmonyns xo[dwood ayewr 03 ANoyJIq —
9jeoLIqejoIoTW 03 ANoyIq —
Kouaroyje mo —
uonemnsyuod
[euSwo oy} uo spuadop asuodsar [BLIJRIN —
sagejueApesi(q
9suodsar 19)sej A[QANR[OY —
sonradoad [eorueyoow poorn) —
sa3ejueApY

wur [~ 103339 Arowouwr odeys

[SL1 991 “8€T “G8 ‘PL ‘691 (910T

ay) wouy uorssturad yim pojuridey]) [9¢ 1] (Fo1aas[g woiy uorssturrad yim pajurdar ¢

1yS11kdoo ‘sperrarey aIjeN :py sIYSIqng uepruoe]y woiy uorsstuirad Aq paonpoiday]) [011] (Anstey)) Jo £19100S [BAOY

010 WSu&doD) [1] (K1er0§ [edtway) ueduswy 6007 WSHAdoD) [Ly]

[ot1]

[ocT]

[Ly]

J[QISIOAQLI[/A[qQISIOAIY

SQ3BIUBAPESIP PUE SITRIUBAPY

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

(Ponunuod) g AqeL,



207

(panunuoo)

[8S1 ‘98] (Anstway)) jJo £1a100§ [eAoy Yy woig uorssturred yim pauLday) [891] (Anstway) Jo A10100S
[eAoy oy woxy uorssturrad s payuriday]) [18 ‘¢1] (-ouf ‘suog 29 Ao1p uyor jo uorssturad Aq paonpoxday] -ouj ‘suog 29 A9[Ip\ uyof Aq 8107 WS1AdoD) [66]

(8911
\tv - (18] [66]
; uoEARIE-3g Iﬁj
uopeAnaYy i
$o
9ed1IqejoIoN 0) ANOYJIq —
soSejueapesiq
S103311) USRI —
asuodsarise] —
Q[qISIOAIY sagejueApy wuw [~ [e1sA10 pImbr

[LST P¥1 “Th1 ‘T€] (POAIASAI SIYSL [V "Sulysiiqnd JOI © "uoisstuiad yim paonpoiday) []
(paArasar sIYSU [V “Surystiqng JOI @ "uotssturiad yym paonporday]) [901 ‘€] (poatesar SIS [y "Surystqnd JOT © “uorsstuirad ym paonporday) [L1]

[¥6]

[s€l

(2)

(9011

[y1]

Q[qQISIOALI[/A[qISIOAY

SQ3BIUBAPESIP PUE SITRIUBAPY

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

Origami MEMS

(Ponunuod) g AqeL,



D. George and M. J. Madou

208

[091 ‘o<1 (910¢

JyS1akdod ‘sferIaleA axmeN :pY SIoUSIqnd ue[ruude]y woiy uorssturad Aq peonpoiday) [Of] (‘U] ‘suos 29 A9[IA\ uyof jo uorsstuarad Aq peonpoidoy -oug
‘suog 29 A3[Ip uyor £q 910z W3uLdoD) [291] (9007 WS1Adoo ‘A3ojouydjoue)N a1njeN :p s1oysiqnd ue[rudefy woij uoissturad Aq paonpoiday) [6ET]

H [2o1] L6l
oy LW W .
: w wwweww
- w v www
wwwwww
b
‘8o
(suonein3yuod

91qess 9[dnnA) [01U0d 03 NOYJIJ —

parofdxa sso —

sagejueApesi(q

suonem3yuod xa[dwos Jo uonestqe] —
9[qISIoALI] soSejueApy wur > Surpyong

Q[qQISIOALI[/A[qISIOAY

SQ3BIUBAPESIP PUE SITRIUBAPY

Twre3Lo Jo 971§

SuIstueyoW uonen)dy

(Ponunuod) g AqeL,



Origami MEMS 209

Fig. 5 Bimetallic strip Large thermal expansion

Small thermal expansion

v

1/

The term bimorph is often used as a more generalized term encompassing both uni-
and bimorphs. We will be following the same convention from here onwards.

3.1.1 Fabrication Strategies for Curved Shapes Using a Bimorph
Approach

Rational exploitation of residual stress, swelling, configuration change in liquid
crystal elastomer, or shape memory effect results in bent shapes (Fig. 6). In micro-
fabrication, material deposition often entails compressive or tensile residual stress
within the layers of materials. This residual stress is, generally, considered detri-
mental for microfabrication since it acts as a bottleneck for some of the traditional
fabrication processes since a large amount of such pre-stress leads to cracking of the
films or even of the substrate. Conversely, the same pre-stress may be able to generate
a bending moment capable of forming origami shapes if adjoined with another mate-
rial having different internal stress. For instance, one of the ways to grow SiO; on
silicon is by thermal oxidation. This thermal growth produces a SiO, layer with
compressive stress. When a metal with lesser compressive stress is deposited on top
of this pre-stressed SiO; layer, and then the bilayer is released from the silicon, the
strain mismatch results in the bending of this bimorph [112]. Similarly, chromium
deposition also introduces residual stress. Consequently, a bilayer of chromium (Cr)
and copper (Cu) exhibits bending as soon as it is released from the supporting struc-
ture. As an extension of this bimorph approach, bending in both directions can be
achieved by depositing copper and chromium in a Cr/Cu/Cr arrangement [9]. The
bending direction, in this case, is dictated by the thicknesses of the patterns of the
chromium layer on the top and on the bottom.

Nature presents a variety of movement mechanisms in plants by exploiting
swelling caused by water. Generally, a gradient in the solvent concentration across
a cell wall leads to water intake by the cell through osmotic pressure build-up.
Intake of water, in turn, leads to their swelling, and this can trigger movement in
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Fig. 6 Implementation of bimorph approach to obtain bending using residual stress (Reproduced
with permission. © IOP Publishing. All rights reserved) [112], swelling/shrinking (Republished with
permission of the Royal Society of Chemistry; permission conveyed through Copyright Clearance
Center, Inc.) [19], liquid crystal elastomer (Republished with permission of the Royal Society of
Chemistry) [1], and shape memory polymers [157]

plants [68]. Among various examples from nature, one of the most studied is the
bilayer design that causes the release of ripe seed from conifer cones [27]. A tech-
nique emulating such bending can be adopted for the fabrication of small origami
shapes [3]. Hydrogels and certain other polymers are capable of absorbing solvents.
Temporal and spatial control of this absorption and the resulting swelling of poly-
mers enable bending and folding in those precursors (Fig. 6) [59]. Additional control
over the bending or folding may be achieved by designing materials that respond
to stimulations such as a change in pH, temperature, enzyme concentration, light
intensity, electric field, and solvent concentration [7, 91, 96, 132, 148, 156].

A liguid crystalline elastomer (LCE), another type of active material, is synthe-
sized by aligning liquid crystals (LCs) inside a cross-linked polymer matrix by means
of mechanical, surface, or chemical forces [115]. The aligned LCs enhance the stiff-
ness along the length of their orientation. On the other hand, when transformed into a
randomly oriented configuration, the misalignment is manifested at the macroscale as
a contraction of the LCE along the initial alignment direction (Fig. 7). This material
deformation characteristic of an LCE makes it possible to fabricate three-dimensional
shapes that are activated through different mechanisms. One such method utilizes
a light-sensitive molecule called Azobenzene (AZ). AZ exhibits cis-trans isomer-
ization under the influence of UV light, where frans-AZ has a rod shape and lets
the LCE keep its ordered shape, cis-AZ has a bent configuration, and its presence
adversely affects the ordered structure of the LCE [87]. Disorder in an LCE, as
mentioned earlier, leads to the deformation of the material. Therefore, attaching this
kind of LCE to an inactive material and then shining UV light invokes the bending of
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Fig. 7 Working principle of liquid crystal elastomers and shape memory polymers

this assembly (Fig. 6). Similar to this chemically engineered degree of crystallinity,
mechanical forces can also induce alignment inside an LCE [28]. In the event of
heating beyond its LC—isotropic phase transition temperature, the material loses its
alignment, leading to mechanical deformation.

Shape memory is another actuation mechanism that can be employed for bending.
The shape memory effect is a material’s ability to remember a configuration and
return to that state upon actuation. Among various materials showing shape memory
effects, shape memory alloys (SMAs) and shape memory polymers (SMPs) are the
two major categories used in origami fabrication. SMA displays the shape memory
effects because of its microstructure. For instance, NiTi, an SMA, has two stable
crystal structures: austenite (stable at high temperatures) and martensite (stable at
low temperatures). A deformation applied in the SMA’s martensitic state is reversed
upon converting it to austenite. Generally, SMAs are stretched in the martensitic
state. The stretched SMAs contract when heated. This contraction results in bending
in a bilayer, as depicted in Fig. 6. SMA increases the flexibility associated with
system design since heating required for the actuation can be induced simply by
applying a Joule heating current. Wireless powering with the help of an electromag-
netic field is sufficient to attain the folding of centimeter-scale origami [15]. Despite
these advantages, SMA is rarely used in smaller length scales due to the difficulty
associated with its micropatterning.

SMPs function based on an entirely different principle [11, 89, 124]. SMPs
are generally amorphous polymers (polymer chains are randomly oriented) with
restricted polymer chain mobility at room temperature. When they are heated above
a specific transition temperature, the polymer chains attain more flexibility and are
able to twist and rotate. At this stage, deformation is induced easily due to the
enhanced mobility of the chains (Fig. 7). The polymer is then cooled down, and the
deformation is temporarily locked down through physical or chemical interactions of
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the chains. When reheated, the original shape is recovered. Therefore, bending can
be induced with such a deformed SMP that abuts an undeformed SMP sheet (Fig. 6).

Although we mentioned various techniques where strain mismatch is used for
bending, it must be noted that not any combinations of two materials that are having
different strains offer a uniform bending toward one direction. A thin and stiff material
on top of soft and thick material can result in wrinkled shapes on the thin material
[18]. This kind of deformation is not of interest at the moment for designing origami
fabrication processes. Another peculiar case is when the bilayer is longitudinal rather
than along thickness. The differential strain along the lateral dimension can lead to
curled shapes [17, 51, 69].

3.1.2 From Bending to Folding Using Bimorph Approach

A fold features a large curvature over a length that is considerably smaller than the
overall size to the sheet [84]. Two typical design strategies are followed for fabricating
a single fold shape and are depicted in Fig. 8. In the first strategy, the actuator is
present only at the fold, and its deformation induces folding on the sheet assembly.
The same technique can also be utilized for designing the timely folding of a bimorph.
For instance, the application of a phase transforming or stiffness changing polymer at
the folds of the bimorph can prevent the spontaneous folding of residual stress-based
bimorphs and instead enables a controlled bending of the film driven by softening
of the polymer with an appropriate trigger [8, 80]. In the second case, although the
actuator is present along the whole length of the sheet, the bending is majorly focused
on the fold region. Such local bending is possible by increasing the bending stiffness

00
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¢®

&

&

o ¢o®

1. Actuation material 2. Actuation material
only at the fold throughout the surface

Fig. 8 General folding strategies
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of the faces (shown in Fig. 8). A typical example is a strip of bimorph with two rigid
panels at the face regions. The bending predominantly happens at the folds since
the faces are reinforced with an additional layer of material. As an extension of this
folding technique, bi-directional folding (mountains and valleys) can be achieved if
a soft material is sandwiched between two sheets having patterned openings on the
top and bottom layers. This ability to fold in both directions allows for the fabrication
of complex shapes. In one of the demonstrations by Na et al., such a tri-layer design
was used to make a “crane” shape at micron length scale [114] (Fig. 9). The soft
hydrogel sandwiched between two rigid layers had an elastic modulus two orders
of magnitude less than the ones that were sandwiching it. This difference in their
moduli ensured that the deformation led to folding, but not bending. It must be noted
that, alternatively, a local actuation of the bimorph at the folds can also result in
folding.

We mentioned earlier that bimorphs, without any other modifications, results
in bending. An exception to such uniform bending is the hierarchical bending of
polymer bilayers, which leads to folding [137]. Initially, when the absorption of
water is activated at the edges of the bimorph, the bending occurs only at the borders
of the pattern. This localized absorption and swelling lead to a tube formation at
the edges. High rigidity of such tubes restricts the subsequent bending only to the

om|
Thermal or

optical W Thermal
actuation

Strerc/-,ed SI P
v

Release Release
v v actuation

Residual stress-based Swelling-based LCE-based Shape memory-based

Trilayer bidirectional Trilayer bidirectional LCE-based 4D printing SMP-based 4D printing
folding folding (Chao et al., 2017) (Van Manen et al., 2017)
(Bassik et al., 2009) (Na et al., 2015)

Fig.9 Implementation of bimorph approach to obtain folding using residual stress (Reprinted from
Bassik et al. [9], with the permission of AIP Publishing), swelling/shrinking [114] (Copyright 2014
by John Wiley & Sons, Inc. Reproduced by permission of John Wiley & Sons, Inc.), liquid crystal
elastomer [168] (Reproduced with permission from The Royal Society of Chemistry), and shape
memory polymers [145]
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intersections of those tubes. This localized bending enables folding without any
additional patterning [136] (Table 2).

As far as the execution of the bimorph-based folding strategies is concerned, most
of the examples discussed so far were based on lithography. For patterning some of the
materials, we may have to rely on other techniques such as direct writing. Let us revisit
the direct writing-based additive manufacturing method that was mentioned earlier
in this chapter. It is a process of making complex three-dimensional shapes by layer-
by-layer writing. In this technique, the volume of the target shape determines the time
required for the fabrication, irrespective of whether a structure is hollow or solid.
Consequently, fabrication time for a two-dimensional patterned origami precursor
sheet is an order of magnitude less than the time required for the fabrication of corre-
sponding three-dimensional shape. Therefore, folding of two-dimensional sheets is
preferred over the direct writing of the corresponding three-dimensional shapes, as
far as the throughput of fabrication is concerned. A further improvement could be
made by introducing 4D printing, where the morphing of the shape with respect to
time is the fourth degree of freedom (Fig. 9). This kind of morphing can reduce the
production time and enables an extra degree of freedom, giving rise to free-form
manufacturing. This kind of manufacturing is generally realized by incorporating
active materials such as LCE and SMP in additive manufacturing (multi-material
printing), followed by actuation [42].

Incorporation of the LCE into direct writing technologies was made possible
with a relatively less viscous LCE ink. Low viscosity simplified the writing process
and helped introducing the required degree of molecular alignment in the resulting
precursor pattern. Shear-thinning during direct writing causes the needed alignment
of liquid crystals. The folding action can be initiated through Joule heating of an
embedded wire inside a bimorph containing LCE [168].

Multi-materials polymer 3D printers that are compatible with SMPs can fabricate
foldable multi-material precursors. SMP is printed only on one side of the fold region
to introduce a strain difference favorable for folding [41]. At a temperature higher
than the transition temperature, the printed sheets are stretched and brought to a
temperature lower than the transition temperature. When cooled, the SMP retains
its original shape, but the elastomer to which it is attached does not. This difference
in strain results in the bending of the sheet. When this bent shape is heated again,
SMP goes back to the original shape leading to the flattening of the sheet. Printing
at a temperature above the material’s transition temperature can simplify the overall
process even further as shown by Van Manen et al. [154]. During the printing, the ink
is extruded. This stretching is memorized by the polymer and leads to the morphing
when reheated (Fig. 9).

3.2 Material Gradient Approach

Fabrication of bimorphs requires either multilayer photolithography or a multi-
material writing, increasing the complexity of the process. Moreover, the strain
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Fig. 10 Implementation of material gradient approach to obtain bending using a gradient in the
external field [158], residual stress [174] (Copyright 2017 by John Wiley & Sons, Inc. Reproduced
by permission of John Wiley & Sons, Inc.), swelling/shrinking [64] (Reproduced by permission
from Macmillan Publishers Ltd: Nature Communications, copyright 2013), and shape memory
polymers [10] (Copyright 2013 by John Wiley & Sons, Inc. Reproduced by permission of John
Wiley & Sons, Inc.)

mismatch that drives the morphing of the bimorph may cause occasional delami-
nation at the interface of the two materials. Having a smooth property gradient is the
remedy for such problems that arise from a large strain mismatch (Fig. 10).

3.2.1 Fabrication Strategies for Curved Shapes Using Material
Gradient Approach

Material property gradient within a sheet material can be categorized into two types:
(i) transient property gradient and (ii) permanent property gradient. A transient
property gradient is attained via reversible molecular rearrangement. An LCE sheet
containing AZ, when irradiated, experiences different degrees of rearrangements at
its polymer matrix across its thickness, with the side closer to the light source experi-
encing more changes. The difference in molecular rearrangement results in a gradient
in deformation with more contraction on the side closer to the light source, leading
to a bent shape. This type of tactic may be applied for swelling-based bending too
[49, 52, 123]. A concentration gradient of absorbing molecule in the medium results
in a difference in the absorption across the cross-section of the sheet. However, these
techniques are rarely utilized for the fabrication of complex origami shapes due to
its unidirectional bending (Note: here, external field changes the material property
across the thickness unlike external field approach that we are going to discuss later,
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where field induces a bending moment without interfering with the material proper-
ties). Therefore, a property gradient that is permanently embedded in the material is
preferred to a method that purely relies on an external field to fold origami. A perma-
nent property gradient across the thickness of a sheet is fulfilled during its synthesis
[75, 120]. Fabrication of photopolymer sheets with varying crosslinking density is
one of such synthesis methods. Photopolymers crosslinks when exposed to light. The
crosslinking occurs first in the region that is closer to the light source. For explaining
the process, this region is referred as the first layer, even though the crosslinking is
not really a layer-by-layer process. The polymer undergoes shrinkage as a result of
the crosslinking. As far as the first layer is concerned, the polymer is free to shrink
in every direction. However, once a solidified layer is formed, the contraction of
the subsequent layers would be constrained by the first layer. This constraint results
in residual stress inside the material. The residual stress this region experiences is
analogous to a stretched band. If this residual tension is released, the sheet will bend
as shown in Fig. 10. This photopolymer-based execution of the gradient approach,
frontal photopolymerization, can create complex shapes having millimeter length
scale [173]. A similar type of bending can be achieved using direct writing tech-
niques too. Like the frontal photopolymerization-driven bending, the residual strain
build-up during the writing of the second layer can lead to the bending of the film.

The degree of crosslinking across the thickness of a photopolymer reduces with the
distance from the light source. This crosslinking density gradient directly correlated
to the porosity density inside its polymer matrix. Specifically, a less cross-linked SU8
sheet possesses a relatively more porosity compared to a more cross-linked sheet.
Porosity in a material allows for the absorption of various solvents by the substance.
The more porosity the material has, the more solvent it absorbs. Consider a thin
sheet with a crosslinking density gradient varying from a high level of crosslinking
on the top to a low level of crosslinking on the bottom. If one fabricates such flat
sheets with absorbed liquid (e.g., developer solution) inside them, the bending of the
faces occurs toward the bottom surface when the solvent is removed. The cause of the
bending is attributed to the shrinkage resulting from the removal of the large quantity
of the solvent from the highly porous bottom surface of the sheet [63]. Please keep in
mind that the reported fabrication based on this technique showed only a reversible
bending of the SUS film since nothing prevents the folded structures from going back
to the original shape when placed inside the same solvent again. We will discuss a
strategy to make permanent folding later in this chapter.

In the case of an SMP with a preprogrammed bending trained on it, the sheet
bends to the “memorized” shape upon heating. Unlike in the case of bimorph, where
the linear deformation of the SMP bends a bilayer sheet consisting of the polymer
and another material, bending, in this case, is not assisted by a second material.

3.2.2 From Bending to Folding Using Material Gradient Approach

Localized modification of material properties is easy to achieve with photopoly-
mers by selectively illuminating the polymer sheet. In one of the methods, selective
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exposure was performed such a way that it concentrates the residual stress from
the aforementioned sequential crosslinking to the fold region, leading to folding
(Fig. 11). Selective irradiation, in certain other photopolymer material, results in
stress relaxation inside the material due to a polymer network rearrangement [90].
Mechanical and optical stimuli have been combined in a technique called photo-
origami to exploit this stress relaxation to accomplish folding [128]. In this method,
the sheets are stretched perpendicular to the length of the fold, followed by a UV
exposure at the fold region. By exposing the fold region of a stretched film, local-
ized stress relaxation can be controlled. Exposure energy density varies across the
thickness of the sheet. The side closer to the light source experiences a higher energy
density. As a result, the irradiated side of the film experiences relatively more stress
relaxation, causing local bending. The porosity density gradient that emerges from
a differential crosslinking can also be focused on the fold region to achieve folding
at submillimeter scales (Fig. 11).

In another related light-based folding, sequential folding in mesoscale is achieved
with Shrinky dinks, by printing the folds with inks of different colors followed by
exposure to high-intensity light [97]. Unlike the previously mentioned photosensitive
materials, here, the bending occurs due to the local heating of the material. The
absorption wavelength by the ink depends on its color/absorption property. Absorbed
light heats up the fold. Therefore, folds having different colors can be locally heated
when they are exposed to the complimentary spectrum that they can absorb. Shrinky
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dinks contract considerably upon heating because of strain release, and as a result,
folding of the sheet happens. Instead of colored inks on the hinges, a graphene ink
may be deposited to bend Shrinky dink material to actuate the folding with microwave
[26]. When exposed to microwave, since graphene is not transparent to microwave,
the sheet is locally heated. Like the previous case, this local heating results in bending.
However, the orientation of the fold with respect to the wave affects the folding of
the material, limiting the versatility of the technique. In nanoscale, a focused ion
beam (FIB) is used for the fabrication of folded shapes. FIB, when bombarded
with the nanofilm, induces tensile or compressive stress on the film depending on
the operating parameters. Gallium ion from FIB when colliding with the film can
remove atoms from the gold film. The vacancies formed via this bombardment lead
to grain coalescence and as a result, residual tensile stress on the top layer of the
film, as illustrated in Fig. 12. This leads to the bending of the thin film [133].

Heating-based folding can be induced in an LCE by locally heating the sheet
beyond its transition temperature with IR irradiation (Fig. 11). The side that is heated
experiences a shrinkage due to the molecular rearrangement, leading to the bending
of the LCE sheet. While folding in LCE is achieved through IR illumination of
an isotropic material, an SMP-based folding requires local preprogramming of an
SMP. A direct writing technique may be employed to fabricate folds with SMP and
the faces with an inactive material. By training this SMP-made fold region, folded
origami can be obtained (Fig. 11).

3.3 External Field Approach

Here we discuss a new approach where bending of a sheet is carried out without
changing its properties across the cross-section, contrasting previously discussed
cases where the material properties of the sheets are tuned to induce bending. Various
forces, including capillary, magnetic, and external compressive forces, can be the
cause of bending in an external field approach. Since the external field approach
involves different forces, it is essential to discuss them briefly before delving into
the fabrication aspects of it.

Capillary effects scale favorably for the micron-scale actuation. A comparison of
the body forces (pg/?) with the surface tension forces (), where [ is the length scale,
y is the surface tension, p is the density, and g is the gravitational constant, reveals
that the surface tension effects dominate in a smaller length scale. Therefore, surface
tension can act as an actuation mechanism for micro-origami fabrications. Nature
takes advantage of this fact, as observed in the case of the drinking mechanisms
of both phalaropes and hummingbirds. For a phalarope, this heightened effect of
surface tension at small scales is a way to accomplish, a gravity-defying intake of
prey-laden water toward its mouth. A Hummingbird’s tongue exploits the surface
tension to close lamellae on its tongue to entrap honey at each of its dips into honey-
filled flowers. Here, the tongue closes because of the interaction between the soft
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lamellae and the honey. This bending phenomenon, surface tension-driven bending
of the soft materials, is known as elastocapillary bending.

Droplets most often assume a spherical cap shape on a solid or a liquid surface
to minimize the total surface energy. A droplet on a hard surface has three different
surface energies associated with it: surface energy due to the air-liquid, solid-liquid,
and solid—gas interfaces. For a droplet-surface-gas system, if the energy of liquid—gas
and solid-liquid interfaces is very high as compared to the other interface, the droplet
forms a complete sphere to minimize the total energy. On the other hand, if the surface
energy of the solid—liquid and liquid—gas is sufficiently small, the liquid spreads on
the surface to avoid having the high energy offered by the solid—gas interface. In a
case that is midway between these two cases, the droplet forms part of a sphere. Now
imagine having a droplet on a thin sheet. The system has an extra option to wrap the
sheet around the droplet to minimize the liquid—gas interfacial energy at the expense
of the bending energy of the sheet. For a sufficiently thin sheet, this increase in energy
is less than the reduction in surface energy. As a result, bending occurs (Fig. 13).
Length scale below which the effect of capillary forces becomes significant is found
by comparing the Laplace pressure, y /I with the hydrostatic pressure, pgl/, where /
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Fig. 13 Different configurations resulting from droplet-surface interactions

is the length scale, y is the surface tension, p is the density, and g is the gravitational
constant and is given by the capillary length, [, = _/ %. For a significant bending, the

curvature can be assumed to be of the order of 1//. Therefore, the bending energy
density (Eg = %B/cz) scales as Eh3/24(1 — vz)/lz. The length scale at which
the surface energy density of a droplet, y, becomes significant is then obtained by
equating the bending energy density (Eg) with it and is given by elastocapillary

3 2
length Lgc = (ﬁ) .

Controlled bending of a thin sheet using elastocapillary effect is achieved either
with different droplet sizes or by adjusting the interfacial tensions of the sheet
substrate. Droplets with a characteristic length too small or too big compared to
the thin sheet do not bend the sheet significantly. In the case of a small droplet,
energy gain would be negligible, and for a big droplet, bending of the sheet would
require a significant deformation of the droplet, an energetically expensive process.
Applying an electric field to the droplet changes the surface energy of the droplet.
This change is manifested as change in the angle that the droplet makes with the
substrate. When an electric field is applied to the droplet system, the energy associ-
ated with it is modified with additional electrostatic energy which is of the order of
%, where € is the dielectric constant, d is the insulating layer thickness, V is the
voltage, h is the thickness of the sheet, and L is the length of the sheet. Comparing
the electrical energy with the surface energy would give an idea about the order of
magnitude of the voltage at which the contact angle is significantly affected by it

and is given by V ~ ./ @. Alternatively, the energy of the solid surface can be
changed for controlling the folding angle [105, 119]. Oxygen plasma treatment is
usually used for controlling the surface energy of the solid.

The magnetic effect can be utilized for causing deformation in materials. Elas-
tomeric films embedded with magnetic particles can be magnetically controlled. An
external magnetic field, B forces the particles to orient along its direction [56].

Buckling occurs when a thin sheet is subjected to a compressive force. Energy
density E of a compressed flat plate of a thickness ¢ and a length L is proportional
to t(%)z, where 2§ is the displacement by which it is compressed. Pure bending
energy Ep is, on the other hand proportional to #3k2, where « is the curvature of the
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flat plate. Thicker films experience a uniform compression across the cross-section
of the plate. However, as the thickness reduces, the bending of the sheet becomes
energetically more favorable. Therefore, thinner plates experience out of the plane
buckling when compressed.

3.3.1 Fabrication Strategies for Curved Shapes Using External Field
Approach

Researchers from Ecole Polytechnique, France, made complex three-dimensional
shapes by applying capillary force by placing a drop of water on top of a pre-
cut patterned two-dimensional polydimethylsiloxane (PDMS) sheet (Fig. 14) [121].
They used a droplet bigger than the volume of the target shape, and then the surplus
water is evaporated to form completely closed 3D shapes. Until then, the capillary
effect in microfabrication was considered purely detrimental, the one that leads to
undesirable stiction in multilayer lithography and coalescence in the case of high
aspect ratio structures. The three-dimensional shapes formed using PDMS, however,
was temporary. The sheets returned to their original shapes, as soon as the water
droplets holding the three-dimensional shape together evaporated. Patterning of the

L

« Compression

<>

—_
-

Surface tension

Aligned magnetic particles

and magnetic force Buckling

o~ tit=1

0
\uam

708

Elastocapillary bending Bending by magnetic field Buckling thin sheet
for capillary origami (Wenqi et al., 2018) (Yan et al., 2016)
(Py et al., 2007)

Fig. 14 Implementation of external field approach to obtain bending using surface tension [121]
(Reproduced with permission, Copyright 2007 by the American Physical Society. https://doi.org/10.
1103/PhysRevLett.98.156103), magnetic force [56] (Reproduced by permission from Macmillan
Publishers Ltd: Nature, copyright 2018), and compressive force [163] (Copyright 2017 by John
Wiley & Sons, Inc. Reproduced by permission of John Wiley & Sons, Inc.)
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PDMS sheets to make two-dimensional shapes was challenging too. Moreover, the
PDMS sheets had the same material property throughout their planform. Despite
these shortcomings, the capillary origami method gave a new facade to one of the
lithography limitations and opened a new door to three-dimensional fabrication. High
elastic modulus may pose a limitation to this approach when other materials are used.
A thinner sheet can be used to overcome the constraints posed by the high elastic
modulus values of the materials. For instance, a silicon nitride with a thickness of
100 nm can be bent by the surface tension of water. Another approach to bend a
high elastic modulus material is by softening it temporarily, followed by subjecting
the material to capillary bending. Polymer sheets, for example, can be softened by
heating them above its glass transition temperature.

Magnetic force is exploited for the reversible bending of the elastomers. The
fabrication of sheets that can be bent using an external magnet is achieved either using
photolithography or using direct writing techniques. The orientation of magnetic
particles determines the final folding shape of the sheet. Differently oriented magnetic
particles on different faces are initially achieved by orienting the particles inside a
curable silicone material using an external magnetic field followed by locking them
in place by curing the silicone. A precision of 100 pm is possible with photocurable
silicone materials, as shown by Xu et al. [161]. A sinusoidally arranged magnetic
particles inside the sheet induce uniform bending on the sheet in a magnetic field, as
shown in Fig. 14.

Releasable multilayered 2D precursors are buckled to form complex three-
dimensional shapes. These shapes are fabricated using SOI wafers and sacrificial
layers. A bonding location is designed, and multiple layers are transferred using
polyvinyl alcohol onto a stretched elastomer. When the strain of the elastomer is
released, the transferred structure buckles (Fig. 14). Numerous configurations may
be formed if the strain releasing sequence is controlled.

3.3.2 From Bending to Folding Using External Field Approach

Capillary-based folding of two-dimensional sheets made of rigid panels and flex-
ible hinges can result in folded three-dimensional shape rather than a bent shape
(Fig. 15). The shape obtained represents the configuration corresponding to the
energy-optimized state, as explained earlier. (Therefore, the angle to which the sheet
folds can be estimated by minimizing both bending and surface energies by assuming
that the volume of the droplet placed on the structure remains constant during the
folding process [153]). In a negative photoresist, the exposure energy density in a
location determines the local degree of crosslinking. The higher the crosslinking
density, the stiffer the sheet becomes [36, 43, 44]. Therefore, an origami precursor
sheet with stiff faces and compliant folds can be made easily by controlling the expo-
sure. Polymer softens when they are heated to a temperature close to or beyond its
glass transition temperature. The softening temperature of a polymer is a function of
the degree of crosslinking. As a result, when heated, the precursors soften more at
the fold region, leading to folding of the shape upon capillary actuation [43].
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Multilayer microfabrication technique can be used to make two-dimensional
shapes having different materials at different locations, along the length and the
thickness. Precursors can be made with high melting point rigid panels and low
melting point folds. After releasing from the supporting structure, if these patterned
structures are heated, the low melting point materials melt. Consequently, the panels
made of high melting point materials is folded because of the surface tension of the
melted hinge. Folding by a locally applied solder is an example of such a technique
[12, 45]. Photolithography made local deposition of solder possible. This deposi-
tion of solder can be combined with other lithography techniques such as e-beam
lithography and nanoimprint lithography to make panels with hinges in micro- and
nanoscales [79]. These fabrication techniques enable the creation of smaller shapes.
Moreover, the absence of any droplets at room temperature makes the fabrication
process simpler. However, the materials used in this method are not ideal for most
of the biological applications. Implementation of a folding procedure on polymers
can overcome this shortcoming [6].

The electrostatic force can drive folding action in millimeter-sized electro-origami
robots [141]. Here, the folding is achieved by introducing opposite charges on each
face. However, merely applying voltage is not enough to induce folding. The force
which drives the folding can be improved dramatically by introducing a liquid droplet
having high permittivity and high breakdown strength at the folds. The placement of
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liquid bead at the fold region enhances the driving force (Maxwells pressure). More-
over, an application of a high electric field is possible in this technique since the break-
down electric field increases considerably with the introduction of the liquid. There-
fore, a high actuation force can be attained here, as compared to a system without
any such liquid. This liquid bead prefers to be at the folds due to the electrophoretic
forces generated by the high electric field there.

The integration of capillary origami to other existing MEMS components can be
realized by patterning conductive materials on top of them. Gold is considered as one
of the best options for this application due to its high conductivity and low elastic
modulus. The electrical connection between the faces is achieved through the gold
connections that are running through the hinges [88]. The low modulus of the gold
makes sure that the effect of gold on the folding is minimal. A hand-free bending of
the faces is achieved by building conducting loops on them using gold, followed by
the application of Lorentz force [129].

As far as the magnetically driven folding is concerned, a sheet where the particle
orientation on adjacent faces of the origami is such that they are facing each gives
rise to folding in the presence of a uniform magnetic field, as shown in Fig. 15.
Aligned magnetic materials are achieved in a polymer matrix through a direct writing
technique by sending unaligned magnetizable NdFeB particles through a printer head
equipped with aligning magnetic field. In this technique, the aligning magnetic field
reorients the particles, and the rheology of the printed material keeps the aligned
particle in place. The orientation of the magnetic particles with respect to the printing
platform is adjusted by controlling the magnetic field direction and the printing
direction.

4 Permanent Folding

A strategy to make a permanently folded structure is to alter the required bending
energy temporarily by softening and stiffening the material at relevant instants. A
soft material folded with elastocapillary effects if converted into stiff material after
the folding can retain the bent shape. This retention is due to the energy-expensive
route that it must take to go back to the original flat configuration. One of the ways to
achieve this is by exploiting the softening of the polymers. At alower temperature, the
mobility of the molecular chains is low, and this low mobility causes a high stiffness.
Polymers, when heated, undergo softening because of the increased mobility of the
polymer chains inside the material. The reduced stiffness enables easy folding at an
elevated temperature. Subsequent cooling ensures retention of the folded structure.
Although such a technique lets the folded structure to keep its shape, it is still not a
completely permanent folding method since it can go back to the original shape at an
elevated temperature. Chemically altering the polymer could help in overcoming this
shortcoming. One way to achieve this change is by controlling the crosslinking of the
polymer. The higher the level of crosslinking of a polymer, the higher the stiffness
of the material. One of the most explored techniques where crosslinking can be
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manipulated with ease is by using a photopolymer. In the case of a negative photoresist
that we mentioned earlier in the external field approach section, a partially cross-
linked material can be folded at an elevated temperature, brought back to a lower
temperature, and then can be completely cross-linked to form a three-dimensional
shape which is stable in a wide range of temperature window [44] (Fig. 16).

Folding of two-dimensional sheets that are made of silicon nitride often resulted in
permanently closed shapes owing to van der Waals forces, albeit with limited control.
Photolithography techniques reduce the surface roughness of the resulting shapes.
A sheet pattern with less roughness increases the van der Waals interaction and,
therefore, the adhesion. This force can often keep the shape in its folded configuration.
However, utilizing this interaction energy alone for making a permanently folded
structure in the event of complete evaporation would be unreliable since the gain
in energy associated with this may not be always enough to produce repeatable
results. Instead of water, if a material that exhibits solid phase at room temperature
is used (e.g,. solder), the folding remains permanent at room temperature. However,
the folding has to be performed at an elevated temperature to melt the solder. In
one of the early attempts, researchers dipped one whole side of a two-dimensional
patterned sheet on melted solder to get enough amount of solder to adhere to that side
to drive the folding [45]. The amount of solder transferred to the sheet was critical
in achieving the desired target shape. By controlling the surface tension of the liquid
and surface energy of the sheet surface, one can control the amount of adhered solder.
The energy of the surface can be adjusted with surface treatments such as plasma
treatment and chemical cleaning. The surface tension of a liquid, on the other hand,
can be altered by changing its temperature. The higher the temperature, the less the
surface energy associated with the liquid. These two methods can be utilized to get
the right amount of solder on the sheets. Later, researchers lithographically patterned
the solder at the folds, allowing for more precise control of the location and quantity
of solder.

Although we refrained from mentioning any manual-folding up until now, it would
be worth mentioning some such techniques here that form permanently folded shapes.
Micro-origami fabrication by Whitesides and group utilized electroplating to join the
edges to form permanently folded three-dimensional shapes [ 16]. Though the folding
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of the two-dimensional shapes was performed manually, this welding method has
the potential to be extended to smaller dimensions. In a fabrication system, which
is a fusion of both direct writing and wet origami technique, origami shapes are
obtained by the folding of a directly written layer [2]. The folding is facilitated by
the solvent contained in ink, which controls the storage modulus of the structure. The
storage modulus increases as the solvent evaporate from the structure. Therefore, a
graded volatility solvent system is adopted to have better control over the mechanical
properties of the sheets and, thus, a controlled folding [2]. This technique has the
capability or makes TiH; shape, which later can be converted into TiO, by annealing
at 1050 °C for 2 h in air. Here patterning is performed by cutting the film, and folding
is carried out manually. Another method for making permanently folded shapes is
by designing parylene C balloons filled with paraffin wax at the hinges [150]. Wax is
melted by sending Joule current to a heater that is fabricated on balloons. The hinges
become flexible as a result of this process. The bending is achieved manually, and the
heater is turned off to obtain the required rigidity of the folds. The folded shape will
go back to the original shape upon reheating. The major drawback of this method is
the involvement of complicated fabrication routes and the difficulty associated with
injecting wax into the balloons.

5 Carbon Origami MEMS

Carbon microparticles and micropatterns have found various applications, including
sensors, flexible electronics, and photonics owing to their unique properties. Surface
area, topology, and material properties of carbon influence the design and develop-
ment of those types of system components. All these qualities can be controlled
with the origami design techniques. Releasing of the two-dimensional elements
from supporting structures itself increases the available surface area. Folding them
and tightly packing them could further increase the available surface area in a unit
volume and can create complex topologies that are otherwise difficult to achieve.
Carbon also possesses excellent mechanical properties. Shapes like Miura-ori can
favorably modify overall mechanical properties even further [101, 134]. However,
the carbon materials that we see in day-to-day life are not foldable. That begs the
question: how can we make folded carbon shapes?
There are three significant ways to fabricate carbon-based origami.

(1) By folding graphene or graphene-based materials

Although most of the carbon materials that we are accustomed to are brittle, carbon
sheets made of single or multiple layers or atoms—single layer or multilayer
graphene—are flexible. Researchers observed sudden changes in the profiles during
atomic force microscopy (AFM) scanning of functionalized graphene sheets (FGS).
Such changes in the horizontal scan lines indicate the folded FGS resulting from the
lateral force exerted by the AFM tip. It proves that the folding of FGS is possible with
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an external force. Molecular dynamics simulations show that the folding of graphene
using a droplet of liquid is possible too.

A solvent exchange folding is possible with graphene. Graphene-based paper
can be designed in such a way that it folds when absorbs water [113]. Fabrication
of such a material is performed by locally converting graphene oxide (GO) to GO
with polydopamine. When reduced, GO is converted into reduced GO (rGO) that
are hydrophobic whereas GO-poly dopamine remains hydrophilic. This difference
in the affinity of both materials toward water leads to the local absorption of water
to induce reversible bending.

(2) By integrating carbon onto other materials

Graphene grown by chemical vapor deposition can be transferred onto SUS8 by taking
advantage of the adhesion force between them [30]. Polyhedral shapes containing
graphene are fabricated by combining this transfer with the self-folding of differ-
entially cross-linked SUS that was explained earlier. This technique offers a new
pathway to exploit the attractive qualities of the graphene more effectively. Earlier,
we also mentioned about SiO,-based bimorphs that fold due to residual stress. By
including graphene also into that bimorph, a graphene origami can be developed
[109].

(3) By converting folded polymer shape to carbon

Polymers with carbon-rich backbones can be converted into carbon through heat
treatment in an inert environment (pyrolysis). During the process, molecules other
than carbon are removed, leaving the carbon behind. Interestingly, such a conversion
into carbon retains the original polymer shape, but isometrically shrunken. Cellulosic
paper survives pyrolysis. So does any forms that are made using cellulosic paper [60].
Therefore, structures made of carbon can be realized by pyrolyzing the paper-based
origami. SU8-based polyhedral shapes that are made using capillary origami also
can be converted into the corresponding carbon shapes through pyrolysis.

6 Applications of Origami MEMS

Origami at a smaller length scale has various applications in fields including optics,
electronics, and biology. The major applications are listed in Table 3.

7 Conclusion

In this chapter, we discussed various strategies for microfabricating origami.
Different tactics are generalized as bimorph approach, gradient approach, and
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Table 3 Applications of origami

D. George and M. J. Madou

Field

Applications

Representative figures and related references

Optics

Micromirrors

[169]
(Reprinted with the permission of AIP
Publishing)

Three-dimensional optics

[22]

(Copyright 2011 by John Wiley & Sons, Inc.
Reproduced by permission of John Wiley &
Sons, Inc.)

Stages [76]
Electrical and Three-dimensional (e) &
electronic electronics i .l :1:[; |
ulile = o
DUBCIE

e
e
. !
g,
[122] (Reprinted with the permission of AIP

Publishing)
[46, 50, 72, 73, 172]

Flexible electronics

[111] (Reproduced with permission. © IOP
Publishing. All rights reserved)

Self-folding and
self-degrading robots

[159] (Reproduced with permission. © IOP
Publishing. All rights reserved)
[110, 116]

Solar panels

)

[82]
[108, 143]

(continued)
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Table 3 (continued)

Field Applications Representative figures and related references

[58] (Reprinted with the permission of AIP

Energy storage

Publishing)
[135]
Biomedical Encapsulation
Society of Chemistry)
[48,92,94]
Drug delivery

[67] (Copyright 2011 by John Wiley & Sons,
Inc. Reproduced by permission of John Wiley &
Sons, Inc.)

[37]

Microtube fabrication

[66] (Copyright 2013 by John Wiley & Sons,
Inc. Reproduced by permission of John Wiley &
Sons, Inc.)

[19, 57, 64]

Scaffold for tissue
engineering

[61] (Copyright 2010, reprinted with permission
from Elsevier)
[62, 68]

(continued)
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Table 3 (continued)

Field Applications Representative figures and related references
Micro-grippers
[104] (Copyright 2014 by John Wiley & Sons,
Inc. Reproduced by permission of John Wiley &
Sons, Inc.)
[94]
Stent to open blocked
arteries -
10 mm
[78] (Copyright 2010, reprinted with permission
from Elsevier)
In nature Leaves [103]
Hummingbird’s tongue \ \ '
[70] (Reprinted with permission from the Royal
Society, U. K.)
[125]
Mimosa [155]
Insect wing [34]
Seed pod [4,39]

external field approach. The folding methods explained in this chapter in conjunc-
tion with bottom-up methods such as DNA origami are hoped to span the entire
submillimeter range. While there are numerous fabrication approaches for achieving
folding at submillimeter scale, process of making positive and negative Gaussian
curvatures within a single shape, curved folds (curved origami), and sequentially
folding folds at this scale are remaining as paths less traveled. Despite having these
less explored fabrication regimes, origami finds applications as micro-containers,
micro-grippers, cell encapsulating device, 3D electronics platform, tissue scaffold,
and many more. It is these applications that fueled the rapid growth of the origami
MEMS technology in the last decade. Origami will continue to benefit electronics,
photonics, energy sector, and biomedical field, if the fabrication routes are simpli-
fied, and are made more reliable. Considering that the design of origami MEMS
can be inspired by other matured fields including macroscale origami, and compliant
mechanism, we expect the growth in this field to sustain its pace. The development of
design platforms and modeling software should follow the ongoing origami research
to achieve these goals of making it simpler and more reliable, and thus to open itself
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to a broader audience. It should also be noted that the future of the origami MEMS
is not just confined to three-dimensional shapes that it can form, rather the dynamics
of the folding process and the effect the folding can have on the material properties
will also be of importance. The dynamics of the folding process has already been
investigated a little in the 4D printing methods that were mentioned earlier in the
chapter. Such transformable structures could form reconfigurable shapes and meta-
materials. Folding realized by various techniques discussed in this chapter can have
different effects on the obtained origami structure and/or the material. Those side-
effects are yet to be studied in detail. Such exploration is imperative to develop reliable
and affordable, high-resolution multi-functional origami fabrication techniques.
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Simulations of Machining Processes )
at Small Spatio-temporal Scales oo

Anish Roy, Qiang Liu, Uday S. Dixit, and Vadim V. Silberschmidt

1 Introduction

Manufacturing at small scale has become increasingly important with the advent of
modern electronic devices. In this regard, microelectromechanical systems (MEMS)
are a typical example, since their components range in sizes from 1 pm to 1 mm.
Manufacturing such small devices is no easy task, as precision is of utmost impor-
tance. Production of small components and devices is highly restrictive with manu-
facturability, with its associated costs largely determining what is possible. Thus,
component designers conceive parts in terms of processes and materials that were
used in the past and proved to be economical. The design process is usually performed
using trial and error, typically requiring numerous iterations before satisfying the
performance requirements of a given device. This non-ideal design methodology
combined with the length of time and high costs associated with prototyping makes
the entire process inefficient for commercial product development.

Numerical modelling of the manufacturing process if done accurately can be
invaluable in assessing the consequences of various techniques in manufacture,
thereby opening possibilities not previously considered. However, inaccurate mate-
rial information can render the component’s response and performance virtually
useless. Thus, there is a clear need to understand the mechanical behaviour of mate-
rials and develop advanced simulation and modelling tools to help designers to select
appropriate manufacturing processes and materials for component manufacture at a
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small scale. Additionally, there is a need to improve the current state of conven-
tional machining (CM) processes as they pose growing challenges in efficient and
economical cutting of newer materials [1-3]. As a result, various hybrid machining
techniques were proposed to enhance and improve CM. One such hybrid technique
that showed to yield tangible benefits in machining of advanced materials is ultrason-
ically assisted machining (UAM) [4, 5]. In UAM, high-frequency electrical energy
is converted into mechanical vibration, which is superimposed on movement of a
cutting tool with a specific intensity and in a specific direction during the machining
process [3]. Such vibration is typically of high frequency (~20 kHz) and relatively
low amplitude (12-50 pwm). Due to the nature of imposed vibration, the cutting tool
periodically loses contact with the workpiece in UAM, transforming a machining
process into a micro-chipping one. UAM can lead to a considerable reduction of
average cutting forces when compared to CM [3, 4]. For example, the cutting force
in UAM was demonstrated to be reduced in excess of 50% relative to CM for nickel
alloys [6] and titanium [2, 7] alloys. Additionally, better surface quality was obtained
for workpieces in UAM [1].

Although UAM exhibits tractable benefits when compared to CM, there is a
need to understand the main micro-mechanisms that drive plasticity at small length
scales under superimposed constrained dynamic rapidly changing loading states. The
temporal scale in such a process is essentially very small. UAM results in extreme
deformation conditions in its process zone, where strain levels can exceed 2, accom-
panied by strain rates of up to 10° s~! and temperatures in excess of 700-800 °C.
Additionally, extremely high strain gradients are observed in this zone. Hence, the
influence of machining parameters (e.g. depth of cut and cutting speed) in UAM on
the machining-quality characteristics of workpieces needs a careful study [1, 3, 4,
8, 9]. Consequently, finite-element (FE) simulations were widely used to study the
machining processes of various metallic materials [10, 11]. An increase in demand
for high-precision micro-featured components requires a thorough understanding
of grain-level deformation of metallic materials [9, 12]. To better understand local
deformation at a tool-workpiece interface, single-crystal plasticity (SCP) is usually
employed to study micromechanics at the smallest practical length scale. Zhang
et al. [13] adopted an SCP model to describe the mechanical behaviour of grains at
mesoscale in cutting simulations of titanium alloys. In the work of Kota and Ozdo-
ganlar [14], a significant lattice rotation due to machining-related plastic deformation
was observed in single-crystal aluminium. An initial crystal orientation of a work-
piece with respect to the cutting direction was found to have a significant effect on
chip formation and a cutting force of single-crystal copper in the micro-cutting simu-
lation of Abolfazl et al. [15] and Tajalli et al. [16]. Moreover, the work of Demiral
etal. [17] and Pal and Stucker [18] indicated that inhomogeneous plastic deformation
could affect machinability of a workpiece based on strain-gradient crystal-plasticity
simulations.

In contrast to extensive investigations of micromechanics of the CM process,
similar fundamental studies for UAM are scarce. In this paper, CM and UAM at
micro-scale were studied using SCP simulations based on our previous work [11]. A
special attention is paid to the influence of ultrasonic vibration on the cutting force
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and chip formation for different nominal cutting velocities. This paper is organized
as follows: a theoretical framework of the SCP theory is summarized in Sect. 2,
followed by a description of the FE modelling procedure in Sect. 3. Simulation
results are discussed in the subsequent section. We conclude with some remarks in
Sect. 5.

2 Crystal-Plasticity Theory

In this section, the classical crystal-plasticity theory adopted in this study is reviewed.
Deformation gradient F can be decomposed into its elastic and plastic parts:

F=F.F,, (1)

where the subscripts ‘e’ and ‘p’ denote the elastic and plastic parameters, respectively.
Often it is assumed that the plastic part of the spin tensor is zero. By applying
the product rule of differentiation, one can obtain the rate of the total deformation
gradient F:

F = F.F, + F.F,. 2)

Therefore, the velocity gradient L. can be introduced following its definition
-1
L=FF as

L=FF,' +F.(F,F, ) F;' =L +L,. (3)

It is assumed that the plastic velocity gradient, Ly, is induced by shearing on each
slip system in a crystal. Hence, L, is formulated as the sum of shear rates on all the
slip systems, i.e.

N
L= 7“s“ @m®, )

a=1

where y @ is the shear slip rate on the slip system «, N is the total number of slip
systems, and unit vectors s’ and m® define the slip direction and the normal to the
slip plane in the deformed configuration, respectively. Furthermore, the velocity
gradient can be expressed in terms of a symmetric rate of stretching D and an
antisymmetric rate of spin W:

L=D+W=(®D,+ W)+ D, +W,). (5)
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Using Egs. (3) and (4), it can be deduced

N
D, + W, = FeF—l Dp + Wp — Z );(oz)s(a) ® m@. (6)

e
a=1

Following the work of Huang [19], a constitutive law is expressed as the relation-
ship between the elastic part of the symmetric rate of stretching, D, and the Jaumann

V.
rate of Cauchy stress, o, i.e.

¢ +o(I: D) =C:(D-D,), )

where I is the second-order unit tensor, C is the fourth-order, possibly anisotropic,
elastic stiffness tensor. The Jaumann stress rate is expressed as

0=6—Weo + oW, (8)

On each slip system, the resolved shear stress, 7*), is expressed by a Schmid law:
7@ = sym(s®” @ m?¥) : 0. )

The relationship between the shear rate, @, and the resolved shear stress, 7@,

on the slip system « is expressed by a power law proposed by Hutchinson [20]:

n

L@
sgn(r("‘)), (10)

g(a)

7 =7

where 7, is the reference shear rate, g® is the slip resistance and n is the rate-
sensitivity parameter. The evolution of g is given by

N
g9 = hag|y P, (11)
p=1

where Az is the hardening modulus that can be calculated in the form modified from
that proposed by Asaro [21]:

t
hea = (ho _hs)seChz(hoiy) +hs, hap=qhea(a #B), v= Z/ ‘]}(a) dr. (12)
“ 0

s — 70



Simulations of Machining Processes at Small ... 245

Here, h( and kg are the initial and saturated hardening moduli, respectively, g is
the latent hardening ratio, 7y and tg are the shear stresses at the onset of yield and
the saturation of hardening, respectively, and y is the accumulative shear strain over
all the slip systems.

3 Finite-Element Modelling Procedure

A finite-element (FE) model was developed to simulate micromachining processes
(Fig. 1). The cutting tool was assumed to be rigid, with a clearance angle of 5°. In
this study, the cutting depth was fixed as 5 pm. The length of the workpiece, L, was
160 pwm, the height (H) and width (W) were 60 wm and 10 wm, respectively. Without
loss of generality, the workpiece material was considered as single-crystal copper
with FCC crystallographic structure. Its deformation behaviour was described by
the SCP model introduced in Sect. 2, implemented in the commercial finite-element
code ABAQUS/Explicit by employing the user subroutine VUMAT. For the FCC
single-crystal copper, the slip was assumed to occur on the usual 12 [111]<110> slip
systems.

The workpiece was meshed using eight-node brick elements with reduced inte-
gration (C3D8R) in ABAQUS. Reduced integration essentially reduced the element

¥[110] Tool

Fig. 1 Finite-element model for simulation of micromachining
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to a single integration point and thereby helps in eliminating the problem of parasitic
shear. In total, 60,000 brick elements were used to mesh the workpiece after a mesh-
sensitivity study. To ensure the accuracy of FE simulations, a finer local mesh was
used in regions near the cutting zone (corresponding to a height of 10 wm). In this
study, a normal to the top surface of the workpiece coincided with the [110] crystal
orientation and the cutting direction with the [1-10] crystal orientation. A process
of removal of the workpiece material was simulated using an element-deletion tech-
nique in ABAQUS. Contact conditions between the cutting tool and the workpiece
were assumed to be frictionless.

A constant velocity was specified for the cutting tool to simulate the CM process,
whilst a harmonic motion was superimposed on the cutting tool motion to simulate the
ultrasonically assisted machining process. The relationship between the displacement
of the cutting tool with time (¢) in UAM is expressed as

x(1) = Vot +asinQu f1), (13)

where V) is the constant nominal velocity in the CM process, a and f are the vibration
amplitude and frequency, respectively. In the simulation of UAM, the motion of
the cutting tool was controlled by a velocity boundary condition in ABAQUS. The
velocity of the cutting tool was obtained by differentiation of Eq. (13) as

V(@) =Vy+ Vc.cosm ft), V. =2nrfa, (14)

where V. is the critical oscillatory speed of the cutting tool. In the current study, the
values of amplitude and frequency of vibration were 15 pm and 20 kHz, respectively.
The critical oscillatory speed was calculated to be 1.885 mm/ms. Three values of V;
were considered in our simulations: 2.0, 1.5 and 1.0 mm/ms.

4 Results and Analysis

First, data obtained from experimental studies performed on single-crystal copper
[22] were used to calibrate the material parameters of workpiece. As shown in Fig. 2,
numerical results based on the described SCP theory show an excellent match with
the experimental data for both [100] and [111] crystal orientations. The calibrated
model parameters are listed in Table 1, which were used to simulate the CM and
UAM process at the subsequent stage of the present investigation.

For the nominal velocity of 2.0 mm/ms, a relationship between the velocity and
displacement of the cutting tool and the cutting time is shown in Fig. 3 for CM
and UAM. In this case, the normal velocity, Vj, was slightly higher than the critical
oscillatory speed, V. and the ratio of Vj to V, was about 1.06. This implies that the
cutting tool did not separate from the workpiece during the UAM process. However,
the superimposed motion due to UAM does affect the overall kinematics of the
machining process, showing a minor difference in the average cutting forces (and
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Table 1 Material parameters
of single-crystal copper

Cutling velocity (mm/ms)

004
Time (ms)

Parameter | Meaning Value | Unit
Y0 Reference shear rate 0.001 |s~!
n Rate-sensitivity parameter 50 -
70 Initial slip resistance 4.0 MPa
Ts Saturated slip resistance 52 MPa
ho Initial hardening modulus 180 MPa
hs Saturated hardening modulus | 24 MPa
q Latent hardening ratio 1.2 -
. 020 : - - T -
[ p—_TY] - 4
— o015 ——UAM Ll 1
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Fig. 3 Comparison of velocity (a) and displacement (b) of cutting tool for CM and UAM

simulations for Vo = 2.0 mm/ms
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Fig. 4 Comparison of cutting force in CM and UAM for V = 2.0 mm/ms

the overall cutting response) as presented in Fig. 4. The difference between the
average cutting forces (after the initial engagement stage) in UAM relative to that in
CM was only about 8%. For both CM and UAM, the chip morphology at the time
corresponding to the maximum and minimum cutting velocities in UAM is shown
in Figs. 5a and b, respectively (these times are indicated by @ and @ in Figs. 3
and 4). The dissipated plastic-energy density (PENER in ABAQUS) is indicated by
colour contours in the workpiece and the chip. As demonstrated in Fig. 5b, vibration
of the cutting tool shows a clear effect on chip morphology although it was not
significant for the cutting force. The separation of the chip from the workpiece was
easier in UAM than in CM. However, there was no significant difference between
the distribution of PENER produced by CM and UAM.

In the next step of our analysis, a lower level of nominal velocity of Vy = 1.5
mm/ms was chosen; the respective velocities and displacements of the cutting tool are
shown in Fig. 6 for both CM and UAM. In this case, V) was about 80% of V_; itimplies
that the tool separated from the chip in each cycle of vibration in the UAM process.
As aresult, a clear difference in the cutting force was observed for CM and UAM.
The cutting force in CM was almost constant after the initial engagement process
due to the constant cutting velocity (Fig. 7). In contrast, the cutting force in UAM
changed with time, and its evolution could be divided into two main stages in each
full cycle of vibration. In the first stage, the cutting force in UAM was comparable
with that in CM although more fluctuations were observed on the cutting force—time
curves for UAM as a consequence of the varying cutting velocity. In the second stage,
the cutting force in UAM rapidly dropped to zero after the cutting tool started to lose
contact with the workpiece. Consequently, the average cutting force in UAM was
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Fig. 6 Comparison of velocity (a) and displacement (b) of cutting tool for CM and UAM
simulations for Vo = 1.5 mm/ms

reduced significantly when compared to that in CM; the former was only 65% of the
latter. As shown in Fig. 6(b), the time corresponding to the stages of non-contact and
contact between the tool and the workpiece are indicated by #,. and #., respectively.
Clearly, the time when the tool is not in contact with the workpiece is a small fraction
of the whole time.

The chip morphology and the distribution of PENER in CM and UAM process
are shown in Fig. 8 for the case of V; = 1.5 mm/ms. Figure 8a corresponds to
the time, at which the cutting velocity in UAM reached a maximum level, whilst
Fig. 8b represents the time, at which the cutting tool was at maximum separation
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from the workpiece. The two featured time points are indicated in both Figs. 6
and 7. Apart from chip morphology, a significant difference of PENER fields is
observed for CM and UAM in Fig. 8. This field in the chip in UAM exhibits a more
inhomogeneous distribution than the one in CM. When the cutting velocity was
higher than the nominal velocity in UAM, a chip with higher PENER was observed
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Fig. 9 Comparison of velocity (a) and displacement (b) of cutting tool for CM and UAM
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to form (e.g. Fig. 8a). Consequently, the levels of PENER in the chip were lower when
the tool moved with a lower velocity or lost contact with the workpiece (Fig. 8b).
In comparison, the highest level in the field of dissipated plastic energy localized in
the chip in UAM was comparable to that observed in the CM chip. However, the
plastic energy dissipated was significantly lower when the tool completely retracted.
Consequently, the total dissipated plastic energy during the UAM process is expected
to be lower than that in the CM process. For machining of metallic materials, it
is well known that the dissipated plastic energy is one of the primary reasons for
heat generation (besides the friction between a tool and a workpiece). Therefore,
UAM could potentially reduce the overall temperature during machining of copper,
consistent with the conclusions obtained in experiments [1].

The final stage of present research dealt with a significantly reduced cutting
velocity: Vp = 1.0 mm/ms; the evolution of respective velocities and displace-
ments of the cutting tool is presented in Fig. 9 for both CM and UAM. Here, V}
was close to 50% of V., implying that the time corresponding to a negative cutting
velocity (Fig. 9a) and separation between the cutting tool and the workpiece (Fig. 9b)
took a larger proportion in a full vibratory cycle compared to the case of Vy = 1.5
mm/ms. Due to this larger proportion of non-contact as shown in Fig. 9b, the time
corresponding to a zero cutting force increased to about 50% of each cycle of tool
vibration for the case of V) = 1.0 mm/ms (Fig. 10). As a result, the average cutting
force in UAM was less than half of that in CM.

As before, the formed chips and the PENER fields were compared for CM and
UAM (Fig. 11) when Vy = 1.0 mm/ms. At the time corresponding to the maximum
cutting velocity (indicated by @ in Fig. 9), locally high levels of the PENER field were
observed in the chip in UAM as shown in Fig. 11a. Until the time indicated by @, the
PENER field periodically changed from high levels to low ones in the chip in UAM
in contrast to the relatively uniform PENER field in the chip produced by CM. Also,
there was a significant difference in the chip morphology for CM and UAM; the chip
separation was more difficult in the CM process. In contrast to the case of Vy = 1.5
mm/ms, machining with Vy = 1.0 mm/ms showed a significant variation of the
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plastic dissipation energy. Therefore, the peak value of PENER in UAM was clearly
larger than that in CM. In other words, high plastic deformation, which occurred in
UAM corresponding to the chip region with localized high PENER, probably led to
fracture of the chip as shown in Fig. 11c. Consequently, the chip formed in UAM
was shorter than that in CM, which was also confirmed in the experiment [1].

5 Conclusions

In this paper, the micro-scale CM and UAM processes were investigated for single-
crystal copper using FE simulations based on the SCP theory. Compared to the CM
process, the effect of ultrasonic vibration in UAM was dependent on the nominal
velocity for the fixed amplitude and frequency of ultrasonic vibration. When the
nominal cutting velocity was smaller than the critical oscillatory speed induced by
ultrasonic vibration, the cutting force and dissipated plastic energy were reduced
in UAM. Otherwise, the differences in cutting forces and distributions of plastic-
energy density in CM and UAM could be neglected. For the three studied cases,
the chip morphology showed significant differences for CM and UAM. The process
of separation of the chip from the workpiece was easier in UAM than in CM. In
particular, fracture of the chip was observed when the nominal velocity was much
smaller than the critical oscillatory speed, leading to shorter chips in UAM. This
study provides a fundamental understanding of micromachining of single-crystal
copper; it is currently being extended to analysis of HCP systems, e.g. Ti-64 alloy.
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1 Introduction

Laser as a pure form of light offers new form of industrial energy that is being
harnessed for a multitude of manufacturing processes. Each form of new energy
ushered a new era [1]. Mechanical energy used via tools started the civilizations we
know it now. Steam energy started the Industrial Revolution. Table 1 lists different
forms of energy and its influence on society.

Lasers are now used for atomic level isotope separation [2] in Atomic Energy and
zapping of eyes for corrective eye surgery [3]. Lasers first came as imagination by
H. G. Wells in his story “War of the World” serialized in the Pearson magazine in U.K.
in 1897. Science of LASER came later. Laser is an acronym for “Light Amplification
by Stimulated Emission of Radiation.” Einstein [4] first observed the phenomenon
of “Stimulated Emissions” in 1916 while studying the interaction of an atom with
electromagnetic field.

The concept of generation of laser light includes three main components, i.e.,
optical cavity, electromagnetic energy for amplification, and atomic media. It was
first published by Schawlow and Townes [5]. Theodore Maiman made the first laser
operate on May 16, 1960 at the Hughes Research Laboratory in California, by shining
a high-power flash lamp on a ruby rod with silver-coated surfaces. In the beginning,
CO; laser [6] invented by C. K. N. Patel provided high power suitable for manu-
facturing use. Later on, solid-state lasers were adapted for high power. Now lasers
with dimers as medium with ultraviolet wavelength (~192 nm) to far-infrared CO,
(10.6 pm) are being employed for various manufacturing applications [3]. Lasers
are now enjoying revenues exceeding $14 billion (see Fig. 1).

The market segment for the lasers is shown in Fig. 2 [7]. Material processing is the
largest segment of laser application. Auto industry has embraced lasers since 1978 in
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Table 1 Laser as a new form of industrial energy (Source W. M. Steen, Emeritus Professor
University of Liverpool)

Form of energy Usage Influence on society

Mechanical energy | Tools Start of civilization

Chemical energy Furnaces Iron and bronze ages

Wind energy Windmills, sailing ships | Start of industry, international trade

Water energy Water wheels Industrialization

Steam energy Steam energy Industrial revolution

Electrical energy Dynamo Distributed power, radio, telephone, motors

Oil/petrol Compact power Transport revolution

Nuclear power Generators, bombs Unlimited energy changed world politics

Optical energy Laser CDs, printers, bar code, communication +++
Ei]g- 1 Global laser market Laser revenues and 2019 forecast

$13.078 $13.76B $14.60B «Total

$10.75B

$9.71B < Non-Diode

Diode

2015 2016 2017 2018 2019

Source: Strategies Unlimited

Fig. 2 Laser market Laser segments 2018
segment (Source Laser Focus

World [7]) Displays—~ Optical storage

Lithography

Medical & aesthetic Materials

processing
Instrumentation
& sensors

R&D & military

Source: Strategies Unlimited Communication
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Basics - How a laser works

Output beam

Fully reflecting | T . s |

it Ir g medium |

Pardally reflecting
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Fig. 3 Basic laser mechanism [1]

GM for laser heat treatment of steering columns. During the past decade, German auto
manufacturers have installed hundreds of lasers for body-in-white welding purposes.

2 Why Lasers Are Attractive for Manufacturing?

The basic mechanism of a laser is shown in Fig. 3. Laser light is a stream of photons
that interact with surface electrons of the materials it is processing. This mechanism
is known as “inverse bremsstrahlung.” Laser light, unlike conventional machine
tools, does not have any mass or inertia. The beam can be focused to a very small
spot concentrating the energy exceeding 10° W/cm?. It is probably one of the few
sources of energy with such concentrated energy capable of melting and ablating
many of the engineering materials. Energy can be delivered through vacuum, air, or
fiber. The beam can be shaped to conform to a particular surface. Shaping can be
done both temporally and spatially. This characteristic provides enormous flexibility
for manufacturing applications. Energy density can be varied with optics based on
the power density needed for the specific manufacturing process. For example, heat
treatment requires 10° W/cm? whereas welding requires 10 W/cm?. Same laser can
provide both intensity levels with simple optics. The optical beam can also provide
photolytic processes breaking molecules by matching the wavelength of vibration of
the molecular bonds. Coherence and spectral purity allow strange non-linear optical
effects. Polarization, frequency doubling, diffraction, and multi-photon phenomena
all found their way into the manufacturing floor. Moreover, optical energy source is
highly amenable to automation.

3 Laser-Aided Manufacturing

Initially, lasers were dubbed as “Solution looking for Problem” but since 1070s, it
has been used extensively for various applications from [A to Z] atom splitting to
zapping of eyes. However, as shown in Fig. 2, material processing and manufacturing
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Table 2 . Laser power density Power intensity Stage of heating | Associated
versus different 2
. (W/cm*) processes
manufacturing processes.
LCVD stands for Laser <10° Thermal Transformation
Chemical Vapor Deposition conduction hard, bending,
LCVD
10 Melting Welding, cladding
109 Vaporization Cutting, drilling
107 Plasma Cleaning, shock
production hardening
10° Solid-state Shock hardening
plasma
>10° Atomic fusion Femto second
processes

captured the largest market share. Table 2 shows laser energy density needed for
various manufacturing processes.

Laser energy density and interaction time have found its way to almost entire
manufacturing field to fabricate components from nanometer to several meters.
Figure 4 shows a rough map for the energy density, interaction time, and size of
the object possible to be fabricated. Holy Grail for manufacturing is to control inten-
sity, interaction time, and cooling rate to modify the microstructure to obtain certain
properties for people to use (see Fig. 5). Most of the human endeavors for the laser-
aided manufacturing for last five decades have been to develop process-parameter-
structure-property relationships both experimentally and by mathematical modeling
[3]. Different laser-based manufacturing processes are mentioned in the following
sub-sections.

3.1 Laser Heat Treatment

It is used for transformation hardening and annealing of work-hardened materials
needing energy density around 10° W/cm?. Laser heat treatment has to follow same
time-temperature criteria as conventional heat treatment. One additional criterion
is that the substrate should have enough mass compared to heat-treated zone so
that conduction rate between treated and untreated zone exceeds the critical rate for
hardening. This self-quenching mechanism can also offer a very high cooling rate,
sometimes leading to higher hardness than what is available through conventional
quenching in water or oil [8].

General Motors has adapted laser heat treatment in 1978 for hardening of their
steering column for improved life through wear resistance. Some of the cutting tool
companies also apply that for localized hardening. Lasers can focus so precisely that
even a tip of teeth of a hacksaw blade can be heat-treated (See Fig. 6). This provides
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Fig. 6 Laser heat-treated tip of a 12 x 0.5 inch hacksaw blade

a combination of hardness and toughness for the blade. The same concept is also
adapted by gear industry.

3.2 Pyrolytic Laser Chemical Vapor Deposition

Laser chemical vapor deposition is also another manufacturing application with
similar low power density requirements like laser heat treatment. In this process,
a substrate is heated in presence of gases which causes endothermic reaction to
produce a reaction product. It is deposited on the substrate and another by-product
is in the gas form that is pumped out [9]. This process can work with almost all the
chemical combinations used by the conventional CVD process, but provides 10,000
times faster depositions [10]. LCVD can also follow photolytic route where laser
wavelength is matched with molecular vibration to initiate the reaction [9]. In this
case, the laser runs parallel to the substrate. The deposition rate in this route is much
slower than that of pyrolytic route. LCVD is used sometimes in integrated circuit
industry to repair faulty prints of the circuit.

3.3 Laser Surface Alloying and Cladding

It is another laser-aided manufacturing operation that made significant penetration in
the market [3]. AT&T adapted laser surface alloying for their telephone connection
jacks decades back to achieve longer life through wear resistance. Turbine blades
industry employed laser cladding to repair the leading edges of the worn out blades
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Fig. 7 Laser cladding with blown powder

X/

lmm! I g

Fig. 8 Stages of laser alloying

since 1980s. These are non-equilibrium processes [11] capable of producing surfaces
with tailored properties. In surface alloying, a coating of different material is applied
on a surface in many different ways including electroplating, slurry, or powder blown
through a nozzle (see Figs. 7 and 8). A high-power laser melts and completely mixes
the coating creating a surface with composition that is a mixture of two different
alloys. However, in cladding, coating composition is more or less kept with a bit of
dilution from the substrate.

3.4 Additive Manufacturing/3D Printing

3D printing has captured the imagination of the manufacturing community worldwide
since 2012 [12, 13]. April Issue of Economist magazine dubbed it as 3rd Industrial
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Fig. 9 Metallic additive manufacturing system

Revolution although route of it goes back thousands of years. In 2800 B.C., Egyptians
made pyramids layer by layer, which is the basic principle of additive manufacturing.
In modern reincarnation, Charles Hull [14] reported 3D printing from polymeric
resins with the help of lasers in 1986. Subsequently, Joe Beaman [15] reported solid
free form formation by melting plastic granules layer by layer with lasers. Mazumder
[16, 17] reported rapid prototyping with metals with closed-loop control of laser
cladding (see Fig. 9). Although 3D printing is being developed rapidly, non-laser
processes such as extrusion-based resistance heating of polymer are getting adapted
more rapidly due to lower cost.

3.5 Laser Welding

Laser welding has a wider footprint on the manufacturing floor [3, 18]. Automobile,
aerospace, shipping, and chemical industry have adopted laser welding significantly.
Keyhole formation without the need for vacuum is the attraction for relative thicker
section (see Fig. 10). Keyhole formation means the depth is higher than the width
of the weld as shown in Fig. 10. One of the high volume applications is in fabrica-
tion of tailored blank for car door as shown in Fig. 11. Laser being an inertia less
tool, fixturing is much easier. Narrow heat-affected zone and precision welding are
attractive for the users.

3.6 Laser Cutting

It is another widely used process. Due to its capability to cut profiles, laser cutting
with high-quality edge has become very popular [3]. In laser cutting, highly focused
beam with power density exceeding 10 W/cm? with assist gas is used as shown
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Fig. 10 Keyhole laser .
welding [1] Laser Welding

A keyhole process
similar o an electron beam
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Fig. 11 Tailored blank [1]
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in Fig. 12 (adapted from [1]). There are several modes of laser cutting as shown in
Fig. 13 (adapted from [1]). Vaporization cutting needs highest power density. Oxygen
is often used as an assist gas since it provides additional energy through exothermic
reaction. Sometimes gear manufacturers use profile laser cutting to generate the
teeth instead of machining. Even greeting card industry uses laser cutting of papers
to produce intricate artistic greeting cards.

Assist gas

—

Fig. 12 Laser cutting

Method Concept Relative energy

L]
Evaporative & 40
Melt and blow m 20

-
Melt and blow in reactive gas 10

Thermal stress cracking Oxack @ Compression 1

Tension

Cold Cutting M 100

Buming stabilised laser cutting “Lasox” 3

Fig. 13 Modes of laser cutting
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3.7 Laser Drilling

Laser drilling [3] is used for making nipples for baby bottles. Also, it is used to make
electrodes for Li-Ion batteries. Pulsed lasers are more popular for laser drilling. Lasers
with 10713 s pulse widths give the cleanest holes but commonly pulse width of 10~°
s is used for production. Laser drilling has two different modes. One is percussion
drilling where a stationary laser beam evaporates the material to create the whole with
a similar size to beam diameter. Another is called “Trepanning” where a laser beam
is moved to cut a circular hole. Often oxygen is used as assist gas. For oxidation,
sensitive materials like titanium, and inert gas such as argon is used. There are a few
more applications such as laser shock hardening, laser cleaning, and laser marking.

3.8 Laser Shock Hardening or Laser Shock Peening

This technique is extensively used by aerospace industry [19] to provide compressive
residual stress at the surface of aerospace components to increase the hardness and
fatigue life. Compressive stress hinders fatigue crack growth. In laser shock hard-
ening, the objects to be treated are often coated with black paint or tape to enhance
absorption. Then, a thin layer of water is passed while the substrate is irradiated with a
high-power laser pulse as shown in Fig. 14 [1]. Laser pulse width in the order of 10~°
s is most suitable for this process. A plasma is formed on the light-absorbing layer
and the water confines the expansion of the plasma that creates a shock wave that
propagates through the substrate consolidating point and line defects. This results in
compressive residual stress.

Laserbeam 100J/em? Repetiton Rate 6H=
Energy 1007
Tam ping laver Average Power 600W
ik Pulse Length 10-100ns
(water) e ;
Production Rtae Ilm*/h

(ref. Hammersley etal JOLE 34 (2000) pp327-337)

Depth of Residual Stress - Inconel 718
Depth mm
o 02 04 oe os 1 .2 14
- T ; P/. ;
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Fig. 14 Laser shock hardening
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3.9 Laser Cleaning

It depends on the blast of laser radiation that can remove dirt from the surface. It is
a quiet cleaning process without the need for solvent or abrasive. Fume generated
by ablation can be easily removed by vacuum. The old church, damaged during
WWIIL, in Dresden Germany was restored and every piece was reassembled after
laser cleaning. Old structures with toxic lead paints can also be cleaned by lasers.

4 Summary

Lasers are used for a wide variety of manufacturing processes. The main reason for its
popularity is its ease of availability with a wide range of intensity levels from fraction
of W/ecm? to 10" W/cm? with precision. It is also amenable to automation, making
it a useful tool for modern manufacturing. It is one of the most adaptable forms of
energy sources for industry. Its popularity and applications have been continually
increasing since its invention.
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