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Preface

The fast development of contemporary computers, machine learning and artificial
intelligence opened new horizons and possibilities for the accomplishment of the
related methods, algorithms and network technologies. The major part of the
development of these technologies takes the intelligent wireless communications,
smart services and the new applications. The papers in Volume 2 of the proceedings
were presented at the 3rd International Conference onWireless Communications
and Applications (ICWCA) on December 21–23 (2019) in Haikou, Hainan, China.
Focusing on applications of the latest smart theories and approaches, and the recent
advances in the field, they cover topics, such as OFDM and multi-carrier techniques;
smart antenna and space-time signal processing; MIMO, multi-user MIMO and
massive MIMO; modulation, coding and diversity techniques; dynamic spectrum
access and cognitive radio; interference management and radio resource allocation;
equalization techniques; synchronization, estimation and detection techniques; and
wireless multiple access (e.g. CDMA, OFDMA, NOMA).

Volume 1 “Меthods, Algorithms and Network Technologies” of the
proceedings comprises 28 chapters, which could be separated into the following
three groups:

First group: Chapters 1–11. In these chapters are presented new methods and
algorithms of the contemporary wireless communications, related to various
approaches, such as: low complexity orthogonalization method for prolate spher-
oidal wave function signal; radio station distribution technology for transrapid
system communication; node scheduling algorithm for solar-powered wireless
sensor networks; universal software radio peripheral-based test bed of multi-agent
reinforcement learning for dynamic spectrum anti-jamming; improved direction of
arrival matrix method for two parallel uniform arrays; unscented Kalman filter for
target tracking based on single observation station; handover strategy based on
greedy algorithm in vehicle edge computing; safety analysis method considering
cascading trips based on particle swarm optimization; method for restraining cas-
cading trip based on node power and improved window decoding of spatially
coupled low-density parity check codes; and common algorithms for corner
detection to sonar image registration.
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Second group: Chapters 12–19. In these chapters are presented the investigations
of the authors on various aspects of the contemporary digital modulation systems,
the wireless communication networks and their applications, such as: performance
analysis of interleaver for polar coding in bit-interleaved coded modulation system;
technology of wireless sensor network; Scholte wave for target detection; visible
and infrared image fusion based on online convolutional dictionary learning with
sparse matrix computation; optimization of maintenance force dispatch of artillery
command information system based on mission success; application of an improved
genetic algorithm in tourism route planning; classification of medical symptoms
based on social sensors; and method and technology of emergency logistics intel-
ligent system engineering.

Third group: Chapters 20–28. These chapters comprise investigations in various
application areas of the wireless communications and computer technologies, such
as: approaches for detecting rogue access points; stereo matching based on the
fusion of sum of absolute differences and census algorithm; method of vehicle
technology status based on big data analysis; bay number recognition based on deep
convolutional recurrent neural network; deep reinforcement learning-based resource
allocation for smart grid in radio access network; identification of e-nose wine
varieties based on feature extraction and classification modeling; and region
contraction-based sparse approach for magnetocardiography current source imaging
and differential properties of metric projector over a class of closed convex cones.

All chapters of the proceedings were reviewed and passed the plagiarism check.
The editors express their deep gratitude to IRNet for the excellent organization,
coordination and support. Also, we thank the sponsors, the members of the
Organizing Committee, the members of the International Program Committee of
ICWCA 2019 and all the authors for their efforts for the preparation of the pro-
ceedings for publishing. We want to express our deepest gratitude to Springer
excellent team for their support and expertise, which did the publishing of the book
possible.

The book will be useful for researchers, university students (BSc and MSc), PhD
students and lecturers, working in the area of the contemporary wireless commu-
nication networks and their applications.

Sofia, Bulgaria
Editors

Auckland, New Zealand
Roumen Kountchev

Haikou, China
Aniket Mahanti

Bhubaneswar, India
Shen Chong

Krasnoyarsk, Russian Federation
Srikanta Patnaik

Margarita Favorskaya
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A Novel Low-Complexity
Orthogonalization Method

Faping Lu, Lucheng Yang, Chuanhui Liu, Jiafang Kang, and Zheng Zhang

Abstract A novel low-complexity orthogonalization method was proposed for
prolate spheroidal wave function (PSWF) signal, taking the parity symmetry of
PSWF signal and the intimate connection between parity symmetry and orthog-
onality in mathematics into account, aiming at reducing the complexity of the
existing orthogonalization method. According to the parity symmetry of signal, the
signal processing of proposed method divides PSWFs signals into two group signals
(one is odd signal and the other is even signal) and then orthogonalizes the two
group signals, respectively. Both the mathematical deduction and simulation result
show that the proposed method can effectively reduce the algorithm complexity
at least 68.38% without compromising other system performance, comparing with
conventional orthogonalization method.

1 Introduction

Prolate spheroidal wave function (PSWF) is a collection class of special functions
which were defined by Bell Laboratories D. Slepian and O. Pollak in 1961 [1]. It
owns complete double orthogonality, parity symmetry, spectrum controllable, good
time–frequency energy aggregation, and other excellent properties in Hilbert space.
Since its introduction, especially in recent years, scholars in related fields have carried
out extensive and in-depth research on its solution and its nature [2–4]. Additionally,
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PSWFs have been widely employed in signal processing [5, 6], satellite commu-
nication [7, 8], fiber communication [9, 10], mobile communication [11], quantum
cryptography [12], image processing [13], and other fields. Among them, benefiting
from the good basic properties of the PSWF signal, non-sinusoidal modulation based
on PSWF signal is expected to become an effective scheme to improve the band-
width efficiency and power efficiency of communication system. Unfortunately, the
complete double orthogonality only exists in the same parameter PSWF signals,
the signals are non-orthogonal when the parameters are different, and the spectrum
overlaps of different PSWF signal.

In view of the above shortcomings, Zhao et al. proposed an orthogonaliza-
tion method for PSWF signal based on Gram–Schmidt [14]. However, due to the
large rounding error and unstable performance of Gram–Schmidt orthogonalization
method, the performance of Gram–Schmidt orthogonalization method continues to
decline with the increase of PSWF number. Zhang et al. introduced the Householder
and the Givens transform and proposed two orthogonalization methods, solving
the weakness of Gram–Schmidt [15]. The high complexity of the above-described
method and the increasing computation overhead cause difficulties for the PSWF
modulation engineering applications. Considering that the PSWF signal has good
properties of parity symmetry in the time domain, is it reasonable to introduce the
parity symmetry approach to reduce the orthogonalization algorithm complexity?

In view of the above question, this paper analyzes the relationship between parity
symmetry and the orthogonality of PSWF signal, and on this basis, a low-complexity
PSWF signal orthogonalization method was proposed by introducing the parity of
PSWF signal and effectively reducing the algorithm complexity.

2 Introduction

In this section, firstly, we analyze the PSWF properties, its orthogonalization
methods, and the problems they faced in engineering applications. Secondly, we
analyze the intimate connection between the parity symmetry and orthogonality. On
this basis, the low-complexity orthogonalization method is studied by introducing
the idea of group processing.

2.1 The Definition of PSWF and Its Orthogonalization
Methods

PSWF has many definitions and representation methods, and among them, its
differential equation is expressed as [1]

(
1 − t2

)d2ψn(c, t)

dt2
− 2t

dψn(c, t)

dt
+ (

χn(c) − c2t2
)
ψn(c, t) = 0 (1)
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where c = T B, B is the signal bandwidth, T is the signal time width, ψn(c, t) is the
n-th-order PSWF, t ∈ [0, T ], is the signal continuous time, χn(c) is the eigenvalue
of the n-th order PSWF, meeting 0 < χ0(c) < χ1(c) < χ2(c) · · · .

The PSWF shown in (1) owns complete bi-orthogonality property, controllable
spectrum, good parity symmetry in the time domain, and excellent properties of
the best energy aggregation in time-frequency domain [1, 16]. Among the excellent
properties, the complete orthogonal basis refers to the number of PSWF which satis-
fies the requirement to be mutually orthogonal, to be fixed to 2BT . Bi-orthogonality
property refers to the PSWFs, which possess the same width and bandwidth, and is
bi-orthogonal in time domain when the order n is different.

Therefore, if we want to increase the information transmission rate, the time
bandwidth product should be increased in order to obtain more PSWFs. But in the
practical application, the increase of the time bandwidth product has the following
problems: The duration and frequency bandwidth are not infinite; PSWFs do not
have closed analytic solution, and using computer numerical solution or function
fitting has the shortcomings of high complexity and poor computational accuracy for
large time bandwidth product.

Aiming at solving the above problems, Zhao et al. proposed a method using
molecular band selection of PSWF, divided wide frequency band range into multiple
smaller sub-zone, and then orthogonalized the different sub-band PSWFs, solving
the problem of large time bandwidth product problems in the practical application
effectively [14]. At present, the PSWF orthogonalization methods are mainly three
kinds, based on Gram–Schmidt, Householder, and Givens transform. Although they
can effectively guarantee good orthogonality between different PSWFs after orthog-
onalization, the above orthogonalization method has higher complexity. It limits the
practical applications of PSWFs, especially the power-constrained systems, such as
the satellite communication systems.

On the basis of existing orthogonalization methods, how to improve the orthogo-
nalization method according to the nature of PSWFs, reducing the complexity of the
algorithm and promoting the practical engineering application of PSWF? To solve
this problem, the low-complexity PSWF orthogonalization method is studied in the
next sections.

2.2 Improved Orthogonalization Method of PSWF

According to the properties of the function multiplication, the multiplication of
different parity symmetry functions has the following relationship

Odd function × Odd function = Even function

Odd function × Even function = Odd function

Even function × Even function = Even function (2)
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Fig. 1 Schematic diagram
of PSWF generation

PSWFs
OrthogonalizationDetermine the 

parity symmetry 
of PSWFs

Even PSWFs

Orthogonalization
Odd PSWFs

According to (2), the new functions which are the multiplication of functions
with parity symmetry are odd or even symmetric about the central time in a period.
This shows that there is an intimate connection between the parity symmetry and
orthogonality of functions and can be interchanged under certain conditions. If Zodd

is a set made up of odd functions, Zeven is a set which is made up of even functions,
∀ fodd ∈ Zodd,∀ feven ∈ Zeven, so fodd and feven are orthogonal to each other.

Considering that the PSWF has good parity in the time domain, and the number
of odd symmetric and even symmetric functions are equal, we suppose the number
of PSWFs ψ{ϕi (t), i = 1, 2, . . . , N } required to be orthogonal is N, and ψO and
ψE are a set made up of odd symmetric and even symmetric PSWFs, respectively.
According to (2), the elements in set ψO and ψE are orthogonal to each other, and in
other words, they have natural orthogonality.

At the same time, according to the basic principle of Gram–Schmidt, Householder
transform, and Givens transform, we know that the above orthogonalization methods
need linear computation. Moreover, the linear operations of even functions (or odd
functions) do not change the parity of the function. Therefore, the even (or odd)
PSWFs after orthogonalization are also even (or odd) functions. As for the even (or
odd) PSWFs which are in ψE(or ψO) after orthogonalization, the orthogonal PSWFs
made up the set ψE1(or ψO1) which are even (or odd) function; it means that ψ1 =
ψO1 ⊕ ψE1 is the set which is made up of the elements in ψ after orthogonalization.

The block diagram of the proposed method is shown in Fig. 1; the main steps of
the improved orthogonalization method are as follows:

Step 1 Divide PSWFs into two groups according to its parity symmetry, the even
PSWFs made up the set ψE, the odd PSWFs made up the set ψO.

Step 2 Orthogonalize the two group signals, respectively: The results are ψE1 and
ψO1.

Step 3 Combine ψE1 with ψO1, set ψ1 = ψO1 ⊕ ψE1, completing the orthogonal-
ization of all PSWFs

2.3 Complexity Analysis of Improved Orthogonalization
Method

The algorithm complexity mainly includes time complexity and space complexity,
in which the time complexity of the algorithm refers to the calculation effort required
by the algorithm, and it can directly reflect the complexity of the algorithm.



A Novel Low-Complexity Orthogonalization Method 5

Table 1 Computation amount of orthogonalization methods

Orthogonalization methods Computation amount

Multiplication Addition

Gram–Schmidt Original MN2 – MN + 2M MN2/2 − MN/2 + M − N

Improved MN2/2 − MN + 4M MN2/4 − N3/6 + MN

Householder Original MN2 − N3/3 MN2/2 − 2 N3/3 + MN

Improved MN2/2 − N3/12 MN2/4 − N3/6 + MN

Givens Original 2MN2 − 2 N3/3 MN2 − N3/3 + MN/2

Improved MN2 − N3/6 MN2/2 − N3/6 + MN/2

We use multiplication and addition operations as numerical measures. Suppose
the number of PSWFs is N , the sampling points is M , and M > N , the computation
amounts of the different orthogonalization methods are shown in Table 1 [15, 17].
From the table, we see that the proposed method in this paper can effectively reduce
the algorithm complexity, comparingwith original orthogonalizationmethods.At the
same time, the effect of the reduced complexity is more obvious with the increasing
of the sampling points M and PSWF number, N .

3 Simulation Results

To show the performance of the proposed orthogonalizationmethodmore intuitively,
and to verify the feasibility of the proposed method and the correctness of the theo-
retical analysis, we analyzed the performance in orthogonality performance, algo-
rithm complexity, and power spectrum characteristic, comparing with the original
orthogonalization methods.

3.1 Simulation Condition

PSWFs signal: Frequency band 3–8 GHz is divided into four sub-wave bands; the
frequency spectrum overlapping degree is 50%; time bandwidth product c = 4 Hz s;
sampling pointsM = 300. Each wave band takes the first two-order PSWF according
to the energy from high to low.

Orthogonalization method: Householder transform. Because Givens transform
algorithm has high complexity, the orthogonal performance of Gram–Schmidt goes
down when PSWF number increases. Therefore, this part focuses on analyzing
the performance of the Householder transform, showing the performance of the
orthogonalization method.
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Table 2 Dynamic range of
cross-correlation of
orthogonal PSWF

Sampling points
M

Method Minimum Maximum

8 Householder 5.05E−17 1.57E−15

Improved
householder

−5.05E−17 −3.35E−12

16 Householder 5.73E−18 −7.80E−15

Improved
householder

1.86E−18 −4.02E−06

24 Householder 8.46E−18 −5.08E−14

Improved
householder

1.49E−17 5.58E−06

3.2 Analysis of Simulation Results

Orthogonal PSWF signal: The dynamic range of cross-correlation of PSWFs of
Householder transform and the improved Householder transform is shown in Table 2
[15]. With the increase of PSWF number, the change of minimum cross-correlation
value of Householder transform and the improved Householder transform is very
small, almost unchanged; while the maximum cross-correlation values of improved
Householder transform keep increasing.

Algorithm complexity: It shows that the performance of the improved House-
holder transform in maximum cross-correlation value declines. According to the
algorithm results given in Tables 1 and 3 is obtained. From Table 3, we can see that
the order of magnitude of the cross-correlation value of the improved Householder
transform is ≤10−5, which means that the improved orthogonalization method still
has good orthogonal properties.

Table 3 Computation amount of orthogonalization methods

Sampling points M Orthogonalization
methods

Computation amount Reduced ratio (%)

Original Improved

100 Schmidt 2.92E+05 8.35E+04 71.38

Householder 2.55E+05 8.06E+04 68.38

Givens 6.28E+05 1.37E+05 78.22

300 Schmidt 1.42E+06 2.71E+05 80.92

Householder 1.02E+06 2.73E+05 73.09

Givens 2.13E+06 4.52E+05 78.82

500 Schmidt 1.79E+06 4.59E+05 74.38

Householder 1.78E+06 4.66E+05 73.77

Givens 3.64E+06 7.67E+05 78.92
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In order to illustrate the algorithm complexity of the different orthogonalization
methods which vary with the number of PSWF M , and the number of sampling
points N , the complexity of the algorithm is analyzed for M = 100, 300, 500, N =
10–50. Figure 2 shows the complexity of the different orthogonalization methods,
and Table 3 shows the complexity when N = 50.

The simulation results show that the improved and the original orthogonalization
method complexity gradually increases with the increase of the number of PSWFM
and the sampling points N. Meanwhile, comparing with the original orthogonaliza-
tion method, the improved orthogonalization method can effectively reduce the algo-
rithm complexity, and with the increase of the number of PSWFM and the sampling
points N, the advantage of the improved orthogonalization method in reducing
the algorithm complexity is gradually outstanding, e.g., the algorithm complexity
reduced approximately at 68.38% when M = 100; reduced approximately 73.09%
when M = 300, and reduced approximately 73.78% when M = 500.
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According to the above analysis, the improved orthogonalization method can
effectively reduce the complexity of the algorithm, which is consistent with the
theoretical analysis.

Power spectrum density (PSD) characteristic: The PSD of PSWF modulation
signal is shown in Fig. 3; the simulation results show that the PSWF modulation
signal with high energy clustering in the frequency domain, and the out-of-band
(OOB)quickly decay, illustrating that PSWFshavegood frequency energy clustering.
The Householder transform has almost no influence on the spectrum of PSWFs;
the PSWFs still has high energy clustering after orthogonalization. Comparing
with the original Householder transform orthogonalization method, the improved
orthogonalization method, and its spectrum of PSWFs do not change significantly.

According to the above analysis, the improved orthogonalization method does not
change the PSD property of PSWFs.
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4 Conclusion

As for the existing PSWFs orthogonalization method for the problem of high
complexity, an improved orthogonalization method was proposed based on the inti-
mate connection between parity symmetry and orthogonality in mathematics. Both
themathematical deduction and simulation result show that the proposedmethod can
effectively reduce the algorithmcomplexity at least 68.38%byappropriate sacrificing
PSWFs maximum cross-correlation value, without changing the power spectrum
of PSWFs and the minimum cross-correlation value, comparing with conventional
orthogonalizationmethod. Additionally, the reasonwhy the improved orthogonaliza-
tion method sacrifice the maximum cross-correlation value, is the parity of band pass
PSWFs is relative. In other words, it is not strictly symmetric, the difference between
symmetric points is not 0. Therefore, the performance of orthogonality will decline
when the number is large. How to construct strictly odd or even symmetric PSWFs
without destroying the other PSWFs properties, in order to reduce the maximum
correlation value and enhance the performance of the improved orthogonalization
method, will be the next study focus.
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Research on Radio Base Station
Distribution Technology in Transrapid
System Communication

Tingjun Li, Haining Yang, Kai Fang, Haiming Wang, Maiqi Duan, Na Li,
and Yong Fan

Abstract The distribution and switching strategy of radio base station (RBS) are
an important part in the communication system design of transrapid system. In this
paper, the distribution and switching strategy of RBS are studied for high-speed
maglev communication from the points of power coverage and Doppler frequency
shift along the track. The power coverage and Doppler frequency shift along the
maglev track are evaluated, the influence of the distance between RBS antenna and
track center on power coverage and Doppler frequency shift is discussed, and the
fluctuation of power coverage and Doppler frequency shift in the same data frame
are analyzed. Finally, some advices about the distribution and switching strategy of
RBS in transrapid communication system are given.

1 Introduction

The high-speed maglev rail transit system is a system with extremely high safety
requirements [1–4], which includes vehicles, track lines, maglev, guide, traction,
operation control, train positioning and communication systems. Among them, the
vehicle-ground radio communication system establishes a reliable and effective radio
communication connection between train and ground fixed equipment which realizes
operation control data, location data, diagnostic data, passenger information system
data and necessary voice communication. Compared with the current wheel–rail
high-speed railway system, the high-speed maglev requires higher real-time and
reliability for the vehicle-ground communication system. The traditional vehicle-
ground communication system cannot meet the operational requirements of the high-
speed maglev system [5–8]. As an important part of the design of high-speed maglev
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vehicle-ground communication system, it is necessary to research the distribution
and switching strategy of RBS.

2 Receive Power Along the Track

When designing the vehicle-ground communication base station distribution and
switching strategy of high-speed maglev vehicle, the millimeter wave (mmW)
coverage power of RBS along the track must be higher than the minimum received
power required by the vehicle-ground communication system. The following is an
analysis of the received power along the track.

2.1 Communication Equation

When the high-speedmaglev train ismoving, the antenna of theRBS transmitsmmW
signal, which is received by the antenna of the train mobile base station. The power
can be calculated by the communication equation:

Pr = PtGrG tλ
2

(4π)2
(
d2 + d2

n

) (1)

where Pr is the power received by the mobile antenna (MA) at a certain point in the
track, Pt is the transmitting power of the RBS antenna, Gr and Gt are, respectively,
the gain of receiving antenna and transmitting antenna, λ is the working wavelength
of the mmW, d is the distance from the RBS antenna to a certain point in the track, dn
is the distance from the RBS antenna to the center of the train track. The positional
relationship between the train and the RBS is shown in Fig. 1.

Fig. 1 Positional relationship between train and RBS
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2.2 dn Impact on Receiving Power

Given that the transmitting power of the RBS antenna is 10 dBm, themmWoperating
frequency is 38 GHz, the RBS antenna is 2.5 m away from the train track center, the
antenna gain of the RBS antenna is shown in Fig. 2, and then, the power received
by the train during its movement from 0 to 1500 m away from the RBS is shown in
Fig. 3.

It can be seen from Fig. 3. that when the train leaves the RBS to 15.8 m, the
power received by the mobile antenna will rapidly increase to −28.7 dBm but will
then decrease as the train moves away from the RBS. In the whole process, the
lowest power received by the antenna of RBS is −62 dBm. The power of the RBS
received by the track in the range from 0 to 15.8 m away from the RBS fluctuates
greatly, which is not suitable for the base station switching. The distance between
the antenna of the RBS and the center of the train track varies with the factors such
as dn. The following will analyze the impact of different dn values on this area, and
the simulation results are shown in Fig. 4.

Fig. 2 Antenna gain

Fig. 3 Received power of
the mobile antenna at dn =
2.5 m
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Fig. 4 Effect of different dn
values on train receiving
power

It can be seen from Fig. 4 that as the dn increases, the unsuitable switching area of
the base station increases. When the value of dn is 10 m, the area increases to 63 m.
As the train continues to leave the RBS, the effect of dn on the received power of
the train is reduced, and the effect on the received power at the long-distance track
is negligible.

2.3 Dual Base Station Communication Power Coverage

In order to ensure the reliability of communication, the high-speed maglev vehicle
communication system adopts AB double RBS redundancy setting, and the A-RBS
and B-RBS are interleaved and distributed along the track. Under normal circum-
stances, at least one base station of the AB double RBS communicates with the train.
Take the 2 km track as an example to set the AB double RBS, and the received power
along the track is as shown in Fig. 5, where red-star line is the coverage area of the

Fig. 5 2 km AB dual RBS
communication power
coverage
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A-RBS and blue-dot line is the coverage area of the B-RBS. When switching the
A-RBS at 0 m to the A-RBS at 1305 m, in addition to considering the unsuitable
switching area of the A-RBS, it is also necessary to avoid the unsuitable switching
area of the B-RBS at 448 m, in case that the B-RBS cannot communicate with the
train after the switch fails.

2.4 Receive Power Fluctuation Analysis

The communication between high-speedmaglev train and RBS is carried out by time
division multiple access (TDMA). In order to ensure the reliability of base station
switching, the system requires that the train receiving power in each TDMA frame
fluctuates gently during the base station switching. Assuming that the transmission
time required by each frame of TDMA is 1 ms, the following is an example of
600 km/h speed as an example to analyze the train receiving power fluctuations in
the TDMA frame. The simulation results are shown in Fig. 6. It can be seen from
Fig. 6 that the maximum fluctuation of the received power of the train at 600 km/h in
TDMA does not exceed 1.2 dBm per frame, and after the train leaves the RBS 20 m,
the maximum fluctuation of the received power is less than 0.1 dBm and gradually
approaches 0. Based on the fluctuation of the received power, the switching area of
the base station should be at least 20 m away from the base station.

3 Doppler Frequency Shift Analysis

In addition to receiving power along the track, the design of the mobile commu-
nication strategy for high-speed maglev vehicles must also consider the effects of
Doppler frequency shift.

Fig. 6 TDMA frame train
receiving power fluctuations
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3.1 Doppler Frequency Shift at Different Speeds

When the train moves along the track at a certain speed, there is a difference between
the transmitting frequency and receiving frequency, which is called the Doppler
frequency shift. The formula for calculating theDoppler frequency shift is as follows:

fd = v

c
fc cos θ (2)

where f d is the Doppler frequency shift, v is the relative motion speed of the train
and the RBS, c is the propagation speed of light, θ is the angle between the train
motion direction and the RBS antenna, and f c is the emission frequency of the RBS.

The Doppler frequency shift causes an increase in the bit error rate of the
vehicle-ground communication.Whendesigning the distribution strategy ofRBS, the
switching site of RBS should be placed in the area with moderate Doppler frequency
shift fluctuation as far as possible to obtain the best communication quality.

The effect of Doppler frequency shift is analyzed by simulation. The antenna
of the RBS is 2.5 m away from the center of the train track, the mmW operating
frequency is 38 GHz, and the Doppler frequency shift generated by the train running
from the left position 100 m away from the RBS (represented by negative value) to
the right position 100 m at different speeds is shown in Fig. 7.

It can be seen from Fig. 7 that the Doppler frequency shift of the train at a speed
of 600 km/h is about ±21 kHz when it is far away from the RBS (>50 m). When
the train is close to the RBS (<20 m), the Doppler frequency fluctuation is large and
should avoid switching base stations in this area.

Fig. 7 Doppler frequency
shift results at different
vehicle speeds
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Fig. 8 Effect of different dn
values on Doppler frequency
shift

3.2 The Impact of dn on Doppler Frequency Shift

The RBS antenna distance from the center of the track also affects the Doppler
frequency shift. Taking the train at a speed of 600 km/h as an example, the Doppler
frequency shift generated by the antenna of the RBS at different position from the
track center is shown in Fig. 8.

As is shown from Fig. 8, when the train is far away from the antenna of the RBS
(>25 m), the Doppler frequency shift curve when dn takes different values basically
coincides. When the train position is relatively close to the antenna of the RBS
(<10 m), there is a difference in the speed of Doppler frequency shift change when
dn takes different values, and the smaller the dn is, the faster the Doppler frequency
shift changes. When selecting the switching area of base station, the appropriate
switching area should be selected according to the specific situation of the antenna
distance from the track center of RBS.

3.3 Doppler Frequency Shift Fluctuation Analysis

Similar to the analysis of received power along the track, Doppler frequency shift
fluctuation also exists in the same TDMA frame. When selecting the switching
area of RBS, it should be avoided to select the area with large Doppler frequency
fluctuation in the same TDMA frame. Assuming that the time required for TDMA
transmission per frame is 1 ms, take 600 km/h speed as an example to analyze the
Doppler frequency shift fluctuation within TDMA frames, and the simulation results
are shown in Fig. 9.

As is shown from Fig. 9, the maximum fluctuation of Doppler frequency shift
under the condition of 600 km/h speed in the same TDMA frame is about 1.4 kHz,
and the maximum difference of received power is less than 0.1 kHz and gradually
approaches 0 after the train leaves the RBS for 15 m.
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Fig. 9 TDMA intra-frame
Doppler frequency shift
fluctuations

4 Conclusion

There are many factors involved in the ground station distribution and switching of
the ground communication system of the maglev vehicle, including the maximum
train speed and the maximum operating distance of the RBS. From the perspective
of receiving power and Doppler frequency shift, the switching area of RBS should
meet the basic requirements of minimum mmW power coverage, receiving power
and smooth Doppler frequency shift for double RBS independent communication,
and the design should be made according to the track situation and economy.

Acknowledgements This work was supported in part by the National Key Research and Devel-
opment Program of China under Grant 2016YFB1200601, in part by the National Natural Science
Foundation of China under Grants 61701088 and 61701093 and in part by the Sichuan Science and
Technology Project of China under Grant 2019JDRC0061.

References

1. Wu, J., Fan, P.: A survey on high mobility wireless communications: challenges, opportunities
and solutions. IEEE Access 4, 450–476 (2016)

2. Pan, M., Lin, T., Chen, W.: An enhanced handover scheme for mobile relays in LTE—A high-
speed rail networks. IEEE Trans. Veh. Technol. 64(2), 743–756 (2015)

3. Fan, D., Zhong, Z., Wang, G.: Doppler shift estimation for high-speed railway wireless commu-
nication systems with large-scale linear antennas. In: 2015 International Workshop on High
Mobility Wireless Communications (HMWC), pp. 96–100. IEEE, Xi’an (2015)

4. Wu, X.: Maglev Train. Shanghai Science and Technology Press, Shanghai (2003)
5. Wu, W.: Urban Rail Transit Signal and Communication System. China Railway Publishing

House, Beijing (1998)
6. Chen, G.: Introduction to railway signals. China Railway Publishing House, Beijing (1995)
7. Wang, W.: Railway-specific communication. China Railway Publishing House, Beijing (1995)
8. Wu, Z., Zhou, J., Lin, B.: Research on wireless communication technology of subway. Mod.

Urban Rail Transit. 3, 19–23 (2010)



A Novel Node Scheduling Algorithm
for Solar-Powered Wireless Sensor
Networks

Wanguo Jiao, Xin Zhang, and Hao Wang

Abstract By utilizing solar energy, the wireless sensor network has the potential to
survive longer. However, the solar energy is varying with the time and is susceptible
to the surrounding. How to effectively manage the dynamic harvested energy is
important for the solar-powered wireless sensor network. In this paper, we design an
energy scheduling for the wireless sensor network which consists of fewer sensors
powered by the solar energy. First, to effectively cover targets and reduce coverage
cost, we design a new node deployment scheme which can reduce required sensors
while guarantees target coverage. Then, based on this deployment, we propose a
node scheduling algorithm to improve network lifetime. Through choosing relays
and dynamically adjusting the role of the sensor with different energy levels, the
harvested energy can be utilized effectively, and the network lifetime is prolonged.
The simulation results verify that our proposed scheme can prolong the network
lifetime while requires fewer sensors to achieve the coverage requirement.

1 Introduction

With the rapid development of the Internet of Things (IoTs), as the important part
of the IoTs, the wireless sensor network (WSN) has become a hot research point
in the field of the IoTs [1]. Due to the cost and the limitation of the device size,
the sensor often uses the battery which has limited capacity. The battery is often
difficult to be recharged or replaced. Hence, the lifetime is an important problem
in the WSN and has aroused the widespread concern [2]. There are many works
done to prolong the lifetime of the WSN [2–5]. Through energy management or
route selection, the lifetime problem of the WSN has been effectively prolonged.
However, due to the constraint of limited energy, the traditional WSN cannot be
self-sustaining. By exploiting energy harvesting (EH) technology, the sensor can use
the energy from ambient energy sources, such as solar, wind, vibration, and so on.
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This makes possible the self-sustainability of the WSN. Recently, researchers have
made some efforts on the lifetime of the WSN employing the energy harvesting
technology which is referred to as the energy harvesting wireless sensor network
(EHWSN) [6–10].

These available works have well studied the lifetime problem of EHWSNs.
However, the coverage requirement of the network cannot be guaranteed [2, 6]. That
is, the network coverage guarantees, and the lifetime optimization of the EHWSN
with fixed-position sensors cannot be achieved simultaneously. Besides, to meet the
requirement of lifetime, authors assume that the node density is large enough [10,
11]. The large node density means that huge number of sensors is required to cover
a certain area, which results in high cost. The comprehensive network environment
may not allow so many sensors to be deployed. In the solar-powered WSN, weather
is an important factor affecting the energy harvesting of sensors. However, the influ-
ence of the extreme weather has not been considered in the current works. To address
the above problems, we propose an algorithm to improve the lifetime and guarantee
the coverage requirement in the solar-powered WSN with fixed sensor position.

In this paper, we consider the coverage guarantee and prolonging lifetime of an
EHWSN which uses the solar energy source. First, we design a new scheme to
deploy sensors to guarantee coverage requirement. This deployment scheme can
reduce the number of sensors while guarantees the target coverage, which can be
used in wide application scenarios. Second, considering more factors influencing
the solar energy harvesting, we propose a node scheduling algorithm to utilize the
harvested energy effectively and prolong the lifetime of the network. The proposed
algorithm can effectively utilize the harvested energy to prolong the lifetime and
even make the network work sustainable under certain conditions. Furthermore, the
proposed algorithm brings multiple options of routing paths, and the robustness and
expansibility of the network are also improved.

The remainder of the paper is organized as follows. In Sect. 2, we introduce the
networkmodel including energy harvestingmodel and energy consumingmodel, and
the proposed deployment scheme. Section 3 elaborates the proposed node scheduling
algorithm. The experimental results are given in Sect. 4. At last, we conclude the
whole paper in Sect. 5.

2 Network Model

In this paper, we useG = (S, T, L) to denote the whole network, where S is the set of
all nodes, T is the set of all targets, and L represents the links of the network. Each
node senses a circular area with a fixed radius which is denoted by r. According
to [12], the transmission radius is twice the sensing radius in our work, while the
communication range is at least twice the regular sensing range [9]. Under this
condition, our algorithmmakes the EHWSNsurvive longer and has better robustness.

We assume that nodes can harvest energy when they are sensing [7, 8, 13]. In
this paper, the energy source of the sensor is the solar energy, and the solar energy
collection model and the energy consumption model are introduced as follows.
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2.1 Energy Model

We use the energy harvested by a solar panel per hour to represent the total energy
that a node can collect in a certain period of time. According to solar radiation
intensity and illumination time, the total amount of solar radiation in one sunny day
can be calculated. In practical, the weather keeps changing, and it could be sunny,
cloudy, or rainy, which affects the available energy. The influence of the weather can
be expressed by the solar radiation intensity. Through studying the position and the
movement of the sun, the variation of the solar radiation intensity can be modeled.

The sun is assumed to rotate 15° h−1, and ω denotes the solar hour angle. The
value ofω can be used to express the time:ω < 0means sunrise,ω > 0 denotes sunset,
and ω = 0 is the noon. According to the movement of the sun in a day, the relation
between the solar altitude angle and other position parameters can be expressed as

sin h = sin ϕ sin δ + cosϕ cos δ cosω (1)

where h is solar altitude, ϕ is geographic latitude, and δ is obliquity of the ecliptic.
When h = 0, we obtain the cosine expression of the sunrise and sunset point as

cosω = − tan ϕ tan δ (2)

By using expressions of the sunrise and sunset point in (2), we calculate the time
of sunrise and sunset, respectively. The times of the sunrise and sunset are

tr = 12 − |ω|
15◦ and td = 12 + |ω|

15◦ (3)

The intensity of the radiation at night is 0.We assume that solar radiation intensity
which is obtained by a solar panel on sunny days is α(t), and the intensity in cloudy
days is a constant value K. Therefore, the total energy that a sensor can collect in f
days is E f , which can be expressed as

E f = η ∗ f ∗ λ ∗
td∫

tr

α(t)dt + K ∗ (2ω/15) ∗ η ∗ f ∗ (1 − λ) (4)

where λ is the probability that a day is a sunny day, f is the number of days in which
the network has worked, and η represents the efficiency of converting solar energy
into electricity. Here, to simplify the design, we assume that if the day is not a sunny
day, it is a cloudy day. As the intensity of the radiation is 0 in the rainy day, our model
can be extended easily.

According to [9], the energy consumed by the network consists of three following
parts: the energy consumed for sending data, receiving data, and collecting data. The
energy consumed by sending X bits is Tr(X, d0) = EproX + EampXd0, where Epro
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denotes the energy consumed per bit in the information processing and Eamp denotes
the energy used to signal amplification, and d0 represents the distance between nodes.
The energy consumed by receiving X bits is Re(X) = EproX . The energy consumed
by sensing is Se(Z) = EproZ+Esen, where Z represents the number of bits generated
by a sensor during aday and Esen is thefixed amount of energy consumedbyaworking
sensor a day. In this paper, we assume that multiple targets in the sensing area of the
same sensor do not affect the value of Esen.

By using the harvested energy in (4) and the consumed energy, we can derive the
remaining energy of a battery after working f days, which is expressed as

E f
r = C0 − Tr(X, d0) f − Re(X) f − Se(Z) f

+ η f λ

td∫

tr

α(t)dt + K
2ω

15◦/h
η f (1 − λ), (5)

where C0 is the capacity of the battery. Without loss of generality, we assume that
the battery of each sensor has the same capacity and is full at the beginning [14].

2.2 The Deployment Scheme

To reduce required sensorswhile guarantee coverage requirement, we propose a node
deployment scheme. In the scheme, sensors are deployed at fixed points regularly.
To explain the deployment scheme, an example with 36 sensors is given in Fig. 1.
As shown in Fig. 1, sensor nodes (blue dots) are fixed-position ones, and they are
arranged in the following manner: In coordinates, it starts at the positive half axis
of the X-axis, and in the Y-axis, the sensors are deployed on the line Y = X and
lines which are parallel to Y = X. According to the transmission radius, the distance
between adjacent parallel lines is set as

√
2r . The distance between two adjacent

sensor nodes on the same line also is
√
2r . By using this deploying scheme, 36

sensors can cover the whole network area. There are N targets randomly distributed,
which are denoted by red dots in Fig. 1. In addition, Si and Tj denote the sensor
node and the target in the network, respectively, where i = 1 … |S| and j = 1 …
|N|. Furthermore, Toverlap is the set of targets which are in the overlapping part of
the sensing area, while Tspecial is the set of targets in non-overlapping areas. Hence,
T = Toverlap ∪ Tspecial. We further define some notations for the sensor nodes to
differentiate the sensor node in different coverage areas. The set S1 consists of
sensor nodes which cover elements of Tspecial, while sensor nodes which only cover
Toverlap make up the set S2. The rest sensor nodes which do not work or work as the
relay node make up the set of S3. Thus, S = S1 ∪ S2 ∪ S3. The sink is deployed
outside the sensing area, and it has continuous power supply [6]. The deployment
information is stored in the sink, that is, the sink has the location information of every
sensor.
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Fig. 1 An example of the proposed node deploy scheme

3 The Proposed Algorithm

In this section, we design a node scheduling algorithm to prolong the network life-
time while maintain the coverage requirement. Before introducing the detail of the
proposed algorithm, we first provide the definition of the network lifetime. The
network lifetime is the time that the network has worked before one target cannot be
covered.

According to the above node deployment scheme, the sensor node has the fixed
position while the target is randomly distributed. After the network works a period
of time, the energy of some sensor nodes may not be sufficient. We set a threshold
β to implement the node energy scheduling function. When the residual energy is
smaller than β, the node scheduling algorithm is executed. The scheduling algorithm
mainly consists of two parts: sensor selection and relay selection.

1. Sensor Selection

When a sensor covering target Tj ∈ Toverlap works for a while and its battery reaches
the threshold, another sensor with sufficient energy which also covers Tj will switch
to active mode to replace this sensor. The sensor with insufficient residual energy
will switch to sleep mode until the moment another sensor replacing it reaches the
residual energy threshold. The sensor node is charged by the solar energy until it is
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full. In the scheduling algorithm, the energy coming from the battery or solar sources
is not different. Due to the relative position to the target, some sensor nodes should
not be chosen as relays. These sensor nodes construct a set S1. Thus, during node
scheduling, Si ∈ S1 will never be chosen as the relay. As elements in S1 must keep
working, if they exhaust energy, the network will reach the lifetime. Therefore, we
use the energy state of sensor nodes in S1 to calculate the network lifetime.

2. Relay Selection

When the residual energy of a relay is less than or equal to the residual energy
threshold, the network will select another sensor according to the residual energy
state and the distance to replace this relay. The chosen sensor is from the sensor in
the range of 2r. After multiple replacements, some sensors can meet the requirement
of distance but cannot satisfy the residual energy requirement. These sensors will be
ignored in relay selection, and then, the network further selects a node that is farther
away, but the remaining energy is higher than the threshold to work as a relay. With
the size of the network increasing, the lifetime of relay becomes an important factor
which limits the lifetime of WSN. This is because the relay node undertakes more
transmitting tasks. Although there are some nodes replacing them, as the relay nodes
with the fastest energy consumption rate, they have the shorter working time and
the higher handover rate. Therefore, under some conditions, the network cannot find
enough alternative nodes to replace other relays.

By using the above sensor selection and relay selection, we design the node
scheduling algorithm. Let Ct denotes the coverage set. Firstly, by using the initial
route path establishment algorithm and sensor selection, the set S1 and set Ct are
obtained. The set S2 is determined accordingly. As the roles of S1 and S2 are
different, then different operations are used. For the element of set S1, there is no
replacing sensor nodewhen the residual energy of node Si reaches the residual energy
threshold. Hence, it can only keep working until the energy runs out. When there is
one element in set S1 which does not have enough energy, the WSN is dead. If Si is
an element of set S2, there may be another sensor which can take the place of it to
make the network keep working. The replace node selection criterion is defined as
follows. Let a = 1/di j + Ei

r/C0, where di j denotes the distance between upper level
node and the j-th element of the set constructed by possible chosen sensor nodes
and Ei

r denotes the remaining energy in the battery of the considered sensor node
at the end of i-th day. The node with the maximum value of a will be chosen as a
relay. Then, the replaced node switches to sleep mode. All nodes can be charged
in the daytime no matter whether they are working or not, and the charging rate is
determined by the time and the weather, which is defined in (4). When the residual
energy of the sensor node is smaller than the residual energy threshold, a new round
of relay selection will be started. When the relay selection cannot be executed, the
network reaches its lifetime.
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4 Simulation Results

According to Fig. 1, 61 sensors are deployed in a 50 m× 50 m area. Referring to [9],
we set network parameters as follows. The radius r is 5 meters, the constant value K
equals to 28.8, and the efficiency of converting solar energy is 0.05. The capacity of
the battery C0 is 2000 mAh. Other parameters of consuming energy are set as Epro

= 50 nJ/bit, Eamp = 100 pJ/bit/m2, and Esen = 0.02 J. As the common overhead of
the system is the main influence on the performance of the proposed algorithm, we
do not consider the cost of the system in the simulation, such as the energy cost of
the routing.

First, under different weather conditions, we observe the network lifetime varying
with the target density. The simulation results are illustrated in Fig. 2, which indi-
cates that the network lifetime decreases with the increasing of targets under the same
weather condition. With the increasing of targets, the data traffic increases accord-
ingly. Then, numbers of both sensing nodes and relay nodes increase simultaneously,
which results in fewer opportunities for going to sleep mode. This decreasing obvi-
ously causes a short network lifetime. Moreover, from Fig. 2, it can be found that
the network lifetime is proportional to the value of λ. The larger λ indicates higher
probability of sunny day. That is, sensors havemore charging opportunity and harvest
more energy to support sensing and data transmission. However, with the increasing
of targets, the difference among the network lifetimes under different λ becomes
smaller. This phenomenon illustrates that the energy consumed rate is larger than
harvested rate, even when the probability of the sunny day is larger. To guarantee
the network sustainability, the effect way is increasing the ratio of the sensor to the
target. To verify this consequence, we further observe the network lifetime varying
with λ when the network has different numbers of targets. The results are given in
Fig. 3.

From the results in Fig. 3, it can be found that larger λ can prolong the network
lifetime greatly. When too many targets are in the sensing area, such as more than
half of sensors, the increasing range of the lifetime is extremely limited. As shown in

Fig. 2 Network lifetime
versus the target density
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Fig. 3 Network lifetime
versus the value of λ

Fig. 3, in the case of 20 targets, the impact of λ is very slight. Thirty or more targets
will make this result be more obvious. When the sensing area is fixed, the WSN has
more sensors, the longer it will survive. This is because that there are more choices
for the sink to find a new relay.

In order to use the minimal number of nodes to cover the target agricultural field
from plant to harvest, authors in [9] design an algorithm to schedule the nodemoving.
As the moving of the node would consume extra energy which may be far more than
the total of data transmission and sensing, to make the comparison fair, the energy
consumed by moving is omitted during the simulation. According the deployment
in [9], the number of required sensors can be calculated. It can be found that more
sensors are required when covering the same area. Furthermore, we also compare
the lifetime achieved by Eto et al. [9] with the network employing our proposed
algorithm when λ = 0.4 and r = 5. The comparison results are given in Fig. 4.

In Fig. 4, the line labeled by “proposal” represents the lifetime of the proposed
algorithm while the other line “comparison” represents the result of the algorithm in
[9]. The comparison result shows that the network using our algorithm can survive

Fig. 4 Comparison of
lifetime between two
algorithms
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longer when the number of sensors is the same. According to [9], the coverage area
is divided into several square grids with the side length rs/

√
2 where rs is the sensing

radius. As each grid needs at least one sensor to cover a square areawith the same side
length 2r(x−1), there are at least [2(x − 1)]2 = 4x2−8x+4 sensor nodes required.
To cover the same area, our algorithm only needs (2x−1)(x−1)+x = 2x2−2x+1
sensor nodes. The required node ratio is

ρ = 2x2 − 2x + 1

4x2 − 8x + 4
= 1

2 − 4x−2
2x2−2x+1

(6)

From Eq. (6), it can be found that the ratio ρ tends to 0.5 when x tends to infinite.
Actually, in the 50 m × 50 m area, the ratio is about 61.01%, while in the 70 m ×
70 m area, the ratio is about 57.66%. This means that our algorithm requires fewer
sensor nodes to cover the same area. Therefore, comparing with [9], the network
using our algorithm can work longer when the number of deployed sensors is same,
while covering the same area, our algorithm needs fewer sensor nodes.

5 Conclusion

In this paper, we studied the coverage requirement and network lifetime problem of a
solar-powered wireless sensor network when the weather condition is considered. To
guarantee the coverage requirement and prolong the network lifetime, we propose
a node deployment scheme and a scheduling algorithm. The proposed algorithm
considers some practical influence factors, such as the weather condition and the
relative position of the node to the sun. The simulation results verify that our proposed
algorithm can achieve longer lifetime and needs fewer sensor nodes. However, in this
paper,we do not consider the systemprice problem.As the node scheduling algorithm
is a central algorithm and is implemented by the sink node, a perfect control wireless
channel is needed. This may increase the cost of the system. In the future, a simple
and distributed algorithm will be designed.
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A USRP-Based Testbed of Multi-agent
Reinforcement Learning for Dynamic
Spectrum Anti-Jamming

Lijun Kong, Ximing Wang, Xufang Pei, Luliang Jia, Dianxiong Liu,
Kailing Yao, and Yuhua Xu

Abstract In this article, we develop a demonstrated multi-agent dynamic spec-
trum anti-jamming (MDSA) system using LabVIEW software and USRP-based
soft defined radio platform. In the system, we design four subsystems, i.e., wireless
transmission subsystem, wideband spectrum sensing subsystem, autonomous deci-
sion subsystem, and jamming subsystem. A multi-agent collaborative Q-learning
(MACQL) algorithm is adopted in the autonomous decision subsystem to avoid the
jamming and the co-channel interference between the agents. The dynamic process
of the experiment is illustrated by the screenshots of the software. By showing that the
data are successfully received and the performance of theMACQL algorithm is better
than the sensing-based method, the MDSA system is realized and the effectiveness
of the MACQL algorithm is demonstrated.

1 Introduction

Due to the open nature, wireless communications are vulnerable to the jamming
attacks. Useful signals can dodge the jamming by changing to the communication
channel where situation is jamming-free, and thanks to the development of cognitive
radio, the legitimate users can select the clear channels by sensing before transmis-
sion. But wherever there is hiding, there is chasing. The techniques that cope with
the dynamic jamming are called dynamic spectrum anti-jamming.

Dynamic spectrum anti-jamming is a promising technology to protect legiti-
mate wireless communications from jamming and improve the spectrum efficiency.
Because of the jamming activities, the channel state varies between “idle” and
“jammed” dynamically. Therefore, we can solve this anti-jamming problem through
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optimizing channel selection. However, with the development of artificial intelli-
gence, the intelligent jammer may learn the pattern of users’ communication, which
as a result, the traditional anti-jamming methods may no longer be effective. The
research on intelligently anti-jamming techniques is in urgent need. There are some
existing works, which can be classified into single-user scenario [1, 2] and multi-
user scenario [3, 4], that model the problem of dynamic spectrum anti-jamming as
Markov decision process (MDP) and resort to reinforcement learning to solve it.
However, in fact, MDP is designed for single-user scenario and [3, 4] only employs
reinforcement learning (Q-learning) independentlywithout considering the influence
of other users, which may result in the failure of algorithm’s convergence [5]. There-
fore, in [6], based on the classic Q-learning, a multi-agent collaborative Q-learning
(MACQL) algorithm is proposed considering the “cooperation” and “competition”
between multi-users, which were ignored in [3, 4]. An application of the MACQL
algorithm into the unmanned aerial vehicle (UAV) anti-jamming network can be
found in [7]. In [8], a collaborative dynamic spectrum anti-jamming communica-
tion framework for multi-user system is proposed, and a collaborative anti-jamming
testbed is introduced. The details of the testbed are introduced in this paper.

Soft defined radio platform based on LabVIEW (Laboratory Virtual Instrument
Engineering Workbench) [9] and USRP (Universal Software Radio Peripheral) [10]
is widely used in customized design of wireless communication systems. In [11], the
author built a real-time anti-jammingwireless communication systembasedonUSRP
platform, which adoptedmultiple-input multiple-output and interference cancelation
technologies. A cooperative Q-learning method in [2] was proposed to solve the
problem of hidden jamming in single-user scenario and was tested on the USRP
platform. In [12], the authors designed a channel selection algorithm toprotect control
link from the jamming attacks and carried out the simulation on a real-life platform.
In [13], a single-user reinforcement learning anti-jamming testbed based on the
USRP is developed. However, there is no research to realize the dynamic spectrum
anti-jamming system for multi-user scenarios based on USRP soft defined radio
platform.

Therefore, in this article, we build a multi-agent dynamic spectrum anti-jamming
system. Based on [13], the system consists of four subsystems, i.e., wireless transmis-
sion subsystem (WTS),wideband spectrumsensing (WBSS) subsystem, autonomous
decision subsystem (ADS) and jamming system. Different from [13], the system in
this paper contains multiple users. The algorithm is also designed for multi-user
scenarios, i.e., MACQL algorithm. With the MACQL algorithm proposed in [6], we
can realize the anti-jamming by collaboratively learning the pattern of jamming to
make the best channel selection decision, which is demonstrated by the presented
testbed.

The rest of the paper is organized as follows. In Sect. 2, the system model is
introduced and theMACQLalgorithm is reviewed. In Sect. 3, the systemcomposition
of the testbed and the implementation process of each subsystem are introduced. In
Sect. 4, the simulation results are presented. Finally, the paper is concluded in Sect. 5.
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2 System Model and MACQL Algorithm

In this section, we first introduce the system model. Then, in order to facilitate the
understanding, we briefly review the proposed MACQL algorithm proposed in [6].
We consider a multi-agent wireless communications network as shown in Fig. 1,
assuming there are N agents, one jammer and M available channels in the network.
Denote the set of agents as N = {1, 2, . . . , N }, and the set of available channels
as M = {1, 2, . . . , M}. In this paper, the agent/user is defined as a communication
pair which consists of two nodes: a transmitter and a receiver (learning node). The
receivers are in charge of doing the Q-learning to avoid the co-channel interference
(CCI) and the jamming signal and completing the intelligent channel selection. Then,
the outcome of the learning is transmitted by the receiver via a control link to inform
the transmitter of which channel they are going to access in the next slot. To simulate
the actual wireless spectrum environment, the jammer can generate different modes
of jamming such as sweep, comb, and/or random [14].

Fig. 1 Multi-agent anti-jamming system model
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The authors in [6] resort to the Markov game, which is the extension of the MDP
in multi-agent scenario, to model and analyze the system. The state is defined as
s = {a, f j }, where a = (a1, . . . , aN ) is a joint action profile and f j is the jamming
channel. Denote the selected channel of agent n as an = fn , and then, the reward of
agent n at time slot t is defined as:

r tn(s, a) =
{
1, if fn �= f j& fn �= fm(m ∈ N /n)

0, otherwise.
(1)

Qn(s, a) = (1 − λ)Qn(s, a) + λ[rn + γ Vn(s
′)], (2)

Vn(s
′) = Qn(s

′, a∗), (3)

where a∗ = argmax
a′

∑N
n=1 Qn(s ′, a′), λ and γ are the learning rate and discounting

factor, respectively.
In this article, the number of agents is N = 2. The principle of the MACQL

algorithm is as follows. The agent 1 is in the state S1t and the agent 2 is in the state
S2t . They can obtain each other’s evaluation function (Q-value) through information
exchange and make joint actions a1t , a2t according to the evaluation functions. The
agents i can obtain the reward value rit of action ait and enter the new state sit+1

after the effect of the environment, where i = 1, 2. Then, they update their respective
evaluation functions to complete a learning process. The process will be repeated
until satisfying the conditions of termination. Figure 2 shows the theoretical simu-
lation result by MATLAB, where the sensing-based method is randomly selecting a

Fig. 2 Theoretical performance of multi-agent collaborative Q-learning algorithm compared with
the sensing-based method
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jamming-free channel after the WBSS. For more details of MACQL algorithm, the
reader is referred to [6].

3 System Implementation

In order to build the testbed of dynamic spectrum anti-jamming system, LabVIEW
is used as the software development environment to complete the digital signal
processing. The wireless signal is transmitted and received using NI USRP2920
as the hardware platform. The schematic diagram of the transmitter, receiver and
jammer and subsystems is shown in Fig. 3. The transmitter consists of one USRP
which transmits the data to the receiver via the data channel fDATA ∈ M and receives
ACK via the control link fACK. The receiver consists of two USRPs: one to receive
data and send ACK and the other to sense the real-time spectrum signals. In the
meanwhile, the jammer radiates the jamming signal via the USRP to disrupt the data

Fig. 3 Subsystems of USRP-based dynamic spectrum anti-jamming system
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transmission. As shown in Fig. 3, the system consists of four subsystems: jamming
subsystem,WTS,WBSS, andADS.Next, wewill introduce each subsystem in detail.

3.1 Jamming Subsystem and Wideband Spectrum Sensing
Subsystem

In the jamming subsystem, we use the discrete-time Fourier inverse transform and
the frequency-domain pulse signal to generate the time-domain jamming signal. We
assume that the jammer releases the sweep jamming, i.e., the jammer only interferes
one channel in each jamming slot Tjam and changes the channel in turn periodically. In
theWBSS subsystem, we collect time-domain signals by USRP and obtain spectrum
data by fast Fourier transform. However, due to the limited processing capability of
USRP hardware, we cannot completely cover the entire spectrum only once. There-
fore, we adopt the “piecewise-mosaic” design scheme [15] to realize fast WBSS. In
each transmission slot Ts, theWBSS subsystem identifies the idle state of the channel
and obtains the jamming channel.

3.2 Wireless Transmission Subsystem

In [16], we established a wireless transmission system based on ARQ protocol, but
we did not have the concept of time slot in it. Considering the concept of time slot
in dynamic spectrum access (DSA) system, we implement the classic go-back-N
ARQ retransmission protocol. Receiving the data transmitted by the transmitter, the
receiver feedbacks ACK through the control channel once in each transmission slot
to realize the error control and the DSA between the transmitter and receiver. Here
follows the performance of WTS.

The data to be transmitted is handled through the process of bit stream conver-
sion, packet formation, shaping filtering, and modulation, and the transmitter sends
it on data channel fDATA through the USRP. At the same time, the receiver uses
USRP to cyclically receive data at the same frequency and recovers the original data
through the process of packet decomposition, demodulation, validity check, and data
extraction. Then, the receiver calculates the lost packet sequence number once per
data transmission slot Td and sends it out on the control link fACK through the ACK
frame. When the transmitter receives the ACK, it extracts the retransmission packet
sequence number and sends the corresponding data packet; otherwise, it continues to
send the data packet. This whole process is repeated until all packets are successfully
transmitted.
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Fig. 4 Illustration of time slot of multi-agent collaborative Q-learning algorithm

3.3 Autonomous Decision Subsystem

Adopting DSA techniques, users can discover the idle spectrum through WBSS and
select the optimal idle channel for communication. The easiest way of DSA is to
randomly select from the idle channels, but we use the MACQL algorithm to cope
with the multi-agent competition and make adversarial decisions toward the jammer,
which can achieve better effectiveness and efficiency than the random method
and avoid the problem of non-convergence caused by single-agent independent
Q-learning.

The illustration of time slot of multi-agent collaborative Q-learning algorithm is
shown in Fig. 4. In order to facilitate the demonstration, in the experiment, we choose
the wire link to exchange the Q-value instead of wireless link.

4 Results and Discussion

According to the design principle of multi-agent dynamic spectrum anti-jamming
system, we built a demonstrated testbed based on USRP soft defined radio platform
and LabVIEW software. The system consists of five PCs and seven NI USRP2920,
which simulate the jammer and the transmitter and receiver of two users. Thewireless
communication environment is set as follows: M = 5 available channels, N = 2
users (agents), one jammer that radiates sweep jamming. The time slot of the jamming
signal is Tjam = 4 s, the data transmission time of users is Td = 2 s, the wideband
sensing time is TWBSS = 0.3 s, the ACK transmission time is TACK = 0.6 s, and
the transmission time slot is Ts = Td + TWBSS + TACK = 2.9 s. The simulation
environment settings are shown in Table 1 [8].
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Table 1 Simulation parameters

Type Connection mode Function

Initial data frequency ft,1 = 800MHz ft,2 = 804MHz

ACK control channel
frequency

fACK,1 = 750MHz fACK,2 = 915MHz

Modulation 8PSK QPSK

Filter type and parameters Square root raised cosine
rolloff-factor a = 0.5

Square root raised cosine
rolloff-factor a = 0.5

In this system, eachuser’s transmitter sends a picture to the corresponding receiver.
The LabVIEW interfaces of user1’s receiver is shown in Fig. 5. The first part repre-
sents the picture recovered from transmission. The second part shows the DSA
sequences of user1 and user2 during communication, which can be acquired through
cooperative Q-learning decision-making. The third part displays the normalized
throughput to analyze the performance of this system. The fourth part shows the
real-time spectrum energy sensed by the WBSS subsystem, by which the state of
each channel can be obtained. As we can see, there are one jamming signal and
two useful signals. The fifth part shows the channel state calculating from spectrum
energy in the fourth part. The sixth part represents the constellation of the receiver
transmitting the ACK frame.

From Fig. 5, it can be seen that two users can cooperate with each other in making
cooperative decisions to optimize channel selection and avoid jamming. Herein, we
can draw the conclusion that the dynamic spectrum anti-jamming in the system is

Fig. 5 Interface of user1’s receiver
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successfully realized, and the proposed algorithm in [6] can be applied into the USRP
platform which has practical value.

5 Conclusion

In this paper, we built a multi-agent dynamic spectrum anti-jamming system based
on the USRP-based soft defined radio platform and LabVIEW software. Based on
the MACQL algorithm, we designed WTS, WBSS, ADS and jamming subsystem.
Simulation and measured results showed that the MACQL algorithm had better
anti-jamming ability and system throughput than the sensing-based method.

By far, the system can only serve two users since the computation complexity of
the collaborative algorithm grows exponentially with the number of users. A more
efficient collaborative algorithm for the multi-user system is needed.
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Improved DOA Matrix Method
for Two-Parallel Uniform Linear Array

Yunxiang Li and Jianfeng Li

Abstract Direction-of-arrival (DOA) matrix method has been proposed for two-
parallel uniform linear array (TPULA) due to its advantages in pairing match of 2D
angle estimation. However, DOAmatrix is constructed only based on sub-covariance
matrices, so both the estimation ability and the maximum identifiable source number
are limited. An improved DOA matrix method (DMM) is proposed in this paper,
which extracts extended subarrays to construct theDOAmatrix.Compared to conven-
tional method, the proposed algorithm can not only improve the performance in 2D
angle estimation but also increase the maximum identifiable source number. The
simulations results verified the advantages of the new approach.

1 Introduction

Direction-of-arrival (DOA) estimation is amajor issue for antenna arrays, which have
extensive applications in various fields, e.g., radar detection and wireless commu-
nication [1–3]. Compared to one-dimensional (1D) DOA estimation that generally
uses linear arrays, 2DDOA estimation is more useful in practical situation, and it has
been intensively studied over the past decades [4, 5]. Many array geometries have
been adopted for the 2D DOA estimation, e.g., the rectangular array [6], uniform
circular array (UCA) [7, 8], L-shaped array [9, 10] and TPULA [11, 12]. TPULA
has advantage in the pairing match of two-dimensional angle by decomposing the
2D problem into 1D but associated problem.

In [11], the DOA matrix method (DMM) was proposed to exploit the structure
of TPULA, and it constructs a DOA matrix whose eigenvalues and the associ-
ated eigenvectors are corresponding to the two-dimensional angles, respectively.
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Compared to other subspace-based methods, DOA matrix method requires neither
peak search nor additional pairing match. Thereafter, DOA matrix method has been
applied in many fields for multiple parameter estimation [12]. Meanwhile, propa-
gator method (PM) [13] is well known for its low computational complexity since
it needs neither singular value decomposition (SVD) of the received data nor eigen-
value decomposition (EVD) of the cross-covariancematrix. Reference [14] proposed
a PM-based fast 2D DOA estimation algorithm for TPULA. Thereafter, an improved
PM was proposed in [15], which has better estimation ability and larger aperture
than the method in [14]. However, both the DMM and the PM for TPULA utilize the
matrix constructed from the original subarrays, whose length limits the estimation
performance and identifiable source number.

To settle this problem, we propose an improved DOAmatrix method in this paper.
Extended subarrays are extracted for the DOA matrix construction, which ensures
the maximum identifiable source number and improves the estimation ability.

The rest of this paper is structured as follows. Section 2 develops the array model
of TPULA. Section 3 reviews two conventional 2D DOA estimation method: the
conventional DMM and the improved PM. Section 4 describes the improved DMM.
Section 5 discusses themaximum identifiable source number for the traditionalDMM
and the proposed one, respectively. Section 6 presents numerical simulations to verify
the advantages of the new approach. Section 7 gives the conclusion.

2 Array Model

Figure 1 shows the array geometry of TPULA. It is arranged in the x-y plane.
Subarray 1 is arranged along Y-axis and subarray 2 is parallel to subarray 1 with
half-wavelength distance, and both of them haveM elements. Consider that there are
K far-field sources impinging on the array with a 2D angle, and α and β are shown
in Fig. 1. Then, the outputs are

x(t) = As(t) + nx (t) (1)

y(t) = A�s(t) + ny(t) (2)

Fig. 1 Array geometry of
TPULA
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where � = diag
(
e−jπ cosβ1 , . . . , e−jπ cosβK

)
, s(t) = [s1(t), s2(t), . . . , sK (t)]T is the

source signal vector. nx (t) and ny(t) are additive white Gaussian noise vectors. (.)
T

means transposition. A is the directionmatrix of subarray 1with column vector being

a(αk) = [
1, e−jπ cosαk , . . . e−jπ(M−1) cosαk

]T
, k = 1, . . . , K (3)

3 Conventional Method

3.1 Conventional DOA Matrix Method

The covariance matrix of x(t) can be obtained by

Rxx = E
[
x(t)xH(t)

] = ARs AH + σ 2 IM (4)

where E[.] denotes the operation of expectation, (.)H denotes conjugate transposition
and the matrix Rs = diag

{
E

[
s1(t)sH1 (t)

]
, . . . , E

[
sK (t)sHK (t)

]} ∈ RK×K is diagonal,
representing the co-matrix of s(t).

Assume noise and signals are uncorrelated, the cross-correlation matrices of the
outputs measured by subarray 1 and 2 are

Ryx = E
[
y(t)xH(t)

] = A�Rs AH (5)

Perform EVD to Rxx , there are K signal eigenvalues and M − K repeated noise
eigenvalues. Then, we can remove the noise component from Rxx as

Cxx = ARs AH = Rxx − σ̂ 2 IM (6)

where σ̂ 2 is the estimation of the noise variance, which can be obtained from the
noise eigenvalues.

Then, DOA matrix R ∈ CM×M is defined as

R = RyxC+
xx (7)

where C+
xx is the pseudo-inversion of Cxx .

Assume A and Rs are full rank, then � has K nonzero unequal diagonal entries.
It can be verified from Eqs. (4)–(7) that the K eigenvalues and their corresponding
eigenvectors of R are equal to the elements of � and the column vectors of A,
respectively.

RA = A� (8)
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Perform EVD to R and then the estimates of � and A can be obtained through
the eigenvalues and the eigenvectors of R.

However, although DMM requires neither peak search nor pairing match, it has
a major disadvantage: From Eqs. (5) to (7), we can see that the DOA matrix is
constructed from original subarrays and the dimension isM × M, so the estimation
performance and identifiable source number are limited due to the limited aperture.

3.2 Propagator Method (PM)

Thepropagatormethod (PM) [13] iswell known for its lowcomputational complexity
since it needs neither singular value decomposition (SVD) of the received data nor
eigenvalue decomposition (EVD) of the cross-co-matrix. Wu proposed a fast DOA
estimation algorithmwhich has lower complexity [14]. Thereafter, an improved PM-
based method was proposed in [15], whose estimation performance was verified via
several simulations.

Define A12 = [
AT,�AT]T and partition A12 as

A12 =
[
A1

A2

]
(9)

where A1 ∈ CK×K , A2 ∈ C (2M−K )×K , then A2 is a linear transformation of A1. The
propagator matrix P ∈ CK×(2M−K ) is defined as

PHA1 = A2 (10)

Let Re = (1/J )
∑J

t=1 x(t)xH(t) be the co-matrix of the received data, and the
partition Re, as

Re = [
R1 R2

]
(11)

where R1 ∈ C2M×K , R2 ∈ C2M×(2M−K ). For the noise-free case, R2 = R1P .
But, in fact, it is hardly possible to be noise-free, and the following minimization

problem can be used to estimate P :

Jcsm(P) = ‖R2 − R1P‖2F (12)

where ‖·‖ is the Frobenius norm. Then, P is estimated by least squares (LS)

P̂ = (
RH
1 R1

)−1
RH
1 R2 (13)
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where (.)−1 denotes inversion. We define Pc =
[
IK×K

P̂
H

]

, and then, PcA1 = A12

and the partition Pc is:

Pc =
[
P x

P y

]
, P x ∈ CM×K , P y ∈ CM×K (14)

Based on Eqs. (8)–(13), it is derived that

P x A1 = A (15)

P y A1 = A� (16)

then

� = P+
x P y = A1�A−1

1 (17)

We perform EVD to �. The estimates of � and A1 can be obtained from the
eigenvalues and the eigenvectors of �. Let us assume that ξ̂k is the kth diagonal
element of �̂.

Then, we can define B1 =
[
P1

P3

]
A1, B2 =

[
P2

P4

]
A1, where P1,P2 are the first

to the (M − 1)th rows of P x , P y ; P3, P4 are the second to theMth rows of P x , P y .
Let us assume that γ̂k is the kth diagonal entry of B+

1 B2. The estimates of the 2D
angle are

α̂k = cos−1
(
angle

(
ξ̂k

)
/π

)
(18)

β̂k = cos−1
(
angle

(
γ̂k

)
/π

)
(19)

where angle(.) is to get the phase.

4 Improved DOA Matrix Method

The original subarrays shown in Eqs. (1)–(2) are corresponding to only half of the
sensor number, which limits the utilized degrees of freedom (DOF). Both the DMM
and the PM for TPULA utilize the matrix constructed from the original subarrays,
whose length limits the estimation performance and identifiable source number. Due
to the uniformity of the original subarrays, we can extract two extended subarrays
with outputs being:
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xa(t) =
[
x1(t)
y1(t)

]
=

[
Ax

Ax�

]
s(t) + na(t) (20)

xb(t) =
[
x2(t)
y2(t)

]
=

[
Ax

Ax�

]
�x s(t) + nb(t) (21)

where xi (t), yi (t), i = 1, 2 are the first and last (M − 1) rows of x(t), y(t). Ax

denotes the first (M − 1) rows of A, �x = diag
(
e−jπ cosα1 , . . . , e−jπ cosαK

)
. Then,

the co-matrix of xa(t) is

Ra = E
[
xa(t)xHa (t)

] = AE Rs AH
E + σ 2 I2M−2 (22)

where AE = [AT
x ,�AT

x ]T and Rs = E[s(t)sH(t)]. The cross-co-matrix between
xb(t) and xa(t) can be obtained by

Rba = E
[
xb(t)xHa (t)

] = AE�x Rs AH
E (23)

Then, the DOA matrix is constructed as follows

H = Rba(Ra − σ 2 I2M−2)
+ (24)

Based on Eqs. (22)–(24), it is derived that

HAE = AE�x (25)

We perform EVD to H , and Eq. (25) indicates that the estimates of �x and AE

can be obtained through the eigenvalues and the eigenvectors of H . Let us assume
that μ̂k is the kth diagonal element of �̂x . AE = [ae1, ae2, . . . aeK ], and the partition
aek—as

aek =
[
ak1
ak2

]
(26)

where ak1 , ak2 are the first and last (M − 1) rows of aek . Let us assume 	̂k = a+
k1
ak2 ,

the estimates of the 2D angle are

α̂k = cos−1
(
angle

(
μ̂k

)
/π

)
(27)

β̂k = cos−1
(
angle

(
	̂k

)
/π

)
(28)

As now the DOA matrix is constructed from extended subarrays, improved
estimation performance and increased identifiable source number can be expected.
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5 Maximum Identifiable Source Number

In this part, we discuss the maximum identifiable source number for the traditional
DMM and the proposed one, respectively. The conventional DOAmatrix method for
TPULA is constructed from the original subarrays, whose length limits the identifi-
able source number. To solve the problem, the improved DOAmatrix was proposed,
which extracts two extended subarrays for the DOA matrix construction.

In the conventional DMM, as discussed in Sect. 3, the diagonal entries of �

and the column vectors of A can be obtained after we perform EVD to R, where
A = [a(α1), . . . , a(αK )] is the direction matrix. To ensure A full column rank, at
least M sources can be identified. In the improved DMM, as discussed in Sect. 4,
we extract two extended subarrays, as shown in Eq. (23), and the diagonal elements
of �x and the column vectors of AE can be obtained after we perform EVD to H ,
where AE ∈ C (2M−2)×K . To ensure AE full column rank, the maximum identifiable
source number is 2M − 2. Obviously, when M > 2, compared to the conventional
method, the proposed one can identify more sources.

6 Simulations

Several simulations are performed to verify the superiority of the new approach.
Assume there are three uncorrelated sources with the following angles being
(α1, β1) = (50◦, 55◦), (α2, β2) = (65◦, 40◦) and (α3, β3) = (80◦, 75◦), respec-
tively. TPULA is configured withM = 4, and 200 samples are collected to estimate
the covariance matrix.

Fig. 2 Estimation
comparison among the
conventional DOA matrix,
the improved PM and the
proposed DOA matrix
method as well as the CRB
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Fig. 3 Estimation results
with K = 5 sources for the
proposed method

Figure 2 gives the estimation performance comparison among the conventional
DOA matrix, the improved PM and the proposed DOA matrix method as well as the
Cramer Rao bound (CRB) [16], where the RMSE is used for the measurement [12].
It is shown that the proposed method outperforms the conventional method and the
PM.

Figure 3 gives the estimation results of the improved DMM with K = 5 sources,
which make conventional methods fail. Therefore, the proposed method can increase
identifiable source number.

7 Conclusion

In this paper, we propose an improved DMM, which extracts two extended subarrays
for construction. Compared to two conventional 2D DOA estimation methods, the
conventional DMM and improved propagator method, the new approach has two
following advantages: (1) It has better performance in 2D DOA estimation; (2) it
can increase the maximum identifiable source number. These advantages have been
verified by the simulations.

Acknowledgements Thiswork is supported byNational Science Foundation of China (61601167),
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UKF Applied in Target Tracking Based
on Single Observation Station

Bo Ren and Huan Li

Abstract UnscentedKalman filter is used to tackle nonlinear tracking targetmoving
with uniform velocity in straight line, based on a single observation station. Symmet-
rical set unscented transform is applied to design a target tracking system which
includes a two-dimensional and a three-dimensional state-space model.

1 Introduction

The technology of target tracking and locating is widely applied in kinds of works
such as guidance and control, thus it takes a crucial role in national defense. However,
with the increasingmotility of the observed objects, it is a tough problem for observer
to follow the tracks of extremely flexible targets in nonlinear state. Therefore, how to
track the nonlinear and highly mobile system more steadily and precisely becomes
an essential field in research.

Owing to the whole information applied into the system’s model origins from
time domain, Kalman filtering can not only estimate stationary andmultidimensional
stochastic processes, but also be recursive so that it is convenient to be calculated on
computers in real time [1]. Nevertheless, the conventional Kalman filter is based on
a linear mathematical model, and the highly maneuverable missiles, aircrafts, and
other observed targets nowadays belong to nonlinear system to a large degree. So,
the conventional Kalman filter is not that perfectly applicable. Some newly filters
need to be studied to solve that problem [2].

Aclassical and traditionalway to solve the nonlinear problems is the linear approx-
imation of nonlinear functions and neglecting or approximating the higher-order
terms. One of the most widely used is the extended Kalman filter (EKF). Unscented
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Kalman filter (UKF), a kind of Kalman filter, is based on unscented transform,
whose principle totally differs from extended Kalman filter. UKF is another approx-
imating method to deal with nonlinear distribution by sampling strategy, which is
based on unscented transform (UT) and adopts Kalman linear filtering framework.
Furthermore, the specific sampling form of UKF is deterministic sampling rather
than particle filtering random sampling [3].

Nonlinear filtering UKF has been widely applied in kinds of fields. It was first
utilized for navigation and tracking, such as missile reentry, autonomous robot posi-
tioning, ground vehicle navigation, aircraft attitude control, and image tracking.
More recently, it has been applied in random signal processing, speech recognition
and enhancement. In addition, the combination of UKF and particle filtering can
achieve a better filtering effect through the complementation of both advantages and
disadvantages of the two, and the application of UKF in the artificial neural network
has also been concerned by scholars in a wide range [4].

The nonlinear problem exists in tracking target moving with uniform velocity in a
straight line. UKF shows an excellent performance in tracking the nonlinear system.

Two-dimensional and three-dimensional state-space models are established to
describe the state of an observed object. In a further discussion of the tracking
system’s ability of anti-interference, noise is increased in the observed nonlinear
system and the simulation results seem to be quite desirable with deviation within
reasonable range during 10-min observing period. And the deviation presents a trend
of oscillatory convergence.

2 Unscented Kalman Filter Algorithm

UKF is based on the UT transform and Kalman linear filtering framework. The
sampling form is deterministic sampling rather than particle filtering random
sampling. The number of particles (generally referred to as Sigma points) sampled
by UKF is very small, and the number of specific particles is dependent on the
selected sampling strategy. The most commonly used strategy is 2n + 1 Sigma
points symmetric sampling. One of the noises existing in nature is the white noise
whose probability density function is symmetrical Gauss distribution.

The essence of unscented transform is: in the premise to ensure the sample’s
mean and covariance for x and Px, select a set of points (Sigma points), then apply
nonlinear transform to each sampling point Sigma. We will get set y and Py through
nonlinear conversion and they are statistics of the original set of Sigma points after
transformation. It is easier to approximate the Gauss distribution by using a fixed
number of parameters than approximate nonlinear function or transformation. And
the principle is: to get some points in the original state of distribution according to
some rules in the condition of mean and covariance of these points are corresponding
equal to the mean and covariance of the original distribution; then, these points we
selected will be substituted into nonlinear function to obtain the set of points of
nonlinear function values; at last, we could figure out mean and covariance from the
set of points after transformation. That is to say, without linearization or neglecting
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(a) Actual distribution   (b) after EKF (c) after UKF

Fig. 1 Distribution of a set of points

the higher-order terms, the nonlinear function could be resolved properly and gain
a higher accuracy than EKF. The distribution of a set of points is shown in Fig. 1.
The actual distribution and the distributions after EKF and UKF are (a), (b), and (c),
respectively.

It is assumed that both the system noise and the observed noise are Gauss noise
models. Therefore, the unscented Kalman filter in this paper selects the symmetric
x Sigma Set UT, also known as the symmetric set unscented transformation, which
obtains the distribution of the set of σ points symmetrical about mean. The basic
principle of the unscented transformation of symmetric sets is as follows.

Let us assume a nonlinear transformation y = f (x). The state vector x is an n-
dimensional random variable, in which x̄ and P are known as its mean and variance.
Then, we can obtain the 2n + 1 Sigma points X and the corresponding weight ω for
the following UT to calculate the statistical characteristics of y.

1. Figure out 2n + 1 Sigma points X (sampling points), where n refers to the
dimension of states.

⎧
⎨

⎩

X (0) = X , i = 0
X (i) = X + (√

(n + λ)P
)

i , i = 1 ∼ n
X (i) = X + (√

(n + λ)P
)

i , i = n + 1 ∼ 2n
(1)

where
(√

P
)T(√

P
)

= P ,
(√

Pi

)
stands for column i of the square root of matrix.

2. Work out the corresponding weights of these sampling points.
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⎧
⎪⎨

⎪⎩

ω(0)
m = λ

n+λ
,

ω(0)
c = λ

n+λ
+ (

1 − α2 + β
)

ω(i)
m = ω(i)

c = λ
2(n+λ)

, i = 1 ∼ 2n
(2)

where superscript i is the number of sampling point.
Parameter λ = α2(n + κ) − n is a scaling parameter to reduce the total deviation

of prediction.
α controls the distribution state of the sampling point; κ is the parameter to be

determined, although there is no limit to the specific value, it is usually necessary to
ensure that thematrix (n + λ)P is a positive semidefinitematrix;β ≥ 0 is a parameter
to be determined, who can merge the motion difference of the higher-order terms
in the equation, so that the influence of the higher-order term can be taken into
consideration [5].

3 Mathematical Model of Observed Target

Assuming there is a target movingwith uniform velocity in a straight line, we observe
that project is based on a single observation station in a condition that the initial
parameters (location, velocity) are known at first. Then, we try to work out the real-
time state and trajectory of the observed one through UKF. Finally, figure out the
deviation between the trajectories we get based on UKF and the actual one, then
obtain the curve diagram of deviation we analyzed from the above steps.

Observed target’s mathematical model consists of state equation and measure-
ment equation. And after discretization, that model could be substituted into Kalman
through symmetrical unscented transform. Then, we will get the trajectory of the
target.

Aiming at the moving objects in the aforesaid assumption, we establish a two-
dimensional model (in Fig. 2) and a three-dimensional model (in Fig. 3) which are
corresponding to simulation of tank and airplane in reality as follows.

Operational equation of two-dimensional model:

Fig. 2 Model in
two-dimensional space
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Fig. 3 Model in
three-dimensional space
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Z(k) =
[√

(x1(k) − x0)
2 + (y1(k) − y0)

2 + V (k)
Y

]

(4)

In (4), Y is angle of yaw, and here comes the discussion of the value of Y:

Target in the first quadrant, Y =
∣
∣
∣tan−1 y1(t)

x1(t)

∣
∣
∣;

Target in the second quadrant, Y = π −
∣
∣
∣tan−1 y1(t)

x1(t)

∣
∣
∣;

Target in the third quadrant, Y = π +
∣
∣
∣tan−1 y1(t)

x1(t)

∣
∣
∣;

Target in the fourth quadrant, Y = −
∣
∣
∣tan−1 y1(t)

x1(t)

∣
∣
∣.

Operational equation of three-dimensional model:
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Z(k) =
⎡

⎣
P(k)
Y(k)√

(x1(k) − x0)
2 + (y1(k) − y0)

2 + z1(k) − z0 + V (k)

⎤

⎦ (6)

P in (6) is angle of pitch, P = tan−1 z1(t)√
(x1(t))

2+(y1(t))
2
.
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Obviously, both vector Z in (6) and (4) are made of nonlinear elements. We
substitute these models into unscented transform (1), (2), then into linear Kalman
filter Model.

4 Simulation Results and Analysis

Some of the parameters: sampling period: 1 s; sampling time: 10min; system noise in
two-dimensional model: 10−2 m/s2; system noise in three-dimensional model: 10−1

m/s2.
Simulation results of two-dimensional model are shown in Fig. 4. We draw a

conclusion from Fig. 4 that the two-dimensional model with UKF keeps an excel-
lent performance and reaches the goal of tracking the target effectively. With the
distance between moving target and observation station growing farther and farther,
the tracking deviation keeps within 11 m and shows the trend of oscillatory conver-
gence. It shows that the two-dimensional target tracking system has an excellent
ability of anti-interference and achieves goal of fully observable.

Simulation results of three-dimensional model are shown in Fig. 5. We could
conclude from Fig. 5 that the three-dimensional model with UKF reaches the goal of

(a) Trajectory of target  (b) Terminal trajectory   

(c) Tracking deviation

Fig. 4 Simulation results of two-dimensional model
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(a) Trajectory of target   (b) Terminal trajectory        

(c) Tracking deviation

Fig. 5 Simulation results of three-dimensional model

tracking the target effectively. With the distance between moving target and obser-
vation station growing farther and farther, the tracking deviation keeps within 14 m
and shows the trend of oscillatory convergence. All above shows that the three-
dimensional target tracking system has an excellent ability of anti-interference and
satisfies the requirement of the tracking target.

For a further discussion of verification for the filter’s ability dealing with inter-
ference and nonlinear system, we increased the system noise W (k) from 10−1 to 10
m/s2 in the three-dimensional model.

Simulation results of the three-dimensional model with noise are shown in Fig. 6.
As is plotted in Fig. 6, the trajectory of the observed target becomes rather crooked

under the influence of the system’s noise. However, the result of target tracking seems
quite desirable with deviation of no more than 25 m during 10-min observing period.
And the deviation presents a trend of oscillatory convergence.

5 Conclusions

Unscented Kalman filter was developed from navigation and target tracking to deal
with problems of the nonlinear system. The UKF is based on unscented transform
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(a) Trajectory of target (b) Terminal trajectory       

(c) Tracking deviation

Fig. 6 Simulation results of three-dimensional model with noise

approximating nonlinear distribution by samplingmethod, which differs totally from
EKF who linearizes the nonlinear system through neglecting or approximating the
higher-order terms. The UKF based on symmetric set unscented transformation is
applied to target tracking in condition of single observation station, and from analyses
of simulation results, it has been proved to have an excellent performance in anti-
interference to work out nonlinear system.

Compared with linear Kalman filter, the unscented Kalman filter has significant
advantages. When using linear Kalman filter, the higher-order term is eliminated
and only one term is reserved, which makes the error larger. The unscented Kalman
filter is designed for nonlinear systems. The state equation or observation equation
of the system is nonlinear, which does not eliminate the high term so that the filtering
accuracy is improved.
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Research on Handover Strategy Based
on Greedy Algorithm in Vehicle Edge
Computing

Hongzhuan Zhao, Lina Zheng, Wenyong Li, Dan Zhou, and Wenhao Li

Abstract Due to the mobility of the vehicle, the communication link between the
vehicle and the edge server changes dynamically in the vehicle edge computing,
leading to the increase of task completion time, transmission energy consumption,
and execution cost. In order to solve the problem, this paper studies the computa-
tional handover strategy in the vehicle edge computing environment. Considering the
three indicators of completion time, transmission energy consumption, and execution
cost, two handover strategies based on greedy weighted of simple additivity (SAW)
algorithm and greedy expectation–maximization (EM) algorithm are proposed. The
experimental results show that the two handoff strategies proposed in this paper
can shorten the task completion time, reduce the energy consumption of vehicle
transmission, and reduce the task execution cost.

1 Introduction

The Internet of vehicles [1] is a typical application of the Internet of things (IoT) to
achieve the function of collecting vehicle information and performing task unloading.
Vehicles are limited in resources due to limitations in their own batteries and
computing power in the Internet of vehicles. The traditional solution is to migrate
tasks to other resources with richer resources, such as the central cloud [2]. However,
as more and more computer applications begin to be applied to the vehicle environ-
ment, moving the task closer to the edge of the vehicle becomes a better solution.
This way of migrating tasks to a more resource-rich cloud or edge execution is called
computation migration, and the mode of offloading vehicle tasks to the edge of the
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network is called vehicle edge computing [3]. In the vehicle edge computing environ-
ment, by deploying edge servers at the edge of the network, the edge layer provides
computing, storage, and information processing for vehicles and other services.

Regarding the research on vehicle edge calculation, there have been many
domestic and foreign achievements in recent years, mainly focusing on the seam-
less migration of services [4], resource scheduling [5], and so on. Among them,
Gosain et al. [6] developed an edge computing vehicle networking platform. Kumar
et al. [7] proposed a smart grid data management based on DTN network for vehicle
edge computing. Feng et al. [8] proposed a decentralized automatic vehicle edge
computing framework. These programs have their own limitations how to use idle
resources in a dynamic vehicle environment, and how to build an efficient and
common framework which still remains to be solved.

Considering that the movement of the vehicle will cause the communication link
between the vehicle and the edge to change in a dynamic environment, how to find
the task is best when the three main indicators of ensuring the task completion time,
transmission energy consumption, and execution cost can be reduced. The available
resources are the focus of this paper. This paper proposes two kinds of computa-
tional switching strategies based on greedy SAW and greedy EM. The corresponding
quality of service (QoS) evaluation model is established according to the selected
strategy to reduce the task completion time, transmission energy consumption, and
execution cost.

The remaining part of this paper is organized as follows. In Sect. 2, we introduce
handover strategy of multi-indicator; in Sect. 3, we recommend experiment simula-
tion; in Sect. 4, we summarize experiment results and analysis. Finally, we conclude
our work in Sect. 5.

2 Handover Strategy of Multi-indicator

2.1 Objective Functions and Constraints

The handover strategy in vehicle edge computing designed in this paper is actu-
ally a multi-index decision problem, which can be solved as a multi-index deci-
sion problem. In this study, the process of multi-index decision making is generally
divided into three steps.

Step 1: Quantization of selected indicators and data preprocessing. In fact,
the existence of missing values and outliers is not considered in the simulation
experiment.

Step 2: Getting the index value and its corresponding weight. Three indexes were
selected as the index parameters for decisionmaking,which includes task completion
time, task transmission energy consumption, and task execution cost. Next, we use
SAW method and EM method to determine the index weight value.



Research on Handover Strategy Based on Greedy Algorithm … 61

Step 3: The optimal scheme is selected by the selected decision criteria. For Step
3, this experiment established two utility functions for the three indexes and made
the decision of task switching under the condition that the utility function value was
minimized.

We establish the basic model of switching strategy and the corresponding utility
function is as follows:

f (x) =
∑

n

wnxn, for n = 1, 2, 3 (1)

where the matrix x1, x2, x3 of the index value at each time represents time, energy
consumption, and cost; the corresponding weight w1, w2, w3 of each index is deter-
mined according to the selected switching algorithm. The constraint condition is set
as w1 + w2 + w3 = 1.

The objective function gets as follows:

min[ f (x)] (2)

2.2 Weight Determination

In this section, we propose the weight determination methods SAW and EM, both
of which are based on the greedy algorithm. The greedy algorithm [9] is a simple
and efficient method to find the optimal solution. In this article, after the task is
uploaded, the greedy object is established: user experience QoS. The expression gets
as follows:

QoS = q1 × T + q2 × P + q3 × C (3)

where T represents the remaining completion time of the task, P represents the
remaining transmission energy consumption of the task, and C represents the
remaining execution cost of the task. The corresponding coefficients q1, q2, q3 are
determined by different switching strategies.

The task makes a migration decision when the task’s QoS on the current server is
not as good as the QoS for other servers, namely:

QoS(now) > QoS(later) + QoS(migration) (4)

where QoS(migration) is the cost of task migration.

SAW The SAW method is a common method to solve the multi-indicator decision
making. When solving the objective problem of reality, the result is more in line with
the will of the decisionmakers.



62 H. Zhao et al.

Using the SAW method, the weight of each indicator is determined by the
individual preference of the decisionmaker. W = [w1, w2, . . . , wn] is the weight
vector, where K is the total number of selected indicators, with wi ∈ [0, 1] and
w1 + w2 + · · · + wn = 1. We set A = [

ai j
]
m×n as the decision matrix.

Therefore, the expression of the SAW method is written as:

SAWI = w1xi1 + w2xi2 + · · · + wnxin (5)

It is assumed that the vehicle edge computing environment is composed of one acer
station and three small base stations deployed with edge servers. The user terminal
moves in this environment, and the following decision matrix is established for the
candidate computing resources:

A =
⎡

⎣
(A1,C1) (A1,C2) (A1,C3)

(A2,C1) (A2,C2) (A2,C3)

(A3,C1) (A3,C2) (A3,C3)

⎤

⎦ (6)

where A1, A2, A3 represent the small base station with edge server deployed.
C1,C2,C3 denote the completion time, transmission energy consumption, and
execution cost of tasks on each resource, respectively.

The resource with the smallest decision coefficient is selected as the target
resource.

EM TheEM-based handover strategy uses the entropy value to determine theweight
of each resource indicator. Compared with the SAW-based switching strategy, the
EM-based switching strategy has certain objectivity. The core is to measure the
utility value of information with the disorder of information. The lower the degree
of disorder of information, the greater the utility value of the information.

The algorithm can be divided into the following three steps:
Step 1: Calculating index weight. EM is defined as follows:

H(Xi ) = E[I (Xi )] = E

[
log2

1

P(Xi )

]
= −

m∑

i=1

P(Xi )log2P(Xi ) (7)

where P represents the remaining transmission energy consumption of the task.
The entropy value of resource index is set as:

E(i) = −k
m∑

j=1

fi j log2 fi j (8)

where k is an arbitrary constant, in this paper, it will be taken as k = 1. Besides, fi j
is the standardized resource index, where i and j denote the index number and the
serial number of candidate resources, respectively.
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The degree of difference is:

G(i) = 1 − E(i) = 1 +
m∑

i=1

fi j log2 fi j (9)

Step 2: Calculating the composite index. The decision coefficient is defined as:

EMi =
n∑

j=1

bi j × ω j (10)

Step 3: The handover decision is made according to the scheme with the smallest
decision coefficient.

3 Experiment Simulation

In order to verify the performance and feasibility of the computational switching
strategy based on greedy algorithm, this paper selects MATLAB 2016b tool to verify
the experiment.

In this experiment, the problem of resource unavailability caused by insufficient
storage space of edge server and cloud or other reasons is not considered, and the
interference of other signals on communication is not considered. The task can be
interrupted. Furthermore, the vehicle motion model uses the most common random
waypoint model in the Internet of vehicles. The communication modes of V 2V in
the vehicular ad hoc networks are not considered, and the five communication modes
of V 2BS, V 2AP , V 2AP2BS, V 2BS2RUS, and RUS2RUS are considered. The
experimental parameter settings [10] are shown in Table 1.

4 Experimental Results and Analysis

We select the task average completion time T̃ , the task average execution energy
consumption Ẽ , and the task average execution cost C̃ to evaluate the method and the
comparison method involved. The calculation formulas of these three performance
indicators are given below:

T̃ = T/N , Ẽ = E/N , C̃ = C/N (11)

where N is the number of tasks, T is the total time of task completion, E is the total
energy consumption of task completion, and C is the total task execution cost.

Based on MATLAB 2016b experimental platform, it can be concluded that the
vehicle can perform local task, unload from cloud server, and behave as the nearest
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Table 1 Experimental parameters

Name Number Name Number

Simulation interval (s) 1 Experiment number 1000

Acer station number 1 Center cloud number 1

Edge server number 3 Vehicle speed (m/s) 30–60

Small base station number 16 Task traffic (M) [40 60]

Task computation (MIPS) 1.8 × [4 6] × 106 Small base station radius (m) [100 150]

Central cloud computing
capability (MIPS)

4219 × 5.5 × 7 Small base station to small
base station bandwidth
(Mbps)

5

Vehicle computing
capability (MIPS)

4219 × 5.5 × 2.5 Vehicle to acer station
bandwidth (Mbps)

1.28

Edge server computing
capability (MIPS)

4219 × 5.5 × [4 5 6] Vehicle to small base station
bandwidth (Mbps)

10

Note 4219 is IPone 8 running points, and 5.5 is the ratio of running points to MIPS

edge server, and the edge server is with the most computing power, SAW switching
strategy (SWA), and EM switching strategy (EM). The results are as follows:

From the average completion time of the task, the schemes that do not perform
edge calculation in the six schemes have the most time. It can be seen that the entropy
method and the simple weighting method have the best effect, and the execution
time is 117 and 120 s, respectively. From the perspective of the average transmission
energy consumption of the tasks, the energy consumption of the six schemes is 11.66,
12.80, 8.23, 12.38, 11.00, and 10.77 J. Among them, the highest execution cost is
not edge calculation, and the lowest is the entropy method. From the perspective of
the average execution cost of the task, the cost of the six schemes is 145.75, 109.31,
108.31, 93.69, 73.75, and 67.80 s, respectively. Among them, the highest execution
cost is not edge calculation, and the lowest is the entropy method.

5 Conclusions and Future Work

In this paper, themulti-indicator switching in vehicle edge computing is studied. Two
switching algorithms suitable for vehicle edge environment are proposed. Based
on the MATLAB 2016b experimental platform, the performance average time of
completion, the average transmission energy of the task, and the average execution
cost of the task in the three kinds of task unloading scenarios of the vehicle’s own
execution, cloud execution and edge execution are obtained. The experimental results
show that the proposed handover algorithm is reasonable and effective, which can
shorten the task completion time, reduce the task execution cost, and reduce the task
transmission energy consumption. In the future work, we can make more in-depth
research from the weight determination of the handover decision and also refine the
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mathematical model of multiple indicators to achieve the practical significance of
the experimental results.
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Safety Analysis Method Considering
Cascading Trips Based on Particle
Swarm Optimization

Hui Qiong Deng, Xing-Ying Lin, Peng-Peng Wu, Qin-Bin Li,
and Chao-Gang Li

Abstract View of preventing cascading trips, this paper mainly studies the security
level model of how to effectively prevent cascading failures in the system is studied.
First of all, from the point of view of relay protection, we consider the case of
backup protection for current protection, by judging the electrical distance between
the operating parameters of the branch and the relay protection fixed value after the
initial fault of the system, it can be judged whether the branch will undergo cascading
trips or not. Then, considering the critical state of cascading trips in branch grids, a
safety index is proposed to measure the shortest distance between the critical state
of power grids and the current operation state, and the specific calculation method is
given. Finally, an optimization model is given, which aims to find the nearest state
on the boundary from the current operation state. Aiming at this model, this paper
presents a solution method based on PSO algorithm, which is verified by simulation
through an example analysis.

1 Introduction

The development of society is inseparable from electricity, and the construction of
power grid is becoming more and more powerful. The cascading trips of power grids
can cause large blackouts, and the economic losses and social impacts caused by
large blackouts are also very serious, so the research on cascading trips is becoming
more and more urgent.

In order to prevent large blackouts caused by cascading failures, experts and
scholars at home and abroad have done a lot of research on cascading failures from
various perspectives. Literature [1] studies the network structure of power grid under
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small world network and its role in cascading failure propagation. Literature [2] uses
decision tree to analyze cascading failure and obtains the set of key lines. Literature
[3] analyzes the fragile lines in cascading failure of power system throughQ-learning.
Literature [4] studies the construction method of critical line model which affects
the vulnerability of power grid from the perspective of vulnerability of cascading
failures. Literatures [5–7] use vulnerability indicators such as average path length,
degree, and median to identify critical lines.

Therefore, it is very vital to study the related issues of cascading failures in power
grids. From the analysis of grid cascading failures, cascading failures are closely
related to cascading trips. The early stages of cascading failures generally show
cascading trips. In order to effectively prevent the occurrence of cascading failures,
it is necessary to take measures at an early stage.

In this paper, according to the cascading trips phenomenon of power grid and the
performance behavior of the branch cascading trips, the critical state of cascading
trips in power grids is shown by mathematical expressions, and the grid operation
status is expressed by the nodal injection power, the safety index of the grid trip is
considered. Based on the relations between nodal injection power and grid safety
level, a model is presented to indicate the safety level of the power system without
cascading failure under the impact of initial failure, and the model is solved by
particle swarm optimization. Taking the IEEE39 node system as an example, the
rationality of the method is verified.

2 Description of Cascading Trip

2.1 Mathematical Expressions of Cascading Failures

It is known from the process of cascading trips that the cascading trips occur after the
initial fault branch is disconnected, and the branch in the remaining branch has a load
crossing the boundary to trigger the backup protection action. Therefore, when the
initial fault had occurred, the difference between the measurement value of backup
protection and the set value of the remaining lines other than the initial fault line
can be compared to determine whether the backup protection is activated, thereby
determining whether a cascading trips accident occurs.

The branch that causes the initial fault of the system is the Li branch, and the
remaining branch except the branch Li is the branch Lj, and whether the branch Lj

will have a cascading trip through Formula (1):

I j ·dist = ∣
∣I j ·s

∣
∣ − ∣

∣I j
∣
∣ (1)

In Formula (1), I j is the current value of the branch Lj after the power flow
redistribution, the current setting value of backup protection on branch Lj is I j·s, and
I j·dist is the electrical distance between I j·s and I j. When I j·dist > 0, the branch Lj will
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not trip, but when I j·dist < 0, the branch Lj will trip. When I j·dist = 0, the branch Lj is
just in the critical state of cascading trip.

This paper only considers the case of the backup line protection in the case of
current-type protection.

2.2 Critical State Considering Cascading Trip

Considering the critical state of cascading trips in power grids with all branches.
Assuming that after the initial fault branch is removed, the number of remaining

branches in the power grid is l. According to Formula (1), all remaining branches
are taken into account, and the matrix shown in Formula (2) can be given.

K = diag(I1·dist, . . . , I j ·dist, . . . , Il·dist) (2)

I j·dist in Formula (2) represents the same meaning as in Formula (1), and K is a
diagonal matrix.

According to the concrete manifestation of the interlocking tripping of the power
grid, for the power grid operating under a certain state, after the original fault branch
is removed, the power grid is transferred through the power flow, and if the current
of all the remaining branches of the power grid meets Formula (3), the power grid is
rigid.

{ |K | = 0
I j ·dist ≥ 0, j = 1, 2, . . . , l

(3)

Further, from the knowledge of power system analysis, it could been seen that
the power flow formula of power system can be expressed by Formula (4) after the
initial failure of branch Li.

YU̇ = (

S/U̇
)∗

(4)

In Formula (4), after Li outage of branch,Y represents the node admittance matrix
of the grid, U̇ is the node voltage vector. For a given power grid and initial fault branch
Li, Y is a matrix whose elements are fixed values. Therefore, U̇ in Formula (4)
principally depends on the nodal injection power S. If the change of nodal injection
power before and after Li outage is neglected, S will remain unchanged before and
after Li outage. Then, U̇ is primary determined by the nodal injection power S, and
S is the injected power of grid nodes before branch outage.

From the power system analysis, it could be seen that in branch Li, I j in Formula
(1) mainly depends on the node voltage after the initial failure. Therefore, combined
with Formula (4), I j mainly depends on the nodal injection power. It is further known
that for a given initial fault, the critical operation state of the power grid after the
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initial fault removal ismainly determined by the operation state before the initial fault
removal, and nodal injection power of the power grid can determine the operation
state of power grid before initial fault.

Thus, the safety of power grid can be described by injecting power into nodes of
power grid.

3 Power Network Security Index Considering Cascading
Trips

According to the above analysis, when considering cascading trips, when the power
grid is running in a certain state, the cascading trips will not occur after the impact of
initial faults. For larger distances between the operation boundary of the power grid
and the operation, the safety of power grid is higher. Therefore, the security level of
power grid can be measured in this paper: the shortest distance of injected power of
the node between the current operation state of the power grid and critical state.

The distance between S′ and S can be expressed by Formula (5), if S′ is the power
vector injected into the nodes under the current operation state s1 and S is the power
vector injected into the nodes under a certain boundary operation state s2.

D(S) = ∥
∥S′ − S

∥
∥ (5)

In Formula (5), D(S) represents the norm of the difference between S′ and S.
Furthermore, the shortest distance between the nodal injected power in the current

operation state and the nodal injected power in the critical state can be shown as
follows:

F = minD(S) (6)

From the above analysis, it could be seen that when the power grid operates under
state s2, if the power grid is not subject to the impact of initial fault, the greater the
value of F, makes the power grid safer. Therefore, considering the case of cascading
trips, F can be used as an indicator to characterize the power grid security. Before
the initial fault occurs, the power flow constraint of steady-state operation should
be satisfied when the grid operates under state s2, that is, the power flow formula in
steady-state operation can be expressed as shown in Formula (7).

h0(x) = 0 (7)

In Formula (7), before the initial fault occurs, h0 is the mapping relation of power
flow, x is the state variable of power flow.

Prior to the initial failure, when the power grid operates under state s2, it should
also satisfy some inequality constraints, which can be expressed in the form of
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Formula (8).

⎧

⎪⎪⎨

⎪⎪⎩

QGi ·min ≤ QGi ≤ QGi ·max, i = 1, . . . , N1

PGi ·min ≤ PGi ≤ PGi ·max, i = 1, . . . , N1

Uk·min ≤ Uk ≤ Uk·max, k = 1, 2, . . . , N2

Pm ≤ Pm·max, m = 1, 2, . . . , l

(8)

Among them, PGi and QGi are, respectively, the active and reactive power of the
I generator in the system; PGi·min and PGi·max are the lower and upper limits of the
active power of the second generator; QGi·min and QGi·max are the lower and upper
limits of the reactive power of the I generator, respectively; N1 is the total number of
generators in the grid; Pm is the active power of branch Lm transmission, Pm·max is the
active power limit of branch Lm transmission; Uk is the voltage of node K, Uk·min is
the lower voltage limit allowed by node K, Uk·max is the upper voltage limit allowed
by node K, and N2 is the total number of grid nodes. Formula (8) is abbreviated and
can be expressed as Formula (9).

g0(x) ≤ 0 (9)

When the initial fault occurs, the power flow constraint can also be satisfied under
the action of the injected power of the node corresponding to the state s2, which can
be expressed as the formula shown in Formula (10).

hk(x) = 0 (10)

Among them, hk is the corresponding power flow mapping relationship when the
power flow redistribution occurs after the initial fault occurs in s2 state.

The model for calculating D(S) shown in Formula (11) can be given by Formulas
(3) and (6)–(10).

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

min D(S) = ∥
∥S′ − S

∥
∥

s.t. h0(x) = 0
hk(x) = 0
|K | = 0
g0(x) ≤ 0
I j ·dist ≥ 0, j = 1, 2, . . . , l

(11)

Formula (11) is an optimization model. The variable to be optimized is the node
injection power corresponding to the operation state of the interlocking tripping
boundary. Its goal is to find the nearest state on the boundary to the current operation
state s1 and the node injection power in this state.
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4 Calculation Algorithm of Security Index

For the optimization model given in Formula (11), this paper will use particle swarm
optimization to solve the problem. The main reason for using this algorithm is that it
is easy to program, simple and fast, and is suitable for solving complex optimization
problems which are difficult for classical optimization algorithms, and was used in
many fields. For the basic particle swarm optimization, this paper carries out iterative
calculation in the form of Formula (12).

{

vk+1
i = wvki + c1r1

(

pbest·i − xki
) + c2r2

(

gbest − xki
)

xk+1
i = xki + vki

(12)

In Formula (12), xki and vki are the particle i the kth of the iteration position and
the iteration speed, respectively. pbest·i is the optimal solution experienced by particle
i itself; gbest is the optimal solution experienced by the whole particle swarm; w is
the inertia coefficient, which decreases linearly from 0.9 to 0.1; c1 and c2 are the
acceleration constants, whose values are generally 2; r1 and r2 are random numbers
with uniform distribution in [0, 1] interval.

In order to cooperate with particle swarm optimization, the model of Formula
(11) is simplified appropriately:

1. For power flow constraints in Formula (11), this paper will turn them into power
flow calculation. In the process of iteration, if the power flow constraints are not
satisfied, new particles will be generated.

2. For |K | = 0 in Formula (11), it is recorded as f (x) = 0 in this paper, and for
I j ·dist ≥ 0 in Formula (11), it is recorded as g1(x) ≤ 0 in this paper. In this way,
the constraints to be handled in Formula (11) can be expressed in Formula (13).

⎧

⎨

⎩

f (x) = 0
g0(x) ≤ 0
g1(x) ≤ 0

(13)

Based on the above analysis, the penalty function shown in Formula (14) can be
given by combining Formulas (11) and (13).

D′ = D +
∑

k
1

αk

[

min
(

0,−g0(x)
)]2 +

∑

k
1

βk

[

min
(

0,−g1(x)
)]2 + 1

γ
[ f (x)]2

(14)

In Formula (14), αk , βk and γ are penalty factors.
A fitness function is established by Formula (14):

F= 1

D′ (15)
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Once the fitness F reaches the maximum value, which is the minimum value of
the penalty function, we can find the set of values closest to the critical point.

According to Formulas (14)–(15), this paper combines particle swarm optimiza-
tion algorithm to give the specific flow of the algorithm:

First, we need to check whether the initial state of the system meets the require-
ments: the particle x in the particle swarm algorithm represents the node injection
power of the system. We finally find a set of node injection power by constantly
adjusting the value of x to maximize the fitness value. As long as we avoid this set of
values, then the next step is safe to run; v is the direction in which the particles run.
Then, a new set of ground-state data is generated according to the original ground
state data, and it is checked whether the set of ground-state data satisfies the require-
ments: if the requirements aremet, the next step is performed, and if the requirements
are not met, a set of data is regenerated. Then, calculate the fitness of the generated
particles: firstly, randomly initialize the velocity of the particles, calculate the value
of the particle fitness, obtain Pbest and gbest, and then update the velocity and position
of the particle according to Formula (12) to obtain the local optimum for each time,
solution, and global optimal value. Finally, after reaching the maximum number of
iterations, the iteration is stopped and the optimal value is obtained. What we are
looking for is the set of particles corresponding to the optimal value.

5 Example

This paper takes IEEE39 node system as an example to further verify the above
methods. The wiring of the IEEE39 node system can be seen in Fig. 1. The system
data of node information can be referred to [8].

The analysis of the examples in this paper was carried out in the MATLAB envi-
ronment. The safetymargin is the current state of the system and the shortest distance
corresponding to the operating boundary of the system. The parameters of the particle
swarm algorithm are set as follows: c1 = c2 = 2; w is taken as a linear law from 0.9
to 0.1. In Formula (14), αk is taken as 0.005, βk is taken as 0.005, and γ is taken as
0.01. The initial fault branch is set to be the branch between node 18 and node 19,
namely branch L18,19. The initial population size for this study is 50, and the number
of iterations for setting the loop is 100. Assume that the backup protection of each
branch configuration corresponding to the system in Fig. 1 is set to 3 kA, and the
corresponding grid capacity is set to 100 MVA.

By simulating the example, the fitness value of Fig. 2 is obtained. In Fig. 2, the
abscissa represents the number of particle iterations, and the ordinate represents the
value of the optimal fitness for each iteration. It could be seen from Fig. 2 that after
100 cycles, the best fitness value is 0.2866 by comparison. From the results of the
program operation, the optimal particle is the 30th particle. Therefore, in the example
of this paper, when the initial fault occurs in the system: the branch between nodes
18 and 19 fails; when the outside world applies a disturbance: the artificial injection
system powers the node; as long as we do not choose, the node corresponding to
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Fig. 1 Diagram of
IEEE39-bus system

Fig. 2 Change of maximum
fitness

the 30th particle injects power, and the system greatly reduces the probability of
cascading failure.

From the results obtained from 100 cycles, we can get the best value in Table 1,
which is the shortest distance D(S) of the nodal injection power between current

Table 1 Running results of
PSO

Name D(S) D′(S) F

Value 1.746 3.489 0.286
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operating state and critical state. The maximum values of the model D′(S) and the
fitness F of the safety index combined with the equality constraint and the inequality
constraint in the normal operation state are shown in Table 1.

6 Conclusion

The results obtained from the above example analysis show that in the case of consid-
ering the backup protection of the line as current-type protection, we have success-
fully designed a model for considering the grid safety index of the cascading trips,
combined with the particle swarm algorithm. Using MATLAB, the simulation was
carried out in the environment to prove the practicability of the model. When an
initial fault has occurred in the power grid, the power flow is reallocated in removing
the faulty branch circumstances. The value of the injected power of the group of
nodes most likely to have cascading trips can be found according to the method of
this paper, as long as we avoid this. The choice of group value can effectively avoid
the occurrence of cascading failures.
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AMethod for Restraining Cascading
Trip Based on Node Power

Hui-Qiong Deng, Peng-Peng Wu, Xing-Ying Lin, Qin-Bin Li, Chao-Gang Li,
and Zhi-Han Shi

Abstract With the continuous development of the smart wireless communications,
the importance of electric energy becomes increasingly evident. Intricately inter-
connected power grids will also suffer from the threats of blackouts caused by grid
cascading failure while bringing convenience to the masses. The grid cascading
trip is closely related to cascading failure. Generally, the cascading failure shows a
cascading trip at early stage. Hence, the avoidance of occurrence of cascading trip
at an early stage may restrain the occurrence of complex cascading failure, thereby
avoiding the occurrence of the blackout. In this paper, the occurrence principle of
the cascading trip is firstly analyzed from the perspective of relay protection. The
output of the generator is taken as the optimization variable, and the optimization
model for restraining the grid trip is presented. Finally, the example of IEEE14 node
system is analyzed in this paper in combination with the particle swarm algorithm,
which verifies the rationality of the proposed method.

1 Introduction

When the Second Industrial Revolution took place, the human society entered the
electrical age, and all fields were increasingly dependent on electrical energy. The
masses would feel inconvenient even if one-day power failure occurred in real life.
In response to the development of social economy, China’s power grid is developing
toward the directions of large power grid, large unit, ultra-high voltage, automation
and information technology. The connections between power grids are becoming
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increasingly closer. The problem following is that the possibility and risk of grid
failure are constantly increasing, and the occurrence scope of failures is becoming
increasingly wider.

The problems like the grid cascading trip and even cascading failure have been the
focuses and concerns of many researchers thanks to the emphasis on the importance
of avoidance of the occurrence of blackout. A type of interconnected grid cascading
failure control measures based on heterogeneous cellular automata is proposed in [1].
The dispatchers may reasonably select interregional support coefficients according
to grid operations in regions and effectively reduce the risk of power failures in
regions. Normalized network power flow indicator acts as the predictive indicator
of the intermediate link of fault chain. The fault chain model is established online,
and it may be used to quantitatively analyze the cascading failure. The fault chain
model is applied to the risk assessment on the system and to provide preventive
control guidance for the cascading failure in [2]. The fault chain model is applied
to the vulnerability assessment on the system branch, and the branch portion of
the system which is relatively fragile and has a greater impact on the stability of
the power system is analyzed through the evaluation results in [3]. The weather
factors are integrated into the fault chain model, providing an important basis for the
operation mode developer to identify dangerous links in the bad weather in [4]. The
shortcoming involving overload protection of the line or the action of deterministic
analog protection control is only considered in the fault chain model in [5]. The
protection and control action evaluation indexes for key components are raised, and
the action probability of key component protection control is combined to determine
the follow-up event of fault chain of the cascading failure.

From the point of view of restraining chain trips, it is clear that earlier the devel-
opment of blocking cascading failures further makes for the safety of the grid, alter-
natively, the failure of the second level is to be avoided to the utmost extent for the
grid.

As far as the cascading trip event of the power grid is concerned, the action
behavior of relay protection is an influential factor to large extent, so the protection
action must be considered while exploring this problem. On the basis of considering
the current-type backup protection, an optimization model is proposed in combina-
tion with the action of relay protection to restrain the grid from tripping to the utmost
extent to avoid the cascading trip and improve the safety of the grid. The IEEE14
system is taken as an example to combine the particle swarm algorithm, and the
method raised in this paper is verified.

2 Safety Consideration Index of Grid While Cascading
Trip Occurs

When the initial failure occurs in the power grid and the initial failure is removed, the
existence of occurrence of cascading trip mainly depends on if the electrical quantity
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of branches in the power grid enters the action area of backup protection when the
power flow the grid is redistributed. If the backup protection of branches of the power
grid is current-type protection, the situation, that if the grid trips after the power flow
is transferred, mainly depends on the specific configuration of current and backup
protection of branches.

It is supposed that Branch Lij between Node i and Node j in the power grid suffers
from initial failure at certain moment. When Branch Lij is cut off and the power flow
of the power grid is redistributed, the possibility if any branch Ld will suffer from
the cascading trip may be measured by Eq. (1) for remaining portions of the power
grid:

Id·dist = |Id·set| − |Id | (1)

In Eq. (1), Id represents the current operating parameter of Residual Branch Ld ,
Id·set denotes the current-type backup protection setting value of Residual Branch Ld ,
and Id·dist denotes quantity measuring the electrical distance between Id·set and Id .

According to actual performance of the abovementioned formula and grid
cascading trip, Branch Ld will suffer from cascading trip when Id·dist > 0 is satisfied,
and Branch Ld is to be cut off by the backup protection when Id·dist ≤ 0 is satisfied
that is Ld will suffer from cascading trip.

There are a total of l branches of the grid except for initial failure branch from
[6]; Index shown in Eq. (2) can be further obtained through Eq. (1).

M = min(Id·dist) (2)

In terms of Eq. (2) and cascading trip phenomenon, one of the residual branches
is at the boundary of cascading trip at least in addition to initial failure branch when
M = 0 is satisfied, and the grid is in the boundary status of cascading trip.

From the above analysis, we can see thatM may be used as an indicator tomeasure
the safety of the grid. If the generator output of the power grid may be optimized
and adjusted in the operation of the power grid, M is to be guaranteed and to be
greater than zero in Eq. (2), the value of M is to be great to the utmost extent, and
the cascading trip of the power grid is to be effectively prevented and written in
mathematical form to have the objective function shown in Eq. (3).

F = max(M) (3)

3 Optimization Model for Restraining Grid Cascading Trip

For the objective function shown in Eq. (3), the variable to be optimized is the output
of the generator unit, and a complete mathematical model may be formed by adding
the objective function to the electrical constraint relation necessary for the grid.
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The electrical constraint relations considered mainly involve the equality
constraint and inequality constraint. Where, the equation constraint mainly involves
the power flow constraint of the grid before the occurrence of initial failure and that
after the occurrence of initial failure, and the former may be abbreviated into the
form of Eq. (4).

h0(x) = 0 (4)

In Eq. (4), h0 represents the mapping relation corresponding to the grid power
flow before the occurrence of initial failure, and x denotes the grid state variable
when the power flow is solved. The power flow constraint of the grid after the initial
failure may be abbreviated into the form of Eq. (5).

h1(x) = 0 (5)

In Eq. (5), h1 denotes the mapping relation corresponding to the power flow of
the grid after the occurrence of initial failure.

In this optimization problem, the inequality constraint relation to be considered
is mainly shown in Eq. (6).

⎧
⎪⎪⎨

⎪⎪⎩

PGi ·min ≤ PGi ≤ PGi ·max, i = 1, . . . , N1
QGi ·min ≤ QGi ≤ QGi ·max, i = 1, . . . , N1
Pm ≤ Pm·max, m = 1, 2, . . . , l
Uk·min ≤ Uk ≤ Uk·max, k = 1, 2, . . . , N2

(6)

In Eq. (6), PGi and QGi are, respectively, the active and reactive power of the
generator i in the system; PGi·min and PGi·max are, respectively, the lower limit and
upper limit of active output of the generator i in the system; QGi·min and QGi·max are,
respectively, the lower and upper limits of reactive power of the generator i in the
system; N1 is the total number of generators in the grid; Pm is the active power
transmitted by the branch Lm; Pm·max is the active power limit transmitted by the
branch Lm; Uk is the voltage of node k; Uk·min is the lower-voltage limit allowed by
node k; Uk·max is the upper-voltage limit allowed by node k; N2 is the total number
of grid nodes. Write Eq. (6) in abbreviated form, which can be expressed in Eq. (7).

g0(x) ≤ 0 (7)

Additionally, according to the above analysis, M in Eq. (2) is also required to
satisfy a certain constraint relation, namely M > 0, as m is also the function of state
variable x, so m is denoted as f (x) here, the corresponding inequality constraint
relation is denoted as the form shown in Eq. (8).

f (x) ≥ 0 (8)
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It is possible to form optimized and adjusted output of the power grid and to
improve the goal of the grid in terms of the safety of cascading trip by combining the
above formulas thoroughly from Formulas (3) to (8). The complete mode is shown
in Eq. (9).

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

F = max(M)

s.t. h0(x) = 0
h1(x) = 0
g0(x) ≤ 0
f (x) ≥ 0

(9)

4 Solution Thoughts for Optimization Model

For the optimization model given by Eq. (9), this paper will use particle swarm
optimization to solve it, and the reason for adopting this algorithm is mainly to
consider that this algorithm is easy to program and implement. For the basic particle
swarm algorithm, this paper performs iterative calculation according to Eq. (10).

{
vk+1
i = wvk

i + c1r1
(
Pbest·i − xki

) + c2r2
(
gbest − xki

)

xk+1
i = xki + vk

i

(10)

In Eq. (10), xki is the k-th iteration position of particle i ; vk
i is the iteration speed

of particle i at the k-th time; The condition that needs to be met is vmin ≤ vk
i ≤ vmax;

Pbest·i is the optimal solution experienced by particle i itself; gbest is the optimal
solution experienced by the entire particle swarm; w is the inertia coefficient; c1 and
c2 are the acceleration constant; r1 and r2 are uniformly distributed random number
in the interval [0, 1].

For the optimization problem shown in Eq. (9), this paper firstly simplifies the
model:

(a) For the power flow constraint in Eq. (9), in this paper, it will be processed by the
power flow calculation. In the iterative calculation process, if the power flow
constraint is not satisfied, a new particle will be generated.

(b) For the optimization model shown in Eq. (9), in order to facilitate processing
with particle swarm optimization, this paper changes the objective function of
Eq. (9) to the penalty function form shown in (11).

F
′ = F +

k∑

1

1

αk

[
min(0,−g0(x))

]2 + 1

γ
[ f (x)]2 (11)



82 H.-Q. Deng et al.

In Eq. (11), αk and γ are punishment factors, and k is the number of inequalities
contained in Eq. (6).

Using the penalty function given by Eq. (11), this paper combines the particle
swarm algorithm to give the following specific algorithm flow.

Step 1 Initialize the particle swarm to have the initial particle satisfy the feasible
solution of the problem and assign the initial velocity of the particle;

Step 2 Solve the fitness of the particle according to the fitness function of themodel;
Step 3 Compare the fitness of current particle with that at optimal position in the

individual history and update the historical optimal position of the individual
if the current fitness is higher;

Step 4 Compare the fitness of current particle at optimal position in global history
and update the globally historical optimal position if current fitness is higher;

Step 5 Calculate the next position and velocity of the particle according to the
iterative formula of the particle swarm;

Step 6 Stop the iteration when the maximum number of iterations is hit.

5 Example

Using IEEE14 system, and example is analyzed based on the previous algorithm
(Fig. 1):

It is not to select cutting off certain generator unit in the initial failure due to the
influence of output distribution of studied unit on the safety level indicatorM. Node
1 is set as the balance node, and the output nodes of the adjustable unit are Node 2,
Node 3, Node 6 and Node 8.

Fig. 1 Diagram of the
example system
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Table 1 Generator unit output distribution plan before failure

M Node 2 output Node 3 output Node 6 output Node 8 output

0.557 40 MW 10 MW 60 MW 70 MW

Set the initial failure to be the second branch. Line 2 is removed by the relay
protection device when it suffers from the failure, and generator unit has not changed
timely when the failure is to occur, and then the safety index M of the system is as
follows.

From Table 1, when the initial fault is in the second branch, the safety index M
of the system is only 0.557, which is less than 0.6. At this time, the whole system is
in an unsafe state. If the system is subjected to external shocks again, the maximum
probability of cascading trips will occur.

In order to further prevent the occurrence of cascading trips and increase the value
of M, the system should timely adjust the output of generator units to ensure that
their safety indicators are as large as possible.

After adjusting the output of the generator set, the indexM of the system is shown
in Fig. 2.

Meanwhile, the optimal outputs of the generator units are as follows (Table 2).
By adjusting the output of the generator, we find that the safety index has been

raised from 0.557 to 0.86, which greatly reduces the risk of cascading trips, thus
achieving the purpose of restraining cascading trips.

Fig. 2 Safety index after
adjusting the output of
generator units

Table 2 Generator unit output distribution plan after failure

M Node 2 output Node 3 output Node 6 output Node 8 output

0.86 55 MW 118 MW 8 MW 17 MW
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6 Conclusion

According to the studies in this paper, it is possible to find out that the optimization
on the output of the unit may effectively improve the safety level of the system to
prevent the occurrence of the cascading trip fault and thus effectively restraining the
occurrence of the cascading trip fault. The safety level evaluation indicator charac-
terizes the electrical distance between the system and the occurrence of cascading
trip fault. The greater the safety level indicator is, the less the system is likely to
trip and the safer it is. It is found that the change in the output of the unit can effec-
tively improve the safety level of the system through calculations, thus achieving the
purpose of restraining the cascading trip of the power grid.

The conclusions drawn in this paper and the method of restraining the cascading
trip proposed may have certain references for further research and actual operation
of the grid.
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Improved Window Decoding of Spatially
Coupled LDPC Codes

Yamei Zhang, Lin Zhou, Shuying Zhang, Chen Chen, Yuqing Fu,
and Yucheng He

Abstract In this paper, we analyze the performance of window decoding (WD)
scheme for spatially coupled low-density parity-check (SC-LDPC) codes, and an
improved WD scheme is proposed. Compared with the belief propagation (BP)
decoding algorithm, window decoding has the advantages of low decoding latency,
low decoding complexity, and small memory. But, the performance of WD is not
as good as that of BP. It is found that the error bit number err of the target symbol
does not decrease monotonously with the iteration progresses. This means that the
target symbol likelihoods generated when decoding is terminated may not be the
best choice to make a decision. To optimize the performance of WD, an improved
WD is proposed. In this scheme, the achievable minimum of err is monitored, and
the related likelihoods is stored to estimate the target symbol at the end of decoding.
Simulation results show that the improved WD outperforms the conventional WD.

1 Introduction

Spatially coupled low-density parity-check (SC-LDPC) codes are first proposed by
Felstrom and Zigangirov [1]. It is a kind of convolutional LDPC code [2]. Kudekar
et al. have proved that SC-LDPC code has threshold saturation characteristic [3], that
is, the belief propagation (BP) thresholds of SC-LDPC code can reach the maximum
a posteriori (MAP) thresholds of corresponding regular LDPC code.

Using BP decoding long codes may cause high latency and need large memory. In
[4], a window decoding (WD) method is proposed to solve this problem. The parity-
check matrix H sc of SC-LDPC code shows the structure of a nonzero diagonal band.
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Hence, the BP decoding can be operated in a window. The window slides along
the diagonal band of the parity matrix and the target symbols are estimated one by
one with low decoding latency until the whole codeword is decoded. Limiting BP
decoding to a window has the advantage of reducing decoding latency, complexity,
and memory, but at the cost of decoding performance. Therefore, Shi Yuan Mo,
Inayat, and Peng Kang propose to introduce supervision [5], effective decoding
termination [6], and retain local reliable message [7], respectively, to improve the
performance of WD. Then, the P-EXIT analysis is applied for SC-LDPC code with
window decoding in [8] to reduce decoding complexity. The research of Shi Yuan
Mo et al. shows that the average error probability of the target symbols they define
does not monotonically decrease with the iteration.

Inspired by this phenomenon, we find that the number of error bits err of the
target symbols does not monotonically decrease with the iteration progresses. This
means that the log-likelihood ratio (LLR) generated when the window decoding
terminates is not the best choice for making decisions. Therefore, we propose an
improved window decoding (iWD) that monitors the minimum of err and store the
related LLR. Then, the target symbols can be estimated according to the stored LLR
at the end of the window decoding. Then, we analyze and simulate the performance
of SC-LDPC code WD and iWD in the additive white Gaussian noise (AWGN)
channel. The simulation results show that the performance of the iWD outperforms
the conventional WD.

2 SC-LDPC Codes

An SC-LDPC code can be constructed by spatial coupling of protographs [9, 10].
Given a regular LDPC protograph, an SC-LDPC protograph can be obtained by
coupling L replicas of a regular LDPC protograph through edge spreading, where L
represents the coupling length. For example, a (J, K)-regular LDPC protograph is
given in Fig. 1a, where J represents column weight and K represents row weight.
Figure 1b is to make L copies of regular LDPC protograph. And they are indexed by
t. Figure 1c shows the process of edge spreading. Defining w as the coupling width,

Fig. 1 a A (3, 6)-regular LDPC protograph, b L replicas of (3, 6)-regular LDPC protographs,
c process of edge spreading with w = 2, and d protograph of the (3, 6) SC-LDPC codes with w = 2
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then the edge of the variable nodes (VNs) at t is connected to the checking nodes
(CNs) at t, t + 1, …, t + w. The protograph of the (3, 6) SC-LDPC codes is shown in
Fig. 1d.

A base matrix B = [B(i, j)]a×b can represent a regular LDPC protograph
(a = J/(gcd(J, K )),b = K/(gcd(J, K )), gcd(J, K )denote themaximumcommon
divisor of J and K). Figure 1a shows that the base matrix corresponding to the (3, 6)-
regular LDPC protograph is B = [

3 3
]
. The edge spreading divides the base matrix

into component base matrices, and the component base matrices corresponding to
Fig. 1c are Bi = [

1 1
]
, i = {0, 1, 2}.

Therefore, the base matrix of SC-LDPC code is

Bsc =

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

B0

B1 B0
... B1

. . .

Bw
...

. . . B0

Bw
. . . B1

. . .
...

Bw

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

((L+w)a×Lb)

(1)

H sc can be obtained by further lifting Bsc by the lifting factorM. Hence, the code
rate of SC-LDPC code is

Rsc = 1 − (L + w)Ma

LMb
(2)

3 Window Decoding and Improved WD

The parity matrix of SC-LDPC code presents a nonzero diagonal band structure. As
shown in Fig. 2, the gray area is its nonzero diagonal band. Therefore, BP decoding
can be constrained in a window, and the window size W needs to be satisfied with
the condition (w + 1) ≤ W ≤ L .

The general principle ofWD is given below. After receiving partial codeword, the
decoding window starts BP decoding through a partial Tanner graph of the codeword
and then slides along the diagonal band to estimate the target symbols one by one
and generate a lower decoding latency. The symbol set contained in the leftmost
protograph in the decoding window is called the target symbol. Once the BER of the
target symbol is 0 or the number of iterations reaches the maximum, the decoding
window terminates and outputs the decoding result of the current target symbol. Then,
the decoding window slides to the next position to decode the next target symbol,
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Fig. 2 WD of SC-LDPC
codes, where the coupling
width w = 2, the coupling
length L = 10, and the
window sizeW = 3

and the sliding process is shown in Fig. 2. Then, the above process is repeated until
the entire codeword is decoded.

Assume that, the codeword is binary phase-shift keying (BPSK) modulated and
sent to the AWGN channel. Let s = (s1, s2, . . . , sN ) and r = (r1, r2, . . . , rN ) repre-
sent the transmitted and accepted codeword, respectively, where N = LMb. The
decoding process of WD is as follows.

Initialization: After receiving rm from the channel in the mth window, the LLR of
sm can be initialized to

Lm = ln

(
P(sm = 0|rm)
P(sm = 1|rm)

)
(3)

Iterative Process: Only exchange and update the information of VNs and CNs in
the current window. At lth iteration, the information transmitted by check node (CN)
n to the connected variable node (VN) m is

Rl
nm = ln

1 + ∏
k∈M1(n)\m tanh(Ql−1

nk /2)

1 − ∏
k∈M1(n)\m tanh(Ql−1

nk /2)
(4)

Information passed by VN m to the connected CN n is

Ql
nm =

{
Lm

Lm + ∑
k∈M2(m)\n R

l
km

l = 0
l > 0

(5)

M1(n)\m represents the set of remaining VNs connected to CN n except the mth
VN. Similarly, M2(m)\n represents the set of remaining CNs connected to VN m
except for the nth CN.
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Decision And Window Sliding: After the current iteration, the LLR of VNs is
calculated, and then, the hard decision is made based on the Ql

nm . If Ql
nm ≥ 0,

s ′ = 0, or s ′ = 1, otherwise. Let err denote the number of error bits of the target
symbol. If the corresponding bit is decoded incorrectly, err will be increased by

err = err + 1 (6)

If the BER of the target symbol is zero or the number of iterations reaches the
maximum, the currentwindowdecodingwill terminate andoutput the decoding result
and then keep and propagate the information of the overlapped part (the shadow area
in Fig. 2) from the current window to the next window and slide to the next position
for decoding; otherwise, return to step 2 to continue the iteration.

Note that, err does not monotonically decrease with the iteration progresses.
Therefore, improvedWD is proposed. This schememonitors theminimumof err and
stores the related LLR. Let err∗ denote theminimumof error bits of the target symbol.
err∗ will be initialized as err∗ = 1010. As the iteration progresses, if err < err∗, err∗
will be updated by

err∗ = err (7)

And the LLR of the target symbol will be stored. Once the BER of the target
symbol is zero or the number of iterations reaches themaximum, the current decoding
window will estimate the target symbol based on the stored LLR. Then, the current
decoding window slides to the next position to decode the next target symbol.

4 Simulation Results and Analysis

This section simulates the (3, 6) SC-LDPC code, its corresponding base matrix
B = [

3 3
]
, the couplingwidthw= 2, and the coupling length L= 50. The codeword

is transmitted in the AWGN channel after BPSK modulation.
Figures 3 and 4 show the BER performance of the SC-LDPC code with the lifting

factor M = 10 and M = 50, respectively. Hence, the codeword length is 1000 and
5000, respectively, and both code rates are 0.48. Eb/N0 represents the signal-to-noise
ratio. It is shown in each figure that iWD performance is better thanWDperformance
at different window sizes. When the window size is 12 and the BER is 10−4, the iWD
of SC-LDPC with code length of 1000 has a gain of about 0.22 dB compared with
that of WD.When the window size is 12 and the BER is 10−4, the iWD of SC-LDPC
with code length of 5000 has a gain of about 0.12 dB compared with that of WD.
Theoretically, compared with WD, iWD only monitors the minimum error bit of the
target symbol, and its decoding termination conditions have not changed. Therefore,
the decoding complexity of iWD and WD is approximately the same.
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Fig. 3 BER curve of the
SC-LDPC code with code
length N= 1000

Fig. 4 BER curve of the
SC-LDPC code with code
length N = 5000

5 Conclusions

This paper introduces the window decoding of SC-LDPC codes and then proposes
an improved scheme. The improved scheme monitors the minimum number of error
bits of the target symbols and stores the related LLR. Then, the target symbols are
estimated according to the stored LLR to make the more reliable decoding choices.
The simulation results show that the improved scheme outperforms conventional
WD.
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Application of the Several Common
Algorithms for Corner Detection
to Sonar Image Registration

Ruiying Luo and Haitao Guo

Abstract Sonar image registration plays a key role in intelligent perception of under-
water target. Corner is an important feature of the image. Image registration algo-
rithms based on corner detection have been widely used. Common corner detection
algorithms include Harris algorithm, small univalue segment assimilating nucleus
(SUSAN) algorithm, features fromaccelerated segment test (FAST) algorithm, scale-
invariant feature transform (SIFT) algorithm, etc. This paper examines the application
of these four corner detection algorithms in sonar image registration and gives the
experimental results. At the same time, this paper compares these four corner detec-
tion algorithms from five aspects: the number of detected corners, corners logarithm
participating in registration, corners logarithm of correct matching, matching rate,
and matching time.

1 Introduction

With the development of science and technology, underwater target detection
becomes more and more intelligent. Sonar is a powerful tool for underwater detec-
tion, it is widely used in underwater intelligent perception. Sonar image registration
(or mosaic) is the basis of the intelligent perception of underwater target.

Single sonar image usually has small image size and limited coverage area. We
often use image mosaic to seamlessly stitch multiple sonar images into a large image
with high resolution and wide viewing angle [1]. Image registration is a key step
in image mosaic. The quality of image registration directly determines the quality
of image mosaic [2]. Image registration algorithms are mainly divided into three
types: algorithms based on grayscale, algorithms based on transform domain, and
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algorithms based on feature [2, 3]. Sonar image registration usually adopt algo-
rithms based on feature [3]. These algorithms mainly extract local stable feature in
image. Common features include point feature, line feature, and regional feature [4].
Corner is easy to be detected and keeps stable in the case of image translation, rota-
tion, scale transformation, and distortion, it has become an important tool for image
feature expression [5]. The number and accuracy of detected corners are crucial to
image registration. The registration algorithm based on corner detection includes
two stages: corner detection and corner registration [6]. In recent years, the regis-
tration algorithm based on corner detection has attracted more and more attention.
Common corner detection algorithms include: Harris algorithm [7], small univalue
segment assimilating nucleus (SUSAN) algorithm [8], features from accelerated
segment test (FAST) algorithm [9], and scale-invariant feature transform (SIFT)
algorithm [10]. This paper examines the application of these algorithms in sonar
image registration. At the same time, this paper analyzes and compares the four
algorithms from subjective and objective perspectives.

2 Several Corner Detection Algorithms

In 1988, Harris and Stephens proposed a corner detection algorithm based on change
in gray intensity, which is calledHarris corner detection algorithm [7]. In 1997, Smith
proposed SUSAN corner detection algorithm [8]. This algorithm is simple in theory
and easy to implement. In 2010, Edward and Tom proposed FAST corner detection
algorithm based on the SUSAN corner detection algorithm [9]. FAST algorithm is
defined as: if a pixel is not similar to enough pixels in its surrounding neighborhood,
then the pixel is called corner [11]. SIFT algorithm was proposed by Lowe in 1999
[12] and summarized in 2004 [10]. It is a corner detection algorithm based on scale
space, which maintains invariable characteristic in image scaling, rotation, and even
affine transformation. SIFT algorithm consists of four steps:scale-space extrema
detection, keypoint localization, orientation assignment, keypoint descriptor, it is
divided into two stages: corner detection and corner description, where scale-space
extreme detection and keypoint localization belong to corner detection, the other
steps belong to corner description.

3 Experimental Results and Analysis

3.1 Experimental Results and Analysis

This experiment aims to compare the performance of four corner detection algorithms
in sonar image registration. In the following experiments, during corner detection
stage, we respectively adopt the four corner detection algorithms mentioned above,
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Table 1 Performance comparison of the four algorithms

Algorithms n a b r (%) t (s)

Harris 39/34 3 3 100 5.85

SUSAN 250/214 27 10 37.0 13.58

FAST 42/27 4 3 75.0 6.12

SIFT 60/65 12 11 92.5 5.01

and the number of detected corners is represented by n. As given in Table 1, the
number before the symbol “/” is the number of corners extracted from I1 of
Fig. 1b, and the number after the symbol “/” is the number of corners extracted
from I2 of Fig. 1b. In the corner registration stage, firstly, we uniformly adopt corner
description method used in SIFT algorithm [9] to generate 128-dimensional corner
descriptor for each corner, then the nearest neighbor sub-nearest neighbor algo-
rithm [9] is used to confirm corners logarithm participating in registration, which
is represented by a. Then, random sample consensus (RANSAC) algorithm [13] is
used to calucate the geometric coordinate transformation model between the images
to be registered, where corners logarithm conformed geometric coordinate transfor-
mation model are corners logarithm of correct matching, the others belong to corners
logarithm of wrong matching. The number of corners logarithm of correct matching
is represented by b, and the number of corners logarithm of wrong matching is
represented by c, where a = b + c. Here, we use matching rate [14] to evaluate
the performance of these algorithms, which is represented by r. The definition of
matching rate is:

r = b/a (1)

In general, the higher the matching rate, the better the image registration effect,
and the better the comprehensive performance of the algorithm. At the same time,
we record matching time, which is represented by t.

3.2 Parameter Setting

The following describes the parameters of the experiment during corner detection
stage.

1. Harris algorithm: the σ of circular window is set to 1.6; the threshold of corner
response function is set to R= 20; the constant k in the corner response function
is set to 0.04 [7].

2. SUSANalgorithm: the brightness difference threshold is set to 45, n is the number
of pixels in the USAN, and n is compared with a fixed threshold g, which is set
to 3nmax/4, where nmax is the maximum value which n can take [8].
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(a) Original sonar image

(b) Images to be registered (I1 and I2)

(c) Harris image registration

(d) SUSAN image registration

(e) FAST image registration

(f) SIFT image registration

Fig. 1 Four image registration algorithms
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3. FAST algorithm: the threshold of t is set to 30, and the number of contiguous
pixels n is set to n = 12 [9].

4. SIFT algorithm: the σ in variable-scale Gaussian G(x, y, σ ) is set to 1.6; the k in
the difference of Gaussian function is set to 1.414; octave is set to 2; layer is set
to 5; the threshold of D(xˆ) is set to 0.03; the threshold of the ratio of principal
curvatures is set to r = 10 [10].

In corner registration stage, we uniformly adopt these parameters. The orientation
histogram has 36 bins covering the 360° range of orientations; when conduct orienta-
tion assignment, the σ ofGaussian-weighted circular window is set to 2.4; the highest
peak is the main direction of the corner, any other local peak that is within 80% of the
highest peak is auxiliary direction of the corner, then generate 128-dimention corner
descriptior for every main direction and auxiliary direction. When caculate corner
descriptor, the σ of Gaussian weighting function is set to 0.8; the ratio between the
distance of the closest neighbor to that of the second-closest neighbor is set to 0.6.

3.3 Results and Analysis

Figure 1a is a sonar image. The two images in Fig. 1b are obtained through the
Photoshop software screenshot of Fig. 1a. The two images are of same size and
contain common area. In the process of collecting seabed images, sonar is inevitably
affected by factors such as ocean waves [15]. There may be a certain degree of
relative rotation between the sonar images to be registered, but the relative rotation
angle is generally small, so this paper does not mention the case of relative rotation.
The detected corners are marked with red dots, and the corners participating in
registration are connected with blue lines. The registration results are as follows:

From the above experimental results, it can be seen that the four algorithms have
completed image registration. Both SUSAN algorithm and SIFT algorithm detect a
large number of corners. Although SUSAN algorithm detect more corners than SIFT
algorithm, the number of corners logarithm of correct matching is obviously smaller
than SIFT algorithm, so this illustrates that compared with SIFT algorithm, SUSAN
algorithm has significantly more error detected corners. Both Harris algorithm and
FAST algorithm detect relatively small number of corners, but the corner positioning
accuracy of FAST algorithm is the highest of the four algorithms.

From objective perspective, in terms of matching rate, Harris algorithm and SIFT
algorithm are significantly higher than the other two algorithms, but considering the
logarithm of the corners participating in registration of Harris algorithm is obviously
smaller than SIFT algorithm, the performance of SIFT algorithm is more stable than
Harris algorithm. From the perspective of matching time, the time spent by SUSAN
algorithm is obviously long, followed by the FAST algorithm, and the time spent by
Harris algorithm and SIFT algorithm is not significantly different.
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4 Conclusion

By setting up the experiments, this paper analyzes and compares the application
of four corner detection algorithms in sonar image registration. Underwater intel-
ligent services increasingly focus on perceived accuracy and speed. Sonar image
registration is the basis of the underwater object intelligent perception. In this way,
compared with Harris algorithm and SUSAN algorithm, SIFT algorithm and FAST
algorithm are more suitable for sonar image registration. SIFT algorithm has high
matching rate and is slightly faster than FAST algorithm; however, FAST algorithm
has high positioning accuracy of corners. In practical application, we will choose the
appropriate algorithm according to the specific situation.
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Performance Analysis of Interleaver
for Polar Coding in Bit-Interleaved
Coded Modulation System

Xu Shi, LIn Zhou, Yiduo Tang, Chen Chen, Yuqing Fu, and Yucheng He

Abstract A bit-interleaved polar-coded modulation (BIPCM) systemwas proposed
in this paper. Considering the complexity of code construction, the polarization
weight (PW) independent of the specific signal-to-noise ratio (SNR) was employed.
For decoding, the successive cancellation (SC) decoding is to be known with a low
complexity. Further, a unified description of BICM system was given, and the design
of interleaver for polar code was analyzed in this paper. To evaluate the performance
of interleaver for BIPCM system, the system with two existing interleaving algo-
rithms were compared. Simulation is performed in the additive white Gaussian noise
(AWGN) channel model with 16 quadrature amplitude modulation (QAM) signaling
based on Gray mapping. It is shown that the system with random interleaver has a
better performance of about 0.25–0.36 dB over the contrastive system. Moreover,
the performance of equal interleaver scheme has a maximum gain of about 0.24 dB
compared with the contrastive system at the low SNR.

1 Introduction

Polar code [1], proposed by Arikan in 2009, is a novel coding scheme that can
theoretically realize the binary-input discretememoryless channel (B-DMC)capacity
under the SC decoding. With the characteristics of capacity-achieving performance,
the polar code was successfully selected into the 5G standard and determined as
the coding scheme of the 5G enhanced mobile broadband (eMBB) scenario control
channel.
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Generally, the polar-coded modulation scheme includes multilevel polar coded
modulation [2] (MLPCM) and bit-interleaved polar-coded modulation (BIPCM) [3].
Although MLPCM system is an effective scheme to improve the bandwidth utiliza-
tion, the system complexity is too high to be implemented. Therefore, a BIPCM
system is discussed in this paper. For BIPCM, [4] proposed a channel mapping
scheme based on equal-capacity partitioning by simply sorting the parallel sub-
channels and having a better performance compared with the existing schemes.
Further, to evaluate the performance of BIPCM system, [5] adopted random inter-
leaver to simulate the BER performance at different modulation orders. In this paper,
polar code can be efficiently constructed with PW by calculating the polarization
weight of bit channel. Then, we propose a common BIPCM scheme and simulate
two different interleavers under that system. Simulation results show that the perfor-
mance of this system with interleavers outperforms the contrastive system at low
SNR.

2 The Basic Principle of Polar Code

2.1 Channel Polarization

The core of polar code is channel polarization, which consists of channel combining
and channel splitting. When the code length N is large enough, there will be a
polarization [6]. That is, these channels are either unreliable channels—noisy channel
(channel capacity I (W ) = 0), or reliable channels—noiseless channels (I (W ) = 1).
The encoding process is to transmit information bits by using a noiseless channel,
and a noisy channel is employed to transmit frozen bits (generally 0).

2.2 Code Construction

In the process of 5G standardization, HUAWEI has proposed the coded construction
method based on PW [7], which is based on the fixed row of generation matrix to
estimate the reliability of the bit channel.

Let i denote the ith bit channel, whose binary sequence is i � (an−1, an−2, . . . a0),
n = log2 N . The polarization weight of a single bit channel i is defined as:

Wi =
n−1∑

j=0

a j ∗ 2
j
4 , i = 0, 1, . . . , N − 1 (1)

By calculating (1), we can get the weight sequenceW N−1
0 of bit channel.Wewrite

QN−1
0 to denote the sequence obtained by sorting theW N−1

0 , that is, QN−1
0 represents

the bit channel reliability rank of polar code, where WQ0 ≤ WQ1 ≤ · · · ≤ WQN−1 .
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2.3 Polar Encoder

The polar code (N,K) is a linear block codewith the code lengthN andK information
bits. Polar coding is also expressed as:

xN
1 = uN

1 GN (2)

xN
1 = (x1, x2, . . . , xN ) and uN

1 = (u1, u2, . . . , uN ) are the coded and source
sequence, respectively. GN is the generating matrix, which can be defined as:

GN = BN F⊗n (3)

where BN is bit reversal operation and F⊗n represents the nth Kronecker product of

F where F =
[
1
1

0
1

]
.

2.4 Polar Decoder

SC decoder can iteratively estimate ûN
1 = (

û1, û2, . . . , ûN
)
from received sequence

yN1 . For each bit ui , if ui is a frozen bit, directly decoding ûi = 0; if ui is a information
bit, then calculating log-likelihood ratio (LLR) of the current bit [8]:

L(i)
N

(
yN1 , ûi−1

1

)
= log

W (i)
N ( yN1 , ûi−1

1 |ui = 0)

W (i)
N ( yN1 , ûi−1

1 |ui = 1)
(4)

where (4) can be calculated recursively by the following two sub-formulas:

L(2i−1)
N ( yN1 , û2i−2

1 ) =
L(i)
N/2

(
yN/2
1 , û2i−2

1,o ⊕ û2i−2
1,e

)
L(i)
N/2

(
yNN/2+1, û

2i−2
1,e

)
+ 1

L(i)
N/2

(
yN/2
1 , û2i−2

1,o ⊕ û2i−2
1,e

)
+ L(i)

N/2

(
yNN/2+1, û

2i−2
1,e

) (5)

L(2i)
N ( yN1 , û2i−1

1 ) =
[
L(i)
N/2

(
yN/2
1 , û2i−2

1,o ⊕ û2i−2
1,e

)]1−2û2i−1 · L(i)
N/2

(
yNN/2+1, û

2i−2
1,e

)

(6)

In the above equation, û2i−2
1,o and û2i−2

1,e denote elements of the odd-numbered and
even-numbered positions in the estimated sequence, respectively.

Under the AWGN channel model which obeys Gaussian distribution N
(
0, σ 2

)
,

the initial value of the SC decoding algorithm is set to:

L(1)
1 (yi ) = log

W (yi |ui = 0)

W (yi |ui = 1)
= 2yi

σ 2
(7)
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Finally, the estimates are determined based on the LLR value:

ûi =
{
0
1

L(i)
N ( yN1 , ûi−1

1 ) ≥ 1,
L(i)
N ( yN1 , ûi−1

1 ) < 1.
(8)

3 Bit-Interleaved Polar Coded Modulation (BIPCM)
System

TheBIPCM system is a simple and practical codemodulation scheme. It only needs a
single encoder and decoder at the transmitter and receiver, respectively. In this paper,
the interleaver [9] is proposed in order to minimize the correlation between coded
bits. The 2m-ary BIPCM system model is shown in Fig. 1, where the modulation
order m is a positive integer.

Figure 1gives amodel, the source vector uN
1 consists of informationbits and frozen

bits, and xN
1 denotes coded sequence. Let vector pN1 denotes output of interleaver. At

the same time, the modulator adopts 2m-QAM modulation based on Gray mapping.
Let tN/m

1 and rN/m
1 denote the input and output of the channel, respectively. Let qN

1
denote the initial LLR sequence, and yN1 denote the input of polar decoder. We write
ûN
1 to denote a vector ûN

1 = (û1, û2, . . . , ûN ) as the estimated bits.
The performance of BIPCM is found to rely heavily on the design of interleaver,

and [5] adopted random interleaver in BIPCM system. For a coded vector xN
1 of

lengthN, we generateN random numbers that take values in [0, 1], where the random
number and the coded bits are in one-to-one correspondence. Then, the N random
numbers is arranged in descending order, and the coded bits are sequentially read in
accordance with the rearranged random number sequence.

Example 1 As an example, we construct a random sequence c41 of length 4, c41 =
{c1, c2, c3, c4} = {0.65, 0.21, 0.76, 0.02}, when c41 is sorted in descending order
{c3, c1, c2, c4} = {0.76, 0.65, 0.21, 0.02}, bit interleaver converts {x1, x2, x3, x4} to
{p3, p1, p2, p4}.

Fig. 1 BIPCM system model



Performance Analysis of Interleaver for Polar Coding … 105

Chen et al. [4] provided an empirically good channel mapping scheme, and in this
paper, we applied this method to interleaver. First, we employ PW to calculate the
weight of each bit channel, where the weight sequence and corresponding indices are
W N−1

0 and, respectively. Next, we equalize the vector W N−1
0 . After the first sorting,

we divide W N−1
0 into W ′N/2−1

0 and W ′N−1
N/2 , so that

∑N/2−1
i=0 Wi and

∑N−1
i=N/2 Wi are

as equal as possible, and the corresponding indices are also changed from QN−1
0 to

Q′N−1
0 . Then, we get N sets which only includes one weight and updated Q′N−1

0 .
Finally, let the coded bits are rearranged in the order of Q′N−1

0 , and pN1 is obtained
as the output of interleaver.

Example 2 As an example, we calculate the polarization weight with code length
N = 4, where W 3

0 = 0, 1, 1.18921, 2.18921} and Q3
0 = {0, 1, 2, 3}. After the

first sorting, we have W ′1
0 = {0, 2.18921} and W ′3

2 = {1, 1.18921}, and the corre-
sponding indices are Q′3

0 = {0, 3, 1, 2}. After the second sorting, we also have
W ′

0 = {0},W ′
1 = {2.18921},W ′

2 = {1}, andW ′
3 = {1.18921}, and the corresponding

indices are Q′3
0 = {0, 3, 1, 2}. So, the coded sequence xN

1 are interleaved according
to Q′N−1

0 , which convert {x0, x1, x2, x3} to {p0, p3, p1, p2}.

4 Simulation Results

In this section, for random interleaver, equal interleaver, and no interleaver (none)
scheme, we adopt the same simulation assumptions: AWGN model, a fixed code
rate of 0.5, and 16-QAM based on Gray mapping to simulate the performance of the
interleaver on BIPCM system in SC decoding.

Figures 2 and 3 show the performance of the interleaver proposed in this paper
when the code length is 512 and 1024, where Eb/N0 represents the SNR.

As shown in Fig. 2, compared with the BIPCM system with no interleaver, the
system with equal interleaver or random interleaver has a better BER performance
at low SNR. When the BER = 10−4 and code length N = 512, the scheme with
random interleaver can provide performance gain of 0.25 dB over the systemwithout
interleaver. A similar simulation is shown in Fig. 3, where the BER = 10−4 and
code length is 1024. The results also show that the random interleaver has a better
performance of about 0.36 dB improvement. In Figs. 2 and 3, the system with equal
interleaver has a better performance at low SNR, compared to the system without
interleaver. Especially, when compared with the equal interleaver, the random inter-
leaver is a simple sorting operation on the reliability of bit channel, and its algorithm
has low implementation complexity, so theBIPCMsystemhas no significant increase
in complexity.



106 X. Shi et al.

Fig. 2 Performance analysis
of interleaver when the code
length is 512

Fig. 3 Performance analysis
of interleaver when the code
length is 1024

5 Conclusion

For BICM system, polar code with excellent performance for short block lengths
and high decoding rate is preferred in 5G communications. A BIPCM system that
adopts SC decoding with moderate complexity was created. We also indicate that
the polar code can be efficiently constructed by PW. Simulation results for BIPCM
system show that random interleaver can provide an additional improvement in BER
performance of about 0.2–0.36 dB against the schemewithout interleaver. The results
also indicate that the performance of BIPCM system with equal interleaver need to
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be further improved, and the improvement of the system performance will be further
studied in future.
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Research on Technology of Wireless
Sensor Network

Zhang Huanan, Xing Suping, and Wang Jiannan

Abstract Wireless communication and embedded technology have made the wire-
less sensor network (WSN) possible. The sensors, which are deployed in an envi-
ronment, are required to collect data from their surroundings, process the data, and
send it to the sink. Traditional WSNs collect the data such as temperature and pres-
sure. WSN has potential to design many new applications for handling emergency,
military, and disaster relief operations that require real-time information for effi-
cient coordination and planning. The self-organization and cooperation of wireless
sensor network have opened up a broad application prospect. However, wireless
sensor network has the characteristics of resource limitation and design constraint.
Resource limitation means that sensor nodes have limited wireless communication
range, limited power supply, low bandwidth, limited computing power, and storage
capacity. Design constraint means that the design of wireless sensor network depends
on its application purpose and the monitored physical environment. This paper first
introduces the concept of wireless sensor and expounds the challenges brought by
the characteristics of wireless sensor network. Secondly, this paper introduces the
representative research work from the aspects of network standard communication
protocol network management technology and data compression technology.

1 Introduction

The sensor node is composed of radio transceiver, microcontroller power supply,
and multi-type sensor. Sensor nodes with sensing, computing, and communication
capabilities are deployed in the designatedmonitoring area. These nodes are homoge-
neous and coordinate to collect and process the information of sensing objects in the
monitoring area. WSNs construct efficient connections between the physical world
and the virtual computing world, making possible the interconnection between phys-
ical objects and logical cells. WSNs meet people’s real needs to explore and monitor
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the physical world at a low cost and represent a major advance in the traditional way
of perception [1].

Sensor nodes can be randomly placed in the monitoring area. In order to ensure
the overall performance of the linear sensor network, the strategies and algorithms
applied in the network must be self-organized and different from traditional sensing
methods. Sensor nodes do not send all the initial sensing data to sink node, but the
collected sensing data is processed, calculated, and fused, and only the data of interest
to the user is sent to the sink node. Therefore, wireless sensor network has efficient
collaboration [2].

The self-organization and collaboration of wireless sensor networks have opened
up broad application prospects. For example, in the fields of space exploration, power
monitoring, and also medical treatment and nursing, doctors can monitor and control
patients’ indicators remotely. The physiological data of high frequency and multiple
indicators are helpful for doctors to know the health status of patients more accu-
rately and provide reliable basis for them to make effective treatment plans. Sensor
networks can also be used in pollution monitoring and control. In fact, the wireless
sensor network can intelligently obtain the effective information of the monitoring
environment, giving people a clear and accurate picture of the physical world. Wire-
less sensor network has beenwidely used in intelligent transportation, green building,
intelligent home disaster warning, and other fields [3].

Different from traditional network systems, wireless sensor networks have design
constraints and resource constraints. Specifically, resource-constrained means that
sensor nodes exhibit restricted wireless communication range, limited power supply
low bandwidth, and limited computing capacity and storage capacity. The design
constraint means that the design of wireless sensor network depends on its appli-
cation purpose and the monitored physical environment. Among them, the physical
environment determines the factors such as network topology of network scale node
deployment. In general, the network size will depend on the physical environment.
Obstacles in the physical world also limit wireless communication between sensor
nodes, thereby reducing the connectivity of the network topology. Based on this,
research onwireless sensor networks is committed to introduce new design concepts,
innovating or improving new algorithms for current network protocol design, aiming
to meet design constraints and improve network performance [4]. In the following
sections, we will introduce wireless sensor key technologies.

2 Key Technologies of Wireless Sensor Networks

The development and key technologies of wireless sensor network can be broadly
divided into three groups.As shown inFig. 1, there is a separate system for each sensor
in the first group. In order to meet the application requirements of sensor network,
new operating system platform and storagemodel were designed and developed. The
second group is the communication protocol. The communication protocol not only
guarantees the wireless communication between sensor nodes, but also establishes
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Fig. 1 Key issues of
wireless sensor networks

the communication between the upper application and the lower node. The third
group is the service research for serving wireless sensor networks, aiming to improve
network performance and system efficiency, so as to improve the level of industrial
application.

From the perspective of application requirements and network management, the
self-organization of sensor nodes is of global importance. Sensor nodes can not only
spontaneously organize multi-hop wireless network systems, but also it is possible
for nodes to be efficiently distributed and controlled. Due to the limited power supply
and storage capacity of sensor nodes, it is of great significance and value to carry out
the research on communication protocol and management service to meet the above
requirements [5].

The standard communication protocol is generally divided into five layers, specif-
ically, the application layer, the transmission layer, the network layer, the data link
layer, and the physical layer. The communication protocols of different layers have
important effects on energy consumption, end-to-end delay network congestion, and
network throughput. Therefore, the study of efficient communication algorithms has
become the focus of the development of the field. The information sharing and inter-
action between different protocol layers make the cross-layer optimization algorithm
possible. Sensor nodes only use batteries to supply energy, so the quota is naturally
limited. Once the power supply of the node is exhausted, the node will fail and logi-
cally leave the sensor network, which reduces the reliability of the sensor network.
The lifetime of the sensor network depends on the effective number of nodes and
network connectivity. Therefore, energy efficiency has become the primary index to
measure the performance of sensor network algorithm [6].

A great deal of research work is to establish a reliable wireless communication
to build an optimized node layout and design a complete data aggregation method
to achieve high energy efficiency and good quality of service (QoS) requirements.
Moreover, for the communication result pattern, the proposed and implemented data
recovery strategy of the congestion control buffer monitoring information confirma-
tion mechanism provides a basic technical guarantee for the reliable transmission
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of packets. In addition, the existing research shows that the wireless communi-
cation strength depends on the sensor nodes configuration. The sparse configura-
tion scheme will lead to the remote communication between nodes, resulting in
high energy consumption. Although the intensive configuration scheme reduces the
communication energy consumption, it is easy to cause communication conflicts [7].

3 Network Standard

Different types of sensor hardware is uneven, and how to make a variety of sensor
nodes to achieve stable organic combination for sensor network platform develop-
ment and system design puts forward important research subject. Network standard
defines local area network (LAN) for the sensor nodes and the physical media access
control protocol in order to meet a variety of network, the IEEE 802.15.4 standard
makes the low rate, low overhead, low power, and low complexity of the topological
structure of the wireless local area network to become a reality; also, IEEE802.15.4
provides a standard for physical layer and data link layer, and has beenwidely used in
hot fields such as industrial automation of intelligent home environment monitoring.

Based on the IEEE 802.15.4 standard, ZigBee standards have defined the high-
level network communication protocol. ZigBee is a kind of simple wireless commu-
nication technology and has advantages of low power consumption. ZigBee uses the
network topology structure and can connect lots of wireless communication devices
at the same time. Safe and energy-efficient wireless communication technology
can provide technical support for channel frequency hopping and message passing
synchronization, and is applicable to a variety of network topologies, including mesh
network, star network, and hybrid network.

4 Communication Protocol

Sensor nodes communicate wirelessly with other nodes through the protocol stack.
In order to ensure that, sensor nodes can efficiently and cooperatively conduct intra-
network data transmission. A lot of important achievements have been carried out
around the design of data link layer and cross-layer network communication protocol
of transport layer, such as the sensor transmission control protocol (SCTP), which
provides congestion detection for the transport layer as a kind of reliable transport
layer protocol, under the condition tomeet the reliability requirements of the transport
layer, minimizing communication overhead; the pump slowly, fetch quickly (PSFQ)
protocol is a scalability and robustness of the ideal transport layer protocol and the
agreement to protect the data block transmission, but also provides data recovery
strategy in the above results; the congestion detection avoidance (CODA) protocol
can alleviate network congestion rapidly and is a kind of energy-efficient congestion
control strategy. In conclusion, the network layer protocol is mainly aimed at the
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data routing within the network and aims to realize efficient data transmission under
the condition of limited energy supply and communication bandwidth [8].

5 Network Management Technology

Network management technology is mainly engaged in node localization topology
control time. The mobile-assisted localization (MAL) location algorithm is the root,
according to the mobile node and the distance between the static sensor nodes to
determine the location of the sensor node immediately. SeRloc algorithm is based
on directional antenna. It is equipped with locator node monitoring information and
provides location information for sensor nodes.The research is of security positioning
algorithm, the algorithm to ensure the safety of the positioning process. In addition,
the distributed reputation and trust-based security (DRBTS) protocol can identify
false bit information based on the monitoring information of beacon nodes [9].

6 Data Compression Technology

Distributed data compression methods of sensor network are mainly divided into
the following four types: distributed source modeling (DSM) technology, distributed
transcoding (DTC) technology, distributed source coding (DSC) technology, and
compressed sensing (CS) technology. The DSM methods are largely divided into
model parameter model method and nonparametric method. Simulation algorithm
based on parameter model will perceive the data as a stochastic process, and param-
eter estimation is optimized to achieve the statistics when sensory data structure of
statistics known parameter model. However, when the perception data is sparse or the
prior knowledge is fuzzy, the nonparametric model method shows high robustness
while the nonparametric model method is mainly devoted to the study of the fitting
function of the perception data [10].

A WSN lossless compression algorithm is a kind of lossless compression tech-
nology. The technology is based on the same sensor node with no similar cycle
and the characteristics of the sensor at the same time. Collecting information is
very similar to information preprocessing based on data compression technology.
Before compression, the information is compressed more effectively to improve the
compression rate and make the energy saving effect more obvious [11].

Based on the original data of temporal correlation and spatial correlation, the
data compression method of sensor network based on sequence correlation is carried
out considering multidimensional correlation information. An algorithm evaluation
model can be designed based on the energy criterion. This algorithm can effectively
reduce the amount of data in the network, prolong the network life cycle, and achieve
good energy-saving effect [12].
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7 Conclusion

With the continuous development of sensor technology,monitoring application based
on large-scale sensor network has become possible. However, the research on the
availability of large-scale sensor network data and perceived data is still an academic
field that has not been deeply studied. Therefore, in the next step, we should take the
above characteristics into consideration and propose a more effective and practical
algorithm based on the application scenario of sensor network.
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Characteristics of Scholte Wave
for Target Detection

Bo Ren and Huan Li

Abstract ANSYS/LS-DYNA in the flow-solid coupling method is used to establish
a model of the marine environment to simulate the seabed seismic wave which is
caused by low-frequency point sound sources. The characteristic and propagation
law of Scholte wave are obtained through analyzing and calculating. Experiments
show that Scholte wave has good performance in underwater target detection.

1 Introduction

The low-frequency noise of navigating ships causes vibration in the bedrock of the
seafloor, producing elastic waveswhich are transmitted to distant places. Thiswave is
called ship seismic wave. It is suitable for underwater target detection because of the
characteristics of the low-frequency, large amplitude than body waves, slow attenua-
tion, propagation distance [1, 2]. The study of the Scholte surfacewave characteristics
and the law of propagation used in the horizontal layered marine environment low-
frequency point source sound wave seismic submarine with the help of the finite
element software ANSYS/LS-DYNA in the fluid–solid coupling method, combined
with non-reflective boundary conditions.

2 Fluid Solid Coupling Algorithm

In the finite element analysis, the software ANSYS/LS-DYNA provides a fluid–solid
coupling method, which can be used to calculate the fluid–solid interaction. It also
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can be used for low-frequency point source seismic wave numerical simulation. The
governing equations of the solid and fluid are [3]:

MsÜ + CsU̇ + KsU = Fs + RP

M f P + C f P + K f P = Ff − ρ0R
T Ü (1)

where Ms , Cs , and Ks are the mass matrix, the damping matrix, and the stiffness
matrix of the solid structure, respectively. M f , C f , and K f are the mass matrix, the
damping matrix, and the stiffness matrix of the fluid medium. U and P are the finite
element nodes displacement and sound pressure. Fs and Ff are the external forces
applied to the solid structure and the pressures acting on the fluid medium. And R
is the coupling matrix, representing the effective surface area associated with the
node on the fluid–solid structure interface. Let us put Fs and Ff on the right side of
the equation and the unique harmony pressure of other unknown nodes on the left.
Combining the above two equations into one equation, the finite element discrete
equation of the fluid–solid coupling problem can be obtained as follows [3].

[
Ms 0
M f s M f

][
Ü
P̈

]
+

[
Cs 0
0 C f

][
U̇
Ṗ

]
+

[
Ks K f s

0 K f

][
U
P

]
=

[
Fs

Ff

]
, (2)

where M f s = ρ0RT , K f s = −R are the mass matrix and the stiffness matrix of the
fluid–solid interface.

3 Modeling of Finite Element

In themodel, the upper part is seawater, the lower part is sea bedrock, and the interface
between seawater (fluid) and sea bedrock (solid) is the flow–solid interface FSI. The
top surface is free surface, the left and front of the calculation model are symmetric
surfaces (xoy and yoz) under the real ocean environment, the horizontal and vertical
directions are infinite, but the numerical calculation model cannot be infinite. The
original infinite field can be truncated to a finite fluctuation by applying non-reflective
boundary conditions on the boundary conditions on the boundary surface calculated
domain [4]. In the computational model presented here, non-reflective boundary
conditions are applied to the right, back, and bottom of the model.

Due to the symmetric low-frequency underwater seismic wave model of noise
source, simplicity, a quarter model is set up. The model’s length, width, and height
are 500 m, 500 m, and 100 m, respectively. The parameters of the model are as
follows. The density of seawater is 1000 kg/m3, the velocity of wave is 1500 m/s, the
density of sea bed rock is 2650 kg/m3, the longitudinal wave velocity is 3098 m/s,
the shear wave velocity is 1789 m/s, the depth of water is 40 m, and the depth of
bedrock is 60 m.
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(a) To bedrock      (b) At the fluid-solid interface 

Fig. 1 Wave propagation

4 Simulation Results and Analysis

4.1 The Propagation of Submarine Seismic Waves

Figure 1a is a waveform diagram of wave propagation to bedrock under the action
of point sound. At the time of 29 ms, the pressure waves generated by the point
sound begin to contact the bedrock. In Fig. 1b, the pressure wave is produced under
the action of point source, which was propagated through the seawater medium to
the subsoil medium, and propagates at the fluid–solid interface. Due to the different
propagation velocity of the wave, it can be obviously seen an array of three waves
(P-wave, S-wave, and Scholte wave). The P-wave travels fastest, and the S-wave
takes the second place. The Scholte wave propagates the slowest at the flow–solid
interface and travels far away.

4.2 The Characteristic of Scholte Wave in Horizontal
Direction

In horizontal direction, the data of the time–amplitude curve of Scholte wave
between 300 and 500 m is extracted and drawn in Fig. 2a. As the distance increases,
the amplitude decays according to a certain rule. From the trend of the curve, the
decay relation is set as s = ar−x where s and r are amplitude and distance, respec-
tively [5]; x is unknown and can be obtained from the MATLAB fitting toolbox.
The results are shown in Fig. 2b. We select 15 sets of data for fitting, and get
x = −0.5047, −0.488. As the distance increases, the amplitude of the Scholte wave
in horizontal and vertical direction decreases approximately to 1/

√
r . So, Scholte

waves can propagate further in the shallow sea than the transverse and longitudinal
waves.
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(a) Time-amplitude (b) Fitting graph of amplitude-distance

Fig. 2 Curves of Scholte wave attenuation in horizontal direction

4.3 The Characteristic of Scholte Wave in Vertical Direction

In vertical direction, amplitude–time curves of the seabed depths of 600 m from the
source at 0 m, 1 m, 2 m, and 3 m, respectively, were extracted.

Figure 3 shows the motion trajectory of particles extracted in the depth direction
when the sea bed medium is bedrock.

Fig. 3 Horizontal components of the particles at different depths
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The Scholte wave in Fig. 3 is polarized in order to analyze the attenuation of the
Scholte wave in the depth direction, as is shown in Fig. 4. We can see that the Scholte
wave’s motion trajectory is an inverse ellipse. As the depth increases, the amplitude
of the Scholte wave gradually decays, and the maximum value of the horizontal
component in the graph is extracted and given in Table 1.

The maximum amplitude at different depths is given in Table 1. According to the
data in Table 1, Scholte wave fitting curve can be obtained as shown in Fig. 5.

From the curve in Fig. 5, we can see that as the distance increases, the amplitude
of the curve decays according to a certain rule. From the trend of the curve, the

Fig. 4 Polarization curves
of Scholte wave at different
depths

Table 1 Maximum
amplitude at different depths

Depths (m) Amplitude (m/s)

0 0.00006871

1 0.00005214

2 0.00003859

3 0.00003031
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Fig. 5 Fitting curve of
Scholte wave

Fig. 6 Decay curve of
Scholte wave

attenuation relationship between the amplitude and the distance is set as s = aebr

where s and r are amplitude and distance, respectively, a is a knowndata, b is unknown
which can be obtained by the fitting toolbox in MATLAB. The four sets of data in
Table 1 are selected for fitting as shown in Fig. 6. From Fig. 6, we get b = −0.2407.

5 Conclusions

With the increase of depth, the Scholte wave attenuates exponentially in the depth
direction. The Scholte wave travels the slowest in each wave, and its trajectory of
the mass point is an inverse ellipse in the depth direction. At the interface, as the
horizontal distance increases, the amplitude of Scholte wave decays. Scholte wave
decays exponentially in the vertical direction away from the interface. And Scholte
wave has the slowest attenuation among the three waves and has good detection
performance in submarine target detection.

Scholte wave can work at a frequency band. For different earthquake sources, the
center frequency is different. Target detection can be realized by identifying Scholte
waves of different frequencies. The Scholte wave is a band consisting of a set of
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nonlinear frequencies whose center frequencies are different for different sources.
Buried mines can be probed by identifying the frequencies of different Scholte wave.
The experimental verification of the target detection of buried mine by Scholte wave
proves that the Scholte wave has good detection performance in the detection of the
underwater target.

Compared with the difference calculation method, the finite element method
adopted in this paper does not eliminate the high-order terms in the calculation
process, so the calculation accuracy is higher.
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Visible and Infrared Image Fusion Based
on Online Convolutional Dictionary
Learning with Sparse Matrix
Computation

Chengfang Zhang and Xingchun Yang

Abstract To overcome the pseudo-Gibbs effect caused by multi-scale transfor-
mation fusion method and the block effect caused by sparse representation fusion
method, this paper first learns redundant dictionary filter using online convolutional
dictionary learning method with sparse matrix computation. The learned dictio-
nary filters are then applied to convolution sparse representation image fusion. Five
infrared and visible images are used to prove the performance of the proposed
algorithm. The experimental results show that our algorithm not only objectively
obtains a higher evaluation index, but also meets the subjective evaluation of human
eyes. Compared with the ASR-based method, the normalized mutual information
(NMI), the Tsallis entropy (QTE), and the nonlinear correlation information entropy
(QNCIE) are increased by 8.34%, 9.16%, and 0.04% averagely.

1 Introduction

With the continuous improvement of image quality acquired by infrared and visible
light imaging sensors, multi-modal images obtained have been widely used in
aerospace, safety monitoring, and other fields. However, different imaging sensors
are limited by the imaging principle. When the same working environment and the
same area are observed at the same time, they can get their own unique information,
which contains redundancy and a lot of complementary information. For example,
infrared thermal imager is used to detect the thermal radiation energy distribution of
the target and is not affected by the illumination conditions; visible light sensor is
used to detect the spectral reflection characteristics of the scene, which can reflect the
texture details of the scene, but is limited by the illumination conditions. Therefore,
for the disadvantage of single sensor imaging is not ideal, the use of multi-sensor
cooperation can make full use of the complementary information between sensors
and synthesize the target features of infrared image and the texture details of the
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scene in visible image, so that the image contains more information, and the visual
effect is better.

The main fusion methods of infrared and visible images are in the transform
domain, represented by multi-scale transform, such as discrete wavelet transform
[1], dual-tree complex wavelet transform, and contour wave transform, but these
transform methods do not have translation invariance, which results in blurred edge
details of the fused image. At the same time, if the gray level of the visible image
changes a little, it will not concentrate on the low-pass part. This fusion method will
lead to fused image background (not clear), and the overall contrast is low. Sparse
representation (SR) can express the deeper structural features between low-frequency
subband coefficients, making the linear combination of a small number of atoms in
the dictionary approximately perfect. In recent years, many image fusion algorithms
based on sparse domain [2–11] have been proposed.

At present, the most popular convolutional dictionary algorithm is batch learning
method, which alternately minimizes coefficient maps and dictionary filters, and
processes the entire training set at each iteration.When the number of training signals
is large, the dictionary filters update sub-problem is computationally expensive. To
solve the above shortcomings, Liu proposed a new online convolutional dictionary
learning method based on stochastic gradient descent with sparse matrices [12]. In
this paper, a stochastic gradient descent with sparse matrices is used in convolution
dictionary learning phase, and the convolution dictionary is used for the convolutional
sparse coding. The proposed image fusion algorithm not only objectively evaluates
the fusion, but also preserves the edges and the details of the fused image better.

This paper is organized as follows. Section 2 briefly introduces the online convo-
lutional dictionary learning method based on the stochastic gradient descent with
sparse matrices. Section 3 presents the fusion framework. The experimental results
are given in Sect. 4. Section 5 summarizes the conclusions of this paper.

2 Online Convolutional Dictionary Learning

In the literature [12], Liu presented a new online convolutional dictionary learning
method based on the stochastic gradient descent with sparse matrix computation
technique. Specifically, for a given set of K training images {sk}Kk=1, the online
convolutional dictionary learning is executed via minimizing the following problem

argmin
{xk,m },{dm }

1

2

K∑

k=1

∥∥∥∥∥

M∑

m=1

dm ∗ xk,m − sk

∥∥∥∥∥

2

2

+ λ

K∑

k=1

M∑

m=1

∥∥xk,m
∥∥
1

subject to ‖dm‖2 ≤ 1, ∀m ∈ {1, . . . , M} (1)
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Fig. 1 Fused diagram of proposed method

where * is the convolution operator,xk,m, k ∈ {1, . . . , K },m ∈ {1, . . . , M} is the
coefficient maps. The size of the dictionary filter dm is 8 × 8 × 32, and the training
images were from the USC-SIPI image database [5].

3 The Proposed Method

Figure 1 shows the framework of the proposed fusion algorithm. Here, S are the
source images, and the dictionary filter is {SA, SB} ∈ RN , dm,m ∈ {1, . . . , M},
respectively. For given dm and S, xm can be solved by the convolutional basis pursuit
denoising (CBPDN) �1-minimization problem

argmin
{xm }

1

2

∥∥∥∥∥

M∑

m

dm ∗ xm − S

∥∥∥∥∥

2

2

+ λ

M∑

m

‖xm‖ (2)

where * is the convolution operator and λ denotes the regularization parameter.

4 Experiments

In our experiment, the scheme is compared with discrete wavelet transform (DWT),
adaptive sparse representation (ASR), and joint sparse representation (JSR) to verify
the effectiveness and excellence. Five infrared–visible images were tested under
MATLAB R2016a with a 3.20 GHz CPU and a 4.00 GB RAM. In our paper, three
common objective evaluation indicators (such as the normalized mutual information
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(NMI) [13, 14], the fusion metric-based on Tsallis entropy (QTE) [13, 15], and the
nonlinear correlation information entropy (QNCIE) [13, 16]) are used.

The fusion result of an infrared–visible image is shown in Fig. 2. The first and
second columns of Fig. 2 are the source visible image and the infrared image, respec-
tively. The third column of Fig. 2 is the fusion result of DWT, the fourth is the fusion
result of ASR, and the fifth is the fusion result of JSR. The fusion result of our algo-
rithm is the sixth column of Fig. 2. According to the experimental results of Fig. 2,
we can see that the DWT information is blurred, and the contrast is not high; the
ASR fusion image is distorted, there are artifacts in some local areas, and the spatial
continuity of the image is not strong; the JSR partial fusion image information is
seriously damaged (such as row 4, column 4, and column 5). The results obtained
by our scheme retain the advantages of infrared and visible light.

In order to quantitatively evaluate the performance of the algorithm, the fusion
image is measured by the objective evaluation indicators mentioned above. The
measurement results are given in Table 1. As can be seen from Table 1, the measure-
ment results of this algorithm are NMI = 0.3481, QTE = 0.4920, QNCIE = 0.8048.
NMI, QTE, and QNCIE are all evaluation criteria based on the information theory,
and the above metrics value are the highest, indicating that the fusion image is the

Fig. 2 Fused result of the visible–infrared image
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Table 1 Objective
assessment of various
methods for the
visible–infrared image

NMI QTE QNCIE

DWT 0.3031 0.4276 0.8042

ASR [12] 0.3213 0.4507 0.8045

JSR [3] 0.2627 0.4017 0.8039

OUR 0.3481 0.4920 0.8048

most similar to the source image and the more relevant information between the
fusion result and the source image. Compared with the other three methods, the
three objective evaluation indexes of our algorithm are the highest. Compared with
ASR-based method, NMI, QTE, and QNCIE increased by 8.34, 9.16, and 0.04%
averagely.

5 Conclusion

Toovercome the lowcontrast of the traditionalmulti-scale transform fusion algorithm
and the block effect of the traditional sparse domain fusion, a new infrared and visible
image fusion method based on online convolution dictionary learning is proposed
according to characteristics of the infrared-visible images. Through subjective and
objective evaluation of the four methods, it is shown that our method is better than
the other three methods, and the clarity of the fusion image is improved, which is
more in line with the visual characteristics of human eyes.
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Optimization of Maintenance Force
Dispatch of Artillery Command
Information System Based on Mission
Success

Hongtu Cai, Yuwen Liu, Pengfei Ma, Yaoze Han, and Yong Wang

Abstract Aiming at the problem that maintenance force is limited and maintenance
time is short, this paper constructs an optimization model of maintenance support
force dispatch for artillery command information system based on the success of the
task. And the validity of the method is verified by an example.

1 Introduction

Maintenance force dispatch is an important part of maintenance support of artillery
command information system. The result directly determines whether the failure can
be handled in time and whether the system can efficiently complete the scheduled
tasks. In the case of limited maintenance support force, how to achieve the overall
recovery and capability rebirth of the combat effectiveness of the system in the
shortest time and ensure the successful completion of the task is an important issue
to be solved urgently.

2 Problem Analysis

2.1 Maintenance Task Relation Analysis

According to the composition of artillery command information system,maintenance
task relationship can be divided into series relationship, parallel relationship and
series-parallel hybrid relationship.

Series relation means that the maintenance of system equipment must be carried
out in chronological order.
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Parallel relation means that the maintenance of system equipment can be carried
out at the same time without time.

Series-parallel hybrid relation refers to the simultaneous existence of series
relation and parallel relation in maintenance task of system equipment.

The above three relationships are not only a full reflection of the internal rela-
tionship of the system equipment, but also an objective reflection of the maintenance
sequence of the system equipment.

2.2 Maintenance Force Dispatch Classification

According to the relationship between maintenance tasks and the number of main-
tenance personnel, maintenance tasks can be divided into the following categories
[1].

The first is to share a task with one person. It mainly diagnoses the maintenance
tasks with series or parallel relations in the system.

The second is one person shares many tasks. It mainly aims at the maintenance
tasks with series-parallel hybrid relationship or without any correlation in the system.

The third is more people share a task. It mainly aims at the maintenance task of
artillery command information system network communication.

The fourth is assigned according to the temporal relationship. It is mainly aimed
at tasks with series relationship or urgent need of tasks in the system.

2.3 Maintenance Force Dispatching Principle

The following principles must be followed in dispatching the maintenance force of
artillery command information system equipment [2].

First, consider the importance of equipment. Priority should be given to repairing
equipment of great importance and to repairing equipment of minor importance.

Second, consider the timeliness of the task. Only when the maintenance task is
completed in an effective time can play its due role in combat.

Third, consider the differences of personnel. Reasonable allocation should be
made according to the ability and expertise of maintenance personnel.
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3 Maintenance Force Dispatch Model

3.1 Force Dispatch Model of One Man Executing a Task

Set n maintenance personnel to complete n maintenance tasks. Each person under-
takes one task. The time that maintenance personnel i to complete task j is ti j
(i = 1, 2, . . . n; j = 1, 2, . . . , n). The objective function is to minimize the time
required to repair the whole artillery command information system, then the model
is:

min y =
n∑

j=1

n∑

i=1

xi j ti j s.t.

⎧
⎪⎪⎨

⎪⎪⎩

n∑
i=1

xi j = 1, j = 1, 2, . . . , n

n∑
j=1

xi j = 1, i = 1, 2, . . . , n
(1)

This problem is a typical balanced assignment problem [3]. The Hungarian
algorithm can be used to solve the model, and the flowchart is shown in Fig. 1.

Fig. 1 Flow of Hungarian algorithm
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3.2 Multi-task Force Scheduling Model for One Person

Assuming that m personnel complete n tasks and n > m are established, it belongs
to non-equilibrium assignment problem. Using Hungarian algorithm to solve the
model may not be able to obtain the optimal solution [4]. In this paper, the Hungarian
algorithm is improved by “one person into many people” and “adding edge to make
up small” method. Set n = km + i , where: k ≥ 1, 0 < i < m, then the force
dispatching matrix is

Y ′ =

⎡

⎢⎢⎢⎢⎢⎣

t11 t12 · · · t1n
t21 t22 · · · t2n
...

...
...

...

tm1 tm2 · · · tmn

minti1 minti2 · · · mintin

⎤

⎥⎥⎥⎥⎥⎦

n×n

(2)

The force dispatch matrix is

Y =
[
t

′
i j

]

n×n
(3)

Then, the model of force dispatch is

miny =
n∑

j=1

n∑

i=1

xi j t
′
i j (4)

3.3 Force Dispatch Model of More People Executing a Task

Suppose that there are y persons in total to undertake x tasks that need to be completed
bymultiple persons, and the number of people needed for each task cannot be greater
than y. Queuing theory method [5] can be used to solve the problem, the process is
as follows:

Step 1 Determine maintenance sequence. The maintenance order is determined
according to the maintenance task relationship, equipment status role and
operational task requirements determine the order.

Step 2 Maintenance capability ranking. According to the skill level of maintenance
support personnel, they are arranged in order from high to low, construct the
ability level set of support personnel.

Step 3 Dispatchmaintenance force. Themaintenance force is determined according
to the ability of maintenance personnel, the time sequence of maintenance
tasks and the number of maintenance tasks required.
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3.4 Power Dispatching Model Based on Time Series

For this situation, the number queue should be made according to the role of equip-
ment in the system, the contribution to combat and the logical relationship of equip-
ment construction, giving priority to the execution of personnel with strong ability
and high efficiency.

4 Examples Analysis

In a training of artillery command information system, through condition moni-
toring and life prediction, it was found that many equipments and communication
networking system had faults. The items to be completed are server (A1), rein-
forcement computer (A2), portable command terminal (A3), communication network
control machine (A4), ultra-short wave radio (A5), emergency communication radio
(A6), short wave radio (A7), multi-function network security protection device (A8),
network switch (A9), router (A10) and high-speed wired data transmission equip-
ment (A11). The information link between the first company command vehicle and
the battalion information machine t (A12), the communication channel between the
battalion command vehicle and the second company command vehicle t (A13), the
target information cannot collected by the third company laser instrument t (A14), and
the voice communication between the company command vehicle and the artillery
terminal are intermittent t(A15). Where A1–A11 belong to one-person multitasking,
A12–A15 belong tomulti-person one-thing. There are two tasks in these projectswhich
contain time series association classes.One is that the server should be repaired before
the reinforced computer, that is, the priority A1 is higher than A2. The other is that
the emergency communication ratio should be repaired before the ultra-short wave
ratio and the short wave ratio, that is, the priority A6 is higher than A5 and A7. A total
of five personnel participated in maintenance. As shown in Tables 1 and 2.

According to the previous analysis, the task A12 should rank first in the whole
maintenance sequence, and the task A13, A14 and A15 should rank behind the one-man
multi-task maintenance task (A1–A11). In the dispatch of one-personnel multi-task,

Table 1 Time required to complete a multitasking task

Person Time (h)

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11

B1 4.6 3.8 4.3 3.4 2.3 3.5 1.6 1.6 1.0 2.5 3.0

B2 5.2 1.7 2.1 4.4 5.7 1.3 1.1 3.6 4.3 3.1 4.5

B3 3.3 1.4 2.6 2.8 4.1 2.6 2.5 4.6 3.6 4.7 5.8

B4 2.5 3.9 3.0 1.5 1.7 3.3 2.2 2.6 3.1 5.8 2.9

B5 5.5 4.0 5.0 4.9 3.6 4.1 3.1 3.2 2.9 1.7 3.7
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Table 2 Number and time
required for multi-person
one-thing tasks

Task Number Time (h)

A12 5 2.7

A13 4 2.0

A14 3 1.4

A15 2 0.9

there is a fixed sequence of A1, A2, A5, A6 and A7, and they are numbered A1a1 ,
A2a2 , A6b1 , A5b2 , A7b2 .

1. One person performs multi-task force dispatch
Get x1,8 = x1,9 = 1, x2,6b1 = x2,7b2 = 1, x3,2a2 = x3,3 = 1, x1,4a1 = x4,4 = x4,5b2
= 1, x5,10 = x5,11 = 1 according to Formulas (2)–(4). That is arrange person B1

to complete task A8 and A9, B2 complete A6b1 and A7b2 , B3 complete A2a2 and
A3, B4 complete A1a1 , A4 and A5b2 , B5 complete A10 and A11.

2. More person perform one task force dispatch
According to the conditions, we should arrange these five people to complete
A12 together at first. B1 and B2 perform A15 after 5.3 h, used 0.9 h, B1, B2 and B3

perform A14 after 6.7 h, used 1.4 h, B1, B2, B3 and B5 perform A13 after 8.1 h,
used 2 h.

3. Dispatch forces according to time sequence
At first, B1, B2, B3, B4 and B5 complete A12 together. Secondly, B1 complete A8

and A9. B2 complete A6b1 and A7b2 . B3 complete A2a2 and A3. B4 complete A1a1 ,
A4 and A5b2 . At last, B1 and B2 complete A15. B1, B2 and B3 complete A14, B1,
B2, B3 and B5 complete A13.

4. Maintenance force dispatch optimization scheme
To sum up, the maintenance force dispatch optimization scheme can be obtained,
as shown in Fig. 2. The artillery command information system can restore the
overall combat effectiveness after 10.1 h.

Fig. 2 Gantt chart of
maintenance force dispatch
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5 Conclusion

Based on the assignment problem, this paper takes the shortest time needed to repair
the whole system as the optimization goal. The maintenance force dispatch opti-
mization model is simple and easy to implement, which can provide reference for
the maintenance force scheduling of the army.
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Application of an Improved Genetic
Algorithm in Tourism Route Planning

Xiaoyan Chen, Kun Zhang, Haifeng Wang, Jing Chen,
and Bhatti Uzair Aslam

Abstract In this paper, after determining the needs of the users, the mathematical
model of travel planning is established, and the time and cost constraints are studied.
The traveling salesman problem (TSP), from the dimension of time and cost, is
defined as the objective function. The basic genetic algorithm is studied and is put
forward an improved genetic algorithm. The simulation result shows that the conver-
gence speed of the improved genetic algorithm is better than genetic algorithm (GA).
Finally, the application of tourism planning path in the field of wireless network and
big data emerging technology and its good meaning are shown.

1 Introduction

At present, the supply of traditional tourism products exceeds that of new tourism
products; the supply of tourism group products are surplus, but the supply of leisure,
outdoor exploration, human tourism and other tourism products are insufficient. In
view of the current situation, the tourism industry urgently needs to promote the
supply side reform [1]. Most of the existing tourism services are still based on the
tourism products provided by traditional tourism enterprises and institutions such as
travel agencies [2–4].

In this paper, with the help of the travel agent model, the improved genetic algo-
rithm is used to solve the travel planning problem, and the artificial intelligence
algorithm is used to realize more effective route planning [5].
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2 TSP Problem Description and Solution Model

The traveling agent problem is that the traveler should travel through a given number
of cities, provided that these cities only allow the traveler to visit once, and ask to
find the shortest path after the traveler has traveled through each city. Generally,
there are two kinds of algorithms to solve the TSP problem: precise algorithm and
heuristic algorithm. There are mainly bound methods, planning method and so on.
Heuristic algorithms include genetic algorithm, simulated annealing, particle swarm
optimization, ant colony optimization, etc. Among them, the genetic algorithm has
the idea of evolution, which provides a new way to solve the traveling salesman
problem [6].

The TSP problem requires businessmen to visit all n cities in the map and finally
return to the starting point. The goal is to select the shortest path to complete the task.
In graph theory, TSP is to find a Hamilton loop, and the path length of the Harman
loop is the shortest.

TSP is described in mathematical language as looking for a circuit path and
satisfying the following objective function:

f (c) = min
m−1∑

i=1

d(ci , ci+1) + d(cm, c1) (1)

In this function, ci is the city number, ci ∈ M , 1 ≤ ci ≤ m, d(ci , c j ) representing
the weight between city i and city j; if the TSP is symmetric, there is d(ci , c j ) =
d(c j , ci ).

Let G = (C, S) is the weighted complete graph, C ∈ M represents the vertex set,
S represents the side set.

3 TSP Calculation Complexity

If f :S → R, S represents a finite set, f represents mapping functions, each x ∈
S gets the only one real number f (x). The corresponding maximum (minimum)
problem can also find the corresponding unique x ′ ∈ S, so that for any other x ∈ S,
f (x ′) ≥ (≤) f (x).
From the theoretical point of view, any finite combinatorial optimization problem

can find the best solution. But suppose the city size is m TSP, then the possible
number of circuits are (m−1)!

2 ; each circuit needs the sum of n distances. The amount
of calculations will be proportional to m!

2 . So when m grows to a certain scale, this
leads to a “combination explosion.”

Supercomputer is used to carry out the simulation experiments, and the obtained
results show the high complexity of the TSP time calculation. Therefore, a good
algorithm needs to be used in route planning; the genetic algorithm is a good choice.
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4 Genetic Algorithm

Genetic algorithm is a good choice. It is an efficient optimization method to find the
global optimal solution without any initialization information [7, 8]. The solution
set of the problem is regarded as a population. Through the iterative operation of
continuous selection, crossover and mutation, the quality of the solution becomes
better and better until it converges to the local or global optimal solution. Compared
with other algorithms, this algorithm has the characteristics of multi-point search,
parallel computing, strong adaptability, no specific restrictions on the problem, and
easy to combine with other algorithms. Genetic algorithm is widely used in function
optimization, combination optimization, automatic control, system identification,
image processing, machine learning and data mining [9].

4.1 Basic Steps of Genetic Algorithm

Genetic algorithm (GA) mainly uses the data of the gene string structure in genetic
space to replace the data of the original solution space before iteration, and then
combines the data of the gene string structure to form different points [10].

4.2 Formation of Initial Population

First, randomly generate NIND (random generation proper noun) string data of the
initial structure, and then let each string form different individuals, so that NIND
individuals can form an initial population. Finally, the initial value of the genetic
algebra gene and the number of times of maximum iteration max generation are set;
the initial value is set to 0.

4.3 Fitness Evaluation

The value of fitness is the interpretation of the advantages and disadvantages of
chromosomes or solution space and is the only basis for natural selection of chro-
mosomes. It can be transformed by the objective function. Different solutions take
different methods of fitness function. In general, the smaller the value of the func-
tion that conforms to the individual, the larger the fitness value corresponding to it,
which indicates better the individual of the required solution. So we can take the
fitness function:

F[ f (x)] = 1

f (x)
(2)
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4.4 Selection Operation

The main purpose of the selection is to select an excellent individual from the group,
so that this excellent individual can be used as a parent to reproduce the next gener-
ation of children. The possibility of individual selection is mainly related to the size
of the corresponding fitness of this individual. The greater the value of fitness, the
greater the probability of being selected. The selection operation of genetic algorithm
mainly adopts roulette method, that is, proportion selection strategy based on fitness
value.

4.5 Crossover Operation

The crossover operator is applied to the group according to the probability, so that
the excellent part of the two parent individuals can be exchanged and recombined to
generate a new and better individual operation.

4.6 Variation Operation

Mainly maintaining population diversity.

4.7 Judgment of Termination Conditions

If the number of iterations reaches the maximum, that is, Gen (generation) =
MAXGEN (max generation), and the global or local optimal solution can be output,
the calculation will be terminated; if the above requirements cannot be met, go to
step 4.3.

5 An Improved Genetic Algorithm

The basic genetic algorithm has the disadvantages of slow convergence and easy to
fall into the local optimal solution. This paper optimizes the initialization, crossover
and mutation operations of the genetic algorithm and proposes an improved genetic
algorithm (IGA).
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5.1 Initialize the Population

Most of the chromosomes involved in the genetic algorithm are derived from the
initial population. The basic genetic algorithm randomly generates the initial popu-
lation, the individual’s adaptive ability is biased, and the algorithm has poor conver-
gence. In this paper, a two-way greedy selection strategy is used to initialize the
population. Compared with the general one-way greedy selection, this method can
include more optimal sub-paths and improve the fitness of the population. The basic
idea is as follows:

Step 1: Randomly generate a city number Cn, and then select the city Cm closest
to the city Cn to form a path Cm − Cn.
Step 2: Find the two cities closest to the two ends of the path (set points as Ca,
Cb, a, b ∈ C), assuming Cs, Ct (Cs, Ct are not selected), and if Ca Cs < Cs Cb,
select Cs, constitute the path Cs − Ca − Cb, otherwise select Ct , and constitute
the path Ct − Cb − Ca;
Step 3: Return to step 2 until all cities are in the path;
Step 4: If all cities are already in the path and have not reached the population
size, then randomly select two cities to form the path, and then return to step 2
until the population size is reached.

5.2 Fitness Function

In genetic algorithm, fitness function plays a very important role, mainly to judge the
quality of individuals. The trip planning model is to minimize the objective function,
and the larger the individual fitness value is, the better the individual performance
is. Here, the reciprocal of the objective function is taken as the fitness function.

f (i) = 1

φ(ω)
(3)

φ(ω) is objective function, which can be obtained from the following formula:

φ(ω) = min

(
T + t

1

cmax − c

)
(4)

T travel time of the line;
c travel expenses of the line;
cmax the budget of the highest expenses at the user’s disposal;
t it is used to measure time (unit: hour) the weight coefficient of the relationship

with money (unit: yuan), which is set by tourists.
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5.3 Cross Operation

Cross operation can generate new individuals, set low cross probability for individ-
uals with high fitness value, and retain their excellent performance; on the contrary,
appropriately increasing the cross probability for individuals with low fitness value
is conducive to the continuous optimization of individuals.

Pci = Pcmax − (Pcmax − Pcmin)( fi − fave)

fmax − fave
(5)

Pci is the probability of mutation of individual I, fave is the average fitness value of
the group, fmax is the maximum fitness value of the current individual, Pcmin = 0.5.

5.4 Mutation Operation

Mutation operation is conducive to maintaining population diversity. The smaller the
individual fitness value is, the lower the possibility of variation is. When the number
of iterations increases, the similarity of genes tends to be the same. Increasing the
probability of individual variation is conducive to the generation of new individuals
and avoiding the local optimal solution

Pmi = Pmmin + (Pmmax − Pmmin)( fi − fave)

fmax − fave
(6)

Pmi is the probability ofmutation in individual I, fmax is themaximumfitness value
of the current individual, fave is the average fitness value of the group, Pmmax = 0.05.

5.5 Algorithm Flow

Step 1: Set itinerary according to the sequence of attractions in the route (Fig. 1).
Step 2: Take the inverse of the objective function as the fitness function and
calculate the fitness value of the individual f i.
Step 3: Use the proportional selection factor P to select individuals with large
fitness from the old population to the new population, P = fi/

∑
fi , the

individual with the highest fitness will be selected;
Step 4: Calculate individual crossover probabilities Pci , Perform crossover
operations, select several parents to pair, and generate new individuals.
Step 5: Calculating the mutation probability of an individual Pmi to perform
mutation operations to identify mutant individuals.
Step 6: Delete unreasonable routes.
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Fig. 1 Algorithm flow
Start

Set itinerary

Calculate the fitness value of 
the individual

Set the large fitness of  
individuals

Calculate individual 
crossover probabilities

Calculating the mutation 
probability of individuals

Delete unreasonable routes

Currente number of iterations is equal to 
the maximum number of iterations

Output the best route

End

Yes

NO

Step 7: Determine if the current number of iterations is equal to the maximum
number of iterations. If they are not equal, go to step 3. If they are equal, continue
to execute.
Step 8: Output the best route.

6 Simulation Results and Analysis

Set Pc = 0.6, Pm = 0.1, use GA and IGA to conduct simulation experiments to find
the optimal route of the trip planning problem (Fig. 2).
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Fig. 2 Results of experimental simulation

Although the final solutions of the two algorithms are the same, the IGA algorithm
finds the better solution before GA algorithm in the initial iteration, and the conver-
gence speed is obviously better than GA algorithm, which has more advantages in
practical application. Experimental simulation shows that the IGA algorithm used in
the travel planning system can be better than the basic genetic algorithm.

7 Conclusion

The main characteristics of genetic algorithm are simple and general. Based on the
analysis of the basic principles of genetic algorithm, this paper proposes an improved
genetic algorithm and uses it to solve the problem of tourism routes. Simulation
results show that this algorithm is relatively basic and it has more advantages in
convergence.
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Classification of Medical Symptoms
Based on Social Sensors

Yong Li, Si-xuan Chen, Xia Wang, Hai Jia, and Yan-bin Shi

Abstract Due to the high degree of classification of the current hospital depart-
ments, it is difficult for patients to accurately select hospital departments for regis-
tration based on their limited medical knowledge and physical illness status. With
the development of technologies such as the Internet, big data, and artificial intelli-
gence, we have ideas and methods to solve this problem. This article treats users on
the Internet as social sensors. Users spontaneously generate massive medical data
on medical Web sites, medical symptom libraries, and medical professional e-books.
These data provide a way to solve the lack of medical knowledge when patients seek
medical treatment. Due to the sparsity and lack of information in the short text data of
the symptoms, the LDA-Naïve Bayes (L-NB) model is used to expand the features
and classify the text of “symptoms–departments”. Through a lot of experiments,
the algorithm proposed in this paper has high accuracy and can meet the needs of
practical applications.

1 Introduction

With the advent of the era of big data, online booking registration systems have been
widely used. We know that registration is the first step for patients to seek medical
treatment, but it is difficult for patients to accurately judge the complex symptoms
of their own bodies without medical background knowledge. In order to solve the
above problems, save patients’ time and improve the efficiency of medical treatment,
we first extract massive medical symptom data from medical Web sites, medical
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symptom libraries, and medical professional e-books. Then, we train the symptom
data throughL-NBalgorithm, classify and predict according to the probabilitymodel.
When the patient is registered, they can enter some keywords for the symptoms of
physical illness. According to a certain probability, we can provide the patient with
the recommended ranking for the corresponding department of the hospital.

The data of medical symptoms are typical short text data, which are characterized
by short length, sparsity, noise, and ambiguity. Therefore, the general text classifica-
tion algorithm does not work well on short text classification problems [1]. In order
to overcome the shortcomings such as feature sparseness, we use the L-NB model
to classify the symptom texts [2].

2 Related Work

As far as this article is concerned, there is currently no research work in the academic
community to predict specific diseases based on limited symptom keywords. Most of
the existing studies have targeted specific diseases and classified their symptoms to
help doctor’s diagnosis and treatment.Medeiros et al. [3] continuouslymonitored the
motor symptoms caused by Parkinson’s disease, and used the support vector machine
(SVM) to identify the symptoms of Parkinson’s disease retardation. Mohamed et al.
[4] combined convolutional neural networks (CNN) andquestion-and-answermodels
to classify skin symptoms for better decision making.

The focus of this paper is on the “symptoms–departments” classification. The
symptom text is vectorized using a bag of words [5], and then classified and predicted
based on a machine learning algorithm. Since the symptom text in the data used
in this article is short and the amount of data per text is small, the symptom text
is extended by the short text understanding model before classification. The short
text understanding model include latent semantic analysis (LSA), neural network
language model (NNLM), probabilistic latent semantic analysis (PLSA), latent
Dirichlet analysis (LDA), and explicit semantic analysis (ESA).

In most text classification tasks, text is treated as a word package for feature
extraction andword frequency statistics. The statistical method ignores the semantics
of the text. Machine learning algorithms commonly used for text classification tasks
include K-nearest neighbor (KNN), decision trees, Naïve Bayes [6], SVM, etc.

Based on the comparative analysis and the data characteristics of this paper, L-NB
model was used to classify the data.
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3 Theory and Method

3.1 LDA Topic Model

The LDA model assumes that a document is a collection of words, and there is
no order relationship between words and words in the document. The probability
generation process of the relationship between text andwords is represented in Fig. 1.

Suppose W = (w1, w2, . . . wn) represents a set of words, D = (d1, d2, . . . dm)

represents a set of texts, and Z = (z1, z2, . . . zk) represents a set of topics. Then,
Fig. 1 can be represented by Formula (1):

P(w j |di ) =
∑

0 < i < m
0 < j < n

K∑

k=1

P
(
w j |zk

)
P(zk |di ) (1)

The LDA model generates θ by a Dirichlet distribution with a parameter of η

and obtains ψ by a Dirichlet distribution with a parameter of ε. “Text-theme” obeys
the multi-distribution of θ and “theme-word” obeys the multi-distribution of ψ.
The parameter Zm,n represents the subject corresponding to the nth word in the mth
document, andWm,n represents the word corresponding to the subject k. The formula
for calculating the probability is shown in Eq. (2). The LDAmodel is shown in Fig. 2.

P(θ, Z ,W |η, ε) = P(θ |η)

N∏

n=1

P(Zn|θ) · P(Wn|Zn, ε) (2)

The basic problem in the LDA model is to define the parameters η and ε.

Fig. 1 Simulation process of implicit topics
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Fig. 2 LDA model

3.2 Naïve Bayes

Naïve Bayes is a highly practical machine learning algorithm whose performance is
comparable to algorithms such as decision trees and neural networks [7]. Assuming
the training set is n dimensions of m samples, the data set is expressed as follows:

(
x (1)
1 , x (1)

2 , . . . , x (1)
n , y1

)
,
(
x (2)
1 , x (2)

2 , . . . , x (2)
n , y2

)
, . . . ,

(
x (m)
1 , x (m)

2 , . . . , x (m)
n , ym

)

Suppose there are a total of k types, such as C1,C2, . . . ,Ck , and each sample is
m1,m2, . . . ,mk . The calculation process is as follows:

Step 1. Get the prior probabilities of k types from the sample showing in Eq. (3):

P(Y = Ck) = (mk + λ)/(m + kλ) (3)

Step 2. Calculate the conditional probability distribution P(X = x |Y = Ck) of
the symptom sample x under k categories of conditions. Since the symptom
words are discrete, therefore, the probability distribution is shown in Eq. (4):

P(X = x |Y = Ck) = P(X1 = x1, X2 = x2, . . . , Xn = xn|Y = Ck) (4)

Step 3. According to symptom sample X (text), find the posterior probability P(Y =
Ck |X = X (text)) is shown in Eq. (5):

P
(
Y = Ck |X = x (test)

i

)
= P(Y = Ck) · ∏n

i P(Xi = x (test)
i |Y = Ck)

P
(
X (text)

) (5)

Step 4. The classification result of test sample X (text) is shown in Eq. (6):

Cresult = argmaxP
(
Y = Ck |X = x (test)

i

)
(6)
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3.3 Symptom Classification Model

3.3.1 Framework

The symptom classification model is constructed based on the network text
information mining technology, as shown in Fig. 3.

3.3.2 Obtaining Data

In this paper,we use reptile technology to collect data onmedicalWeb sites, obtaining
data frommedical symptom database andmedical classic textbook. At the same time,
we use ICD-10 to contribute symptom dictionary, which is imported into the Jieba,
to get more accurately of word segmentation.

3.3.3 Feature Extension

Since the content of each symptom text is short and the feature matrix is sparse,
before classification the data is trained using the L-NB to obtain the distribution
matrix of “theme-word”. Then, the theme obtained from the training data is used.
Finally, the feature words under the corresponding theme are added to the original
data of the category as a new feature vector [8].

3.3.4 Training Classifier

The training process is detailed in Algorithm 1.
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4 Empirical Analysis

4.1 Dataset

The data in this article comes from the medical search network, medical symptom
library, andmedical books. The experimentwasmainly divided into four departments
of obstetrics and gynecology, internal medicine, surgery, and ear nose throat branch
(ENT). The experiment selected 70% of the data in the symptom text to train the
L-NB as the training set data, and 30% as the test set data.

4.2 Experimental Evaluation

For the final classification, the classification accuracy rate is calculated as:

accuracy = 1

n
·

n∑

i=1

truei
Counti

(7)

where truei indicates the correct number of predictions and Counti indicates the
number of all test texts in the department.

4.3 Experimental Results and Analysis

The number of L-NB parameter is important to this paper, we use Gibbs sampling
[9] to determine. Finally, the number of topics is set to 10. The result is shown in
Fig. 4.

The L-NB classifier is constructed after the feature expansion is completed. In the
algorithm, the word frequency of each word is first calculated, the word frequency is
arranged in descending order, and then the first N invalid words are eliminated. The
accuracy rate is shown in Fig. 5.

According to the data in Table 1, the accuracy of surgical symptom testing is
almost unaffected by the model. The distinction between surgery and other depart-
mental symptoms is higher and the features aremore obvious. From the experimental
comparison, the L-NBmodel proposed in this paper has good classification accuracy.
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Fig. 4 Effect of theme selection

Fig. 5 Parameter N and
classification accuracy

Table 1 Comparison of accuracy

Naïve Bayes (%) KNN (%) SVM (%) L-NB (%)

ENT 60.00 70.00 70.00 80.00

Internal 80.00 70.00 70.00 70.00

Surgical 100.00 90.00 95.00 100.00

Maternity 70.00 70.00 75.00 80.00

Total 77.75 75.00 77.50 82.50
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5 Conclusion

The patient’s medical background is lacking, and it is difficult to accurately judge the
disease according to his or her symptoms and select the corresponding department
to see a doctor. This paper studies the classification relationship between symptoms
and departments based on massive medical symptom data extracted from medical
Web sites, medical symptom libraries, and medical professional e-books.

In the experiments, not only the accuracy of the L-NB model and the comparison
model in the whole test set are given, but also the accuracy comparison of the depart-
ments. The “symptom–department” relationship which is finally established in this
paper establishing a patient online registration guidance system.

In the future research, we need to build a Probase similar to Microsoft Research
Asia, which is a knowledge base based on word probabilities [10]. The relationship
between the disease entity and the symptom entity is reflected by the entity relation-
ship [11] in the knowledge base, and then the probability model is used for decision
making to achieve the symptom-to-disease correspondence.
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Research on Method and Technology
of Emergency Logistics Intelligent
System Engineering

Liang Wu and Dong Xu

Abstract Focusing on the future emergency logistics support needs, this paper
studies the evolution trend and application focus of system engineering methods and
intelligent technologies in the field of emergency logistics, analyzes the application
of various system engineering methods and key technologies in logistics modeling,
simulation, analysis, prediction, evaluation, decision-making, management, control
and planning design. Using intelligent system engineering methods to achieve accu-
rate prediction, optimal planning, rapid decision-making, independent management
and real-time control of emergency logistics, the utilization efficiency of emergency
logistics resources is improved, and material security effectiveness is fully utilized.
It provides systematic engineering basis and technical solutions for the realization
of the leapfrog development of emergency logistics.

1 Introduction

At present, a new round of technological and industrial revolution is at the historical
juncture of achieving a major breakthrough. With the rapid development of arti-
ficial intelligence and its accelerated transfer to the emergency field, the trend of
systematization, engineering and intelligence of emergency logistics is increasingly
prominent.

The essence of emergency logistics is resource integration. The core is to estab-
lish a rapid, accurate, reliable, safe and low-cost emergency material support system
through the overall integration and multi-body combination of all links of emer-
gency logistics. System science and system engineering are exactly the theory and
method to study and solve the system problems such as “comprehensive integra-
tion.” With the continuous development, progress and integration of system science
and intelligent technology, the physical space of emergency logistics maps to the
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digital space through ubiquitous sensor, Internet of things and communication tech-
nology and accelerates the transition to the information space and cognitive space.
Based on dynamic perception, data mining, simulation and operational optimiza-
tion, the emergency logistics system simulates the operation situation in different
environments. The output of the executable intelligent auxiliary results is fed back
to the digital process, and the intelligent decision is mirrored to the physical world.
Through the coordination of the physical domain, information domain and cognitive
domain, the flow of material, information and command are highly coupled, and the
value-added chain of data, information, knowledge and wisdom is accompanied, so
as to realize the accurate prediction, optimal planning, rapid decision-making, inde-
pendent management and real-time control, promote the whole process of resource
reorganization, power reconstruction and process reengineering, such as planning,
procurement, transportation, warehousing, distribution, settlement and recycling.

2 Intelligent Modeling and Simulation of Emergency
Logistics

Simulation technology is a model-based experimental science, which is a powerful
tool for analyzing, designing and optimizing complex systems. In the aspect of simu-
lation and analysis of complex network model, in 1998, scholars found that regular
network and random network could not reflect the characteristics of the real world,
while small world and scale-free network had better applicability, and then complex
network research began to rise. Many scholars use some abstract methods to build
the real-world network model, and then analyze the parameters to study the charac-
teristics of these complex networks. The purpose is to build a more realistic network
model by mastering the characteristics and commonness of the network [1]. The
cyber-physical systems (CPS) is a direction of intelligent logistics system modeling
[2]. Based on the automatic mapping technology, real-time computing and massive
information processing technology, dynamic network technology, self-organization
and adaptive technology of virtual and real systems, it realizes the deep integration of
logistics elements and information elements. The difficulty of building such models
is to adapt to the characteristics of both discreteness and continuity. It cannot only
explicitly represent the time-domain information of the physical system, but also
explicitly represent the execution order of the information system.

Because the traditional simulation technology can not or is difficult to describe
the characteristics of the randomness and complexity of logistics activities, an intel-
ligent simulation model based on expert system is proposed in the field of emer-
gency logistics, that is, in the stage of modeling, simulation model design, simula-
tion result analysis and processing, using the knowledge base and reasoning machine
of expert system, using expert instructions and experience for reasoning, judgment
and decision-making, establishing a foundation [3]. The simulation closed loop is
based on the intelligent feedback of expert system. This kind of intelligent simulation
system starts from the scheme, carries on the modeling and the simulation experi-
ment, obtains the conclusion through the computer operation, carries on the analysis
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and compares with the anticipated goal. If the simulation results are consistent with
the predetermined objectives, the original plan is feasible. If not, the existing prob-
lems will be analyzed through the expert system. According to the simulation results,
the decision-making information will be automatically output with the help of the
expert system, such as whether the system model needs to be modified and adjusted,
the performance and quality of the system, the proposed countermeasures and expla-
nations, and then the modified plan will be simulated again, until a feasible solution
is found [4] (Fig. 1).

The research and application of intelligent modeling and simulation solve the
problems in the process of modern emergency logistics modeling and simulation to a
certain extent, improve the accuracy and analysis ability of emergency logistics simu-
lation, help to shorten decision-making time, provide intelligent decision-making,
and have profound theoretical and practical value for the research of emergency
logistics intelligent.

3 Intelligent Analysis and Prediction of Emergency
Logistics

Themethod of system analysis is to find the best scheme through the overall planning
of the system. Mathematical programming is a method of operational research. The
specific theories and methods include linear programming, dynamic programming,
integer programming, queuing programming and inventory theory, which are used to
solve the problems of location selection of logistics facilities, resource allocation of
logistics operations, cargo loading, time and quantity of material storage, etc. Infor-
mation intelligence analysis is often applied to fuzzy mathematics, neural network,
analytic hierarchy process (AHP), principal component analysis (PCA), rough set,
genetic algorithm and other intelligent algorithms, as well as statistical analysis
system (SAS), statistical product and service solutions (SPSS), Excel, MATLAB and
other data analysis and processing tools, while artificial intelligence and machine
learning are the basis of big data analysis and its decision-making system. The
analysis and processing technologies, such as massively parallel processor (MPP)
database, Hadoop ecosystem based on MapReduce and so on, realize the massive
logistics data search and screening, and mining the association relationship through
the analysis of the overall sample.

System prediction methods mainly include qualitative prediction, time series
analysis prediction, regression analysis prediction, state-space analysis prediction,
Markov prediction and so on. Regression analysis prediction model, moving average
prediction model, trend extrapolation prediction model, exponential smoothing
prediction model and so on are often constructed. With the support of the new gener-
ation of information infrastructure, the physical space is rapidly mapping to the
network space, and the accelerated integration of the human machine object three-
dimensional world of emergency logistics system has led to the explosive growth
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Fig. 1 Flowchart of intelligent simulation based on expert system
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of data scale and the highly complex evolution of data model. According to the law
of emergency material consumption, the intelligent system of emergency logistics
predicts the demand of emergency materials, and ensures the simultaneous system of
object demand acquisition and logistics link. The main development direction is the
application of big data prediction analysis and real-time decision system based on
artificial intelligence, deep learning and convolution neural network in the intelligent
emergency logistics Internet of things and cloud platform.

An important development direction in this field is intelligent combination fore-
casting. All kinds of single forecasting methods contain some independent infor-
mation of the forecasting system. By properly combining different methods and
effectively using the useful information provided by different methods, we can
more comprehensively describe the characteristics and laws of logistics forecasting
problems, reduce one sidedness and randomness, and improve the forecasting
accuracy.

4 Intelligent Evaluation and Decision of Emergency
Logistics

Emergency logistics and supply chain system evaluation and decision-making are
inseparable. Evaluation is the basis of decision-making, and some decision-making
methods are also an evaluation method. The research in this field focuses on the
classification, process, steps and methods of all kinds of evaluation methods and
decision-making systems, including the evaluation and decision-making process of
finding the optimal scheme in all stages and levels of logistics system planning,
such as logistics network technical scheme, site selection scheme, facility master
planning scheme and material handling system layout scheme. The commonly used
evaluationmethods of emergency logistics system include cost-benefitmethod, value
analysis method, fuzzy comprehensive evaluation method, AHP, interval decision-
making evaluation, etc., the commonly used models include index value standard-
ization model, weighted average evaluation model, approaching ideal scheme eval-
uation model, fuzzy comprehensive evaluation model, fuzzy clustering evaluation
model, gray correlation evaluation model and so on. Common emergency logis-
tics system decision-making includes decision-making, risk decision-making, uncer-
tainty decision-making, probability interval decision-making, complete information
value and Bayesian decision-making, utility decision-making, competitive decision-
making, multi-objective decision-making, etc. The existing evaluation and decision-
making methods of emergency logistics system mainly adopt the multi-level and
multi-index evaluation index system constructed by human, build the evaluation
and decision-making model and adopt the qualitative and quantitative combination
method to evaluate the supply chain reliability, logistics guarantee performance,
emergency logistics system benefit, emergency logistics base layout, emergency
logistics capacity building and other aspects.
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The decision-making of emergency logistics support has the characteristics of
large-scale,multi-objective andmulti-constraint. Thesemethods have their own limi-
tations and shortcomings, so it is difficult to make accurate and timely evaluation and
decision-making. The traditional decision-making based on the experience, knowl-
edge and preference of decision makers cannot meet the needs of “timely, correct
location, appropriate quantity and qualified quality” of logistics support. There-
fore, it is necessary to study how to make decisions on the large-scale, complex
structure and multiple objectives of emergency logistics support. With the contin-
uous application of artificial intelligence technology in various fields, the intelli-
gent level of the decision-making system is improved by the aid of the decision-
making system, and the application of intelligent optimization algorithm to solve
the complex emergency logistics support decision-making problem has become an
important means and development trend. Ant colony optimization, particle swarm
optimization, genetic algorithm, neural network, simulated annealingmethod, differ-
ential evolution algorithm, biogeography optimization can be introduced to optimize,
improve the decision-making accuracy and operability, and verify and improve in
emergency logistics and emergency logistics practice, so as to improve the intel-
ligent level and comprehensive benefit of logistics support decision-making eval-
uation. With the development of intelligent technology such as genetic algorithm,
evolutionary computation, fuzzy logic and immune algorithm, the hybrid intelli-
gent system with multiple intelligent technologies will be an important means of
evaluation and decision-making in the field of logistics.

The next key research direction is to build the scientific evaluation system and
intelligent decision-making platform of emergency logistics system. The basic idea
of emergency logistics intelligent system evaluation is to first define the evalua-
tion purpose, then establish a reasonable evaluation index system, and finally use
intelligent means to select evaluation methods and build evaluation model. Intel-
ligent system decision-making is based on the scientific analysis of the system,
using intelligent decision-making technology based on emergency logistics big data
to better assist the command personnel to make efficient reasoning and judgment,
and make scientific decisions. Emergency logistics intelligent system evaluation and
decision-making, the goal is to simulate the thinking method of emergency logistics
experts to solve emergency logistics problems at a higher level, better mine effec-
tive information and carry out integrated application, and provide alternative plans,
measures or suggestions for commanders in the process of logistics decision-making.
“Intelligence” comes from data. The core ability of intelligent logistics is the intel-
ligent decision-making system based on big data. Through machine learning, it can
improve the ability to solve the emergency logistics decision-making problems, and
assist the emergency logistics commanders in decision-making at a higher level.With
the development of decision-making theory, emergency operation research theory,
system engineering theory and artificial intelligence technology, the scheme eval-
uation method is intelligent, which provides a new tool for logistics support plan
evaluation and provides the advantages that the traditional evaluation method does
not have. The degree of intelligence will promote the logistics index efficiency and
guarantee efficiency greatly.
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5 Intelligent Management and Control of Emergency
Logistics

With the continuous improvement of the cognitive efficiency and management
decision-making level of intelligent logistics, the value of data is continuously
transferred and added along the logistics chain, and data has gradually become the
main body of the intelligent emergency logistics, and the scientific management has
ushered in a new change [5].

In warehouse management and inventory control, common models include deter-
ministic inventory model and stochastic inventory model. The intelligent system
of emergency logistics based on artificial intelligence technology will assist the
management personnel to analyze the historical consumption data and in and out
information of all kinds of emergency materials in real time, predict the demand
change of all kinds of materials and equipment in different emergency stages, and
effectively control and dynamically adjust the inventory. Through this method, we
can ensure the orderly balance of emergency materials reserve, avoid overstocking,
waste or short supply, reduce the cost of logistics storage, and improve the efficiency
of emergency support. The intelligent simulation of inventory decision model will
be the development direction of this field.

Intelligent control technology (fuzzy control technology, neural network control
technology, learning control technology, expert control technology, etc.) is a new
control technology which develops continuously by applying intelligent theory to
control technology. The application of this technology in the field of intelligent logis-
tics is still relatively small, and it is still in the initial stage in emergency support, espe-
cially in the field of logistics operation, the logistics equipment monitoring, handling
robot, sorting robot, intelligent warehouse control and so on are becoming more and
more complex, which has a broad application prospect. We concluded these methods
improve logistics operation, optimizing decision-making, and avoiding losses during
the logistics flow [6] (Fig. 2).

6 Conclusion

The combination of system engineering method and intelligent technology in the
field of emergency logistics is a new field. It is the interdisciplinary science to
study large-scale complex artificial composite system from the perspective of artifi-
cial intelligence. It is not only a technical process, but also a management process.
The construction of intelligent system of emergency logistics includes not only the
constructionof hardware infrastructure, but also the improvement of decision-making
management level. The improvement of the overall level of emergency logistics not
only depends on the improvement of infrastructure invested by a large number of
human, material and financial resources, but also pays attention to the following
aspects from the perspective of system engineering: The management and operation
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Fig. 2 Structure chart of intelligent warehouse management and inventory control

level of emergency logistics is improved, such as the renewal of emergency logis-
tics concept, the adjustment of logistics organization system, the improvement of
emergency logistics business process, the utilization of various resources and the
construction of information system. Through the wide application of artificial intel-
ligence, machine learning, big data, cloud computing, Internet of things and other
intelligent technology groups, we will improve the intensive, standardized and intel-
ligent level of modern emergency logistics system, ensure the mutual promotion of
emergency benefits and economic benefits, and reduce or even avoid the blindness,
randomness and irrationality of emergency logistics system, and improve the overall
efficiency and comprehensive support capacity of the system.
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A Technical Survey on Approaches
for Detecting Rogue Access Points

Jianwei Hu, Yetao Li, Yanpeng Cui, and Le Bu

Abstract With the popularity of wireless local area networks (WLANs) and access
points (APs) which play an integral part in the wireless infrastructure coordinating
wireless users and connecting them to the wired side of networks to the Internet
become increasingly vulnerable and are exposed to malicious attacks. This paper
focuses on rogue access points (RAPs) common attacks. The attack principle of
different types of RAPs and corresponding RAPs detection methods are presented.
Besides, the disadvantage and strength of these RAPs detection methods are also
compared in this survey. Finally, some possible issues and future research trends are
introduced.

1 Introduction

Wireless networks are rapidly spreading due to their advantages such as convenience,
flexibility, mobility, scalability, and easy installation. However, the universalization
of this technology also increases the security risk.RAPs are one of themost dangerous
security risks.

RAP usually has the same service set identifier (SSID) with the legitimating one
to cheat users. As a wireless network attack reported in 2015, attackers successfully
tricked users into accessing their APs and obtain sensitive information such as bank
account numbers, passwords, and photos. As the RAPs set by the attacker usually
provides the network services normally, users will not feel a significant difference
when accessing the RAP. In enterprise networks, attackers can also use RAPs to
invade internal networks. Therefore, both wireless networks in public environments
and the internal wireless networks of enterprises need security detection.
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2 Taxonomy of RAPs

In the literature, RAPs are classified into three categories: twin APs, incorrectly
configured APs, and unauthenticated APs.

2.1 Twin APs

TwinAPs are RAPs that highlymimic legitimateAPs [1], which is usually carried out
by portable devices, small in size, and difficult to detect [2]. They exist in two types:
substitution and coexistence. Substitution means that RAPs take place to legitimate
APs by disconnecting users or someway else [3], and trick users into accessing them.
Coexistence represents that a RAP and a legitimate AP coexist in a certain space and
compete providing services at the same time.

2.2 Incorrectly Configured APs

APs in enterprises configured incorrectly by network employees could cause security
problems [4, 5]. For example, attackers could steal network certificates by attacking
mobile devices used by users to gain access to the enterprise internal network [6,
7]. Moreover, some personal APs in small shops or restaurants usually post the
passwords in public or do not have a password [8].

2.3 Unauthenticated AP

An unauthenticated AP refers to an AP built privately on the network. Such APs are
a part of the network but neither uniformly deployed nor controlled by the adminis-
trator. For example, if employees share the network privately, unauthorized users will
access the network through these unauthenticated APs or sniff the network traffic
[9]. Attackers can also set up unauthenticated APs deliberately, harming the network
and stealing sensitive information.

3 Existing RAP Detection Approaches

Several novel approaches have been proposed by researchers. The perspective of the
administrator and client detection are summarized below.
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3.1 Detection from Client-Side

Use special length frame arrival time (SLFAT) to detect RAPs. It provides that the
same gateway is used, as the legitimated APs [10]. SLFAT monitors the traffic sent
by the target APs at the detection node and extracts the arrival time of special frames
of the same length to determine whether there is a RAP forwarding data packet.

Detection of routing options based on IP headers [11]. The IP header has a record
routing option function. When this function is turned on, the router address passed
between the source address and the destination address will be recorded in the IP
packet header of the data packet. After receiving the data packet, you can view all
the passed IP addresses. If an abnormal path is found, a RAP exists. However, due to
security and other considerations, many firewalls will disable or ignore packets that
record routes [12], and the average number of routes on the Internet is 19–21, which
is much higher than the number of 9 addresses that can be recorded [13].

Detection based on TCP connection [14]. The client connects to a nearby AP and
establishes a TCP connection with the public server. When switching to a different
AP with the same wireless SSID, the client sends a heartbeat request to the former
public server. Only the gateway keeping, switches AP will not affect the previous
TCP connection. Then, the public server can respond to heartbeat requests from the
client. Conversely, a RAP exists. Meanwhile, if an attacker impersonates a public
server to perform a man-in-the-middle attack, this detection will not work.

Detect duplicate association [15]. During the authentication stage, the retry bits,
sequence number, and association ID (AID) of the two association responses are
analyzed to verify whether a RAP exists. However, for some open-mode RAPs, this
detection approach fails.

Authentication using a dedicated public server and watermark packets [16, 17].
The server continuously replies to the watermark data packet which the client sends
to it before to the client. At the same time, the client detects whether other channels
are transmitting the watermark. If the data packet exists, the initial AP is a RAP, and
the others are legitimate. This applies when an attacker uses a legitimate access point
to provide network services. However, the attacker can avoid detection by storing the
watermarked data packet and disconnecting with the legitimate AP at their replay
arrival time and the round-trip time.

Detect base on RAP and rogue wireless client (RWC) [14]. When the wireless
client (WC) sends/receives data via RAP, the attacker’s RWC and legitimate AP
will also send/receive the same data, which means WC data will appear twice on
the wireless channel. However, this detection method is not valid in the mode of
the man-in-the-middle attack.

Detection based on the confirmation number and serial number [18]. The confir-
mation number and serial number in the IP packet are used as the basis for judging
whether there is forwarding in the wireless network. However, this detection method
requires a lot of details of the IP packet header. Encrypted wireless network services
cannot be supported.
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3.2 Detection from Administrator Side

Using authorization lists to detect RAPs [19]. Administrators usually form autho-
rization lists (white lists) that contain the identity information of legitimate APs by
scanning APs neighboring of their identity information and then comparing them
with lists to detect RAPs’ existence. Therefore, focusing on significant information
and ignoring unnecessary data can do much help for reducing detection time, while
the information in the data packet is not hard to alter.

Clock deviation detection approach [20]. It is a passive detection method that
uses information extracted from the beacon frame to combine a clock offset with the
device’s inherent temperature to detect a RAP. However, this method is limited to
detecting RAPs released by software.

Honeypot-based wireless intrusion detection scheme [16]. First is distinguished
whether the packet comes from an authorized host, to detect the man-in-the-middle
attack by the packet flow rate decreases with the increase of the packet spacing,
Snort detects DoS, DNS spoofing, and then redirects malicious traffic from Snort to
the KFSensor honeypot for deepening analysis. The scope of this system is a small
network, and it remains to be determined whether it can be extended to a larger
network.

Use dedicated hardware to interfere with channels for detection [21]. The AP2
throughput of non-adjacent channels is detected by interfering AP1 channels. If a
drop occurs, AP2 may be a RAP because the wireless connection is provided by
replaying the signal from AP1. However, this approach interferes with the normal
user’s online experience. And deploying wireless sensors across different wireless
networks or gathering traffic at a centralized site is expensive and complex.

Detection based on protocol modification [22]. It mainly uses received signal
strength (RSS) which changes on the wireless channel between the client and the AP.
The client and the AP need to exchange challenge and response packets to complete
the detection. This detection method is efficient, but modifying the protocol involves
driver and firmware upgrades, which make it difficult to be popularized.

Group-aware approach [13]. It uses the spatial correlation of RSS for detection.
RSSmeasurements collected from the population helps to provide a robust profile and
minimize the impact for the inaccuracies on individualRSSvalues. Themeasurement
can also dynamically match the configuration file to filter out the abnormal samples
detected in real-time. The efficiency of this method depends on the number of users
in the detection area.

Physical layer channel state information (CSI) [23]. A position model which is
based on the edge of the landmark area, combining a large amount of crowdsensing
data, is used to determine whether the detected AP is a RAP. This method uses a
crowdsourcing strategy which is also depends on the number of users.
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Table 1 Strengths and weaknesses of current techniques

Method Technical
requirements

Strengths Weaknesses

Time-based detection None Passive detection
based on the frame
information

Only applicable to
software release attacks

Authorization list None Fast detection speed AP fingerprint spoofing
can bypass the detection

Honeypot Honeypot system Semi-defense
detection

Suitable for small
network environment

Active interference Dedicated sensor
hardware

Low false positives Affects normal network
communication, high
hardware deployment
costs

Protocol-based Modify agreement High efficiency Difficult to popularity

Automated detection Sensor device Passive, little
infrastructure

Takes time and energy a
lot

4 Conclusion

Because the simplicity ofRAPcreation takes a security threat to thewireless network,
several detection approaches proposed by researchers. The current techniques have
several weaknesses, as listed in Table 1.

Early RAP detection mainly used the authorization list to identify APs and
RAPs by media access control address (MAC) and SSID. Later, multi-parameter
detection was developed, and more fingerprint information of AP devices was
involved in the detection work. The detection range was limited based on the time
method. Later interference technology affects network user.Meanwhile, other testing
methods are introduced with their strength and limitations. With the development of
intelligent technology, the research of detection technology is gradually developing
toward automation. Wireless intrusion detection system (WIDS) technology is the
trend of future wireless security research.
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AMatching Algorithm Based
on the Fusion of SAD and Census

Han Liu, Yan-tong Zhao, and Wei Wang

Abstract This paper analyzes the characteristics of SADalgorithmandCensus algo-
rithm, improves SAD algorithm and Census algorithm, respectively, merges them,
and proposes a SAD and Census algorithm based on adaptive window and adaptive
weight. The experimental results show that the algorithm has stronger robustness
and higher matching accuracy than SAD algorithm and Census algorithm.

1 Introduction

Binocular stereo vision is designed to extract 3D information from 2D images to
recover 3D scenes. It is widely used in 3D measurement, virtual reality, robot navi-
gation, and other fields [1]. Stereo matching technology is the key technology of
binocular stereo vision [2]. Its task is to obtain the corresponding points in the two
images and calculate the parallax, so as to obtain the depth information in the scene.

At present, stereo matching can be divided into four steps: matching cost calcula-
tion, matching cost aggregation, parallax calculation and optimization, and parallax
refinement [3]. According to the different methods of parallax calculation, stereo
matching algorithm is divided into global algorithm and local optimization algo-
rithm. The global algorithm obtains the matching result by constructing the energy
function and minimizing it, with low accuracy and high efficiency, but it is not suit-
able for the realization of a low-cost independent stereo vision system. However,
although the local optimization algorithm has high efficiency, it is easy to cause
mismatching and is difficult to be applied in practical situations.

After studying SAD and Census algorithm, this paper fuses the SAD algorithm
with Census algorithm, and proposes a stereo matching algorithm based on SAD and
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Fig. 1 Schematic diagram
of census transformation

Census algorithm with adaptive weights and windows. This algorithm can improve
the matching accuracy and has good robustness to the difference of image brightness
caused by the change of illumination and different exposures.

2 Stereo Matching Fundamentals

2.1 Sum of Absolute Differences

The sum of absolute differences (SAD) algorithm [4] has only plus and minus oper-
ation, so it is simple and efficient in respect of algorithm complexity and hardware
implementation. As shown in Fig. 1, such an approach first establishes a window to
assist in matching. As the point to be matched in the base graph, a certain point to
be matched is taken as the center point in the registration graph to create an identical
sub-window, and then the gray value of multiple pixel points in the window is used
to represent the center point. In the search range of the registration map, that is,
the parallax range, the comparison continues, and then is calculated the sum of the
absolute value of the gray difference of all the pixels. The algorithm expression of
SAD [5] is shown in Eq. (1).

SAD(i, j, disp) =
h= w−1

2∑

h=− w−1
2

k= w−1
2∑

k=− w−1
2

|IL(i + h, j + k) − IR(i + h, j + k + disp)|

(1)

where IL(i, j), IR(i, j) are the pixel gray value of the position in the left and right
images, and w is the window size. When the SAD obtained by the two sub-windows
is the smallest, the corresponding point is the matching point, and then the parallax
value disp is obtained.

2.2 The Census Algorithm

Census algorithm [6] also needs a window. The algorithm starts with the Census
transformation. For this, it is selected any point in the view and is created a window
centered on that point. Every point in the window except the center point is then
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compared to the center point. If the gray value is larger than the center point, it is
denoted as 1; otherwise, it is denoted as 0. Take the resulting sequence of only 0 and
1 s is obtained as the sequence of the center point. Then, the Hamming distance is
used to calculate the similarity, and the point with the minimum Hamming distance
is found in the matching graph, that is, the matching point. Finally, the parallax map
is obatained.

3 Improved Algorithm

3.1 Improvement of SAD Algorithm

In the traditional SAD algorithm, the absolute value of the gray difference of each
position in the window has equal weight. In this article, the smaller the correlation
between the pixels in the window and the center, the lower the weight. Therefore,
this paper attempts to calculate the SAD value by taking the set distance between
the pixels in the window and the center as a weight factor. In this paper, the weight
is normally distributed.

3.2 Census Algorithm Improvement

The Census transformation depends too much on the center pixel. If the selection
of the center pixel or the center pixel itself is interfered by noise, the result of the
transformation will be greatly affected. In view of this, this paper proposes to replace
the gray value of the center pixel with the median value of the pixel in the window.

For this, first are sorted the pixels in the window from small to large, then is
obtained the median value, and the center pixel value is replaced by the median
value.

In the traditional method, the center pixel is affected by noise, and the comparison
results are different, but the median value is replaced by the center value as the new
reference value. As shown in the figure below, the Census code obtained is 10001001
by taking the transformation window of 3*3 as the column. When the center pixel is
polluted by noise and changes from 120 to 90, the encoding in accordance with the
traditional method changes to 11111101, while the result of the improved method
transformation will still be 10001001. Therefore, this improved method can effec-
tively reduce the influence of noise on the image and enhances the robustness of the
algorithm.
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3.3 Adaptive Window Selection

Whether it is Census algorithm or SAD algorithm, their accuracy is related to the
selection of windows. In the weak texture region, a larger window is needed to
determine the exact location of the current pixel points to improve the matching
accuracy; in the discontinuous depth region, a smaller window can be used to protect
the edge details of the object.

This paper presents an adaptive window selection method. Let P(i, j) is the point
to be matched and is taken as the reference point. The adjacent pixel points around
I are P(i + 1, j) and P(i − 1, j). Then, the discriminant criterion of pixel gray
difference is shown in Eq. (2)

√∣∣(Ii+1)
2 − (Ii )

2
∣∣

max{Ii+1, Ii } ≤ σ (2)

where Ii is the gray value of P(i, j) to be matched, Ii+1 is the gray value of
P(i + 1, j), σ is the preset gray threshold selected according to the actual demand,
0 ≤ σ < 1.

However, only one restriction conditionwill cause infinite selection of thewindow
in the smooth transition region of grayscale. In this paper, the restriction condition
of window truncation is added in the process of expansion. The calculation method
is shown in Eq. (3).

√∣∣(Ii+1)
2 − (Ii )

2
∣∣

max{Ii+1, Ii } > ∂ (3)

where: In is the gray value of the N th pixel extended to the right by the point to be
matched and ∂ is the window truncated gray threshold: 0 ≤ σ < ∂ < 1.

4 Algorithm Implementation and Experimental Results

4.1 The Experimental Results

In this paper, images of Tsukuba, Teddy, Venus, and Cones provided by Middlebury
platform are used for experiments.

The original image and the ideal parallax diagram are shown in Fig. 2.
In the picture, columns 1, 2, 3, and 4 are images of Tsukuba, Teddy, Venus, and

Cones, respectively. The first, second, and third lines are the left, right, and ideal
parallax images in the original image group, respectively.

These sample graphs are matched by this algorithm, and the parallax results are
shown in Fig. 3.
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Fig. 2 Middlebury datasets and Middlebury ground truth

Fig. 3 Experimental results of the proposed algorithm

When the parallax algorithm is used to obtain the best parallax figure and ideal
figure to make difference, the difference exceeds the threshold value of markers
for matching, and adopts the quantitative error matching rate matching quality; the
matching error rate is smaller, and the match is better. The algorithm of matching
error rate as a result, the result compared with other algorithms, which is reference
list of currently published stereo matching algorithms at Middlebury vision. The
results are shown in Tables 1 and 2. The “nocc” column shows the mismatching rate
of the non-blocking area, and “All” represents the overall mismatching rate of the
image.

Obviously, the algorithm presented in this paper is much better than the traditional
Census and SAD–IGMCT [7] algorithm. This algorithm is better than a lot of good
algorithms, compared to classic AdaptWeight [8] algorithm; in addition to Tsukuba
image matching results, the matching results are better than the AdaptWeight algo-
rithm and compared with those of SegmentTree [9], Teddy and Cones matching error
rate is low, on the whole, and its precision high. Therefore, the algorithm in this paper
has high matching accuracy.
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Table 1 Middlebury evaluation results for the Tsukuba and Teddy images

Algorithm Tsukuba Teddy

Nocc All Disk Nocc All Disk

This algorithm 2.19 3.52 7.01 5.11 10.5 12.9

Traditional census 9.06 10.6 21.5 12.7 21.1 28.1

SAD-IGMCT 5.81 7.11 22.6 9.79 15.5 25.7

Adapt weight 1.38 1.85 6.80 7.88 13.3 18.6

Segement tree 1.11 1.37 5.79 4.22 7.06 1.44

Table 2 Middlebury evaluation results for the Venus and Cones images

Algorithm Venus Cones Ave.bad pixels

Nocc All Disk Nocc All Disk

This algorithm 0.47 0.90 2.89 2.75 8.74 7.42 5.37

Traditional census 2.34 3.72 21.5 7.90 17.0 16.2 14.3

SAD-IGMCT 2.61 3.33 25.1 5.98 11.5 15.0 12.5

Adapt weight 0.71 1.19 6.14 3.97 9.79 8.26 6.67

Segement tree 4.22 7.06 11.8 2.48 7.92 7.32 4.23

5 Conclusion

In this paper, a local stereomatching algorithmbasedonSADandCensus transform is
proposed. Firstly, the appropriate window size required by the algorithm is obtained
through the adaptive window, and the pixel weight of each region is assigned to
increase the relation between pixels. Meanwhile, the gray value of the center pixel
is replaced by the median value of the gray value of the transformation window to
increase the robustness of the algorithm. The results show that this approach is better
than traditional SAD and Census algorithms, and also better than many excellent
classical algorithms.
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Evaluation Method of Vehicle Technology
Status Based on Big Data Analysis
Technology

Hong Jia, Ying-Ji Liu, Hai-Ying Xia, and Guo-Liang Dong

Abstract This paper presents amethod,which uses big data analysis formaintaining
data of a vehicle type to evaluate the technical status of a vehicle. The failure rate of
parts can reflect the technical status of each system of the vehicle. By establishing an
evaluation model of vehicle technical status and data mining, the vehicle technical
status of the entire vehicle model is displayed as the vehicle mileage changes. At
the same time, combined with the current information and maintenance data of the
vehicle, its current technical status can be effectively estimated, and it can provide a
reference for the owner to target the maintenance of his vehicle.

1 Introduction

With the sustained and rapid development of China’s economy and society, the
number of motor vehicle ownership in China continues to grow rapidly, and the
demand for vehicle maintenance has also greatly increased, which has promoted the
rapid development of the automotive maintenance industry. Vehicle transactions are
increasingly appearing in people’s life. With the improvement of the informatization
level of the auto-repair industry and the accumulation of massive auto-repair data,
the method of using big data technology to analyze and evaluate the technical status
of vehicles has more and more practical value.

Traditional methods for assessing the technical condition of automobiles [1–4]
mainly rely on the skills and experience of professional technicians and evaluate
only one aspect of the vehicle tomake qualitative judgments on the external technical
conditions andworking conditions of vehicles, supplemented by simple appliances to
perform an intuitive inspection of the technical condition of vehicles. These methods
are time consuming, low efficient, and have certain limitations.

H. Jia (B) · Y.-J. Liu · H.-Y. Xia · G.-L. Dong
Key Laboratory of Operation Safety Technology on Transport Vehicles, Ministry of Transport,
Beijing, China
e-mail: h.jia@rioh.cn

© Springer Nature Singapore Pte Ltd. 2021
R. Kountchev et al. (eds.), Advances in Wireless Communications and Applications,
Smart Innovation, Systems and Technologies 190,
https://doi.org/10.1007/978-981-15-5697-5_22

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5697-5_22&domain=pdf
mailto:h.jia@rioh.cn
https://doi.org/10.1007/978-981-15-5697-5_22


184 H. Jia et al.

Big data analytics are now widely used [6, 7]. This paper presents a method,
which uses big data analysis of maintenance data of a vehicle type to evaluate the
technical status of a vehicle. The failure rate of parts can reflect the technical status
of each system of the vehicle. The more maintenance data of a vehicle type, the more
accurate the evaluation of the technical condition of the vehicle is. This method is
highly objective and efficient. By establishing an evaluation model of automotive
technical conditions and data mining, the technical status of the entire vehicle model
as a function of vehicle mileage is demonstrated. At the same time, combined with
the current information and maintenance data of the vehicle, the current technical
status of the vehicle can be effectively estimated, and it can provide a reference for
the owner to repair and maintain the vehicle in a targeted manner.

2 Evaluation Method of Vehicle Technical Condition

2.1 Overview of Evaluation Methods

The evaluation of the technical condition of the vehicle is composed of six aspects: the
use of the vehicle, power performance, economic performance, safety performance,
stability, and maintenance score. Among them, the use status is reflected by the ratio
of the service life of the vehicle to the service life, the ratio of themileageof thevehicle
and the mileage limit of the model; the power performance is the comprehensive
status between the failure status of the key components of the vehicle’s power system
and the failure rate of the power systemof themodel reflected; economic performance
is comprehensively reflected by the number of key component failures of the vehicle
fuel system and the fuel system failure rate of the vehicle model; safety performance
is comprehensively reflected by the number of key component failures of the vehicle
brake system and the vehicle brake system failure rate; The interval between the
servicemileage and the service time are comprehensively displayed; themaintenance
score is based on the auto maintenance of the vehicle to extend the service life as a
benchmark to build a maintenance score index.

2.2 Evaluation Model Establishment

2.2.1 Evaluation System

1. Usage

The evaluation of vehicle use status mainly reflects the current status of the vehicle’s
inherent attributes through themileage and years of use, and then reflects the vehicle’s
own technical status. Among them, the mileage can reflect the vehicle condition
information, the number of years can reflect the life information of the vehicle, and
the vehicle identification number code canmatch the basic information of the vehicle
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model. By comparing the number of years of use with the maximum service life of
the model and the ratio of the actual mileage to the reference value of the maximum
mileage of the model vehicle, the estimated state of the vehicle over its full life cycle
is obtained. Vehicle usage scores are obtained using the following model:

U =
(
1 − U1

U1lim

)
× B11 +

(
1 − U2

U2lim

)
× B12

Among them,U1,U1lim ,U2, andU2lim are the numbers of years of use, the mileage,
and the corresponding limits.With reference to the “Requirements for theMandatory
Standard for Motor Vehicles,” the mileage limit of the vehicle is set to 600,000 km
and the service life of the vehicle is set to 12 years. B11 and B12 are the index weight
values, which are obtained by analytic hierarchy process. The score of the vehicle
usage status is obtained by combining the mileage and the number of years of use.

2. Power performance

The evaluation of vehicle power performance is mainly based on the number of
failures of the vehicle power system and the failure rate of the vehicle power system.
Among them, the failure rate of the power system is reflected by the failure rate of
the key components of the power system, and the failure rate of the components is
calculated from the replacement of the components in the vehicle maintenance data.
The dynamic performance evaluation score is obtained by the following model:

D = (1 − D1) × B21 + (1 − D2) × B22

Among them, D stands for vehicle dynamic performance score, B21 and B22 are
indicator weight values. D1 is the normalized value of the number of failures of the
vehicle power system (mapped to the [0, 1] interval), D2 is the standardized value
of the failure rate of the vehicle’s power system (mapped to the [0, 1] interval), and
the vehicle’s power performance score.

3. Economic Performance

The economic performance is represented by the failure rate of the fuel supply
system. The failure rate of the fuel supply system is reflected by the failure rate
of key components of the fuel supply system. The failure rate of the components
is calculated by the replacement of components in the vehicle maintenance data of
the model. The economic performance evaluation score is obtained by the following
model:

F = (1 − F1) × B31 + (1 − F2) × B32

Among them, F stands for vehicle economic performance score, B31 and B32 are
index weight values. F1 is the standardized value of the number of failures of the
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fuel system of the vehicle (mapped to the [0, 1] interval) and F2 is the standardized
value of the failure rate of the vehicle’s fuel system (mapped to the [0, 1] interval).

4. Safety Performance

The safety performance evaluation score of a vehicle is comprehensively expressed
by the number of times the vehicle’s brake system is repaired and the brake system
failure rate of the vehicle model. The safety performance evaluation score is obtained
by the following model:

S = (1 − S1) × B41 + (1 − S2) × B42

Among them, S is the vehicle safety performance score, B41 and B42 are the index
weight values. S1 is the standardized value of the number of failures of the braking
system of the vehicle (mapped to the [0, 1] interval), and S2 is the standardized value
of the failure rate of the braking system of the vehicle model.

5. Stability

The vehicle stability score is a combination of the average service interval and the
average service mileage interval. Among them, the average maintenance interval
refers to the average maintenance frequency of the vehicle in a certain period time.
The frequency reflects the stability of the vehicle equipment. Frequently repaired
vehicles have poor stability. The average value of the difference in mileage between
multiple repairs reflects the stability of the performance of the vehicle through the
average interval between repairs. The stability evaluation score is obtained by the
following model:

T = T1 × B51 + T2 × B52

Among them, T is the vehicle stability score, B51 and B52 are the index weight
values. T1 is the standardized value of the average maintenance time interval of the
vehicle (mapped to the [0, 1] interval), T2 is the standardized value of the average
service mileage interval (mapped to the [0, 1] interval), and the standardized value
can further intuitively reflect the vehicle in the overall situation.

6. Vehicle Maintenance

Vehicle maintenance can improve vehicle performance and extend vehicle life.
Vehicle maintenance score calculation method: If keywords such as “maintenance”
are retrieved from the vehicle maintenance records, it is counted as one vehicle main-
tenance; the maximum number of maintenance times Qmax is 4 in a prescribed unit
period, and the minimum number of maintenance times Qmin is 0 within the statis-
tical period. The number of vehicle maintenance Q is normalized (mapped to the [0,
1] interval), and the maintenance score is obtained by the following model:
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H = ymin + ymax − ymin

Qmax − Qmin
× (Q − Qmin) = α × Q = 1

4
× Q

It can be known from the mapping interval that ymin = 0, ymax= 1, combined
with the minimum maintenance times Qmin = 0 and the maximum maintenance
times Qmax = 4, the coefficient is calculated α= 1

4 , and the maintenance score H is
calculated by the model.

From this, the vehicle performance evaluation score model is as follows:

P = (U × B1 + D × B2 + F × B3 + S × B4 + T × B5) × P1 + H × P2

Among them, P is the score of vehicle technical status,U , D, F , S, T , and H are,
respectively, the use score, power performance score, economic performance score,
safety performance score, stability score, and vehicle maintenance score. Among
them, the five indicators of usage score, dynamic performance score, economic
performance score, safety performance score, and stability score are the key indica-
tors, Bi , i = 1, 2, 3, 4, 5 are the key weights, and the key weights are analyzed
through hierarchy. The vehicle maintenance score is an auxiliary indicator. The
weight of the comprehensive score of the key indicators and the vehicle maintenance
score are P1, P2, and the default is [0.95, 0.05].

Set the description table of the technical status of the vehicle based on the scoring
standard module. As shown in Table 1, the technical status of the vehicle is divided
into five levels. There are certain differences between the technical statuses of the
different levels. Corresponding the calculated total score P of the comprehensive
index with the division values of each level in the description table, the corre-
sponding technical condition level and corresponding technical condition description
are obtained.

Table 1 Description table of technical status of vehicles

Technical condition level Score Specific description

First level P > 90 During the use of the vehicle, there were no
excessive repairs, good maintenance, and key
systems remained in good condition

Secondary 70 < P ≤ 90 During use, the performance of the vehicle starts to
deteriorate, and each system is damaged to maintain
normal working conditions

Third grade 50 < P ≤ 70 During use, the number of system assembly failures
is high, and the performance of the vehicle is
moderately aging

Fourth grade 30 < P ≤ 50 The vehicle cannot be used normally, and all critical
systems are severely damaged

Fifth grade P ≤ 30 The vehicle was completely inoperable and was
about to be scrapped
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2.2.2 Evaluation Method Steps

This method uses the analytic hierarchy process (AHP) method [7, 8] to determine
the weight of the key indicators of the vehicle use status and the vehicle performance
evaluation system. The comparison matrix of the two places is provided by expert
experience.

S1: extract the vehicle maintenance data of the vehicle type to be evaluated in
a certain period of time, and preprocess the data. Among them, the vehicle type
of the vehicle to be evaluated is identified through the vehicle identification code
(VIN code) of the vehicle basic information. The vehicle maintenance data includes
the vehicle’s repair date, repair mileage, repair items, and repair accessories. The
preprocessing process includes data quality verification and data extraction.

S2: according to the data preprocessed in step S1, obtain the evaluation index data
of vehicle technical conditions.

S3: use AHP to determine the weight of each index in the evaluation index system
of automobile technical condition, further build the evaluation model and calculate
the score of automobile technical condition.

3 Conclusion

In today’s society, the pace of life is fast and the cost of living is high.Most car owners
do not have a good sense ofmaintaining their cars on schedule. This phenomenon has
exacerbated the deterioration of the technical level of cars. The method for assessing
the technical condition of the automobile in this article allows the owner to effectively
evaluate the technical condition of the automobile and timely maintenance of the
automobile, which mining automobile maintenance data from a new perspective and
can prolong the service life of the automobile.
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Bay Number Recognition Based on Deep
Convolutional Recurrent Neural Network

Xingxing Li, Chao Duan, Panpan Yin, Yan Zhi, and Na Li

Abstract The recognition of image text sequences has been the subject of long-
term research in computer vision. The recognition problem of the shell number
image sequence studied in this paper is based on the deep convolutional neural
network architecture, and an image recognition algorithm that integrates feature
extraction, sequencemodeling, and transcription into a unified framework is adopted.
The algorithm used has four characteristics: (1) Compared with most algorithms
that require separate training and coordination, the method adopted in this paper
has end-to-end characteristics. (2) It can handle indefinite length image sequences
without involving character segmentation or horizontal-scale normalization. (3) The
algorithm is not limited to any predefined vocabulary, and has achieved remarkable
performance in both no-lexicon and dictionary-based scene text recognition tasks.
(4) The algorithm produces an efficient and much smaller model, which is more
practical for real-world scenarios. Using this algorithm for bay number recognition
can assist in scene location and provide smart services and application through AI
technology.

1 Introduction

The rise of artificial intelligence is mainly driven by the deep neural network
model, especially deep convolutional neural networks have achieved great success
in computer vision. However, in these machines vision-related tasks, image classifi-
cation, and object detection are particularly concentrated [1]. In this article, we will
use the image-based sequence recognition to identify the numbers in the bay marker.
Unlike general object recognition, identifying such class sequence objects typically
requires the system to predict a series of object tags rather than a single tag. Sequence
prediction cannot be directly performed using the most popular deep convolutional
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neural network (DCNN) model, because DCNN models require input and output
with fixed size and dimensions. Therefore, a variable length image sequence cannot
be produced.

The recurrent neural network (RNN) model is another important branch of the
deep neural network family, designed primarily to process sequences. One of the
advantages of RNN is that no additional training and testing are required for each
character in the sequence target image. However, a pre-processing procedure of
converting an input target image into an image feature map is usually necessary.
For example, Graves et al. [2] extracted series of geometric or image features from
handwritten text, while Su and Lu [3] converted character images into sequence
histogram of oriented gradient (HOG) features. The image pre-processing step is
separated from the subsequent processing components, and is not connected to the
entire algorithm flow. Therefore, existing systems based on RNNs cannot be trained
and optimized in an end-to-end manner.

The main contribution of this paper is to use the convolutional recurrent neural
network (CRNN) proposed by the author for shell number recognition [4] to help
autopilot use the position information to locate. It is called CRNN model because it
is DCNN, a combination with RNN. For image sequences, two neural networks can
each exert their advantages. (1) Themethod used can learn directly from the sequence
label, and does not need detailed annotation; (2) Method can extract features directly
from the image data, without adding any manual features, like binarization, contour
extraction, etc.; (3)With the same nature of RNN, it can produce a series of labels; (4)
The model parameters generated by training are small and have real-time application
value.

2 Introduction of Methods

2.1 CRNN Network Architecture

The network architecture of convolutional recurrent neural network (CRNN) is
mainly composed of three parts, CNN + RNN + CTC, as shown in Fig. 1.

The network architecture consists of three components: (1)CNN layers, extracting
feature sequences from the original image; (2) RNN layers, predicting the labels of
each frame separately (3) Connectionist temporal classification (CTC) layers, which
transforms the prediction of each frame into the final sequence of labels. At the
bottom of the CRNN, the convolutional layer automatically extracts a sequence of
features from each original input image. Above the convolutional network, a circular
network is constructed to predict each frame of the feature sequence output by the
convolutional layer. Each frame prediction of the loop layer is converted to a tag
sequence using a transcription layer on top of the CRNN. Although CRNN consists
of different types of network architectures (such as CNN and RNN), joint training
can be performed through a loss function.
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Fig. 1 CRNN network architecture

2.2 CNN Structure

In theCNNnetwork layer, themain body adopts theVisualGeometryGroupNetwork
(VGG) structure, and some fine-tuning are made to the VGG network structure, as
shown in Fig. 2.

From Fig. 2, the CNN layer makes the following adjustments to the VGG network
structure.

The kernel size of the third and fourth pooling layers was changed from the
original 2 × 2 to 1 × 2 to ensure that the features extracted by CNN can be input
into the RNN network.

The method also adds a BN layer after the fifth and sixth convolution layers,
thereby speeding up the training of the network.
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Fig. 2 CNN layer network
structure

The kernel size of the third and fourth maxpooling is changed from 2 × 2 to 1 ×
2 in the CNN layer in order to facilitate the extraction feature of CNN as the input of
the RNN. The requirement of the network for input feature dimension is w (wide) ×
32, which means the network only requires that the high dimension of input feature
is 32, and there is no limit to the width of feature. In this way, it is convenient to
perform the next calculation as the input of the RNN, and each feature input is a one-
to-one correspondence relationship. Each vector in the extracted feature sequence is
associated with a receptive field of the input image, which can be used as the feature
vector of the region.

2.3 RNN Network Structure

The RNN network is a sequence of features input to the CNN x = x1, x2, …, xt, and
each input xt has an output yt. In order to prevent the gradient from disappearing
during the training process, the method uses the long short-term memory (LSTM)
neural unit as the unit of the RNN. For the prediction of the sequence in this method,
both the forward information propagation and the backward information propagation
of the sequence are favorable for the sequence prediction. Therefore, this paper adopts
a bidirectional LSTM network structure.
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Fig. 3 Handwritten font
image

2.4 CTC Translation Layer

A sequence of variable lengths is outputted by the RNN layer in CRNN, such as the
original image width is W, and the number of sequences that may be output after
passing through CNN and RNN is S. At this time, we need to translate the sequence
into the final recognition result.WhenRNNperforms timing classification, inevitably
there will be a lot of redundant information. For example, a letter is recognized twice
in succession. This requires a set of de-redundancy mechanism, but simply see two
consecutive letters to remove redundancy. There are also problems, such as to choose
words like trees, so CTC has a blank mechanism to solve this problem. Here is an
example shown in Fig. 3.

In Fig. 3, t0, t1, and t2 should be mapped to “a”, and t3 and t4 should be mapped to
“b”. If we combine consecutively repeated characters into one output, then “aaabb”
will be merged into an “ab” output. However, such a merge mechanism is problem-
atic. For example, when the image is “aab”, the sequence output will probably be
“aaaaaaabb”. There is no way to determine whether the text should be recognized as
“aab” or “ab”. In order to solve this ambiguity, CTC is proposed to insert the blank
mechanism. For example, if we use the “-” symbol to represent blank, then if the
label is “aaa-aaaabb”, it will be mapped to “aab”, and “aaaaaaabb” will be mapped to
“ab”. With the introduction of the blank mechanism, we can handle the problem of
repeated characters very well. Similarly, “aaa-aaaabb” can be mapped to “aab”, and
similarly, “aa-aaaaabb” can also be mapped to “aab”, there is a plurality of different
character combinations that can be mapped to “aab”.

For a label sequence, the conditional probability is the sum of all path probabilities
mapped to it:

p(l|x) =
∑

π∈B−1(l)

p(π |x) (1)

where π ∈ B−1(l) refers to all the sets of paths that can be merged into.
This way of passing the sum of the mapping B and all candidate path probabilities

makes it unnecessary for the CTC to accurately segment the original input sequence,
which makes it possible to perform task translation of sequence length > label length
output by the RNN layer. The CTC can be usedwith anyRNNmodel, but considering
that the annotation probability is related to the entire input string, rather than only the
segments of the previous small window range, the bidirectional RNN/LSTM model
is more suitable. CTC calculates loss to find the character corresponding to the most
likely pixel area. In fact, the computational essence of loss here is the induction
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of probability. By calculating the probability, the previous neural network can be
back-propagated and updated. Similar to the general classification, the loss function
O of CTC is defined as the negative maximum likelihood. For the convenience of
calculation, the logarithm of the likelihood is taken.

O = − ln(Π(x,z)∈s p(l|x)) = −
∑

(x,z)∈S
ln(p(l|x)) (2)

The training goal is that the loss function O is optimized to a minimum.

3 Experiment

The experimental environment is ubuntu system, using NVIDIA 1060 GPU graphics
card for training test, using Caffe deep learning framework, the experimental data
set is the image of the 12,602 shell number, container box number and container box
door collected by the camera at the port. And 11,000 images are used as a training
set, and 1602 images are used as a test set, and the image is sent to the algorithm by
a tool for training, and iteratively 3600 times.

The experiments in this article need to recognize the bay number. First, we need
to know the specific position where the bay number appears in the image. This
paper uses You Only Look Once (YOLO) [5] target detection algorithm to detect
the position of the bet number in the image. YOLO [5] is a network for target
detection. Its tasks include determining the location of certain objects in the image and
classifying these objects. YOLOv3 [6] is an upgraded version of yolo target detection
algorithm, it uses multi-scale prediction, and adopts feature maps of different scales
to extract image features to adapt to different sizes of objects and uses a better basic
classification network (ResNet-like) and classifiers, usingmultiple logistic classifiers
instead of the softmax classifier solves the problem of multi-label classification. In
this paper, a YOLOv3 [6] model is trained by using the captured bay number image,
which is used for detection and lays a foundation for subsequent image sequence
recognition.

In Fig. 4, the left and right sides of the shell number are all related to each other.
For example, the right side of the 03th is the 02 number, and the left side is the 04
number. The shell number can be used for positioning, and the detection result of
the YOLOv3 is fed back to the CRNN.

After getting the detection frame given by YOLOv3, we can deduct the image
in the detection frame to identify the image sequence. We tested on the 1668 bay
image, the test results are shown in Table 1.

In Table 1, 1668 images were tested, the number of positive samples correctly
classified by True Positive (TP) is 1648 images, True Negative (TN), the number
of samples that misclassified the correct sample is 20, the accuracy was 98.8%, and
Frames Per Second (FPS) represented 250 images per second was processed. The
specific recognition effect diagram is shown in Fig. 4:
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Fig. 4 Bay number recognition results

Table 1 Bay number identification results

Test images TP TN Accuracy FPS

1668 1648 20 98.8% 250.6

The left and right columns in Fig. 4 are the detection effects from different scales
of the bay number, where the red box is the box closest to the center point, that is, the
box that needs to participate in the positioning, and it can be seen that the identified
image sequence has been displayed on the image, upper right, the image of the corner
is framed by the light, even if the human eye is already unrecognizable, and the image
recognition error. The image in the lower right corner has a shell number that has
disappeared into the field of view. At this time, the image recognition result is given
0, and the result is actually correct.

4 Conclusion

In this paper, the CRNN algorithm is used to realize the real-time recognition of
the shell number. Firstly, the detection result given by YOLOv3 is used as the input
image of the CRNN algorithm. The CRNN algorithm has end-to-end characteristics,
which is not limited to any predefined vocabulary, and significant performance can
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be achieved in both no-dictionary and dictionary-based scene text recognition tasks,
and only a small parametric model needs to be trained.
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Deep Reinforcement Learning-Based
Resource Allocation for Smart Grid
in RAN Network Slice

Mingyue Liu, Yang Wang, Sachula Meng, Xiongwen Zhao, and Suiyan Geng

Abstract Driven by the construction of the Ubiquitous Electricity Internet of things,
various services have increasingly higher requirements for wireless communication
indicators. The 5G networkwith low latency, large connection and large bandwidth is
urgently needed to fundamentally meet various business requirements and network
security requirements of the smart grid. Because of the type of service arrival of
smart grid is unknown and lacks prior knowledge, reinforcement learning (RL) is
used to conduct this research. Considering the differentiated service characteristics
of the smart grid and the challenges of flexibility and adaptability of the communi-
cation platform, this paper aims to solve the resource allocation problem of the radio
access network (RAN) slice of smart grid. In this paper, we firstly introduce three
typical power services and propose a service priority concept. After reviewing the
fundamental concepts and proving the convergence of RL algorithm, we propose a
dynamic resource allocation strategy of the RAN slice for smart grid based on RL.
Finally, simulation results prove that the proposedRL algorithm can achieve resource
utilization and quality of experience (QoE) improvement against the fair allocation
scheme.

1 Introduction

Driven by the ubiquitous construction of the electric power Internet of things, there
is an urgent need to optimize and upgrade the power grid business. Emerging power
businesses are booming, network security requirements are becoming higher and
higher and various services are increasingly demanding wireless communication
indicators. Combined with 230 MHz power wireless private network test and pilot
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verification, the average transmission delay of the 230 MHz private network system
is 50–100 ms, the terminal access rate is less than 2 Mbps and the single base
station access capacity is 4000. The average transmission delay of the 4G public
network is above 100ms and the terminal access rate is less than 10Mbps. Therefore,
230 MHz private network and 4G public network are not enough to support the
mass connection, bandwidth access and low-latency service requirements per unit
area, and cannot support the development of ubiquitous electric power Internet of
things business. Although the optical fiber private network has the advantages of high
bandwidth, low delay, and high reliability, it cannot meet the needs of ubiquitous,
flexible, and mobile access. In order to respond to the transformation of energy
production and consumption to promote the upgrade of the power grid to the energy
Internet, it is urgent to build a 5G network with low latency, large connections,
and large bandwidth to fundamentally meet the various business needs and network
security requirements in the construction and development of smart grids. Then, it
can form a new business format for the power grid, promote the improvement of
the quality and efficiency of the energy ecosystem, reform the business model and
ensure that the power network is safe and autonomous.

The 5G network slice divides the existing physical network into service logic to
form an independent business logic network, and provides personalized customized
services for differentiated services. According to different business service quality
requirements, the industry application of 5G network architecture can be realized
by allocating corresponding network resources and network functions. 5G network
slicing technology can provide amore efficient and flexiblewireless network solution
for vertical fields. Smart grid is a representative of a typical vertical industry. 5G
network can build a secure and reliable private network for smart grids that can
provide differentiated needs.

From the business deployment analysis of smart grids, 5G network slicing can
enable grid control, acquisition and mobile services, thus enabling multi-service
network slicing hybrid networking and unified operation and maintenance manage-
ment. Network slicing technology can effectively help power companies to reduce
capital expenditures and operation and maintenance costs, and provide a more
efficient business management basic communication network. For the smart grid
scenario, the application of 5G network slicing technology for resource allocation
research is still in the development stage. Smart grid allocates andmanages resources
through two-way interaction with application devices. Since there are many smart
grid users and a large number of demand requests for managing a large number of
devices, the demand for resources is not certain, that is, each service flow has its own
bandwidth requirements, reliability requirements, and delay tolerance. Therefore,
under the rapid development of the new generation of power grids, in the face of
the variety of smart grid services, how to efficiently manage resources, minimize
network deployment costs, adapt to the diverse needs of multiple types of power
services, and obtain satisfactory service quality. It is of great practical significance
for the application and popularization of the ubiquitous power Internet of things.



Deep Reinforcement Learning-Based Resource Allocation … 201

There are very few related tasks in implementing network slice resource manage-
ment for smart grids. In [1], the trend and feasibility of applying network slicing to
smart grids are presented. Saleem et al. [2] analyze typical business scenarios and
communication needs of smart grids and application research of 5G network slice in
smart grid. The radio access network slice is part of the end-to-end network slice, and
the radio resource allocation is an important part of the radio access network slice.
There are many resource allocation methods currently. In [3], some scholars have
proposed a semi-static resource allocation scheme based on proportional fairness
algorithm for the dynamic optimization of network slicing resources. However, the
algorithm focuses more on fairness than performance, so there is room for improve-
ment in resource utilization. In [4], to improve the utilization of spectrum resources,
an opportunity spectrum sharing with each other algorithm is proposed. However,
this literature only considers the utilization of spectrum resources without consid-
ering the QoE of users. QoE is a subjective assessment of quality of users and has
recently become an essential indicator in 5G wireless communication systems [5].
By taking advantage of non-orthogonal multiple access (NOMA) features, [6] estab-
lishes the potential of QoE-based resource allocation in multi-cell NOMA networks.
The above article only considers resource utilization or user experience. Therefore,
this paper will improve resource utilization while meeting user experience quality.

At present, the reinforcement learning strategy is a popular technology widely
used in many wireless resource allocation scenarios, such as multi-beam satel-
lite systems [7], content-centric Internet of things (IoT) [8], and millimeter-wave
systems [9]. There are many smart grid users, managing a large number of devices
will generate a large number of demand requests, so the demand for resources
is not certain. Each service flow has its own bandwidth requirements, reliability
requirements, and delay tolerance. Therefore, considering diverse types of smart
grid services with the rapid development of the new generation of power grids, we
propose a deep reinforcement learning (DRL)-based RAN slicing strategy to realize
resource allocation of the smart grid. The main contributions of this paper are as
follows:

The power business is divided into three categories with different priority based
on the application scenario of the grid business. The state, action, and reward in the
power grid scenario are analyzed.ThemappingofRANslice of resourcemanagement
for smart grid to deep Q-learning algorithm is analyzed.

We briefly introduce the reinforcement learning algorithm and the Q-learning
algorithm is introduced in detail.

In dynamic resource management for multiple RAN slices of power grid, we
propose a deep reinforcement learning algorithm which adjusts resource allocated
to slices based on the corresponding QoE and spectral efficiency (SE).

The remainder of this paper is organized as follows. The system model is intro-
duced in Sect. 2. As the main part of the paper, Sect. 3, we review the funda-
mental concept and convergence of reinforcement learning algorithm at first and
propose slice allocation strategy based on reinforcement learning. The evaluation
and simulation of the proposed method is given in Sect. 4. We conclude this work in
Sect. 5.
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2 System Model

This section is divided into three subsections, system description, power service, and
system model. The power business and system model are introduced in detail.

2.1 System Description

Figure 1 shows the basic structure of the RANnetwork slice in the smart grid scenario
including the service plane, the orchestration control plane, and the data plane.
Network slicing achieves control plane and data plane decoupling of the network
by means of software defined network (SDN) technology. And the open interface is
defined between them to implement a flexible definition of network functions in the
network slice. To meet the needs of this type of service, network slices only contain
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Fig. 1 RAN architecture under smart grid
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network functions that support specific services. In this paper, we mainly consider
the service plane and control plane.

The service plane mainly includes three major categories of power services:
control power services, information collection services, and mobile applications
power services. Control power servicesmainly include distribution automation, accu-
rate load control, distributed power, and so on. The information collection services
involve electric information collection, video monitoring and so on. Mobile applica-
tions power services mainly include unmanned air vehicle (UAV), mobile officing,
etc.

Different services have different quality of service (QoS) requirements like
delay, rate, reliability, etc. Therefore, different power services should have different
priorities.

The access network orchestration control plane is mainly composed of a slice
scheduling controller and an access network SDN controller. The slice orchestration
controller completes the division of the RAN slice network according to various
types of prior knowledge of the service type, channel conditions, and user require-
ments of the service plane. The SDN controller is mainly responsible for network
function management and coordination of the access network. The SDN controller
of access network manages the RAN network slice and execute corresponding algo-
rithm, which is the resource allocation strategy for smart grid based on reinforcement
learning proposed in this paper.

2.2 Service Introduction

With the continuous deepening of the market-oriented reform of power companies
and the regulation of large-scale new energy integration, the power grid is developing
in the direction of smart grid and energy Internet. Demand for control, informa-
tion collection, and mobile applications will show more diversified characteristics.
Different services have different network requirements, and new requirements are
put forward for resource allocation schemes in smart grids.

The control business is related to the safe and stable operation of the power grid.
The service is mainly used for fault isolation, self-healing control, and precise timing
and has typical low-latency, high-reliability service features and 30 ms-1 s delay
requirement. Take distribution automation as an example, distribution automation
requires the realization of remote control reliability to support the development goal
of grid power supply reliability of not less than 99.999%. In the future, it is necessary
to support the differential protection. The connection mode will adopt a distributed
point-to-point connection, coexist with the substation/master station mode, the main
station sinks, the local proximity control, and the delay requirement reaches the
millisecond level. The existing 4Gpublic network and 230Mprivate networkwireless
communicationmode cannotmeet the needs ofmillisecond low-latency services such
as distribution automation.
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Information collection business involving mass communication terminals is
widely distributed in all links of the power grid. The frequency of future acqui-
sitions tends to be at the minute level, and the number of connections is at least
doubled. Taking electricity information collection as an example, in the future, the
development will be mainly in the direction of increasing frequency of acquisi-
tion, rich content collection, and two-way interaction. There are about two control-
lable household appliances per household. There are 1000 electric meters connected
per square kilometer, and about 2000 households connected per square kilometer.
According to the frequency of acquisition, the frequency of acquisition is doubled,
and the maximum rate of concurrent acquisition by the user-side terminal per square
kilometer: 1000 ∗ 560 ∗ 2 + 2000 ∗ 560 ∗ 1/3 kbps = 1.23 Gbps. The existing
4G public network and 230M private network wireless communication mode cannot
meet the requirements of the large-scale connection and large bandwidth of the power
information collection service.

The mobile application business has obvious requirements on network bandwidth
andmobility, and has typical large bandwidth andflexible access service features. The
bandwidth requirement of a single terminalmust not be lower than 2Mbps. Taking the
integrated digital management of the whole process of infrastructure as an example.
Video surveillance ismeasured according to the requirements of 48 channels of video
surveillance at the headquarters command center. Minimum bandwidth requirement
is about 2 Mbps ∗ 48 = 96 Mbps. Delay requirement is second. The bandwidth
required for a single video-aware application is 20Mbps. To support the needs of
video-aware applications, the headquarters ICT room is about 48 ∗ 20 Mbps =
960 Mbps. Other non-video data has a bandwidth of about 10 Mbps, monitoring
system bandwidth requirements are about 970 Mbps, and latency requirements are
in milliseconds. The existing 4G public network, 230M private network, and fiber
communication mode all cannot meet the requirements of the infrastructure digital
service in millisecond delay and large bandwidth.

2.3 System Model

The systemmodel of this paper is shown in Fig. 2.Wemainly consider the bandwidth
allocation of the downlink in theRANnetwork slices. In this paper, spectral efficiency
and QoE are indicators of evaluation. In the network, A set of slices is denoted as
M = {1, 2, . . . , M} and a set of total users is denoted as K = {1, . . . , K }. A set of
users of a specific slice m is denoted by Km, and km denotes a single user of the slice.

Reinforcement learning is a mapping from environmental state to action. There-
fore, we firstly define the state space, action space, and reward function of
the
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Fig. 2 An illustration of
resource allocation for
network slicing DRL AGENT
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DRL-based framework as follows.
State Space: the state of DRL agent consists of two components, the current

state snm ∈ s = (s1, s2, . . . , sM) of each slice m in the nth state and the demand
dk ∈ d = (d1, . . . , dK ) of each user k. sm is used to indicate the current state of all
slices that can be used to carry related power traffic. dk represents the service flow
of smart grid.

Action Space: the agent of reinforcement learning should provide suitable band-
width resource to maximize the QoE requirements and SEwhen faced with unknown
power services. The agent can decide what action to perform in the next state
according to the current slice state and the reward function. We define the action
space as {an}, where the nth element is an . Also, we define binary variables of
an ∈ {0, 1}.

Reward: we mainly consider the downlink situation. The spectral efficiency of the
system can be defined as:

SE = R

B
, (1)

R = bk log2

(
1 + Pnhkm ,n∑

l∈N ,l /∈n Plhkm ,l + σ 2

)
, (2)

where B is system bandwidth of BS n in Hz, R is transmission rate, bk ∈ b =
(b1, . . . , bK ) is the bandwidth allocated to user k. σ 2 denotes thermal noise power
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at the user, hkm ,n denotes the channel gain, the transmit power of BS n is denoted by
Pn .

Driven by the requirements of high quality power services like distribution
automation, emergency communications, precision load control, etc., an appropriate
level of quality of experience in smart grid is desired. In this paper, the QoE is
measured by considering the effective throughput experienced by the users, normal-
ized according to their maximum demanded data rate. With this target, the resources
allocated to a service with low priority could be reduced, if needed, down to the
minimum amount capable of meeting the basic QoS requirements in order to admit
new services with higher priority.

We define the QoE of users:

Q =
(

R

Rmax
km

)u

, (3)

u1 + u2 + u3 = 1 (4)

whereR is transmission rate. Rmax
km is themaximum data rate constraint of the user in

packets per second. u represents the priority of the users, which depends on the type
of business it serves. As discussed above, we define the priority of the power service
according to the respective QoS requirements. Figure 3 shows the priority level of
the power services. The higher the priority the higher the u value. In this article, we
define u1, u2, and u3 as the priority of control services, mobile application services
and information services respectively.

The reward for learning agent is defined as follows

Reward = λ · SE + γ · QoE, (5)

where λ and γ are the weight of SE and QoE respectively.
We consider an access network scenario consisting ofmultiple base stations (BSs),

where there exists a list of existing K users sharing the aggregated bandwidth B and

Fig. 3 Services allocation
priorities
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having fluctuating demands d. We aim to maximize the expectation of the utility
function E {Reward(d, b)} by dynamically adjusting the allocated bandwidth.

argmaxE{Reward(d, b)}
= argmaxE{λ · SE(d, b) + γ · QoE(d, b)

s.t.: C1: 0 ≤ b < B

C2: b1 + · · · + bK = B

C3: 0 < R ≤ Rmax
km

C4: 0 < Pn ≤ Pmax
C5: dk ∼ Certain Traffic Model

∀k ∈ [1, . . . , K ]. (6)

3 Slice Strategy Based on Reinforcement Learning

In this section, we introduce briefly reinforcement learning algorithm ormore specif-
ically Q-learning. Specially, we prove the convergence of the Q-learning. Then, we
propose a DRL-based RAN slicing strategy to realize resource management of the
smart grid.

3.1 Q-Learning Algorithm

The Q-learning algorithm is an enhanced learning method similar to the dynamic
programming algorithm proposed by Watkins. Therefore, we firstly introduce the
RL algorithm. RL is one of the main methods of machine learning and intelligent
control in recent years. RL determines the set of behaviors an agent should take in the
environment by maximizing the cumulative utility. The way in which the cumulative
utility of the RL is calculated does not depend on past behavior, but on the future
states, which means that future states will influence the choice of the current state.
By reinforcement learning, an agent can know what action to take in a particular
state. Markov decision process (MDP) can be used to model the RL problems. MDP
is usually defined as a quad {S,A,P,R}. S is a collection of all environmental
states. A is a collection of executable actions for the agent.P is the state transition
probability distribution function.R is the reward function. rt ∼ R(st , at ) means the
immediate bonus value obtained by performing the action of at the state st . Strategy
πmeans a mapping from state to behavior, RL through the definition and the optimal
value function to get the optimal strategy, the most common form of value function
is given by Eq. (7):
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V π (s) = Eπ

( ∞∑
i=0

γ i ri |s0 = s

)
. (7)

This is a weighting and expectation for a set of utility functions, where γ is called
a factor, which describes how important future utility is to current utility. With the
definition of the value function, the optimal strategy becomes the maximized value
function, which is Eq. (8)

π∗ = argmaxV π (s), ∀s ∈ S. (8)

We can improve existing strategies based on the following principles: If the other
behavior of the strategy π is kept the same, only change the action a to a′ at the state
s, then resulted in a new strategy π ′. If the value function V ′ > V, then the strategy π

is better than the strategy π ′. We can get the optimal strategy through the dynamic
programming algorithm π∗.

The Q-learning algorithm provides a learning ability for intelligent systems to
select optimal actions using the sequence of actions experienced in the Markov
environment without building an environment model.

We define the discount accumulation return expectation value Qπ (s, a), whose
expression is

Qπ (s, a) = E{rt + γ rt+1 + γ rt+2 + · · · |st = s, at = a}, (9)

where 0 < γ < 1, π is the strategy, Qπ (s, a) is the Q function that performs the
action a at the state s. Then according to Bellman’s optimality criteria, there is at
least one optimal strategy in a single environment setting. Therefore, the state value
function of the optimal strategy is given by get its optimal Q value: For a policy π ,
define Q values (or action-values) as:

Qπ (s, a) = R(a) + +γ
∑
y

Pxy[π(x)]V π (y). (10)

The state transition probability distribution function above depends on many
factors, such as service type, the demand of delay and rate, traffic load, etc., so
it is difficult for us to obtain at the RAN slice. Therefore, due to the absence of prior
knowledge, the model-free reinforcement learning algorithm, without the need of the
desired reward, is very suitable for the derivation of the optimal strategy. Therefore,
in this paper, we chose deep Q-learning algorithm from various RL algorithms.
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Mithchell has demonstrated that the Q-learning method can converge to the
optimal strategy and optimal values in the deterministic Markov decision process
as follows:

The cumulative reward value of the state action can be continuously updated, and
its value can be accessed infinitely multiple times.

The step size (learning rate parameter) must be reasonable.

(1) The state transition of the environment must have Markovity.

The Q value function is expressed in the form of a lookup table.
If the above condition is satisfied, the action value function Q(s, a) converges to

the optimal action value function Q∗(s, a) with probability 1 when the iteration is
infinitely multiple times.

Proof Let the Q value function after the nth iteration be Qn(s, a), and the optimal
action value function is Q∗s, a.

The definition of �n is as follows

�n = max
s,a

∣∣Qn(s, a) − Q∗(s, a)
∣∣ (11)

The expression of �n+1 after the (n + 1)th iteration:

�n+1 = ∣∣QN+1(s, a) − Q∗(s, a)
∣∣

= |(r + γ ∗max
a′∈A Qn

(
s ′, a′)) − (

r + γ ∗max
a′∈A Q∗(s ′, a′))|

= |γ ∗(max
a′∈A Qn

(
s ′, a′) − max

a′∈A Q∗(s ′, a′)|
≤ γ ∗max

a′∈A

∣∣Qn
(
s ′, a′) − Q∗(s ′, a′)∣∣

≤ γ ∗�n (12)

As for arbitrary (s, a), Qn(s, a) and Q∗(s, a) have bounds, so �n has bounds. It
can be obtained from the Formula (11) that after k stages, since each state action pair
is frequently accessed infinitely, the maximum error is γ k�n. When k → ∞, 0 ≤
γ < 1, γ k�n → 0. That is, when the number of iterations n tends to infinity,
the action value function Q(s, a) eventually converges to the optimal action value
function Q∗(s, a).

3.2 Autonomous Radio Resource Allocation

In this section, we present the Q-learning-based dynamic resource allocation of
network slice strategy, which maximizes the total resource utilization while ensuring
that the demands of each user are satisfied. The expressions of the state set, the action
set, and the reward function are defined in the above.
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In this paper, the RAN slice controller interacts with the wireless environment in a
short discrete time period. As stated above, we want to maximize resource utilization
while meeting the demand of diverse users. In the Q algorithm, it is to maximize the
Q value, getting the πmax(s)

πmax(s) = argmaxQ(s, a), ∀s, π. (13)

Through continuous iterative learning, based on the known information, the slice
controller can get the optimal value of Q. The slice controller can choose any action
randomly at every state. After each decision, Q value will be updated. This process
can be expressed as:

Q(s, a) = Q(st , at ) + α
[
rt+1 + γ max

a Q(st+1, at+1) − Q
(
st,at

)]
, (14)

where α is the learning rate. By continuously updating the value at multiple times
while adjusting the values of the operations, it is guaranteed that Q(s, a) eventually
converges to the value of the optimal strategy, i.e., πmax(s).

The following algorithm is the resource allocation strategy of the network slice.
At first, we set the value of Q to zero. Prior to the application of the Q-learning
algorithm,wefirstly assign certain bandwidth to different slices according to different
power services requirement, in order to initialize the state of the slices. Existing
radio resource slicing solutions use bandwidth-based provisioning to allocate radio
resources to different slices. SinceQ-learning is anonline iterative learning algorithm,
it performs two different types of operations. In explorationmode, the slice controller
randomly selects a possible action to enhance its future decisions. In contrast, in
development mode, the slice controller prefers the operations it has tried and found
to be effective in the past. We assume that the slice controller in the state s explores
with a probability ε and uses the previously stored value of Q with a probability
1 − ε.
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4 Simulation Results

To evaluate the performance of our proposed scheme, we perform numerical simu-
lations and analysis using Python software. When the power business arrives, we
assume that there are two base stations. In a coverage radius of 1000 m, the central
coordinates of base station BS1 is [0, 0] and base station BS2 has a coverage radius
of R = 500, the central coordinates is [500, 0]. The power services all obeys Poisson
distribution, and the generation rates are expressed as follows λc = 3.6, λi = 2.4, and
λm = 3.0. The generation coordinates of the service are generated randomly, and the
access to which base station is decided according to the distance between the service
and the two base stations. CSI between base station and equipment obeys Rayleigh
distribution of variance σr = 1.5, channel noise obeys Gauss distribution of the mean
value μg = 0 and variance value σg = 5, channel number of base station BS1 is 20
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and channel number of base station BS2 is 10. For convenience of research, the
channel bandwidth is b = 8 MHz in Shannon’s formula. Based on Q-learning, two
DRL networks are constructed, namely deepQ-learning and double deepQ-learning.
The main role of the former lies in the target network and experience playback. The
main role of the latter is to improve the max action selection operation and solve the
overestimation problem. The former has two neural networks, namely the two layer
structure of the evaluate net and the two-layer structure of the target net, the latter
having only one neural network, consisting of two layers of structure.

Since the application changes the location coordinates over time, the resulting
application updates the coordinates within base station coverage at the rate of upv
= 3. The base station generates a corresponding number of slices according to the
access application. The maximum bandwidth bmax = 5 MHz can be allocated
in the mobile application services, which have higher demand for bandwidth. The
unacceptable quality of service caused by the too small bandwidth can be ignored
because the algorithm in this paper meets the reward maximization.

With priority of the three power services setting as u1 > u2 > u3, Figs. 4 and 5
illustrate the variation of SE and QoE along with each leaning episode when λ < ξ

and λ > ξ respectively. As can be seen from the figures, larger QoS weights result in
better QoS performancewhile at the same time causing some loss in SE performance.
What ismore, we compared the performance of the three algorithms. The firstmethod
is based on a fair allocation scheme, which distributes network resources to each
network slice fairly and does not adjust according to changes in network traffic
[10]. The latter two algorithms are enhanced double Q-learning and enhanced deep
Q-learning. The algorithms realize dynamic allocation of network slice resources
taking advantage of reinforcement learning, that is, the schemes described in this
paper. As we can see from the figure, the algorithm of this paper can get better QoE
and SE.

Figure 6 shows the cost values of the algorithm. The abscissa represents the
number of iteration steps, and the ordinate denotes the cost value. The algorithm
generates a large cost in the initial stage, but with the algorithm further updating, the
cost gradually converges and eventually falls to zero. Comparing the four curves, it
can be seen that the enhanced doubleQ-learning has the fastest cost convergence and
smallest cost value in the case of u1 = u2 = u3.

Figure 7 shows the reward function values of the algorithm. In the figure, two
types of the two algorithms are compared. As can be seen from the figure, in the case
of u1 > u2 > u3, the reward value of enhanced double Q-learning is greater than
the other three cases, but the difference in reward values for the four cases is small.

5 Conclusions

In this paper, we proposed a dynamic resource allocation strategy based on reinforce-
ment learning algorithm of networks slice for smart grid. The algorithm achieves
joint optimization of resource utilization and user experience quality. According to
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Fig. 4 SE and QoE versus
the number of iterations
when λ < ξ

the QoS requirements of different power services, the priorities are determined to
achieve a relative maximization of QoE. By continuously updating the parameters
and thresholds of the Q-learning algorithm, the system benefits can be maximized,
and the cost of the system gradually converges to zero. By adjusting the specific
gravity coefficients of QoE and SE, the degree of optimization can be selected.
Through the simulation results, we can find that doubleQ-learning algorithm has the
fastest cost convergence and larger reward value. Therefore, the proposed algorithm
can better meet the resource allocation requirements of the smart grid on the RAN
side when the neural network layer is double. In the future research, the parameters
of the Q-learning network are improved, so that the algorithm can converge more
quickly, and the quality of service requirements for power services is evaluated in
multiple standards.
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Fig. 5 QoE versus the
number of iterations when
λ > ξ

Fig. 6 Training cost versus
the number of iterations
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Fig. 7 Reward versus the
number of iterations
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Identification of e-Nose Wine Varieties
Based on Feature Extraction
and Classification Modeling

Miao Qiao and Lei Zhang

Abstract A new method for rapid identification of wine varieties was established
by using transducer electronic nose detection system. System performance: firstly,
the electronic nose with ten different sensors is used to collect the information of
seven kinds of grape wine, then the sensor information of each kind of grape wine
is extracted by polynomial curve fitting method, then the qualitative analysis of
different kinds of grape wine is realized by principal component analysis, and finally,
the classification algorithm of grape wine is combined with lightGBM algorithm. At
the same time, Bayesian optimization is used to optimize the super parameters of
the model. Through the classification model in the validation set, the accuracy of the
lightGBM algorithm reached 95.24%, achieving the best classification effect, and
verifying the effectiveness of the new pattern recognition method, which provides a
new idea for wine classification and identification.

1 Materials and Methods

1.1 Materials

The wine samples are provided by COFCO Huaxia Great Wall Wine Co., Ltd.
(Qinhuangdao, Hebei Province, China), including seven kinds of wine samples (300
bottles of each type), which are different varieties of wine like Cabernet Sauvignon,
matherland, longzhibao, Merlot, Chardonnay, little Munson, pinli pearl, etc., in 2018
in China.
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1.2 Instruments and Equipment

In the experiment, the transducer portable electronic nosemade by air-sense company
of Germany is used [1]. The electronic nose system consists ofmetal oxide gas sensor
matrix, gas acquisition device, and signal processing unit. The sensormatrix contains
ten different metal oxide sensors, each of which has different aroma types and sensi-
tivity. When the sample volatiles enter the collection system from the injection tube,
they contact with the heated metal oxidation sensor matrix, and their resistivity
G changes, and the ratio G/G0 (relative conductivity) of the initial resistivity G0

changes accordingly [2]. When the concentration changes greatly, G/G0 deviates
from 1 (greater than or less than 1). If the gas concentration is lower than the detection
limit or there is no inductive gas, it is close to or equal to 1.

1.3 Experimental Method

1.3.1 Test Process

The sensor matrix in the PEN3 electronic nose equipment has high requirements
for the detection environment. The pretest of the equipment is required before the
test. In the preexperiment, the parameters in the process of electronic nose detection
were selected. Through the experiment, the detection conditions were: the headspace
volumewas 500ml, the headspace timewas 10min, and the ambient temperaturewas
controlled. The specific detection process is as shown in Fig. 1: put 50 ml wine into
a small bottle and seal it with a fresh-keeping film; allow it to stand and balance with
the air in the small bottle for 10 min, so that the sample gas can be fully volatilized in
a closed beaker, and conduct the formal experiment after the gas reaches a saturated
and stable state. Before the gas collection, clean the air chamber and airway of the
electronic nose with 500 ml of clean air treated by activated carbon, and the cleaning
time is 60 s. During detection, insert the air inlet needle and air replenishing needle
into the beaker sealed by the fresh-keeping film at the same time, the internal air pump

Fig. 1 Test diagram of electronic nose pair sample
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of the electronic nose starts to work, and sucks the sample gas with 300 ml/min; the
collection time is 90 s. To avoid an accidental error caused by human operation so
that to ensure the accuracy and reliability of the sample, the same sample is tested
three times. The collected gas information is saved to the computer in text form for
subsequent data analysis and processing.

1.4 Data Processing and Analysis

1.4.1 Bayesian Optimization

There are two important steps in Bayesian optimization. First, select a prior function
to map the super parameter λ to the loss function L , and select tree Parzen esti-
mator (TPE) for this step [3]. Secondly, we need to select an acquisition function
and construct an effective function from the posterior distribution of the model to
determine the next sampling set [4]. In this step, the expected improvement (EI) is
selected.

In order to improve the efficiency of searching the optimal super parameter set,
an optimal agent model is established, and the ten times cross-loss value of the
real lightGBM model is used for evaluation. TPE uses the Parzen window density
estimator to generate the probability model [5] that divides the initial observation
value into two groups, and then adds the multiple Gaussian probability distributions
generated at each point to obtain the probability density and loss value performance
index of each group. More than 20% of the corresponding points are divided into
l(λ) groups. The value of 20% of the performance index is represented by c∗, and
the rest are classified into v(λ) groups [6]. The formula is as follows:

p(λ|c) =
{

l(λ), c < c∗

v(λ), c ≥ c∗

c : magnitude of the loss, λ : Super parameter (1)

After defining the proxy function, select the next group of optimal-desired super
parameters bymaximizing the acquisition function [7]. The acquisition function uses
the probability density function to generate the candidate options [8]. The expected
improvement EI value of each sampling point is calculated by Eq. (2):

EI(λ) =
cmin∫

−∞
(cmin − c(λ))p(c|λ)dc (2)

cmin represents the current minimum loss value, c(λ) represents the loss value under
the super parameter, λ.
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1.4.2 Construction of Bo-LightGBM

As a machine learning algorithm, lightGBM, has many super parameters, the setting
of super parameterswill have a serious impact on the prediction ability [9]. This paper
uses Bayesian super parameter optimization algorithm to adjust the super parameters
of lightGBM. The Bayesian optimization uses the probability model to represent the
complex optimization function. The priori of the objective to be optimized is intro-
duced into the probability model [10]. The model can effectively reduce unnecessary
sampling and is a search method considering historical parameters. The steps are as
follows:

Generate observation range through random search:Ht = {
λ(d),C(λ(d))

}t
d=1;

When t < T circulates;
According to formula (1), it is divided into Ht two groups;
l(λ), v(λ) are defined as the probability density estimation of Gaussian kernel

function of all points in each group;
Maximize formula (2) to generate the candidate sets: λ∗ = argmaxEI(λ);
Bring the candidate set into the lightGBM model for ten times cross-validation

search loss value c(λ∗);
The observation range is updated by super parameter setting and corresponding

loss value: Ht+1 = Ht ∪ (λ∗, c(λ∗));
Cycle termination;
Return the optimal parameter H of the minimum loss value in λbest.

2 Results and Analysis

2.1 Response Signal Curve of the Electronic Nose

The sample data is obtained by the electronic nose instrument, and the curve of
sensor data of a typical sample is shown in Fig. 2. The horizontal axis represents
the sensor response time, the vertical axis represents the sensor conductivity, and the
curve represents the change of conductivity of each sensor in time when the volatile
of wine reaches the measuring room. In the process of 90 s detection, the response
value of the sensor rises suddenly and deviates from the original baseline. With the
extension of detection time, the response value of the sensor basically reaches a
stable state.

2.2 Qualitative Identification of Wine Based on PCA

PCA analysis was carried out on the electronic nose test data for different varieties of
wine by using the pycham software platform [11]. The principal component analysis
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Fig. 2 Sensor response diagram figure

diagram is shown in Fig. 3, in which the contribution rate of the first principal
component, the second principal component, and the third principal component are
58.27, 25.60, 5.13%, and the total contribution rate is 89%,whichproves that PCAcan
well explain the information after the electronic nose curve fitting. It can be seen from
the figure that different varieties of wine are distributed in different regions, and the
PCA method can distinguish different varieties of wine intuitively and qualitatively.

Fig. 3 PCA results of different wines
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Table 1 Comparison table of classification model results

Label SVM RF AdaBoost BO-light GBM

1 157/180 162/180 167/180 170/180

2 150/180 169/180 160/180 171/180

3 163/180 160/180 164/180 173/180

4 160/180 158/180 170/180 172/180

5 158/180 167/180 159/180 174/180

6 161/180 166/180 161/180 170/180

7 151/180 158/180 169/180 170/180

Accuracy (%) 87.30 90.47 91.27 95.24

2.3 Bo-LightGBM Wine Quantitative Model

In this experiment, seven kinds of wine samples, 30 bottles of each kind, 210 samples
in total, were taken three times for each sample, forming 6300 groups of samples.
The 6300 × 3 sample data is randomly divided into two parts, 80% of which is
used as training data set, 20% of which is used for test data to judge the model
classification performance. The parameter expression and the value range: Learning
rate from log(0.01) to log(0.2), maximum depth of tree from 1 to 10, leaf number
from 5 to 15, and the number of iterations is set at 1000.

In the first 100 iterations, the error rate of Bayes shows a rapid decline trend. Due
tomany combinations of lightGBM super parameters, random search and grid search
cannot quickly select the optimal parameters, so the error rate of Bayes continues
to decline after 100 iterations. Finally, compared with the other two methods, the
Bayes tone is more ideal.

Train support vectormachine, random forest, AdaBoostmodel on the data set with
default parameters, and Table 1 shows the comparison results of the three algorithms
with BO-LightGBM. The results show that the improved lightGBM achieves the best
classification effect in e-nose wine data.

3 Conclusion

To sum up, this study selects seven kinds of wine odor information, uses lightGBM
algorithm to process the electronic nose data in the way of modeling and classifica-
tion, and introduces Bayesian optimization to automatically adjust the super parame-
ters of the model. Through the comparative experiment with random search and grid
search methods, it shows that Bayesian optimization can quickly find the optimal
super parameters, and has high accuracy than other search methods. Finally, through
the comparison with the other four common modeling methods of electronic nose,
through the final experimental results, it can be clearly seen that Bo-LightGBM
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model method has higher accuracy compared with other classification algorithms,
so it can be seen that the model proposed in this paper can provide some ideas for
the application of electronic nose to identify wine types.
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Comparison of Contrast Enhancement
Methods for Underwater Target Sonar
Images

Linna Sun and Haitao Guo

Abstract The contrast enhancement of underwater target sonar images plays a key
role in the smart perception of underwater targets and underwater smart services.
In general, the contrast of sonar images is low, which is not conducive to the
subsequent sonar image segmentation and target recognition. In the paper, the four
selected methods for sonar image contrast enhancement are gray scale transforma-
tion, histogram equalization, unsharp masking and discrete wavelet transform. The
four methods are contrasted in terms of contrast and signal to noise ratio of image.

1 Introduction

At present, people are constantly exploring the application field of smart perception,
among which the application field of underwater robot is expanding, including ocean
exploration and ocean development. The sonars installed on underwater robots can
obtain sonar images for the smart perception of underwater objects. In general, the
contrast of the sonar images is low. It is not conducive to the subsequent sonar
image segmentation and target recognition. The sonar image contrast enhancement
refers to improving the contrast of the image, making the dark region of the image
darker and the bright region brighter, so as to highlight the target region, facilitating
machine recognition and human eye observation. At present, there aremanymethods
applied to image enhancement, among which gray scale transformation, histogram
equalization and unsharpmaskingmethod [1] are traditional classical algorithms, but
have their disadvantages. In the literature [2], an image enhancementmethodbasedon
fuzzy gray scale transformation is proposed. According to the characteristics of poor
contrast of sonar images, the traditional fuzzy enhancement algorithm is improved to
achieve the effect of stretching gray scale range and improving the contrast of image.
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Literature [3] proposed a newgray scale enhancementmethod of sonar image. Firstly,
the sonar image is divided into low gray scale region, medium gray scale region and
high gray scale region by using the statistical feature of gray scale histogram. Then,
themethod of piecewise nonlinear enhancement is used to enhance the contrast of the
sonar image. The multi-resolution analysis method based on the wavelet transform
has become an effective way for image contrast enhancement [4]. Literature [5] used
the discrete wavelet transform to enhance the contrast of sonar image. The sonar
image contrast enhancement based onwavelet transform uses thewavelet technology
to divide a sonar image into low-frequency and high-frequency sub-bands. Most of
the information of the image corresponds to the low-frequency sub-band, and the
detail information of the image such as edges and noise features corresponds to the
high-frequency sub-band. Hence, different sub-bands are processed with different
ways for image contrast enhancement.

Usually, the speckle noise is strong and the contrast is low of the sonar image,
which is not conducive to the subsequent image segmentation and target recognition.
Therefore, the sonar image contrast enhancement is a necessary step in the process
of sonar image. This paper intends to investigate the application of gray scale trans-
formation, histogram equalization, unsharp masking and discrete wavelet transform
method in the contrast enhancement of sonar images.

2 Image Contrast Enhancement Method

This paper introduces four methods for image contrast enhancement, which are the
gray scale transformation, the histogram equalization, the unsharp masking and the
discrete wavelet transform.

2.1 Gray Scale Transformation

The gray scale transformation is a simple and classic method for image contrast
enhancement. This method directly adjusts the gray value of pixels in the image. The
grayscale piecewise linear transformation is adopted in this paper, and the formula
is:

y =
⎧
⎨

⎩

(c/a)x 0 ≤ x < a
[(d − c)/(b − a)](x − a) + c a ≤ x < b
[(255 − d)/(255 − b)](x − b) + d b ≤ x ≤ 255

(1)

where x and y represent the gray value of pixel before and after the image contrast
enhancement, respectively, a, b, c and d are constants. This function is used to convert
the gray value of most pixels of the original image from the interval a to b to the
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interval c to d, to improve the contrast of image. The gray value of pixels of the image
are centrally distributed between a and b, and the values of a and b can be obtained
on the gray value histogram. In addition, c and d can be adjusted according to actual
needs.

2.2 Histogram Equalization

The histogram equalization is also a common method for image contrast enhance-
ment. This method changes the histogram of the image into a form of uniform
distribution. This increases the dynamic range of pixel gray values and enhances the
contrast of image.

2.3 Unsharp Masking

The unsharp masking technique [1] was first used in photography to enhance the
edges and details of an image. Its basic principle is: firstly, the fuzzy image is obtained
by the process of fuzzy passivation (the equivalent of using a low-pass filter) for
original image, then the fuzzy image is subtracted from the original image and the
result is multiplied by the correction factor, finally, the original image is added to the
above results, so that to improve the image high-frequency component, and enhance
the image. The formula of the unsharp masking method can be expressed as:

f (i, j) = x(i, j) + C × [x(i, j) − m(i, j)] (2)

where C represents the correction factor, x(i, j) represents the original image, m(i, j)
represents the fuzzy image, and f (i, j) represents the enhanced image.

2.4 Discrete Wavelet Transform

The wavelet basis selected is represented by ψ(x), and the wavelet function ψa, b(x)
is obtained after translation and expansion transformation for ψ(x).

ψa,b(x) = |a|−1/2ψ

(
x − b

a

)

(3)
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where a, b ∈ R and a �= 0 is the scale factor, b is the translation factor. The wavelet
function and the scale function are related by the double scale equation, in accordance
with Eq. (4):

ψ(x) = √
2

∞∑

k=−∞
h(k)ϕ(2x − k), k ∈ Z (4)

where ϕ(•) is the scale function, and the filter sequence {h(k)}∈L2(Z), L2(Z) is a
finite space. The fourier transform of the scale function has the property of low-pass
filter, while the fourier transformof thewavelet function has the property of high-pass
filter.

Let the low-pass filter in the discrete wavelet transform be U and the high-pass
filter be T. For the one-dimensional discrete wavelet decomposition of the signal,
firstly, the signal passes through the low-pass filter U and the high-pass filter T,
and then the low-frequency and high-frequency components are obtained by down-
sampling operation. The discrete wavelet reconstruction of signal is the inverse
process of decomposition. Firstly, the up-sampling operation is carried out for the
decomposed low-frequency and high-frequency components respectively, then the
reconstructed signal is obtained through low-pass filter and high-pass filter.

Suppose the original signal bj, bj+1 represents the low-frequency component and
cj+1 represents the high-frequency component, then the decomposition formula of
the discrete wavelet transform of the signal is as follows [6]:

{
b j+1 = DεUbj

c j+1 = DεTb j
(5)

where D 1is the down-sampling operator. Then, the low-pass filter U* and the high-
pass filter T * required in signal reconstruction are the dual operators of U and T,
respectively. The discrete wavelet reconstruction formula of the signal is:

b j = ZεU
∗b j+1 + ZεT

∗c j+1 (6)

where Z 1is the up-sampling operator. The decomposition and reconstruction process
of the discrete wavelet transform of signals is shown in Fig. 1 [7]:

The above is the discrete wavelet transform of one-dimensional signal, while
the present paper is concerned with the two-dimensional image. Just like the
decomposition and reconstruction principle of the one-dimensional signal, the two-
dimensional image is only divided into row direction and column direction, that
is, firstly, the low-frequency and high-frequency components are obtained by the
original signal passing through the low-pass filter and the high-pass filter in the
row direction, and then, the obtained components in the previous step are passed
through a low-pass filter and a high-pass filter in the column direction, respectively.
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Fig. 1 Discrete wavelet decomposition and reconstruction of signals

Fig. 2 Discrete wavelet decomposition and reconstruction process of a two-dimensional image

After the discrete wavelet transform, the original image will get the low-frequency
sub-band LL, and the high-frequency sub-bands LH, HL and HH in the horizontal,
vertical and diagonal directions. The decomposition and reconstruction process of
two-dimensional images by discrete wavelet transform is shown in Fig. 2 [4].

The original sonar image was decomposed by discrete wavelet transform to
obtain four sub-bands of LL, LH, HL and HH, namely low-frequency sub-band,
horizontal high-frequency sub-band, vertical high-frequency sub-band and diagonal
high-frequency sub-band.

Wavelet transform is used to decompose the image into high-frequency sub-band
and low-frequency sub-band. In this paper, the image contrast enhancement is real-
ized by enhancing the low-frequency sub-band coefficients and decreasing the high-
frequency sub-band coefficients. In this paper, the low-frequency sub-band coeffi-
cients is increased to 1.35 times, and the high-frequency sub-band coefficients is
reduced to 0.75 times.

3 Experimental Results and Analysis

In this paper, four methods are used to enhance a sonar image: gray scale transfor-
mation, histogram equalization, unsharp masking and discrete wavelet transform.
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(a) Sonar image (b) Gray scale transformation   (c) Histogram equalization

(d) Unsharp masking     (e) Discrete wavelet transform

Fig. 3 Experimental results of sonar image contrast enhancement

The experimental results are shown in Fig. 3. Figure 3(a) is a sonar image of a
manmade object. Figure 3(b)–(e) are the enhancement results obtained with various
methods. For enhancement by the gray scale transformation, a= 40, b= 130, c= 10,
d = 200. For enhancement by unsharp masking, the correction factor is C = 2. For
enhancement by discrete wavelet transform, two-layer discrete wavelet transform
is adopted. The Symlet wavelet (the compact-supported orthogonal wavelet with
approximate symmetry) is selected.

In addition, in order to further compare the above methods, the contrast [8] and
the signal to noise ratio (SNR) of image are selected as objective evaluation criteria.

The higher the contrast of image is, the more obvious the improvement degree of
the contrast is. The higher the SNR of image, the less the image is affected by noise
and the higher the image quality. The experimental data are shown in Table 1.

In terms of subjective evaluation, the results are shown in Fig. 3. The gray scale
transformation method and histogram equalization method enhance the contrast of

Table 1 Objective evaluation indexes for the four image contrast enhancement methods

Evaluation
indexes

Gray scale
transformation

Histogram
equalization

Unsharp masking Discrete wavelet
transform

Contrast 0.4306 0.3488 0.2972 0.2031

SNR 19.5690 21.6460 20.3337 25.8003
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image obviously, but enlarge the noise in the image to a great extent. The unsharp
masking method is not good at improve the contrast and suppress the noise of
image. Discrete wavelet transform method is not ideal in improving contrast of
image, but it is outstanding in suppressing noise. The data in Table 1 can reflect the
effect of contrast enhancement to some extent.

4 Conclusion

The gray scale transformation method and histogram equalization method can not
suppress the noise effectively while enhancing the contrast of sonar image. The
unsharp masking method is not ideal in contrast enhancement and noise suppression.
Discrete wavelet transform method is not so good at enhancing image contrast, but
it can suppress the noise well, which is very helpful for sonar image processing in
later stage. In the following research, the stationary wavelet transform can be used to
enhance the image contrast. The stationary wavelet transform is an improvement of
the discrete wavelet transform, which can effectively avoid the image edge distortion.
Based on the stationary wavelet transform and combined with the corresponding
image enhancement methods, the sonar image is enhanced to improve the overall
visual effect of the image.
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Region Contraction-Based Sparse
Approach for Magnetocardiography
Current Source Imaging

Lu Bing and Weiyuan Wang

Abstract Reconstructing the cardiac current source and its imaging with magnetic
field data measured by the superconducting quantum interference on the surface
of the human thoracic cavity is a new technique for non-invasive acquisition of
information on cardiac electrical activity. Through the region contraction strategy,
combined with the efficient sparse reconstruction algorithm which has been widely
used in wireless communications, the accuracy of reconstruction is improved, and
experimental support is provided for the subsequent development and practice of
cardiac current imaging. The trajectory imaging of the reconstructed current source of
magnetocardiography data is used to study the cardiac electrical activity conduction
in the Q-R-S part of magnetocardiographic wave. Results for healthy people are
given. The band trajectories initially reveal the conduction characteristics of ventricle
electrical excitation in depolarization. This study aims to provide an applicable E-
health smart service system with visual function of cardiac electrical activity.

1 Introduction

Heart disease is a major illness that harms human health. The proportion of deaths
due to heart disease has also increased year by year. To this end, the early diagnosis
and treatment of heart disease has been highly valued by countries around the world.
The structure of the heart is very complex, and the heart movement is accompa-
nied by changes in shape such as contraction, relaxation, and torsion [1]. Studying
the quantification of cardiac electrical activity and its characteristics via magneto-
cardiography (MCG) has important theoretical significance and application value
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(E-health smart service system) for the analysis of cardiac function and diagnosis of
heart disease [2, 3].

This paper focuses on the reconstruction accuracy and efficiency of sparse sources
in MCG, and combines effective reconstruction algorithms to reduce the serious ill-
posedness of reconstruction process. As is known, the feasible area is often used
as a priori information for the reconstruction process, which helps to improve the
accuracy and efficiency of reconstruction [4]. How to construct a suitable set of
feasible areas becomes a challenge ofMCG’s inverse problem. This paper introduces
a feasible region contraction strategy, so as to improve the accuracy of reconstruc-
tion. The experimental results show that the reconstruction quality and efficiency
of the feasible region contraction strategy is better compared to traditional recon-
struction algorithm. The method is used to analyze the cardiac magnetic data of
normal people. Results indicate that this method provides spatiotemporal informa-
tion regarding cardiac electrical activity during ventricular depolarization in healthy
subject. This study aims to provide an applicable E-health smart service system with
visual function of cardiac electrical activity.

2 Method

The linear relationship between the MCG data and the distribution of the internal
target of the reconstructed object is established. The relationship between the density
Q of the current source and the source weight matrix L is obtained [5]:

B = L·Q (1)

Here, B is the detected MCG data. L1 regularization combined with compressed
sensing theory is introduced to optimize the ill-posedness of the target and (1) is
transformed into:

min
Q

1

2
‖B − L·Q‖21 + λ‖Q‖1 (2)

where λ is the regularization parameter, which is often obtained through experience.
The inverse problem of the cardiac magnetic imaging is a mathematical problem

where the number of unknown parameters is much higher than the number of equa-
tions. The solution is not unique and is susceptible to interference and noise, with
serious morbidity. Setting the feasible area as the prior information of reconstruction
may usually reduce the reconstruction range and the number of variables and relieve
the ill-posedness of the problem to some extent. The steps of the feasible regional
strategy are as follows [6]. (1)Divide the imaged objects to obtainN different network
sizes. (2) N-group mesh obtained in step (1) is used as the inverse problem recon-
struction network independently and reconstructed by fast bayesianmatching pursuit
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Table 1 Possible number of networks and reconstruction time for different network numbers (N
= 6, N = 12, N = 18, N = 24)

N X(m) X(m) X(m) Time(s)

target 9.0 13.0 17.0

6 (5.24,13.55) (8.55,17.02) (12.70,22.50) 82.5

12 (5.26,12.99) (8.32,17.34) (12.45,21.88) 118.9

18 (5.11,13.03) (8.19,16.98) (12.39,22.10) 256.7

24 (5.08,12.78) (8.15,16.89) (12.30,22.04) 467.2

(FBMP) algorithm which has been widely used in wireless communications [7], and
the reconstruction results of N groups of different targets are obtained. The unit
whose energy is greater than the set threshold is taken as the possible areas. (3)
The intersection of the N feasible regions is taken as the a priori information of the
multi-network statistics, and the reconstruction is performed by the FBMP algorithm
min
Q

1
2‖B − L′·Q‖21 + λ‖Q‖1.

3 Simulation

3.1 Parameters

In theory, the more the number of splits, the more feasible is the range of feasible
regions obtained by statisticalmulti-grid reconstruction and the reconstruction results
are more accurate. However, if the number of grids is too large, it will directly lead
to an increase in calculation time and reduces the feasibility. Table 1 lists the feasible
areas and corresponding times after reconstruction using four different sets of N (N
= 6, N = 12, N = 18, N = 24). Considering the accuracy of the feasible area and
the feasibility of the reconstruction time, this paper sets the number of reconstructed
meshes N to 12.

3.2 Noise Influence

We designed a set of simulation experiments to further prove the stability of the
proposed reconstructionmethod by adding different degrees ofGaussian noise during
the reconstruction process. The SNR levels are chosen to be 5, 10, 15, 20, 25, and
30 dB, respectively, to demonstrate the stability of the proposed method. The recon-
struction results corresponding to different Gaussian noises are shown in Fig. 1.
Under the influence of different levels of noise set, the reconstruction error remains
between 1 mm and 22 mm. The results indicate that the FBMP algorithm combined



236 L. Bing and W. Wang

Fig. 1 Impact of SNR (levels are chosen to be 5, 10, 15, 20, 25, and 30 dB) on performance (RC:
Region Contraction)

with the feasible region iterative contraction strategy is better, compared to traditional
reconstruction algorithm.

4 Magnetic Imaging of Cardiac Electrical Activity

4.1 Settings

During thewhole cardiac cycle,we selected 100moments in theQ-R-Spart ofmagne-
tocardiographic wave (QRS) as the analysis object. Using the trajectory imaging
of the reconstructed current source, the projection of the cardiac electrical activity
conduction in the QRS segment on the chest surface and the direction change of
the current source in the cardiac cycle is studied. According to the statistical priori
feasible region contraction strategy, the feasible regions finally obtained are 6 ≤ x
≤ 18, 7 ≤ y ≤ 16, 3 ≤ z ≤ 8, in cm.

Assuming that the heart current source is sparse at each moment, the sparse
decomposition method can be used to solve the inverse problem of linearization.
The selected sparse current source adopts a set source intensity threshold, which
is a dominant current source whose source intensity is not less than 90% of the
reconstructed source intensity at that time and avoids the interference source caused
by the noise of the measurement signal or the calculated residual. The electrical
activity of the heart is studied by using the current source with great local intensity.
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4.2 QRS-Band Current Source Reconstruction Results

The results of the single-time source estimation can be used to analyze the source
activity at a certain point in time, but the workload is analyzed one by one, and it
is not easy to find the rule. The result is combined with time to obtain a sequence
of source estimates that show the evolution of the estimated source activity over a
specified time period, which is shown in Fig. 2. Source activity area distribution map
is shown in Fig. 3.

Fig. 2 Activity area time curve of QRS complex, where the horizontal axis represents time, and
the vertical axis represents the components of the moving track in the X-, Y-, and Z-directions

Fig. 3 Source activity area
distribution map
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5 Conclusion

In this paper, a method for improving estimation of distributed sources is proposed
for the reconstruction of cardiac current source and cardiac electrical activity. The
simulation results show that the proposed method is stable for different parameters
and different levels of Gaussian noise. The trajectory imaging of the reconstructed
current source ofMCG data is used to study the cardiac electrical activity conduction
in the QRS segment. How to extract the difference features from the images that
reflect the spatiotemporal distribution and intensity changes of the reconstructed
current source and give the cardiac function diagnosis indicators is a key issue that
needs to be studied in depth for better application in E-health smart service system.
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The Differential Properties of the Metric
Projector Over a Class of Closed Convex
Cones

Shiyun Wang and Jinyang Zhao

Abstract In this paper, we study the differential properties of the projector over the
intersection of a closed half-space and a variable box: the directional derivative and
B-subdifferential.

1 Introduction

Since the differential properties of metric projectors over convex closed cones are
important for researching the augmented Lagrangian algorithm and sensitivity anal-
ysis, wewill study the differential properties ofmetric projector over a class of closed
convex cones. We carry out our work on the intersection of a closed half-space and
a variable box:

Kn := {
(y, y0) εRn × R : eT y ≤ ky0, 0 ≤ y ≤ y0e

}
, (1)

where k > 0 satisfying 0 < k < n. For national simplicity without confusion, we
simplified Kn as K . In [1], we obtained the closed form of metric projector over K ,
denoted�K . In [2], we computed the geometric properties of K . Based on the closed
form of the metric projector [1] and the critical cone of K [2], we unfold our work
with the differential properties of metric projectors over K. Based on the closed form
of the metric projector [1] and the critical cone of K [2], we unfold our work with
the differential properties of metric projectors over K.

There are two main motivations for our works. Firstly, the closed convex cone K
usually plays an important role in the optimization problems related to the epigraph
of the vector/matrix k-norm functions. K also appears in finding the fastest mixing
Markov chain on a graph [3, 4] and structured low rank matrix approximation [5],
etc. These applications of K have been introduced in [1, 2].
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Secondly, the differential properties of metric operators, B-subdifferential and
the Clarke’s generalized Jacobian are connected with sensitivity analysis [6], semis-
mooth/smoothing Newton method [7] and augmented Lagrangian method [8], etc.
However, as far as we know, the differential properties of �K have not been found
in the previous works. Encouraged by the wide applications of K, this paper aims at
researching the differential properties of �K . We hope the results obtained in this
paper can support further research into studying the optimization problems related
to K.

We know that for given point (x, xo), �K (x, xo) is the unique optimal solution of
the following optimization problem (2)

min

{
1

2

(
y − x2 + (y0 − x0)

)2 : (y, y0) ∈ K

}
. (2)

Let �′
K ((x, xo); (h, ho)) denote the directional derivative of �K (x, xo) along the

given direction (h, ho). Since K is a polyhedral convex set, the directional derivative
�′

K ((x, xo); (h, ho)) can be characterized by (one can refer to [9, 10])

∏′
K

((x, xo); (h, ho)) = �K (h, ho). (3)

where K is the critical cone related to the problem (2).

2 Symbols and Preliminaries

For x ∈ Rp and Q{1, 2, . . . , p}, |Q| denotes the cardinal number of Q and xQ
denotes the sub-vector of x by removing all the components of x not in Q. Let
π : [1 : p] → [1 : p] be a one-to-one transformation such that xπ(i) ≥ xπ(i+1). For
given point k ∈ R, we denote k− := min{k, 0} and k+ := max{k, 0}.

In this section, we shall briefly introduce some relevant concepts. Let S be a given
closed convex cone in the finite dimensional Euclidean space Rn × R. The interior
of S is denoted by int(S), and the boundary of S is denoted by bd(S). The dual S∗
and polar So are defined, respectively, by

S∗ = {
(x, x0) ∈ Rn × R : 〈(x, x0), (y, y0)〉 ≥ 0,∀(y, y0) ∈ S

}

and

So := {
(x, x0) ∈ Rn × R : 〈(x, x0), (y, y0)〉 ≥ 0,∀(y, y0) ∈ S

}
.

Let �S denote the metric projector over S. For a given point (x, x0) ∈ Rn × R, if
�S is F-differentiable at (x, x0), we use

∏′
s (x, x0) to denote the F-derivative. If �S
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is not F-differentiable at (s, s0), the B-subdifferential is defined by

∂B�S(x, x0) =
{
lim
k→∞

∏′
S

(
xk, xk0

) : (
xk, xk0

) → (x, x0),

�S is F-differentiable at
(
xk, xk0

)}
.

We first introduce the metric projector over K. By [1], for any point (x, x0) ∈
Rn × R, let σ ∗ ≥ 0 be the parameter relative to (x, x0). The projection �S at (x, x0)
is denoted by (x̄(σ ∗), x̄0(σ ∗)). If there is no confusion, (x̄(σ ∗), x̄0(σ ∗)) is simplified
as (x̄, x̄0).

Letm be the cardinal number of the set {xi : xi > σ ∗} and λ be the smallest integer

i ∈ {0, 1, . . . ,m − 1} such that x↓
i+1 − σ ∗ <

x0+∑i
k=1 x

↓
k +(K−i)σ ∗

1+i ≤ x↓
i − σ ∗. If this

inequality is not satisfied, let λ = m. Denote θ(x, x0, σ ∗) = x0+∑i
k=1 x

↓
k +(K−i)σ ∗

1+λ
.

Then, the metric projector �K at (x, x0) can be computed as (x̄, x̄0):

x̄0 = max
{
0, θ

(
x, x0, σ

∗)} (4)

and for i = 1, . . . , n,

x̄i =
⎧
⎨

⎩

0, xi ≤ σ ∗

xi − σ ∗, σ ∗ < xi < x̄0 + σ ∗

x̄0, xi ≥ x̄0 + σ ∗
(5)

For the sake of simplicity of description, we denote

α := {
i ∈ [1 : n] : xi ≤ σ ∗}, γ := {

i ε [1 : n] : xi ≥ x̄0 + σ ∗}, β := [1 : n](α ∪ β)

(6)

And we denote

α := {
i ∈ α : xi = σ ∗}, α�= := α\α=, γ= := {

i ∈ γ : xi = x̄0 + σ ∗}, γ �= := γ \γ=.

(7)

In order to introduce the critical cone K , let p, l be the given real positive numbers
and I1, I2, I3, I4 be the disjoint subsets of [1 : n]. we define the following sets:

K
I1,I2,I3,p,l
1 =

{
(z, z0) ∈ Rn × R : zI1 = 0, zI2 − z0e = 0, 0 ≤ zI3 ≤ z0e, e

T zI3 ≤ lz0
}
,

K
I1,I2,I3,p,l
1= =

{
(z, z0) ∈ Rn × R : zI1 = 0, zI2 − z0e = 0, 0 ≤ zI3 ≤ z0e, e

T zI3 = lz0
}
,

K
I1,I2,I3,I4,p
2 =

{
(z, z0) ∈ Rn × R : zI1 = 0, zI2 − z0e = 0, 0 ≤ zI3 , zI4 = z0e

}
,

K
I1,I2,I3,I4,p,l
3 =

{
(z, z0) ∈ Rn × R : zI1 = 0, zI2 − z0e = 0, 0 ≤ zI3 , zI4 = z0e, e

T z ≤ lz0
}
,

K
I1,I2,I3,I4,p,l
3= =

{
(z, z0) ∈ Rn × R : zI1 = 0, zI2 − z0e = 0, 0 ≤ zI3 , zI4 = z0e, e

T z = lz0
}
.
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If there is no confusion, the three sets K I1,I2,I3,p,l
1 , K I1,I2,I3,I4,p

2 , K I1,I2,I3,I4,p,l
3 are

simplified by K1, K2 and K3, respectively.

Lemma 2.1 Wang [2] Let (x, x0) ∈ Rn × R be a given point and �K (x, x0) =
(x̄, x̄0). K denotes the largest numberwhich is less thanK. The critical cone K Rn×R
of K at (x, x0) associated with Problem (2) can be described by the following rule:

(a) if (x, x0) ∈ K , then we have: when (x, x0) = (0, 0), K = K ; when (x, x0) ∈
int(K ), K = Rn × R;
when (x, x0) ∈ bd(K )\{(0, 0)}, K =

{
K ∅,γ,α,∅,n

2 , eT x �= kt.
K ∅,γ,α,∅,n,k

3 , eT x = kt;
(b) if (x, x0) ∈ int

(
K 0

)
, then K = {(0, 0)};

(c) if (x, x0) ∈ bd
(
K 0

)\{(0, 0)}, we define = {
x ∈ Rn : 0 ≤ x ≤ e, eT ≤ k

}
, then

max
{
xT z : z ∈} + x0 = 0, t ≤ 0, β = ∅, σ ∗ =

(
x↓
K+1

)

+
and

K =
{
K

α�=,γ�=,α= ,n,K−|α�=|
1 , x↓

K+1 ≤ 0

K
α�=,γ�=,α= ,n,K−|α�=|
1= , x↓

K+1 > 0
(8)

(d) otherwise, K is can be computed by

K =
⎧
⎨

⎩

K
α�=,γ �=,α= ,γ �=n,K

3= , σ ∗ �= 0, i.e., K x̄0 − eT x̄ = 0.
K

α�=,γ �=,α= ,γ �=n

2 , σ ∗ = 0, K x̄0 − eT x̄ > 0.
K

α�=,γ �=,α= ,γ �=n,K

3 , σ ∗ = 0, K x̄0 − eT x̄ = 0;
(9)

3 Metric Projector on the Critical Cone

Proposition 3.1 For given (z, z0) ∈ Rn × R, denote �K1(z, z0) = (z̄, z̄0) then
(z̄, z̄0) is comped as z̄ I1 = 0, z̄ I2 = z̄0e,

(
z̄ I3 , z̄0

) = �K |I3|(z̄ I3 , z̄0
)
and z̄i = zi for

i ∈ [1 : p\](I1 ∪ I2 ∪ I3), where K |I3| is defined in (1).

Proposition 3.2 Assume that (z, z0) ∈ Rp × R is given. Let z↓
I2
be the nonde-

creasing reshape of zI2 and k be the smallest integer k ∈ [0 : |I2|] such that

z↓
k+1 ≤

∑k
i=1 z

↓
i +z0+∑

i∈I4 zi
1+k+|I4| < z↓

k .

Then, �K2(z, z0) = (z, z0) can be computed as

z̄0 ≤
∑k

i=1 z
↓
i + z0 + ∑

i∈I4 zi
1 + |I4| + k

(10)

And for i ∈ [i : p],
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z̄i :=
⎧
⎨

⎩

z̄0, i ∈ I2and zi > z̄0; or i ∈ I4
0, i ∈ I1; or i ∈ I3 and zi < 0,
zi , otherwise

(11)

Proof The projection �K2(z, z0) is the unique solution of the problem:

min

{
1

2

(
y − z2 + (y0 − z0)

2
) : (y, y0) ∈ K2

}
.

The Lagrangian function can be written as

L
(
y, y0, uI1 , ωI2 , λI3 , VI4

) = 1

2

(
y − z2 + (y0 − z0)

2
) − yI1 − uI1

− y0e − yI2 , ωI2 − yI3 , λI3 − y0e − yI4 , VI4

Suppose that z̄. and z̄0 are defined by (11) and (12), respectively. Let ū I1 = −zI1 ,
ω̄I2 = max

{
0, zI2 − z̄0e

}
, λ̄I3 = max

{
0,−zI3

}
and V̄I4 = −z̄0e + zI4 . Set I5 =

[1 : p]\(I1 ∪ I2 ∪ I3 ∪ I4). We will show that
(
z̄, z̄0, ū I1 , ω̄I2 , λ̄I3 , V̄I4

)
satisfies the

following KKT conditions of problem:

0 = yI1 − zI1 − uI1; (12.1)

0 = yI2 − zI2 − ωI2; (12.2)

0 = yI3 − zI3 − λI3; (12.3)

0 = yI4 − zI4 − VI4; (12.4)

0 = yI5 − zI5; (12.5)

0 = yI1; (12.6)

0 = yI4 − y0e; (12.7)

0 = y0 − z0 − eTωI2 − eT VI4; (12.8)

0 ≤ λI3 yI3 ≥ 0; (12.9)



244 S. Wang and J. Zhao

0 ≤ ωI2

(
y0e − yI2

) ≥ 0. (12.10)

It is easy to see that
(
z̄, z̄0, ū I1 , ω̄I2 , λ̄I3 , V̄I4

)
satisfies the conditions in (12.1)–

(12.7) and (12.9)–(12.10). Now, we only need to verify that
(
z̄, z̄0, ū I1 , ω̄I2 , λ̄I3 , V̄I4

)

satisfies (12.8). Let π−1 be the inverse of π , and we denote I ′ = {i ∈ I2 : zi > z̄0} ={
π−1(1), . . . , π−1(k)

}
. By the expression of z0, we have

eT ω̄I2 + eT V̄I4 =
∑

i∈I ′
(zi − z̄0) − |I4|z̄0 +

∑

i∈I4
zi =

k∑

i=1

z↓
i − kz̄0 − |I4|z̄0 +

∑

i∈I4
zi

=
k∑

i=1

z↓
i + z̄0 +

∑

i∈I4
zi − (

k + |I4| + 1
)
z̄0

=
k∑

i=1

z↓
i + z̄0 +

∑

i∈I4
zi −

⎛

⎝
k∑

i=1

z↓
i + z0 +

∑

i∈I4
zi

⎞

⎠ = z̄0 − z0

Then, we complete the proof.
To compute

∏
K3

(·, ·), inspired by [1], we consider the problem

min

{
1

2

(
y − x2 + (y0 − x0)

2
) − σ̂

(
ly0 − eT y

) : (y, y0) ∈ K2

}
(13)

where σ̂ ≥ 0 is a parameter. If σ̂ satisfies 0 ≤ σ̂
(
l z̄0

(
σ̂
) − eT z̄

(
σ̂
)) ≥ 0, then the

optimal solution of (12) is just the optimal solution of (13), and the value of σ̂ can
be determined by the same method in [1]. By using the results of Proposition 3.2,
we can immediately obtain the following result.

Proposition 3.3 Assume that (z, z0) ∈ Rp×R. Let z↓
I2
be the nondecreasing reshape

of zI2 and k be the smallest integer k ∈ [0 : |I2|] satisfying:

z↓
k+1 − σ̂ ≤

∑k
j=1

(
z↓
j − σ̂

)
+ (z0 + lσ̂ ) + ∑

i∈I4
(
zi − σ̂

)

1 + k + |I4| < z↓
k − σ̂ . (14)

Then, the projection at (z, z0) is computed by
∏

K3
(z, z0) = (

z̄
(
σ̂
)
, z̄0

(
σ̂
))
.Where

z̄0
(
σ̂
) :=

∑k
j=1 z

↓
j + z0 + ∑

i∈I4 zi + (
l − |I4| − k

)
σ̂

1 + |I4| + k
,

and for i ∈ [1 : p],
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z̄i
(
σ̂
) :=

⎧
⎨

⎩

z̄0
(
σ̂
)
, i ∈ I2and zi > z̄0

(
σ̂
) + σ̂ ; or i ∈ I4

0, i ∈ I1; or i ∈ I3 and zi < σ̂ ,

zi − σ̂ , otherwise,

4 Differential Properties

Noting that α, β and γ be the index sets relative to (x, x0) defined by (7), let Pα,β,γ

be the permutation metric such that Pα,β,γ (x, x0) = (
xα, xβ, xγ , x0

)
.

Theorem 4.1 Assume that (x, x0) ∈ Rn × R is given. Let
(
h̄, h̄0

)
be the direc-

tional derivative of �K (·, ·) at (x, x0) along the direction (h, h0) ∈ Rn × R, i.e.∏′
K ((x, x0); (h, h0)) = (

h̄, h̄0
)
. Then

(
h̄α, h̄β, h̄γ , h̄0

) =
∏

K

(
hα, hβ, hγ , h0

)
.

Theorem 4.2 The metric projector �K is differential at (x, x0) ∈ Rn × R if and
only if (x, x0) satisfies one of the following conditions:

(i) (x, x0) ∈ int(K), and then
∏′

K (x, x0) = In+1;
(ii) (x, x0) ∈ int(Ko), and then

∏′
K (x, x0) = 0(n+1)×(n+1);

(iii) (x, x0) ∈ Rn × R(K ∪ Ko), α= = γ= = ∅ and (σ ∗)2 + (
K x̄0 − eT x̄

)2 �= 0,

then
∏′

K (x, x0) = PT
α,β,γ V Pα,β,γ , where Pα,β,γ is the permutation matrix defined

by (17) and V is given by:

V =
⎡

⎢
⎣

0|α|×|α| 0|α|×|β| 0|α|×(|γ |+1)

0|β|×|α| I|β| − uE|β|×|β| −δE|β|×(|γ |+1)

0(|γ |+1)×|α| −δE(|γ |+1)×|β| 1+(k−|γ |)δ
1+|γ | E(|γ |+1)×(|γ |+1)

⎤

⎥
⎦ (15)

where

δ =
{
0, σ ∗ = 0,

|γ |−K
(|γ |+1)|β|+(K−|γ |)2 , σ ∗ > 0; u =

{
1

|β| , |γ | = K , |β| > 0
(1+|γ |)δ
|γ |−K , |γ | �= K .

Proof If (x, x0) ∈ int(K ), we know
∏

K (x, x0) = (x, x0), and if (x, x0) ∈ int
(
K 0

)
,

we know
∏

K (x, x0) = (0, 0). Hence, (i) and (ii) hold.

For (iii), we have x̄0 �= 0, and σ ∗ is given by (8). If α= = γ= = ∅, when
σ ∗ �= 0 or K x̄0 − eT x̄ �= 0 at least one holds, we can see that K is a linear space.
Moreover,

∏′
K ((x, x0); (h, h0)) is linear relative to (h, h0),which implies

∏
K (x, x0)

is differentiable. The derivative
∏′

K (x, x0) can be directly obtained by (4)–(5).
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Theorem 4.3 Assume that (x, x0) ∈ Rn × R is given. Denote
∏

K (x, x0) is the
projection overK and σ ∗ is the relative parameter. Suppose that�K(·, ·) is not differ-
entiable at (x, x0) andα, β, γ are the index sets defined as (6). Let

{
α1=, a2=

}
,
{
γ 1=, γ 2=

}

be the partitions of α=and γ=, respectively, such that

ᾱ = α�= ∪ α1
=, β̄ = α2

= ∪ β ∪ γ 2
=, γ̄ = γ �= ∪ γ 1

=

Define

V =
⎡

⎢
⎣

0Q1×Q1 0Q1×Q2 0Q1×(Q3+1)

0Q2×Q1 IQ2 − ūEQ2×Q2 −δ̄EQ2×(Q3+1)

0(Q3+1)×Q1 −δ̄E(Q3+1)×Q2

1+(k−Q3)δ̄

1+Q3
E(Q3+1)×(Q3+1)

⎤

⎥
⎦ (16)

where Q1 := |ᾱ|, Q2 := ∣∣β̄
∣∣, Q3 := |γ̄ | and

δ̄ :=
{
0 or Q3−K

Q2(Q3+1)+(K−Q3)
2 , σ ∗ = 0,

Q3−K
Q2(Q3+1)+(K−Q3)

2 , σ ∗ > 0; ū =
{

(1+Q3)δ̄

Q3−k , Q3 �= K ,
1
Q2

, Q3 = K , β̄ �= ∅.

Then, we have the B-subdifferential of
∏

K (·, ·) at (x, x0) can be expressed as
follows:

(i) if (x, x0) ∈ bd(K ){(0, 0)}, then ∂B�K (x, x0) ={
PT

ᾱ,β̄,γ̄
V Pᾱ,β̄,γ̄ : V = In+1 or (16)

}
;

(ii) if (x, x0) ∈ bd
(
K 0

){(0, 0)}, then ∂B�K (x, x0) ={
PT

ᾱ,β̄,γ̄
V Pᾱ,β̄,γ̄ : V = 0(n+1)×(n+1) or (16)

}
;

(iii) if (x, x0) = (0, 0), then ∂B�K (x, x0) ={
PT

ᾱ,β̄,γ̄
V Pᾱ,β̄,γ̄ : V = 0(n+1)×(n+1), In+1 or (156)

}
;

(iv) otherwise, ∂B�K (x, x0) =
{
PT

ᾱ,β̄,γ̄
V Pᾱ,β̄,γ̄ : V is given by (16)

}
.

Proof Given (x, x0) ∈ Rn × R, we suppose that
∏

K (·, ·) is not differentiable at

(x, x0). Let W ∈ ∂B�K (x, x0). Then, there exists a sequence
(
x j , x j

0

)
which is

differentiable such that

lim
j→

(
x j , x j

0

)
= (x, x0) and W = lim

j→
∏′

K

(
x j , x j

0

)
.

For notational simplicity, we denote W j = ∏′
K

(
x j , x j

0

)
, then W j =

PT
α,β,γ V

j Pα,β,γ where V j is given by (15). Then,W = lim
j→ W j . Let α j , β j , γ j stand

for the index set relative to
(
x j , x j

0

)
defined by (6). Since �K (·, ·) is not differen-

tiable at (x, x0), with no confusion, we suppose that α= �= ∅ and γ= �= ∅. Then, we
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know that, for any partition
{
α1=, α2=

}
and

{
γ 1=, γ 2=

}
of α= and γ=, respectively, there

must exist a sequence
{(

x j , x j
0

)}

j=1
such that

lim
j→ xα j = xᾱ, lim

j→ xβ j = xβ̄ , lim
j→ xγ j = xγ̄ , lim

j→ x j
0 = x0.

Taking limits, we can complete the proof by Theorem 4.2.

5 Conclusions

This paper studies the differential properties of the projector over the intersec-
tion of a closed half-space and a variable box K: the directional derivative and
B-subdifferential. K also appears in finding the fastest mixing Markov chain on
a graph which has a wide application in channel capacity of wireless communica-
tions. In the future work, we will go on studying the applications of the projector’s
differential properties in wireless communications.
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