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The Risk Sharing of Inter-city
Railway PPP Project in China

Yuyu Zhang and Shengyue Hao

Abstract In recent years, the PPP model has been widely used in China’s inter-city
railway construction, and the risk sharing of inter-city railway PPP projects has
become the focus of research and practice. Based on stochastic cooperative game
theory, this paper optimizes the Shapley value according to the characteristics of the
construction pattern of the inter-city railway PPP projects in China, and constructs
the risk sharing model applicable to the inter-city railway PPP projects in China,
this model can determine the optimal risk allocation ratio of public services and
private sector in order to achieve optimal revenue. In addition, relevant suggestions
on risk management of intercity railway PPP projects are put forward from three
dimensions: suggestions for national, suggestions for public sector level and sug-
gestions for private sector level, which has certain reference significance for risk
allocation management of inter-city railway PPP projects in China.

Keywords Risk sharing � Stochastic cooperative game � Intercity railway �
Public-Private-Partnership (PPP)

Funding source of this paper-key technology research of Beijing-Shanghai high-speed railway
standard demonstration line-key technology research of Beijing-Shanghai high-speed railway
brand construction and operation management demonstration.

Y. Zhang (&) � S. Hao
School of Economics and Management, Beijing Jiaotong University, Beijing, China
e-mail: 17120644@bjtu.edu.cn

S. Hao
e-mail: haoshyue@bjtu.edu.cn

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2020
J. Zhang et al. (eds.), LISS2019,
https://doi.org/10.1007/978-981-15-5682-1_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_1&amp;domain=pdf
mailto:17120644@bjtu.edu.cn
mailto:haoshyue@bjtu.edu.cn
https://doi.org/10.1007/978-981-15-5682-1_1


1 Introduction

1.1 Research Background

In recent years, in order to meet the needs of passengers in large and medium-sized
cities, the government has made great efforts to promote the construction of
intercity railway, hoping to meet the growing demand for short distance travel.
Since the 18th national congress of the CPC, with the support of the government,
the intercity railway construction market has been steadily promoted. According to
the 13th five-year plan for railway development, the construction of intercity and
municipal (suburban) railways should be promoted in an orderly manner. By the
end of the 13th five-year plan, the scale of intercity and municipal (suburban)
railways should reach about 2,000 km. The 13th five-year plan on the development
of modern comprehensive transportation system once again emphasizes the pro-
motion of intercity railway construction, pointing out that the investment of
intercity railway construction will be further increased. In particular, the con-
struction progress of intercity railway network will be promoted in
Beijing-Tianjin-Hebei Region, Yangtze river delta, pearl river delta and other urban
agglomerations. At present, China’s “four vertical and four horizontal” high-speed
railway network has been built and put into operation ahead of schedule, and the
major heavy and large trunk lines have been basically completed. However, the
“capillary lines” connecting these heavy and large trunk lines, namely the intercity
high-speed railway network of local governments, still need to be improved.
Therefore, the intercity railway market contains huge development opportunities.

Due to the increasing construction debt pressure of local governments, the
government actively encourages private capital to participate in infrastructure
construction. PPP mode has been rapidly developed in the field of infrastructure
construction in China. In particular, the construction of intercity railway has the
characteristics of huge investment and long payback period, which challenges the
ability of local government and general railway to raise funds. In 2015, the gov-
ernment issued “on further encourage and expand the private sector invested in the
construction of railway implementation opinion”, it indicates that the government
encourage and attract private capital into the inter-city railway. On the one hand,
this can reduce the pressure of public sector fund, on the other hand, the reasonable
interests of the private sector can also be through cooperation [1]. However,
infrastructure projects financed by PPP often have the characteristics of huge
investment, long contract period and imperfect contracts, which makes the partic-
ipants of PPP projects face more risk [2]. Furthermore, an unreasonable risk sharing
plan will lead to the increase of project cost, stagnation of cooperation and other
adverse consequences [3]. Therefore, a reasonable risk sharing plan is of great
importance to the public sector and private sector.
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1.2 Literature Review

Through a review of a large number of literatures, it can be seen that from 1998 to
now, research on PPP mode has been gradually heating up [4]. Risk sharing has
always been one of the hot issues in PPP project research. A number of scholars at
home and abroad have conducted relevant studies on risk allocation in the field of
infrastructure construction. In recent years, PPP financing mode has increasingly
become a hot topic in the academic circle, and some scholars have made further
analysis on the risk sharing in infrastructure construction projects of PPP financing
mode. According to the survey by Bing and Akintoye [5], the macro and micro
risks of PPP projects in the UK are shared by the public sector or both, while the
rest risks are mostly borne by the private sector. Jin [6] applied fuzzy neural
network method to predict and evaluate the advantages and disadvantages of risk
sharing strategies. Li [7] applied Bayesian posterior probability to deduce the
qualitative risk sharing model, which is used to distribute the risk responsibility
between the government and the private sector. Liu et al. [8] believed that the total
project cost was closely related to the risks undertaken by the private sector, and the
risk sharing ratio between the government and the private sector should be changed
within a certain range, so as to achieve the highest efficiency and lowest cost of the
project. Zhou [9] regarded the negotiation process of risk sharing between gov-
ernment and private sector in PPP projects as a bargaining game. He believed that
the earlier the participants acted or the higher the discount rate, the more dominant
they were in the game and the less risk they took. Liu et al. [10] believed that the
status of the public sector and the private sector was unequal. They applied bar-
gaining game to conclude that the risk sharing ratio of PPP projects was related to
the negotiation loss coefficient of both parties. The more the participants learn about
each other’s information, the lower the negotiation loss. Chu [11] obtained the
primary risk allocation of the public and private sectors according to the interval
fuzzy shapely value, and then analyzed the impact of different factors on risk
sharing by using ANP to obtain a more reasonable share ratio. He et al. [12] used
the stochastic cooperative game model to deduce the best cooperative game model
of risk sharing between the government and the private sector in PPP projects. Liu
et al. [13] constructed the best risk sharing model between government departments
and private enterprises based on the random cooperative game theory for PPP
projects in the field of water conservancy construction in China. Li et al. [14]
discussed the risk allocation of both parties involved in PPP projects under
incomplete information symmetry. Zhao et al. [15] divided risk bearing subjects
into single subjects and co-subjects for PPP mode intercity railway projects, and
deduced a reward and punishment function to encourage the government and pri-
vate enterprises to strengthen risk control.
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1.3 Research Significance

Although domestic and foreign scholars have carried out in-depth and detailed
studies on the risk sharing of PPP projects. There are relatively few research results
on the risk sharing of China’s intercity railway PPP projects, and most of the studies
believe that the two parties involved are opposites, failing to consider that the two
parties can reduce the project risk loss by transferring risks through cooperation.
Based on the theory of stochastic cooperative game, this paper holds that risks can
be transferred between the two parties involved, and improves the model by
combining the risk utility function and the actual situation of the participants. Then,
it establishes the risk sharing model for the PPP project of intercity railway, and
determines the optimal risk sharing ratio between the public sector and private
sector. In addition, according to the research conclusion and combined with the
difficulties of risk sharing implementation in the field of intercity railway PPP
projects in China, relevant Suggestions are put forward to provide certain theo-
retical basis and reference significance for the risk management of the participants
of intercity railway PPP projects, which is conducive to the healthy development of
intercity railway PPP projects in China.

2 Random Cooperative Game Model

2.1 Model Hypothesis

Cooperative game theory has been widely used in the distribution of costs and
benefits of political and commercial cooperation. However, it can be affected by
some uncertain factors in practical projects, costs and benefits are often not fixed.
Hence, the traditional cooperative game theory is no longer applicable. Charnes and
Granot [16] put forward the stochastic cooperative game theory with stochastic
payment characteristics, and then Suijs and Borm [17] further improved the
stochastic cooperative game model.

The stochastic cooperative game of intercity railway PPP project is represented
by (1), where “N” represents the finite membership set of all participating members
of the intercity railway PPP project, “L” represents a certain alliance, “h” represents
the alliance set composed of finite members, and “R(L)” represents the alliance L’s
non-negative random income, “i” indicates a participating member, “pi 2 L”
indicates that member i allocates coefficients in alliance L, and distribution income
is that pi � R Lð Þ indicates the income earned by participating member i in alliance
L. “A” and “B” represent two different alliance structures. “A �i B” means that
i members are more inclined to choose class A alliances than class B alliances;
“A �i B” indicates that i members choose class B alliances is tantamount to
selecting class A alliances. The PPP project of the intercity railway satisfies the
premise of the stochastic cooperative game, as follows:
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Hypothesis 1: all participants are rational people.
Hypothesis 2: income distribution of intercity railway PPP project alliance is

effective distribution,
P

i2N pi ¼ 1.
Hypothesis 3: The public sector and private sector in the intercity railway PPP

project are risk averse, and its expected utility is represented by E ui tð Þð Þ (the
random benefit brought by the risk indicated by Wi, and Wi is greater than E ui tð Þð Þ,
ie participant i would rather give up random gain Wi, and get the expected utility
E ui tð Þð Þ. The risk expectation utility function is ui tð Þ ¼ e�rit, the risk expectation
utility function is a decreasing function, “ri” represents the degree of risk aversion
of participating members i, and the greater the ri, the more disgusted the member is
towards risk.

Hypothesis 4: Any participating member i has a desired preference, that is,
member i tends to select a federation with a large expected return, where the
expected return is expressed by the expected utility. That is, if and only if
E ui Að Þð Þ�E ui Bð Þð Þ, then A �i B.

s ¼ ðN; R Lð Þf gL2h; A �i Bf gi2N ð1Þ

2.2 Shapley Value of Public Sector and Private Sector

The Shapley value was proposed by Shapley in 1953 and was used to solve the
distribution of income for political and business alliances. Under the premise that
the alliance participants are rational people, Shapley believes that the income
should match the contribution, so the Shapley value represents the expected value
of the marginal contribution to the alliance. The Shapley value represents “Eq. 2”,
where |L| represents the number of participants participating in Alliance L, and the
coefficient x(/L/) is the weighting factor, R(L) is the overall benefit of Union L, and
R L=ið Þ is the Union L exclusion participation. The total return after
i. R Lð Þ � R L=ið Þ is the marginal contribution of participant i to cooperative alliance
L, and the dictionary order of alliances including participant i can be n!, and the
order of L/i and h/L is (n − |L|)!(|L| − 1)!, the probability that the alliance L appears
is shown in “Eq. (3)”.

ui ¼
X
L2 h

x Lj jð Þ R Lð Þ � R L=ið Þ½ � ð2Þ

x Lj jð Þ ¼ n� Lj jð Þ! Lj j � 1ð Þ!
n!

ð3Þ

ui ¼
1
n!

X
e
Q

N

eei Nð Þ

2
64

3
75R Nð Þ ð4Þ
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The theorem proposed by Timmer [17]: there is a strictly monotonically
increasing continuous function f : X ! Xv, and if and only if x1 � x2, f x1ð Þ �
R Að Þ �i f x2ð Þ � R Bð Þ is obtained (where X ! Xv represents the mapping of X to
Xv, and x1; x2 2 X, f x1ð Þ; f x2ð Þ 2 Xv). At this time, the participating members i tend
to choose a higher-yielding alliance. There is a transfer function (h a; bð Þ : t ! TÞ
between the two random federations (A and B), such that A �i h A;Bð ÞB. That is, the
existence of a conversion function can make the A alliance the same as the
B alliance. Let f x1 ¼ x=EðuiR Að Þð Þ, therefore, convert the coefficient
hi A;Bð Þ ¼ f x2ð Þ=f x1ð Þ ¼ EðuiR Að Þ=EðuiR Bð Þ, that is, by increasing the conversion
coefficient, the expected utility of the two alliances A and B is the same. The major
alliance of the public sector and private sector is denoted by N. By definition, the
number of participants in the alliance is n, that is Nj j ¼ n, x Lj jð Þ ¼ 1=n!. And the
Shapley value of the stochastic cooperative game of the intercity railway PPP
project can be further derived:

Where e
Q

N represents a dictionary order of major league N,
eei Nð Þ ¼ hi d

e
i ;R Nð Þ� �

, and dei represents the marginal contribution of participating
member i in the case of dictionary sorting e (see Eq. (5) for detail).

dei ¼ 1�
Xi� 1

k¼ 1

hk dek;R Leð Þ� �
R Leð Þ

" #
ð5Þ

Le ¼ 1; 2; 3 � � � ið Þ

The PPP project of intercity railway involves the participation of public sector
and private sector. The grand alliance of public sector and private sector is N, and
the number of participants is 2. According to (4), the Shapley values of public
sector and private sector are (6) and (7):

x1 ¼ 1
2
h1 R 1ð Þ;R Nð Þð Þþ 1� h2 R 2ð Þ;R Nð Þð Þð Þ½ �R Nð Þ ð6Þ

x2 ¼ 1
2
h2 R 2ð Þ;R Nð Þð Þþ 1� h1 R 1ð Þ;R Nð Þð Þð Þ½ �R Nð Þ ð7Þ

3 Optimal Risk Sharing Model

3.1 Model Construction

Suji et al. [16] concluded that there is a deterministic equivalence benefit ðpiÞ in the
stochastic cooperative game model represented by (1). This deterministic equiva-
lence benefit is no different from the expected utility of participant i. Here we think
that pi can replace Expected utility E u xið Þð Þ, then pi ¼ E xið Þ � 1

2 riVar xið Þ; E xið Þ
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represents the expectation of xi, Var xið Þ represents the variance of xi, and 1
2 riVar xið Þ

represents the risk premium of participant i. In the intercity railway PPP project, the
occurrence of risk will increase the project cost, and the corresponding project
income will decrease, so the risk can be regarded as the negative influencing factor
of the participant’s income. Determine the conversion factor by determining the
pricing function:

hi R x1ð Þ;R x2ð Þð Þ ¼ E x1ð Þ � 1
2 riVar x1ð Þ

E x2ð Þ � 1
2 riVar x2ð Þ ð8Þ

Because participants have different risk attitudes, participants will bear different
proportions of risks according to their risk aversion, that is, each participant will
have a risk transfer, so that the total project revenue will be maximized through
cooperation. Therefore, the Shapley value of the intercity railway PPP project is
further optimized here, the average weight 1

n!

� �
in (4) is replaced by the coefficient

vector p ¼ p1; p2; � � � ; pnf g, and P
i2N pi ¼ 1, the Shapley value of the optimized

public sector and private sector:

x1 ¼ p1h1 R 1ð Þ;R Nð Þð Þþ p2 1� h2 R 2ð Þ;R Nð Þð Þð Þ½ �R Nð Þ ð9Þ

x2 ¼ p2h2 R 2ð Þ;R Nð Þð Þþ p1 1� h1 R 1ð Þ;R Nð Þð Þð Þ½ �R Nð Þ ð10Þ

(note: For the sake of convenience, use “h1” instead of “h1 R 1ð Þ;R Nð Þð Þ”, use
“h2” instead of “h2 R 2ð Þ;R Nð Þð Þ)”.

Since Shapley value is a function of, it can be seen from the deterministic
equivalent function that the risk premium is a function of, this paper maximizes the
benefits by determining the optimal risk sharing proportion value of each partici-
pant, which can be expressed as:

p� ¼ arg
Xn
i¼1

pi xið Þ ! max

" #
ð11Þ

Equation (5) and (6) can be substituted into: E x1ð ÞþE x2Þ ¼ p1h1 þ½ð
p2 1� h2ð Þ�E Nð Þþ p2h2 þ p1 1� h1ð Þ½ �E Nð ÞÞ ¼ E Nð Þ, since the sum of E x1ð Þ and
E x2ð Þ is a fixed constant value, it can be converted into the solution of the overall
deterministic equivalent optimization to the solution of the minimum overall risk
premium. The optimization model is expressed as follows:

minf ¼ 1
2
r1Var x1ð Þþ 1

2
r2Var x2ð Þ

p1 þ p2 ¼ 1 ð12Þ
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3.2 Model Solution

Use Lagrange equation to solve p�1, p�2, the equation is L ¼ 1
2 r1Var x1ð Þþ

1
2 r2Var x2ð Þþ k 1� p1 � p2ð Þ, and the variance relationship D aXð Þ ¼ a2D Xð Þ and
“(6) and (7)” can be obtained [18]:

L ¼ 1
2
r1 p1h1 þ p2 1� h2ð Þð Þ2r2 Nð Þ
h i

þ 1
2
r2 p2h2 þ p1 1� h1ð Þð Þ2r2 Nð Þ
h i

þ k 1� p1 � p2ð Þ
ð13Þ

(note: where r2ðNÞ denotes the variance of N in major league).
For the Lagrangian function of the above construction, a first-order partial

derivative is obtained for p1, p2, k, respectively, and the first-order partial derivative
is equal to zero, and the following three equations are obtained:

@L
@p1

¼ r1p1h
2
1 þ r2p1 1� h1ð Þ2 þ r1p2h1 1� h2ð Þþ r2p2h2 1� h1ð Þ

h i
r2 Nð Þ � k ¼ 0

@L
@p2

¼ r2p2h
2
2 þ r1p2 1� h2ð Þ2 þ r1p1h2 1� h1ð Þþ r2p1h2 1� h1ð Þ

h i
r2 Nð Þ � k ¼ 0

@L
@k

¼ 1� p1 � p2 ¼ 0 ð14Þ

The solution of the equation is p�1 ¼ a2�a3
a1 þ a2�2a3

, p�2 ¼ a1�a3
a1 þ a2�2a3

, k ¼ a1a2�a23
a1 þ a2�2a3

.

ða1 ¼ r1h21 þ r1 1� h1ð Þ2
h i

r2 Nð Þ; a2 ¼ r2h22 þ r1 1� h2ð Þ2
h i

r2 Nð Þ; a3 ¼ r1h1 1� h2ð Þþ½
r2h2 1� h1ð Þ2�r2 Nð Þ; and, a1a2 6¼ 1

2Þ
In the actual PPP infrastructure projects, the public sector and private sector are

not equally risky. The two sides often coordinate and share the risks through
negotiation. The final results of this model p�1 and p�2 determine the optimal sharing
ratio of the two parties and realize the income. Maximize and minimize risk. The
p1�; p2�ð ÞT threshold is 0; 1ð ÞT or 1; 0ð ÞT , that is the risk is borne by one party
alone.

4 Case Analysis

In the 13th five-year plan of rail transit development of A province released by A
province in 2,016, A province proposed to build an intercity railway from a city to b
city. Through calculation, it is known that the investment of this intercity railway is
12.6 billion yuan. If the traditional financing mode is adopted and the construction
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is based on the China Railway Crop and local government appropriation, it can be
calculated by relevant departments that the payback period of the investment of this
intercity railway is 30 years. By the end of the payback period, the income of the
public sector follows the normal distribution R 1ð Þ	N 12:6; 2:0ð Þ. Because of
public sector’s high debt ratio, the project construction through bank loans as a way
to raise funds need. However, this will further increase public sector debt. The
public sector will need to bear all additional interest on loans. Therefore, the public
sector want to take the PPP mode and introduce private sector (construction
enterprise M) to share the construction costs of the inter-city railway. According to
the calculation, when construction enterprise M does not participate in the invest-
ment, the income follows the normal distribution R 2ð Þ	N 8:8; 1:2ð Þ; However, the
PPP financial commitment of the public sector will be the increasing income of
construction enterprise M, so it is willing to choose cooperation and uses PPP mode
to undertake the construction of this intercity railway. The calculation results of
relevant departments show that the total project income is greater than the sum of
the two incomes in the absence of cooperation when PPP mode is adopted, and the
total cooperative income obey a normal distribution: R Nð Þ	N 25:2; 4:8ð Þ. By
comparison, the public sector is more risk resistant than the construction enterprise
M due to its relatively abundant capital. After analysis and calculation, the risk
aversion coefficients of the public sector is 1.2 ðr1 ¼ 1:2Þ, and the risk aversion
coefficients of the private sector is 1.5 ððr2 ¼ 1:5ÞÞ. Both are risk averse.

Then, the above risk sharing model is applied for calculation and analysis, the
optimal risk sharing ratio between the two parties can be obtained:
p1�; p2�ð ÞT¼ 0:60; 0:40ð ÞT . It can be shown that the share ratio of the public sector
is higher than that of private sector. The risk premium is obtained under the optimal
sharing ratio: 0:90; 0:70ð ÞT , while another risk premium is obtained according to the
not optimized Shapley value: 1:00; 0:71ð ÞT . It can be shown that the risk premium
of both sides decreases under the optimal sharing ratio, and the total risk premium
also decreases. The deterministic equivalent is 13:36; 10:13ð ÞT , when the risks are
equally shared, while the deterministic equivalent is 13:16; 10:43ð ÞT by applying
the optimal allocation proportion model. It can be seen that the total certainty
equivalent increased by 10 million RMB. Through the risk transfer, the deter-
ministic equivalent of public sector drops, but the deterministic equivalent of pri-
vate sector increases. Private sector needs to pay the public sector a certain amount
of risk sharing compensation cost, so that the public sector is willing to bear more
risks. It can be seen that as long as the private sector is willing to pay the fee of 20
million, the public sector will bear the risk of 10%, while the private sector gains 30
million.

The Risk Sharing of Inter-city Railway PPP Project in China 9



5 Suggestions

It can be seen from the above research results that the risk sharing ratio of intercity
railway PPP project is optimal, which minimizes the overall risk cost and maxi-
mizes the total benefit value. However, due to the opportunistic behaviors of par-
ticipants and other reasons, the two parties do not share risks in accordance with the
optimal proportion, so the optimal effect of risk sharing cannot be achieved [19,
20]. Therefore, relevant suggestions are proposed from the perspectives of the
country, private sector and public sector to urge participants to share risks in an
optimal proportion and achieve the maximum overall benefits.

5.1 Suggestions for Country

The state should give full play to its macro-control role, and encourage the public
sector and private sector involved in the PPP project of intercity railway to share
risks reasonably through law. The state should pay attention to legislation and law
enforcement to carry out macro-control on risk sharing of PPP project of inter-city
railway through law. Legislation is the premise. After the improvement of relevant
laws, laws should be taken as the starting point to regulate the risk management
behaviors of both parties involved.

(1) The state should improve the legal system and implement special laws. The
premise of promoting the public sector and private sector that participate in the
PPP project of intercity railway to share risks reasonably through law is that
there is a law to follow. In recent years, PPP mode has been developing
rapidly in China, but the legislation development process of PPP project is
relatively slow, which is also a weak link in the development process of PPP
mode in China. Although, the state has been promoting the legislation of PPP
projects in infrastructure and public service sectors, and has made some
achievements. However, the law is still not unified, contradictory, incomplete,
difficult to implement and other problems. For example, the definition of PPP
project has not been unified so far; The definition of private sector is incon-
sistent with the general guide to contracts for government-private partnership
projects issued by the national development and Reform commission and the
PPP project contract operation guide issued by the ministry of finance. The
latter explicitly excludes issues such as local government financing platforms
and state-owned enterprises. Therefore, it is suggested to improve the legal
framework, eliminate contradictions and strictly define important concepts. In
addition, the state should further refine the PPP special law and promote the
implementation of the special law, so that the development of PPP projects has
laws to follow.
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(2) The state should take law as the starting point to regulate the reasonable risks
of participants. At present, China’s PPP projects have a series of problems
such as unreasonable risk sharing and government dishonesty. On the basis of
establishing and improving the PPP project law, the state should take the law
as the starting point, regulate the participation behavior of the government and
private sector, reduce the abnormal termination of the project, and promote the
healthy development of the PPP project. For example, on the one hand, leg-
islation is passed to require the government to reasonably share risks and
improve the government’s credit. On the other hand, in the project in-depth
verification of private sector’s economic strength, according to the actual
situation of private sector, reasonable allocation of risk.

5.2 Suggestions for Private Sector

Private sector should attach importance to risk management and establish a sci-
entific and reasonable risk sharing mechanism. Risk sharing has always been a hot
topic in academic circles, and many scholars agree that reasonable risk sharing is
the key to the success of PPP projects [21]. Participants of intercity railway PPP
project should attach importance to risk management, deeply analyze the risks
existing in the forecast project, do the risk prediction work well in the early stage,
and on this basis, formulate complete risk response strategies, including a series of
measures such as risk retention, risk transfer, risk avoidance and risk reduction. In
addition, private sector should communicate actively with the public sector on the
risk sharing of the PPP project of intercity railway for many times, and formulated
the risk sharing plan with the public sector scientifically, reasonably and fairly
according to the construction characteristics of the project.

5.3 Suggestions for Public Sector

Public sector should bear risks reasonably and attach importance to government
credit. For the problem of risk sharing, the government should reasonably bear
some risks to ensure the fairness of the risk sharing mechanism. In PPP projects,
government dishonesty is a common risk, which is one of the important reasons for
the abnormal termination of PPP projects. There are many cases of project failure
caused by government dishonesty at home and abroad. For example, as the earliest
London subway in operation in the world, the old lines and equipment were
updated by PPP mode, and the enterprise went bankrupt due to the government’s
withdrawal of 10% subsidy promise. The reason why the government breaks its
promise is that the government takes too much risk because of the commitments it
has made. In order to reduce the probability of abnormal termination of the project
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and promote the success of the project, the government should first ensure the
rationality of taking risks and not increase risks by over-promising. Secondly,
public sector should attach importance to credit and insist on fulfilling
commitments.

6 Conclusion

It can be revealed from the relevant plans issued in recent years that the Chinese
government will promote the construction of intercity railway in the next few years,
and the government encourages private sector to participate in the construction of
intercity railway. This article, the following results of inter-city railway PPP project
risk allocation problem in China, provides a new way of thinking: Firstly, the
optimal risk allocation model is got. The calculating formula of the optimal pro-
portion is put forward, it helps to reduce the risk of loss of the inter-city railway
PPP projects in China and improves the profit. Secondly, the optimized Shapely
value is obtained through this model, it can be applied to formulate the benefit
distribution scheme of in the PPP project of intercity railway in the future.
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The Block-Wise Adaptive Modulation
Technique for Frequency-Selective
Fading Channels

Yupeng Bao and Yanfei Lu

Abstract Orthogonal frequency division multiplexing (OFDM) technology has the
advantages of high frequency band utilization and resistance to frequency selective
fading. However, when using high-order modulation for symbol transmission,
interference and fading in the channel can significantly degrade system perfor-
mance. This paper designs a subcarrier-block based adaptive modulation technique
in OFDM Systems, and it uses the data structure of the 802.16d protocol to transmit
the result of the link state analysis at the receiving end to the transmitting end
through the feedback link for adjusting the subcarrier block used for the next
transmission. The simulation results show that the adaptive OFDM system based on
the subcarrier block has a lower bit error rate than the ordinary OFDM system in the
frequency selective fading channel. At the same time, the system performance is
better than that of the ordinary OFDM system when moving at high speed and
increasing the Doppler shift.

Keywords Orthogonal frequency division multiplexing � Subcarrier block �
Frequency selective fading � Adaptive modulation

1 Introduction

Adaptive technology was first proposed in the 1960s, but was ignored at the time
due to backward hardware conditions. In the 1990s, communications systems and
digital signal processing technologies developed rapidly, and the application of
Orthogonal frequency division multiplexing (OFDM) technology became increas-
ingly widespread. Adaptive algorithms were gradually gaining importance [1]. The
fundamental idea of adaptive technology is to make the transmission scheme match
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the channel as much as possible by properly adjusting and utilizing various
parameters and resources when the transmitter knows some form of channel
information [2].

In recent years, mobile communications have been continuously developed,
while wireless services have been continuously increased, and high-speed and
reliable data transmission has gradually become the goal and requirement of
wireless communications [3]. The adaptive modulation technique dynamically
allocates different transmission information bits and transmission power to sub-
carriers according to the instantaneous state information of the channel. When the
channel state is good, the subcarrier adopts high-order modulation to increase the
throughput of the system. Otherwise, the subcarrier will adopt low-order modula-
tion to ensure system reliability [4]. In practice, the corresponding relationship
between SNR and BER or SNR and system throughput will be established.
According to the estimation of channel transmission quality, the optimal modula-
tion and coding scheme will be selected [5]. Combining OFDM technology with
adaptive modulation technology can significantly improve system performance. At
present, typical adaptive modulation coding schemes are as follows. Water injection
algorithm is not feasible in a practical system [6]. In reference [7], the proposed
adaptive modulation algorithm makes it much easier to implement in hardware.
Reference [8] makes full use of the channel capacity of the system under the
condition of ensuring the BER performance of the system. The computational
complexity of the algorithm is relatively low, and the information transmission rate
of the system is improved at the same time. In reference [9], it reduces the com-
putational complexity and enhances the real-time performance of the system.
Reference [10] divides adjacent subcarriers into groups and uses the same modu-
lation mode, which further reduces the computational complexity of the algorithm.
However, these algorithms have the disadvantages of a large amount of calculation
and a lot of feedback information [11].

Unlike the problems mentioned above, to make full use of the resources of the
OFDM system to achieve the best match between the transmission rate and
transmission reliability of the system, this paper introduces an adaptive transmission
technology with low complexity, accurate estimation results and fewer iterations.
Besides, a cross-layer sensing model is established through the joint Media Access
Control layer (MAC), and channel state information is feedback through the
cross-layer transmission. Based on this information, the transmitter can adjust the
modulation mode used in each subcarrier block timely to minimize the bit error rate
of the subcarrier block in the area of serious interference and deep fading, reduce
the impact on data transmission, minimize the bit error rate and improve the
transmission efficiency.
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2 System Introduction and Algorithm Description

2.1 System Introduction

Figure 1 is the structure of the subcarrier adaptive modulation OFDM system. As
can be seen from the figure, after the data is encoded at the transmitting end, it
enters the subcarrier adaptive modulation module to allocate the modulation mode.
Here, the corresponding modulation mode is allocated for each subcarrier according
to the channel estimation result at the time of the last data transmission. After that,
the data enters the IFFT module and becomes the data in the time domain and adds
the cyclic prefix (CP), and then enters the wireless channel for transmission. At the
same time, the anti-Doppler shift interference performance of the system can be
verified by changing the motion rate parameter in the channel. At the receiving end,
after removing the CP, the data from the FFT are equalized by the preamble data,
and then the data from the FFT will enter the Error Vector Magnitude
(EVM) module for signal quality estimation. The result of channel estimation
serves as the basis for allocating modulation modes for each subcarrier block in the
next transmission of data. Next, the receiving end acquires the transmitting
parameters of the transmitting end through the link state analysis (LQA) module,
thereby determining the modulation mode used by each subcarrier block, so that the
demodulation module can correctly demodulate the data of each subcarrier. Finally,
restore the original data by decoding.

Fig. 1 Adaptive OFDM system structure diagram
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2.2 Algorithm Description

Assume that all subcarriers in the system are divided into N blocks. The system
assumes that each subcarrier can use the following three modulation modes
according to channel conditions for each transmission: QPSK, 16QAM, 64QAM.
Then the use of the subcarrier block can be described by the quaternary vector
k ¼ k1; k2; . . .; kM½ �, where k1 � � � kM can be 3, 2, 1, 0. Reference numeral 3 indi-
cates that the modulation mode used by the subcarrier block is 64QAM, the same 2
represents 16QAM, 1 represents QPSK, and 0 represents no data transmission. The
initial state can set all kt¼1, t 2 1; 2; . . .;M½ �, this does not affect the result. There
are various parameters for characterizing the transmission quality of the channel.
The system uses the EVM value of the subcarrier modulation signal [12].

For an ideal constellation, the number of levels along the in-phase or quadrature
axis is expressed as: n ¼ ffiffiffiffi

N
p

. For example, since N = 16 for 16QAM, there are four
symbol levels (n = 4) for both the in-phase and quadrature axes. The integer
coordinate of the ideal constellation point for each symbol can be expressed as:

Cideal;pq ¼ CI;ideal;pq þCQ;ideal;pq

¼ 2p� 1� nð Þþ j 2q� 1� nð Þ ð1Þ

Where 1� p� n; 1� q� n.
The EVM value is the proximity of the I, Q component of the received mod-

ulated signal to the ideal signal component. To calculate the EVM value, we must
compare the symbol values in the ideal constellation with the actual measured
values.

In the measured case, calculate the total power of all symbols in the constellation
within a given frame length:

PV ¼
XT
r¼1

ðVI;meas;rÞ2 þðVQ;meas;rÞ2
h i

ð2Þ

Where VI;meas;r and VQ;meas;r are the root mean square values of the in-phase
component and the quadrature component of the actual measured symbol value,
respectively, T is the total number of symbols, generally T � N. Determine the
normalized scale factor according to PV :

Ameasj j ¼
ffiffiffiffiffiffiffiffiffiffiffi
1

PV=T

s
ð3Þ

Ideally, calculate the sum of the squares of all the symbols in the constellation:
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PC ¼ Pn
p¼1

Pn
q¼1

CI;ideal;pq
� �2 þ CQ;ideal;pq

� �2� �" #

¼ Pn
p¼1

Pn
q¼1

2p� 1� nð Þ2 þ 2q� 1� nð Þ2
� �" # ð4Þ

Determine the normalized scale factor of the ideal symbol according to (4):

Aidealj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1

PC=N

s
ð5Þ

The estimated EVM can be expressed as:

EVMRMS ¼

1
T

PT
r¼1

VI � Ameasj jj j � CI � Aidealj j2
� �

PS;avg

þ
1
T

PT
r¼1

VQ � Ameasj j�� ��� CQ � Aidealj j2
� �

PS;avg

2
66666664

3
77777775

1
2

ð6Þ

Where the PS;avg expression is:

PS;avg ¼ 1
N

Xn
p¼1

Xn
q¼1

2p� 1� nð Þ2 Aidealj j2
� �

þ
Xn
q¼1

2q� 1� nð Þ2 Aidealj j2
� �

2
66664

3
77775 ð7Þ

The algorithm uses the threshold setting method to evaluate the quality of the
received data on the M-subcarriers. The smaller the value of the EVM, the closer
the observation point is to the standard modulation point, and the smaller the
deviation, the better the signal quality. The EVM vector is represented as
q¼ q1; q2; . . .; qM½ �, Threshold range set according to EVM value: qk 2 0; 1; 2; 3½ �,
k 2 1; 2; . . .;M½ �. After obtaining the subscript K of each subcarrier, it is transmitted
back to the transmitting end through the LQA, and the transmitting end allocates a
corresponding modulation mode according to the condition of each subcarrier in the
next transmission. As shown in Fig. 2, in the actual engineering application, the
feedback link requires a MAC layer for coordination. The physical layer at the
receiving end reports the channel information to the MAC layer, and the MAC layer
aggregates the channel state information. Then send the physical layer to the
transmitter. The physical layer of the receiving end reports the channel information
to the MAC layer, and the MAC layer aggregates the channel state information and
sends it to the physical layer of the transmitting end.
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3 Algorithm Performance Analysis

3.1 Complexity Analysis

Low complexity algorithms are practical and easy to implement and can improve
communication efficiency. The EVM calculation method mentioned in II is more
complicated in practical applications. This value is a measure of how close the I and
Q components of the received modulated signal are to the ideal signal component.
The result can be reduced to the ratio of the root mean square of the average power
of the error vector signal to the root mean square of the ideal signal:

EVM ¼
1
T

PT
r¼1

Sideal;r � Smeas;r
�� ��2
1
T

PT
r¼1

Sideal;r
�� ��2

2
6664

3
7775
2

ð8Þ

Where Sideal;r represents the ideal constellation point coordinates of the received
symbol labeled r, and Smeas;r represents the measured constellation point coordi-
nates of the received symbol labeled r. For QPSK, 16QAM and 64QAM modu-

lation modes, the power Sideal;r
�� ��2 of the modulation signal corresponding to each

Fig. 2 Cross-layer adaptive
system structure diagram
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constellation point is different. However, in this system, the number of received
symbols T is large enough (each OFDM symbol contains 192 subcarrier symbols
and at least 8 OFDM symbols per burst), and the signal is random. The number of
modulations to the constellation points is similar, and the power of the three
modulation methods at the transmitting end is normalized. Therefore, the average
power of the ideal signals at the receiving end is the same. Therefore, only the
average power of the error vector signal can be calculated instead of EVM, sim-
plifying the calculation and reducing the implementation complexity. So only two
additions (subtractions), one addition and two squares are needed in EVM calcu-
lation. The calculation results show that the algorithm has a lower complexity.

3.2 Simulation Analysis

According to the principle of block-wise adaptive OFDM (BA-OFDM) system, we
simulated it in the software of MATLAB, analyzed the performance of frequency
selective channel, and adjusted the motion rate to change the anti-jamming per-
formance of Doppler frequency shift verification system. System simulation
parameters are shown in the Table 1.

Figure 3 and Fig. 4 compare the performance curves of OFDM over AWGN
channel and frequency selective channel using RS-CC coding. The modulation
modes of the two graphs are 16QAM and 64QAM. As can be seen from Fig. 3, the
performance of 16QAM modulation is better than that of frequency selective
channel in AWGN channel. In AWGN channel, the BER is less than 10−3 after
SNR is greater than 15 dB, while in frequency selective channel, the BER is less
than 10−3 after SNR is greater than 18 dB, in Fig. 4, the performance of 64QAM
modulation over AWGN channel is also better than that over frequency selective
channel. When the bit error rate is 10−3, the SNR required for the AWGN channel is
14 dB less than that for frequency selective channel. According to the above results,
the noise power of the two channels is the same, and the performance difference is

Table 1 Parameters of simulation

Number of subcarriers 256

Number of OFDM symbols 8

Coding type RS+CC

Coding rate 133/192

Modulate type QPSK 16QAM 64QAM

Carrier frequency 600 MHz

Sample rate 9 MHz

CP length 32

Channel type AWGN and Frequency Selective Channel

Number of subcarriers 256
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Fig. 3 BER of two channel conditions under 16QAM mode

Fig. 4 BER of two channel conditions under 64QAM mode
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only caused by the frequency selective fading of the channel. Therefore, it is
necessary to estimate the quality of each subcarrier, allocate appropriate modulation
modes for each subcarrier adaptively, and reduce the impact of frequency selective
fading on the signal.

Figure 5 , 6, 7 and 8 are performance comparison curves of BA-OFDM and
OFDM in frequency selective channels. Figure 5 and Fig. 6 are the error perfor-
mance comparison curves. As shown in Table 2, in practical applications, when the
EVM and SNR values meet the requirements, the high-order modulation method is
preferred. When SNR is less than 20 dB, OFDM uses 16QAM modulation mode,
while BA-OFDM adaptively uses QPSK modulation mode on subcarrier blocks
with poor quality according to EVM threshold. Therefore, the BER of OFDM is
less than 10−3 after the SNR is greater than 16 dB, and OFDM can only be
achieved after the SNR is greater than 19 dB, similarly, when SNR is greater than
20 dB, OFDM uses 64QAM modulation mode, while BA-OFDM adaptively uses
64QAM, 16QAM or QPSK on different subcarrier blocks according to EVM
threshold. When the bit error rate is 10−3, the signal-to-noise ratio of BA-OFDM is
10 dB less than that of OFDM. Figure 7 and Fig. 8 show the performance
comparison between BA-OFDM and OFDM throughput. Because of the large
amount of data, the ordinate coordinates are expressed by the normalization method
on the premise that the transmitted data can be decoded correctly: KBA�OFDM ¼
BBA�OFDM=BAWGN , KFading ¼ BFading

�
BAWGN , where BBA�OFDM represents the

amount of data correctly transmitted in frequency-selective channels using adaptive
modulation based on subcarrier blocks. BAWGN represents the amount of data
correctly transmitted over an AWGN channel using a fixed modulation mode within

Fig. 5 BER performance in frequency selective channels ðSNR� 20 dBÞ
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Fig. 6 BER performance in frequency selective channels ðSNR� 20 dBÞ

Fig. 7 Throughput performance in frequency selective channels ðSNR� 20 dBÞ

Table 2 Threshold
parameters of BA-OFDM

Modulation EVM

64QAM EVM� 2

16QAM EVM� 5

QPSK All values

24 Y. Bao and Y. Lu



the SNR range. Similarly, BFading represents the amount of data correctly trans-
mitted by a fixed modulation mode in the SNR range over frequency-selective
channels. As can be seen from these figures that the performance of BA-OFDM is
better than that of OFDM in a frequency selective channel. Therefore, BA-OFDM
can estimate the quality of each subcarrier well in one frame, select the best quality
subcarrier block to use high order modulation, and select the bad quality subcarrier
block to use low order modulation. The above can conclude that BA-OFDM has a
better performance against frequency selective fading.

Figure 9 and Fig. 10 are test results for increasing the Doppler shift. The method
of calculating Doppler shift in this paper is as follows: fd ¼ f

c 	 v	 cos h, Where f
is the carrier frequency, here set to 600 MHz, c is the electromagnetic wave
propagation speed, here is 3	 108 m/s, v represents the motion rate, set here as 0. It
can be seen from the BER curve of the two figures: Under the Doppler shift
interference with a motion rate of 300 km/h, the performance of BA-OFDM is the
same as that of frequency selective channel OFDM. This phenomenon occurs
because the motion rate is too fast and the channel time becomes strong, which
causes the feedback channel state information to be unable to estimate the quality of
the next channel. At this time, the adaptive modulation based on subcarrier is no
longer applicable.

As can be seen from Fig. 9, the performance of BA-OFDM is better than that of
ordinary OFDM when the SNR is less than 20 dB. At the rate of 200 km/h, the
performance gain of at least 1 dB is obtained at the bit error rate of 10−3, and at the
rate of 100 km/h, the performance gain of at least 2 dB is obtained at the bit error
rate of 10−3. As can be seen from Fig. 10, when SNR is greater than 20 dB, the

Fig. 8 Throughput performance in frequency selective channels ðSNR� 20 dBÞ
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Fig. 9 BA-OFDM test results at different motion rates ðSNR� 20 dBÞ

Fig. 10 BA-OFDM test results at different motion rates ðSNR� 20 dBÞ
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performance of BA-OFDM is also better than that of ordinary OFDM. At the rate of
200 km/h, the performance gain of at least 4 dB is obtained at the bit error rate of
10−3, and at the rate of 100 km/h, the performance gain of at least 6 dB is obtained
at the bit error rate of 10−3.

4 Conclusion

To effectively enhance the system’s ability to resist frequency selective fading, this
paper introduces the OFDM subcarrier block adaptive modulation technology into
the physical layer of the system. By calculating the EVM value of each subcarrier
block at the receiving end, it allocates appropriate modulation modes to each
subcarrier block for minimizing the impact of interference and fading bands on it
and improving the bit error rate and throughput of the system. In the case of keeping
the original system complexity unchanged, it is only necessary to increase the EVM
calculation module and the channel information feedback module to effectively
function and obtain good performance gain. Compared with the common
non-adaptive OFDM technology, it effectively perceives the channel quality and
performs adaptive modulation on each subcarrier block, which improves the
transmission efficiency to a great extent. The simulation results show that
BA-OFDM technology possesses better error performance in the frequency selec-
tive fading channel than the OFDM system, and can improve system performance
within a certain range of motion rates. In the future of mobile communications, it
will become an effective means of adaptive transmission.
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Optimizing Retraining of Multiple
Recommendation Models

Michael Peran, Dan Augenstern, Josh Price, Rahul Nahar,
and Pankaj Srivastava

Abstract To increase recommendation accuracy we utilize multiple individual-item
models instead of a single multi-classification model. Retraining all multiple models
consumes significant time. To selectively retrain only models where new and his-
torical consumers differ, we estimate the distance between historical and new con-
sumers including both categorical and numerical consumer attributes to determine
when to retrain each of the recommendation models.

Keywords Recommender system � Retraining statistical models � Model
implementation

1 Introduction and Related Work

Our personalized recommendation engine is composed of multiple statistical
models selecting items that are most likely to be of interest to a particular consumer
by utilizing information known about this consumer. Such items can be travel
packages [1], retail products [2, 3], entertainment [4, 5], services, offers of
crowdsourcing jobs [6], learning activities like online or in-person courses [7],
games, restaurants, promotions, etc. offered by an organization to its consumers.
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The organization aspires to increase the number of consumed items by recom-
mending a few most relevant items personally selected for each consumer.

In our case, items are learning activities offered to consumers in a large orga-
nization. Given large scale of the data, we need effective ways to overcome resource
limitations. Some very similar items can be grouped together to be modelled as a
single item, e.g., utilizing their attributes [8] or natural language processing of their
descriptions [9]. Nevertheless, even after grouping items together we are dealing
with thousands (or tens of thousands) of items offered to hundreds of thousands or
millions of consumers.

Our approach is to train many individual-item models scoring consumer
propensity to act on an item. This solution differs from item association-rules models
and its enhancements like item-to-item collaborative filtering [2, 3, 5]. Our solution
also differs from multi-classification models that take all items’ and consumers’ data
as their input and from several other recommender systems, e.g. [7, 10].

To ensure our recommendations are the most accurate and relevant to each
consumer, we do not want to utilize sampling like e.g. [8] to reduce training time.
This means we utilize all available data within our time window. Since we utilize
each consumer’s attributes (and not only their consumption history) our solution
addresses cold start problem for consumers (but not for items) differently from [11].

Our solution works the best when many consumer attributes, e.g. their education,
years after graduation, business interests, etc. are either stored in an organization or are
explicitly shared by consumers with an organization to improve their personalized
recommendations. Such consumer data was not available in themost association rules
applications including item-to-item collaborative filtering recommender systems [2–
5].We hope that in the futuremore consumerswould bewilling to share their datawith
organizations, so a combination of our solution with item-to-item collaborative fil-
tering would further improve recommender systems.

In this paper we do not focus on what models or algorithms are optimal for
individual-item models. We utilize standard models readily available “of-the-shelf”.
The focus of this paper is on efficient ways to incorporate new consumer data by
retraining individual-item models.

The traditional recommendation models including our individual-item models
need to be retrained from time to time to promptly include new information about
consumers. The models we utilized do not allow uptraining, so retraining is our
only feasible option. We found that learning recommender systems benefit from
retraining and that retraining at fixed periods would not be enough unlike in other
recommender applications, e.g. [11]. An alternative solution instead of retraining
can be streaming clustering algorithms combining online-offline approaches [12,
13] that are trained practically constantly around the clock. Whereas such algo-
rithms show promising potential, they are not readily available to calculate
propensity to consume that is crucial in learning recommender systems and they
require significant computational resources. We did not try streaming clustering
partly to limit the load on our computing resources and partly to utilize only
standard readily available packages for our individual-item models.
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Due to limited resources our individual-item models are retrained only when
distances between historical and new consumers for this item are significant. There
are several algorithms, e.g. [14], to determine the distance between new consumers
and historical consumers. However, those algorithms are not fast enough for our
purpose of quickly estimating in real time whether to retrain a model. Moreover,
those algorithms deal with numerical attributes and well-defined distances, whereas
we need to consider both categorical and numerical consumer attributes.

This paper describes a fast method to determine whether the distance between
new and historical consumers warrants retraining some of our individual-item
models. This fast decision to retrain a model allows us to retrain each of our
individual-item models in ‘near’ real-time and makes our set of multiple
individual-item models superior to a single multiclassification model or
association-rules model both in terms of accuracy and in terms of retraining
efficiency.

2 Methods and Set-Up

We tried several approaches designing our recommendation engine that can be
broken down into a single multiclassification model or an association-rules model
vs. a set of multiple individual-item models. Both types of models were trained on
the same historical data of items consumption. About 30% of historical data were
set aside as test data and the remaining data were used for training.

A single multiclassification model as well as an association-rules model takes all
items as its input. Its output ranks items for each of the consumers by predicted
propensity to be consumed.

In contrast, a model set contains thousands of individual-item models. Each
individual-item model is trained for only one item to predict propensity of this item
to be consumed by each of the consumers. We score all consumers by each of
individual-item models. We recommend a few items personalized to each of the
consumers selecting items with the highest predicted propensity.

Multiclassification models we experimented with took about 3 to 5 h to train and
less than an hour to score all the consumers. Relatively short initial training time is
the advantage of those models vs. a set of several thousand individual-item models

It takes quite a long time to train a set of multiple individual-item models.
Depending on the number of consumers, amount of historical data, and computer
resources, it takes from 30 s to 300 s to train an individual-item model. Thus, it
takes up to several days to train 3,000 to 5,000 models. Even with significant
computer resources the training time might be quite long. If there are 120,000 items
and training a model for each item takes 180 s (3 min), then training models for all
items can last 2 full days even employing a feasible number of multi-threads and
multi-instances. (10 instances with 12 threads each would require 3,000 min = 50 h
to retrain all 120,000 models).

Optimizing Retraining of Multiple Recommendation Models 31



Out-of-sample validation revealed that the accuracy of a set of multiple
individual-item models was superior to multiclassification models. The drawback of
a long training time required for a set of multiple individual-item models is not a big
impediment since we need to train all models only once initially, when we set up
our recommendation models. After this long initial set-up, retraining of
individual-item models can be done in ‘near’ real time, less than 300 s to retrain a
model if, as shown in this paper, the models are retrained only when significant new
consumer information becomes available. Additional individual-item models with
large number of new consumers can be retrained from time to time even when the
distance between historical and new consumers is small. They retrain during lower
demand when less computer resources are utilized ensuring that all individual-item
models are up-to-date.

3 Experimental Results

We have applied the approach outlined above to develop a personalized learning
recommendation engine for a large organization.

Our set was composed of 2,500 individual-item models.
The initial training of the models took about 28 h. The individual-item models

were subsequently retrained when new consumers took online learning activities.
Retraining those individual-item models took about 2–4 h total over the course of
7 days.

Historical tests demonstrated that both a multi-classification model and an
association-rules model were inferior in accuracy to a set of multiple
individual-item models. Since initial training time was the only advantage of
multi-classification models, we decided to implement multiple individual-item
models and test them in real life vs. an existing (status quo, i.e. control)
association-rules model.

Consumers (users) from both control group and our proposed models group
were presented with personalized learning recommendations. When a consumer
took any action on one of these recommendations it was recorded as a successful
outcome.

A/B testing vs. control group during the first 3 months revealed that this set of
multiple individual-item models was superior to a status quo association-rules
model. A test example is shown in Fig. 1.

When a set of multiple individual-item models was implemented and demon-
strated its advantages, we had to consider options to minimize retraining time by
defining consumer features vector to estimate differences between new and his-
torical consumers.
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4 Mathematical Background

Let us consider a model utilizing both categorical and numerical attributes of
consumers as its inputs.

We define a numerical (i.e. quantitative) consumer feature vector as having each
possible value of categorical attributes. Its value is 1 if a consumer has this attribute
and 0 if a consumer does not have this attribute. (1 is if all attributes are equally
weighted). If an attribute has a higher weight w, the possible values are between 0
and w. Weights can be useful when model weights of attributes are known, or
weights can be defined based on business rules. Obviously, some categorical
attributes with too many possible values are to be grouped together to reduce
dimensionality. For example, instead of a consumer location name it is better to use
a larger geographic or administrative region, like province or time zone.

In addition, such consumer feature vector employs normalized numerical attri-
butes, i.e., a numerical attribute divided by maximum of this numerical attribute
among all historical consumers.

For example, let us assume a model utilizes the following categorical and
numerical attributes:

Consumer’s geography defined as a time zone with 4 possible values (tE, tC,
tM, tP).

Consumer’s laptop, tablet, or cellphone operating system with 4 possible values
(W = Windows, M = Mac, A = Android, I = iOS).

Consumer’s years after high-school graduation ~Y is a numerical (i.e. quantita-
tive) attribute with continuous values.

Assuming all consumers are high school graduates, and the maximum value is
60 years, our feature vector component Y is normalized as either (1) or (2).

If the “years after high school” attribute is equally weighted with other attributes

Fig. 1 A/B testing of online user actions
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Y ¼ ~Y=60 ð1Þ

If the “years after high school” attribute ~Y is weighted 2 times more than other
attributes

Y ¼ 2 � ~Y=60 ¼ ~Y=30 ð2Þ

In the example above the dimensionality J of our consumer feature vector ~C is

J ¼ 4þ 4þ 1 ¼ 9 ð3Þ

~C ¼ tE; tC; tM; tP;W ;M;A; I; Yð Þ ð4Þ

Let’s continue our example giving a few more scenarios.
If all weights are equal and a consumer is in time zone E, her operating system is

A = Android, and she is 12 years after high school graduation (12/60 = 0.2) then

~C ¼ ðtE ¼ 1; tC ¼ 0; tM ¼ 0; tP ¼ 0;W ¼ 0;M ¼ 0;
A ¼ 1; I ¼ 0; Y ¼ 0:2Þ ð5Þ

If consumer’s operating system is weighted 3 times more than other attributes,
then for the same consumer in time zone E with her operating system A = Android,
and 12 years after high school graduation (12/60 = 0.2) we obtain

~C ¼ ðtE ¼ 1; tC ¼ 0; tM ¼ 0; tP ¼ 0;W ¼ 0;M ¼ 0;
A ¼ 3; I ¼ 0; Y ¼ 0:2Þ ð6Þ

If a new consumer has an “out-of-scope” categorical attribute value, the feature
vector dimensionality is to be increased, e.g. a consumer has operating system
L = Linux and none of the historical consumers have Linux.

The dimensionality J of our consumer feature vector ~C is then to increase by 1
compared to (3) as

J ¼ 4þ 5þ 1 ¼ 10 ð7Þ
~C ¼ tE; tC; tM; tP;W ;M;A; I; L; Yð Þ ð8Þ

All historical consumers get L = 0 in (4.8). The new consumer gets L = 1, e.g.

~C ¼ ðtE ¼ 1; tC ¼ 0; tM ¼ 0; tP ¼ 0;W ¼ 0;M ¼ 0;
A ¼ 0; I ¼ 0; L ¼ 1; Y ¼ 0:2Þ ð9Þ
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An “out-of-historical-scope” numerical attribute does not change the feature
vector dimensionality J, e.g. if a new consumer in (4.6) is 72 years after high
school graduation (Y ¼ 72/60 = 1.2) and historical maximum is 60 years, then

~C ¼ ðtE ¼ 1; tC ¼ 0; tM ¼ 0; tP ¼ 0;W ¼ 0;M ¼ 0;
A ¼ 3; I ¼ 0; Y ¼ 1:2Þ ð10Þ

5 Method

We suggest several definitions of the distance c ~G; ~F
� �

between two consumer

groups ~G and ~F. The distance should be defined in such a way that it can be
computed very fast.

Steps 1, 2 and 3 are the same for Sects. 5.1, 5.2 and 5.3.
Step 1: Define a numerical feature vector of each consumer utilizing both

numerical (i.e. quantitative) and categorical consumer attributes utilized in a given
individual-item model.

Step 2: Find the standard deviation r of lengths of feature vectors of historical
consumers.

Step 3: Define a trigger threshold to retrain the individual-item model, e.g. 0.1%
r, 1% r, 5% r, or 200% r.

5.1 Distance Between Centers of Gravity

This distance is the fastest to compute but it is the least accurate. It means the new
consumers can be different from the historical consumers even if the distance
between their centers of gravity is small. However, if this distance is large then the
new consumers are always different.

Step 4: Find the average feature vector of historical consumers (a historical
center of gravity).

Step 5: Dynamically find the average feature vector of new consumers (their
center of gravity) and compare it to historical consumers.

When the distance between new and existing consumers exceeds the trigger
threshold, retrain.

Step 6: When retraining the model, calculate the average feature vector of his-
torical consumers (the historical center of gravity) and historical r for the future, to
compare to new consumers.

We define “center of gravity” – historical feature vector ~F as a simple average of
M historical consumer feature vectors ~Cm
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~F ¼
PM

m¼1
~Cm

M
ð11Þ

The standard deviation of lengths r is defined as

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varð~C �~FÞ

q
ð12Þ

var ~C �~F
� � ¼

PM
m¼1

~Cm � ~F
�� ��2
M � 1

ð13Þ

where ~Cm � ~F
�� �� is the vector length as in linear algebra, (18).

Continuing our example (5): let us assume that 30% of consumers are in tE, 20%
in tC, etc., 60% use W = Windows, etc. and average is 6 years after high school
graduation (6/60 = 0.1); then

~F ¼ ðtE ¼ 0:3; tC ¼ 0:2; tM ¼ 0:1; tP ¼ 0:4;W ¼ 0:6;
M ¼ 0:2;A ¼ 0:1; I ¼ 0:1; Y ¼ 0:1Þ ð14Þ

The new consumers’ center of gravity vector ~G Nð Þ is defined as

~G Nð Þ ¼
PN

n¼1
~Cn

N
ð15Þ

Note that if ~G Nð Þ is stored for N new consumers, it can be dynamically updated
for N þ 1 new consumers without recalculating the sum in (15).

Let us assume the model was not retrained after N new consumers. New con-
sumer ~CNþ 1 arrives and the number of new consumers becomes Nþ 1. Feature
vector ~G Nþ 1ð Þ is updated from ~G Nð Þ without recalculating the sum for N new
consumers

~G N þ 1ð Þ ¼ N � ~G Nð Þþ~CNþ 1

Nþ 1
ð16Þ

Then this updated feature vector ~G Nþ 1ð Þ can be compared to historical feature
vector ~F as described below to see whether the threshold for retraining the model is
met.

Computational time of (16) and (17) is several orders of magnitude faster than
retraining a model.

Distance c1 between historical and new consumers is defined as the distance
between the historical “center of gravity” and a hypothetical “retrained” center of
gravity if new consumers were added. It is proportional to the distance between
feature vectors ~F and ~G Nð Þ:
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c1 ¼
N

MþN
~G Nð Þ �~F

�� �� ð17Þ

Note that distance c1 in (17) increases with more N new consumers; c1 in (17)
triggers retraining when it exceeds a threshold in Step 3 expressed as units of r.
The lower is the threshold-the more frequent is the retraining and the higher is the
cost of resources.

In addition, note that if the new consumers are exactly the same as the historical
consumers, then ~G Nð Þ �~F

�� �� = 0 and (17) yields c1 ¼ 0 independent of how many
N new consumers take actions. Obviously, if many new consumers take actions
(e.g., N ¼ M) then the model is to be retrained out of caution even if c1 is below its
threshold.

We define the vector length as:

~X
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXJ

j¼1
x2j

r
ð18Þ

Vector ~X in (18) is J dimensional:

~X ¼ x1; x2; x3; � � � ; xj; � � � ; xJ
� � ð19Þ

5.2 Nearest Neighbor Distance Without Replication

Distance between a new consumer and its nearest neighbor among historical con-
sumers without replication is more accurate than center of gravity distance in
Sect. 5.1 but it takes longer to compute.

Step 4: Find distance Dn ¼ ~Cn � ~Cm

�� �� between a new consumer ~Cn and its

nearest neighbor ~Cm among historical consumers (without replication). For faster
computation, a new consumer ~Cn finds its nearest neighbor ~Cm among “remaining”
historical consumers that were not nearest neighbors of previous new consumers.
There is no comparison of nearest neighbors across new consumers to minimize the
sum of distances Dn.

Step 5: Measure the distance between new and historical consumers as the
generalized average distance to the nearest neighbor.

c2 ¼
PN

n¼1 Dn

Na NþMð Þ 1�að Þ ð20Þ

where 0� a� 1. The greater a the more sensitive c2 is to the number of new
consumers N. In practice a ¼ 1=2 is a “good enough” choice.
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When the distance between new and existing consumers exceeds the trigger
threshold, retrain.

5.3 Nearest Neighbor Distance with Replication

Distance between a new consumer and its nearest neighbor among historical con-
sumers with replication is more accurate than without replication in Sect. 5.2 but it
takes longer to compute.

Step 4: Find distance Dn ¼ ~Cn � ~Cm

�� �� between a new consumer ~Cn and its

nearest neighbor ~Cm among historical consumers (with replication). For more
accurate computation, a new consumer ~Cn finds its nearest neighbor ~Cm comparing
distances between all new and all historical consumers to minimize the sum of
distances Dn.

Step 5: Measure the distance between new and historical consumers as the
generalized average distance to the nearest neighbor as in (20).

When the distance between new and existing consumers exceeds the trigger
threshold, retrain.

We did not yet test such distance-based retraining in our learning recommen-
dation applications. We conject that increased accuracy of nearest neighbor dis-
tances vs. “center of gravity” distance may not justify longer computation time and
a more complex logic, so our first choice would be “center of gravity” distance.

6 Conclusion

Our solution consisting of a set of many individual-item models is scalable and
easily adjustable to market changes. When new items are added to the inventory or
obsolete old items are removed, we can train and add corresponding individual-item
models, usually in less than 300 s per new item.

In our learning applications, this solution produced recommendations superior to
association rules models and to multi-classification models.

As demonstrated in this paper, our solution can be retrained in ‘near’ real time
when the new consumers become sufficiently different from the historical con-
sumers. Thus, we can retrain our individual-item models without waiting for model
performance to deteriorate. Such retraining flexibility overcomes a drawback of a
long training time required for our solution during an initial set-up, since a complete
initial set-up is needed once only.

In the future our solution can be further improved by combining it with
item-to-item collaborative filtering [2, 3, 5]. To develop such a combined recom-
mender system, an organization should have the data on consumer historical con-
sumptions and on their personal attributes.
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Task Assignment Optimization
of Multi-logistics Robot Based
on Improved Auction Algorithm

Juntao Li, Kai Liu, and Huiling Wang

Abstract At present, “parts-to-picker” picking mode is one of the hotspots in the
field of logistics warehousing. In this paper, the problem of multi-logistics robot
task assignment is studied. It is proposed that the load balancing of a single robot is
based on minimizing the total cost of robot execution tasks, and an improved
auction algorithm is set to solve the problem. Firstly, an optimization model that
comprehensively considers the total cost of the robot to perform tasks and the load
balancing of a single robot is established, so that the result of task assignment is
more in line with the actual situation. Then consider the correlation between tasks,
using the improved auction algorithm for the task solving of the robot. The
experimental results show that compared with the traditional auction algorithm,
under the condition of ensuring that the total cost of executing multi-logistics robot
is minimized, the cost of each robot to perform tasks can be balanced, and the task
assignment is more reasonable.
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1 Introduction

With the rapid development of e-commerce and the rising labor costs, traditional
warehousing and logistics technology has become more and more difficult to adapt
to the needs of e-commerce development. Mobile robot technology support-ed by
artificial intelligence technology has begun to be applied to the field of warehousing
and logistics. This sorting mode suitable for e-commerce logistics with multiple
varieties, high-frequency and small batches has emerged as the times require,
namely the multi-logistics intelligent storage picking system represented by KIVA
System [1]. The intelligent storage system picking problem includes road network
layout, storage allocation [2], order batching [3], task assignment, path optimization
[4], etc. This paper focuses on Multi-robots Task Allocation (MRTA). That is, how
to properly allocate the order task to the robot, so that the total cost of the entire
system is the lowest.

The problem of multi-robot task assignment is an NP problem. Generally, only
approximate solutions can be obtained. At present, there are many ways to solve
such problems. The Multi-robot task assignment problem is similar to TSP [5], but
the normal TSP cannot be applied to smart storage systems. There are many
researches on robot task assignment problems at home and abroad. According to the
dynamic characteristics of tasks [6], task assignment problems are divided into
dynamic task assignment problems and static task assignment problems. Static task
assignment does not take into account factors such as the complexity of the
multi-robots system and the uncertainty of the operating environment. Dynamic
task assignment is the focus and difficulty of multi-robot task assignment research.
The dynamics of task assignment [7] includes many aspects, such as the generation
of new tasks, delays in executing tasks, and system congestion, which need to be
redistributed. Nan et al. [8] proposed a dynamic task redistribution using a com-
bination of sequential single auction and re-auction for the task delay of multiple
robots.

There are also many research methods for task assignment at home and abroad.
Nediah et al. [9] used the improved particle swarm optimization algorithm to solve
distributed task problems and solve multi-robot task assignment problems. Elango
[10] classifies tasks by K-means, and then uses auction algorithms to assign tasks to
robots at the lowest cost, achieving the lowest total system cost. Li [11] studied the
task assignment problem of intelligent warehousing robots in the static task
assignment environment, and used the improved ant colony algorithm to study the
allocation of warehousing tasks. Guo [12] introduced the task correlation function
and the task’s own cost function, and used the auction algorithm to solve the task
assignment problem. Qin et al. [13] proposed an improved ant colony algorithm for
solving the problem of multi-robot task assignment convergence slow and easy to
fall into local optimal problem.

At present, in the research of multi-logistics robot task assignment problems,
most of the research focuses on the lowest total cost of robots to perform tasks, but
always ignores the balance of robots performing tasks, that is, single robot load
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balancing. In this case, bias behavior occurs in a multi-robot system. For example,
when a robot performs a task, it always completes the task with the lowest cost of
execution, which causes some robots in the robot system to perform too many tasks.
Some robots perform fewer tasks, which greatly reduces the overall efficiency of the
robot system. Although Zhou et al. [14] considered the load balancing of robots, it
did not consider the parallel operation of multiple picking stations. Therefore, this
paper mainly focuses on the above problems. In the parallel operation mode of
multiple picking workstations, an optimization model is proposed, which considers
the minimum total cost of robot systems and robot load balancing, and designs an
improved auction algorithm to solve the model. Robot task assignment is more
reasonable.

2 Problem Description and Model Building

2.1 Description of the Problem

The problem involved in this paper is the multi-logistics robot task assignment of
the intelligent warehouse picking system. In order to describe the system reason-
ably, the following assumptions are made for the multi-robot system:

• Robot and the mission are all isomorphic, and the robots have the same speed
and are uniform.

• Each robot can perform assigned tasks independently.
• Each robot can only carry one shelf at a time.
• The tasks on the shelves are stored randomly.
• The congestion problem of logistics robot handing process is not considered.

The intelligent warehouse picking system based on multi-logistics robot mainly
includes: picking station, shelf, robot, charging station, temporary storage area,
picking staff, etc., as shown in Fig. 1. One of the shelves contains multiple bins,
each containing one type of cargo (task).

The specific process of the multi-logistics robot picking system is as follows:
First, a series of orders are distributed to each picking station according to the
corresponding order batching rules, and the picking station assigns the task to the
robot according to a certain task allocation rule, and the robot reaches the desig-
nated shelf position from the current position, and transport the shelves to the
designated picking station. The picking staff then picks up the tasks from the
shelves and places them in the designated order box. Finally, the robot puts the
shelf back to its original position and performs the next task, until all tasks are
completed.
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In the problem studied in this paper, the warehouse picking system has already
batched a series of orders to the designated picking station. The location of the task
shelf and the location of the picking station are known, mainly considering how to
assign tasks to each. The robot makes the robot system perform tasks with the best
efficiency.

2.2 Model Construction

In the multi-logistics robot task assignment problem model, the parameters and
variables that need to be used are as follows:

Logistics robot

Shelf

Picking stationConveyor belt

Picking staff

Storage cache

Charging area

Fig. 1 Multi-logistics robot picking system flow chart
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i: robot, i ¼ 1; 2; . . .; n;
j: task, j ¼ 1; 2; . . .;m;
s: picking station, s ¼ 1; 2; . . .; k;
cij: Cost of Robot i Completing Task j;
Ti: robot i complete the collection of tasks;
q: shelf where the task is located, q ¼ 1; 2::;Q;
yqs: shelf q serves the picking station s;

gij ¼ 1; robot i performs task j
0; otherwise

�

xsgij ¼ 1; robot i perform task j service picking station s
0; otherwise

�

xjq ¼ 1; task j on the shelf q
0; otherwise

�

According to the above variable description, assuming that the robot performs
three adjacent tasks j� 1, j and j + 1, considering the correlation between the two
adjacent tasks, and the correlation between the two adjacent tasks j� 1 and j, the
following definitions are made:

• If the two tasks are on the same shelf, there is a correlation between j� 1 and j,
and cðj�1Þj ¼ 1; otherwise, when cðj�1Þj = 0, the two tasks are on different
shelves and are irrelevant.

• The two tasks are on the same shelf and serve the same picking station. There is
a strong correlation between j� 1 and j, and uðj�1Þj = 1; otherwise, uðj�1Þj = 0,
there is a weak correlation.

Considering that the cost of completing the task j by the robot is cij, according to
the operation mode of the intelligent storage system, it is divided into the following
three cases. Among them, dij represents the distance from robot i to task j; djs
represents the distance from task j to picking workstation s; dss0 represents the
distance between two picking workstations.

• If cðj�1Þj = 0, unrelated between tasks, then cij ¼ dij þð1þ cjðjþ 1Þ � 1
��� ���Þdjs þ

dss0 ;
• If cðj�1Þj = 1 and uðj�1Þj = 1,tasks are related and strongly correlated, then

cij ¼ 0þ ujðjþ 1Þ � 1
��� ���� dss0 ;

• If cðj�1Þj = 1 and uðj�1Þj = 0, tasks are related and weakly correlated, then

cij ¼ dss0 þ ujðjþ 1Þ � 1
��� ��� � djs.
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According to the workflow of the logistics robot and the above description, the cost
of completing the assigned task Ti by a single robot can be obtained, which is
expressed as:

ITC ¼
Xk
s¼1

XTi
j¼1

cij � xsgij ð1Þ

Each logistics robot has a collection of execution tasks, as shown in Fig. 2. To
ensure the lowest total operating cost of the system and to ensure that the logistics
robot performs task load balancing, the multi-robot task assignment problem can be
expressed as the following optimization model:

Min
C

Max
i

ITCði; TiÞ ð2Þ

Restrictions:

Xk
s¼1

xsgij ¼ 1 i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;m ð3Þ

Xn
i¼1

gij ¼ 1 j ¼ 1; 2; . . .;m ð4Þ

XQ
q¼1

yqs �

Pk
s¼1

PQ
q¼1

yqs

w
s ¼ 1; 2; . . .; k; 1�w� k ð5Þ

Xl

q¼1

-jq ¼ 1 j ¼ 1; 2; . . .;m ð6Þ

R1

t11

t12

t13

t14

R2

t21

t22

t23

t24

Rn

tn1

tn2

tn3

tn4

T1 T2 Tn

Fig. 2 Each robot performs a task set
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xsgij 2 0; 1f g i ¼ 1; . . .; n; j ¼ 1; . . .;m; s ¼ 1; . . .; k ð7Þ

gij 2 0; 1f g i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;m ð8Þ

-jq 2 0; 1f g j ¼ 1; 2; . . .;m; q ¼ 1; 2; . . .; l ð9Þ

Objective is minimizing the total cost of robots performing tasks while balancing
robot load. (3) means that a task is only assigned to one picking station. (4) a task is
assigned to only one robot; (5) ensures that the picking station is load balanced,
When w ¼ 1, the equation is always true; when 1\w\k, the constraint becomes
stronger as w becomes larger; when w ¼ k, the constraint is strongest. (6) means
that a task is only on one shelf. (7)–(9) is binary variables.

3 Algorithm Design

As an improvement of the contract network, the auction algorithm is widely used in
the task assignment of multi-logistics robots. There are many ways to auction
algorithms, such as single auction, combined auction and so on. The auction
algorithm is more and more widely used in multi-robot task assignment. The
auction idea is simple and easy to understand. No central controller is needed. Each
robot of hemostatic drugs receives all bids from all robots. Each robot can deter-
mine each auction. The winner, and assign the corresponding task to the winning
robot to complete a round of auction.

The traditional auction algorithm, the robot does not consider the correlation
between the tasks in the process of executing the task, which causes the cost of
executing the task to be high. In addition, only the cost of executing the task is
considered to be the lowest, and the balance of the task performed by the robot is
not considered, so the robot is caused. The bias behavior occurs during the exe-
cution of the task, so this paper improves the traditional auction algorithm.

According to the consideration of minimizing the total cost of robots performing
tasks and considering the cost of balancing each robot’s execution tasks, an improved
auction algorithm is proposed to solve the model. The basic steps are mainly divided
into: First, determining the initial task; Second assigning the task according to the
relevance of the task; Then considering the cost of the robot to complete the assigned
task; and finally adjusting the allocation task. The algorithm flow chart is shown in
Fig. 3. In order to better describe the multi-logistics robot task assignment problem,
the Manhattan distance is used instead of the Euclidean distance. For example, two
points P1ðX1; Y1Þ, P2ðX2; Y2Þ are expressed as dmanhattonðP1;P2Þ ¼ X1 � X2j j þ
Y1 � Y2j j.
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Step 1: Initial task assignment

Each robot has a task set Ti, and the task set of the robot is just an empty set.
Calculate the cost of each robot from the initial position to each shelf, and derive a
cost matrix for moving the shelves. The shelf with the lowest robot handling cost is
used as the robot to perform the initial task shelf until each robot has an initial task
shelf, and goes to step 2.

Step 2: Correlation between tasks

According to the correlation between the tasks, the correlation matrix between the
tasks is obtained, and the tasks with strong correlation and weak correlation on the
shelf are added to the list of tasks performed by the robot until the tasks on the shelf
are executed by the robot. The tasks are irrelevant, then put the shelves back, and go
to step 3.

Step 3: Task assignment process

For the robot that completes the task, calculate the total cost of the robot to perform
the assigned task, start a new round of auction process, re-bid the remaining tasks,
and maximize the cost of the robot to perform the task. According to (2), while
making all Robots have the lowest cost of performing tasks. Determine the robot
that performs the least cost, judge the cost of executing the remaining tasks, and
perform the task with the least cost as the next task of the robot, and then go to step
2 until all the tasks on the shelf are completed.

Step 4: Dynamic adjustment process

In the actual multi-logistics robot picking operation system, the robot may cause
errors in the execution of tasks due to queue congestion or communication delay.
Since the model does not take into account the delays or malfunctions of the robot
performing tasks, consider the time window for such problems. Set the time node of
each auction, return the remaining tasks executed by the robot back to the picking

Calculate the cost 
of executing each 

task

Start bidding

Whether to win 
the bid

Whether the task 
with low cost is 

executed
Update task list

R

New 
round of 
bidding

task list

No Yes

No

Yes

Fig. 3 Traditional auction algorithm
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station, repeat step 2–step 3, perform the auction of the task, and finally realize the
process of dynamic adjustment.

4 Experimental Verification

4.1 Experimental Description

In order to verify the effectiveness of the task allocation model and algorithm of the
intelligent warehouse multi-robot picking system, MATLAB is used for simulation
and compared with the traditional auction algorithm. As shown in Fig. 4, there are
120 shelves in a 200-m2 warehouse, and each shelf has 4–8 items. Note: Not every
shelf has a task to perform. According to the relevant principle of order batching, a
series of order assignment tasks are assigned to different picking stations for task
assignment. Now assume that there are 40 orders, a total of 300 tasks need to be

Step1: Initial task assignment

Step2: Assign tasks to robots based on task relevance

Step3: Perform a new round of auction based 
on minimizing the total execution cost of the 

robot while ensuring robot load balancing

Output: Robot task assignment result

Step4: Make dynamic adjustments

Input: shelf, picking station, robot, task 
location information

There is a correlation between
the existing task and the 

remaining tasks

Whether the task is assigned

Yes

Yes

No

No

Fig. 4 Algorithm flow chart
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picked, 5 picking stations, and 8 logistics robots. Among them, the location of the
task shelf and the picking station are known, the distance between any two points is
calculated by Manhattan distance, and the time tempo for each task auction is set to
10 min (Fig. 5).

4.2 Analysis of Results

The task assignment scheme is a record of multi-logistics robot task assignment.
The downtime of the reduction task is the target of multi-logistics robot task
assignment. For 100 orders, 300 tasks solve the task assignment problem of
multi-logistics robot picking system.

The model and method of multi-logistics robot task assignment proposed in this
paper considers the correlation of multi-logistics robots to perform tasks, and the
ultimate goal is to minimize the total system cost and ensure the load balance of
each robot. Through the improved auction algorithm, the optimization model is
solved, and 300 tasks are assigned to 8 robots, and the assignment result of the
robot execution task is obtained, including the total cost of each robot performing
the assigned task and the sequence of executing the tasks, as shown in Table 1. And
it can be concluded that the total cost of performing a multi-logistics robot is 1952.

Logistics 
robot

Picking station

Fig. 5 Lab environment
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In order to verify the relevance of the logistics robots in this paper, the proposed
task allocation method can effectively reduce the total cost of system operation and
load balance the individual robots, and compare the traditional auction algorithms
with simulation verification from the multi-logistics robot system. The total cost
and the cost of a single logistics robot are analyzed.

(1) Total cost analysis

Select different orders n = 100, 200, 300 for simulation experiments. It can be seen
from Fig. 6. that as the number of tasks increases, the total cost of the robot system
increases, compared with the traditional auction algorithm. The proposed algorithm
is obviously superior to the traditional auction algorithm. The proposed algorithm
considers the relevance of logistics robots to perform tasks, reduces the number of
shelves to be transported, and can effectively ensure the lowest total system cost.

(2) Cost analysis of each robot

The cost of each robot performing a task is shown in Fig. 7. It can be seen from the
figure that during the execution of the eight logistics robots, the algorithm of this
paper can ensure that the task cost of the logistics robots performing the tasks tends
to be balanced; compared with the proposed auction algorithm in this paper, the
traditional auction algorithm experiment There is a undulation in the execution of a
single logistics robot, which causes the robot to have a biased behavior during the
execution of the mission. It can be seen that the proposed algorithm is more reliable
than traditional auction algorithms to ensure that each robot is load balanced and
avoids bias behavior.

Table 1 The assignment result of the robot performing the task

Number Task allocation scheme Execution
cost

1 44,48,14,19,20,21,1,2,3,4,9,13,16,29,34,12,18,15,17,24,5,6,7,16,29,
34,12,18,15,17,24,5,6,7,87,89,148,189,190,191,295,271,272,273

240

2 11,22,30,33,27,28,116,118,75,80,126,134,108,54,138,144,109,146,78,
128,49,116,118,75,80,156,157,280,169,170,186, 187,188,207,288,268,269,270

238

3 114,115,59,67,130,132,120,123,73,74, 64,65,66,72,122,124,127,143,107,111,92,
98,102,141,145,155,176,181,158,277,293

242

4 31,46,46,47,42,43,290,287,298,286,91, 137,105,112,113,8,10,83,99,25,32,36, 153,
154,164,165,199,200,289,193,194,285

251

5 119,121,37,60,84,49,52,79,78,282,222,223,224,110,149,86,90,100,103,69,71,77,159,
160,284,276,225,226,227,175,180, 185,198

231

6 50,51,61,68,125,88,95,58,62,93,94,96, 97,117,129,136,150,235,161,162,163,
240,243,246,228,229,230,201,206,202,253,274,275,279,283,299,292,211,219,
220,205,210,214

259

7 133,135,101,106,257,260,131,140,147, 76,241,244,254,234,56,57,40,41,53,217,218,
204,209,213,215,216,178,183,192,195,256,259,251,255,250,265,239,242,
245,291,262,263,264,281,296

246

8 23,26,35,38,139,142,63,70,82,85,81,297,203,208,212,266,267,171,172,173,174,166,
167,168,179,184,252,231,232,236, 237,247,233,258,261,248,249,221,238, 294,300

245
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Fig. 6 Comparison of total cost of traditional auction algorithm and improved auction algorithm

Fig. 7 Cost analysis of single robot under traditional auction algorithm and improved auction
algorithm

52 J. Li et al.



In summary, the optimization model and the improved auction algorithm con-
structed in this paper can obtain the optimization scheme of multi-logistics robot
task allocation. On the one hand, as shown in Fig. 6, the total cost of the robot is the
lowest, which improves the overall operation efficiency of the system. On the other
hand, as can be seen from Fig. 7, the task solving algorithm in this paper can
balance the load of a single logistics robot, which is conducive to the parallel
operation of large-scale logistics robots.

5 Conclusion

In this study, the dynamic task assignment of multi-robot picking system under the
“parts-to-picker” mode is studied. Considering the relevance of robots’ execution
tasks, an improved auction algorithm is proposed to optimize the task assignment
problem of multi-robots. The research method can ensure the rationality of
multi-robot task assignment, and can ensure the load balancing of a single robot and
achieve reasonable task assignment under the condition that the total cost of the
robot performing the task is the lowest. Therefore, the algorithm and optimization
model in this paper are feasible for solving the task assignment problem of
multi-robot. However, in the research of multi-robot task allocation, the congestion
problem of picking workstation is not taken into account in this paper. In the
parallel operation mode of multi-picking workstations, it is necessary to study the
congestion problem of picking workstations when a robot carries a shelf to serve
multiple picking workstations. In the next research, this problem will be studied,
considering the load balancing of the picking table and the load balancing of the
robot, to achieve the optimal result of the task allocation of the robot.
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Analyzing on Inner-Cluster Hop
Number of SPMA-Based Clustering
Ad-Hoc Network

Haizhao Liu, Wenjun Huang, and Wenqing Zhang

Abstract Scalability and efficiency are two important indicators of a large-scale
ad-hoc network. Multi-hop clustering is an effective mechanism to enhance the
scalability by adjusting the inner-cluster hop number as a decisive factor. Compared
to conventional schemes, Statistical Priority Multiple Access (SPMA) scheduling
guaranties quality of service within high priority by its channel monitoring and
back-off mechanism in large-scale networks. In this paper, a novel framework
consist of SPMA multi-hop clustering is proposed where the mechanisms of cluster
routing and SPMA scheduling are both considered. The relationship between
inner-cluster hop number and network performance is investigated by deriving
system throughput. The simulation results show the selection of inner-cluster hop
number has a great impact on network performance.

Keywords Network structure � Cluster size � SPMA � System throughput

1 Introduction

Mobile Ad-hoc network (MANET) with multi-hop clustering is shown in Fig. 1, in
which all nodes are divided into clusters. By constraining the routing range within a
cluster, the influence of node mobility is limited and so the re-routing overhead due
to link failure can be decreased. Thus, in network scenarios, such clustering net-
works can provide better performance than planar ones, as proposed in [1].

In recent researches, some progress of clustering network has been made,
especially on selecting cluster head nodes and enhancing stability of cluster. But
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comprehensive research on cluster size in large-scale scenarios is inadequate.
Max-min multi-hop clustering algorithm which is the first multi-hop clustering
algorithm. Reference [2] proposes multi-hop clustering mechanism, but doesn’t
analyze the relationship between cluster size and system performance. An ant
colony clustering algorithm was proposed in [3]. It elects the optimal cluster head
by evaluating nodes’ trust to maintain stability in clustering network, but analyzing
on optimal cluster size isn’t mentioned. Besides, in [4], Focusing on the effect of
cluster size on cluster stability and routing overhead. But the influence of
scheduling mechanism on system performance is not mentioned in that model. In
[5], considering scheduling mechanism to analyze the cluster capacity in CDMA
based wireless sensor clustering network which provides a thoughtful analysis of
cluster size. But the model is not suitable for large-scale scenarios.

Besides, not every scheduling mechanism can perform well in clustering net-
work. The scheduling schemes could be mainly classified into reservation and
contention schemes. Time Division Multiple Access (TDMA) and Carrier Sense
Multiple Access (CSMA) are the representative of these two access schemes,
respectively. However, in large-scale scenarios, there are more collisions occurred
under CSMA schemes, jeopardizing the QoS, as mentioned in [6]. TDMA schemes,
on the contrary, can ensure collision-free transmissions through resources reser-
vation was proposed in [7]. But the reservation procedure should occupy several
slots before each data packet exchanging, and timely request traffic may be delayed.

Statistical Priority Multiple Access (SPMA) is a novel scheduling mechanism
proposed by [8]. It has been regarded as an important part of next generation Data
Link System. And, it supports different services with multiple priorities. Following
traffic load increases, it guarantees reliability by putting back the packets with low
priority. Besides, efficient Physical layer technique such as Turbo code and fre-
quency hopping also been used in SPMA in [9]. Therefore, our research focuses on
cluster size selection of SPMA multi-hop clustering network. We use inner-cluster
hop number (ICHN) to represent cluster size in the following parts and analyze the

Fig. 1 Multi-hop clustering
MANET diagram
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impact of ICHN selection in clustering network which uses SPMA as scheduling
mechanism in this paper. Deriving relationship between ICHN and system
throughput by computing transmission probability per slot. And proving the
importance of ICHN selection in clustering network.

The structure of the rest of this paper is summarized as follow. Section 2
introduces our system model including cluster structure analysis and throughput
derivation. Section 3 exhibits the simulation results and verifies our model’s cor-
rectness. Section 4 are the conclusion and acknowledgment of the paper.

2 System Introduction and Modeling

2.1 System Introduction

Our model is based on multi hop clustering network which scheduling by SPMA
mechanism. As showed in Fig. 2, in SPMA scheduling process, each node has its
own priority queue and get one packet from the queue after sending current packet.

Fig. 2 SPMA flow diagram
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If channel occupancy higher than threshold of packet on service, SPMA will set
current packet status to waiting. After its waiting period, SPMA measures the
channel occupancy and make queueing or sending decision again.

A larger ICHN means one cluster will be consist of more nodes. The routing
overhead of maintaining a cluster’s structure increases, so as the burden of the
cluster head, leading to a lower system throughput in [10]. On the contrary,
choosing a smaller ICHN segments the network into too many clusters, which
means the quality of service (QoS) between neighboring cluster heads cannot be
guaranteed. An appropriate ICHN is decisive factor for the system performance. In
clustering structure, each cluster head broadcast its own routing packets periodically
to determine their cluster member. Every node use SPMA as their MAC layer
protocol and each cluster has different transmission frequency points.

2.2 Cluster Structure Analysis

We assume N nodes in clustering network with Poisson Point Process, kp is
parameter of it. We use h to represent ICHN, each cluster head determines their
cluster members by sending and receiving routing packets to nodes in its h-hop
range periodically. Routing table has been updated at the same time.

Each Node has its communication radius r, Hard-Core Point Processes (HCPP)
can dilute notes distribution in network by specific rules, which is similar with
cluster head selection in [11]. Therefore, we can get cluster heads’ density and
cluster numbers in network:

kh ¼ kp

Z1

0

e�kpph2r2 ¼ 1� e�kpph2r2

pr2
ð1Þ

nclu ¼ Nkh
kp

¼
N 1� e�kpph2r2
� �

kppr2
ð2Þ

Set of cluster heads make up a single network which delivers packets between
different clusters. Following ICHN increases, the number of cluster heads in that
network will decrease. And the average communication hop numbers depend on
number of nodes in one-hop range and whole network as in [12]. Inner-cluster and
Inter-cluster average transmission hop numbers is:

hinn � ln nnð Þ
ln kppd2inn
� � dinn

r
¼ ln kpph2r2

� �
ln kppr2
� � ð3Þ
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hint � ln Nð Þ
ln kppd2int
� � dint

r
ð4Þ

dint is the distance of 1-hop transmission in cluster heads’ network. We can
analyze geometric situation to get it

dint ¼
P2h

i¼hþ 1 irkclusið ÞP2h
i¼hþ 1 kclusið Þ ¼ 14h

9
þ 1

9h

� �
r ð5Þ

The routing overhead in network contains cluster members’ and cluster heads’
routing packets. And routing period is related to the time of 1-hop link keeping
stable which depends on node’s mobile speed.

In multi-hop network, cluster members not only send their own packets but also
forward other members’ packets. Cluster heads forward routing packets received
from other cluster heads. We set routing maintain frequency of inner-cluster and
inter-cluster network are finn and fint. The routing packet arrival rate of cluster
member and head is:

kmc ¼ finn � hinn ð6Þ

khc ¼ finn þ fint � hint ð7Þ

Data services can be divided into inner-cluster and inter -cluster service. We set c
as inter-cluster service ratio, which describes demand of inter-cluster transmission.
We can get c by assuming each cluster member has same service requirement:

c ¼ 1� ninn
N

ð8Þ

2.3 System Throughput

Routing packets is regarded as the highest priority service in our model, because
data transmissions are based on valid routes.

Assuming two data traffic flows with different priorities have the same arrival
rate k following Poisson process. The actual arrival rate including forward service is
k � hinn. We assume three services with different priorities in network, two data
services and one routing service. SPMA scheduling process is equivalent to M/G/1
queuing process within interruption mechanism. We can compute SPMA system
throughput by inferring average slot transmission probability [13].

The cluster routing service will never be interrupted because it has the highest
priority. And the probability that a data service is interrupted within a period of time
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T is the arrival probability of any higher priority service in T. We mark the highest,
medium and lowest priority level as 0, 1 and 2, respectively. According to routing
service arriving rate which we derived in the previous subsection, the probability of
a cluster member’s packet of priority i will not be interrupted in a whole back-off
period is:

bi Tð Þ ¼
Yi�1

j¼0

e�ki�hinn�T ð9Þ

As hinn grows, the uninterrupted probability biðTÞ will decrease. It means the
contention of inner-cluster channel resources become greater. Meanwhile the
contention in the inter-cluster network become smaller.

Probability of packet within i-th priority could be sent in j-th back-off period is:

li;j ¼ lj�1
i � 1� lið Þ �

Yi�1

t¼0

btðTjÞ ð10Þ

l is the probability of blocking as a result of high channel utilization. And each
priority service has a different blocking probability determined by the numbers of
sending frequency points in cluster and slots of detecting the channel occupancy.
It’s also related to slot transmission probability. Therefore, the packet deliver
probability from a cluster member in allowed back-off times K is:

Pms;i ¼
XK
j¼0

li;j ð11Þ

When the back-off time is greater than K, SPMA will stop back-off process and
get a new packet from the queue. When channel quality is too poor to satisfy
priority threshold. The packet within low priority cannot be sent in limit back-off
times. In such situation, high priority packet will be served as first choice. This
makes SPMA more stable than other contention schemes when channel quality is
bad, which makes QoS of transmission can be guaranteed.

When channel occupancy gets better than previous detection and satisfies the
threshold of packet on service, the packet could be sent. This mechanism depends
on physical layer detection which guaranteed system reliability. It makes a full use
of channel resource and avoiding invalid sending.

Next, the average service time of a packet in limit back-off times is related to the
slot numbers of back-off window Wi and the uninterrupted probability b Tð Þ.
In SPMA mechanism, Wi increases by 1 slot in every back-off until back-off times
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reach K. Recall that the routing packets’ uninterrupted probability is 1 because it
has highest priority. Therefore, its average service time is:

X0 ¼
XK
i¼0

Wi � li0 ð12Þ

Data packets will be interrupted in back-off period when higher priority service
arrive. And the average service time of data packets within 1 and 2 priority is:

X1 ¼
XK
i¼0

Wi � li1
Yi
j¼1

e�k0�hinn�Wi ð13Þ

X2 ¼
XK
i¼0

Wi � li2
Yi
j¼1

e�k0�hinn�Wi � e�k1�hinn�Wi ð14Þ

According to queuing theory, the average service probability in per slot is:

si ¼ qi
q
¼ ki�Xi

k0 � X0 þ k1�X1 þ k2 � X2
ð15Þ

After we derived key parameters of queuing process, we can get cluster mem-
ber’s data packet transmission probability per slot which is sum of service within
priority 1 and 2’s transmission probability per slot.

Pi ¼ si � Pms;i

Xi
ð16Þ

P ¼ P1 þP2 ¼ s1 � Pms;1

X1
þ s2 � Pms;2

X2
ð17Þ

Part of inner-cluster packets sends to other clusters under the help of cluster
head. As mentioned in previous subsection, not all packets are inter-cluster service,
it follows a certain proportion c which defines inter-cluster transmission demands.
Then, the arrive rate of inter-cluster services should be:

khi ¼ ninnc � Pi � hint � Lp
b

ð18Þ

Lp is the length of data packet. b is the timeslot length. It’s also related to
average ICHN and number of nodes in cluster. Following ICHN increases, number
of cluster heads will decrease. It could reduce the competition between cluster
heads which leads to better performance of cluster heads network.
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Therefore, we can express system throughput as following equation:

Si ¼ ninn � nclu � Lp � c � Phs;i þ 1þ cð Þ
b

� �
ð19Þ

Phs;i is cluster head’s transmission probability per slot, i is priority symbol. It can
be derived as Pi which we have derived in this section. According to our derivation
result, system throughput is relative to clustering network structure which affected
by ICHN, length and arriving rate of data packets, and nodes number in network.

3 Simulation and Analysis

3.1 Simulation Introduction

In this section. We simulated the clustering network model on MATLAB. And
analyze the simulation results which describe the relationship between ICHN and
system performance.

N nodes in clustering network which use SPMA as scheduling mechanism. Each
cluster use Nf frequency points to send packets. Cluster heads’ network use dif-
ferent frequency points from cluster members network. Either routing or data
packet can be sent in one slot. Considering two data services arrive in same rate
following poison process, just as mentioned in Sect. 2. And routing service arrive
rate is related to maximum mobile speed. In cluster heads’ network, service arrive
rate decided by inner-cluster members’ slot transmission probability. When ICHN
grow, the back-off probability of inner-cluster members’ services increase. It rep-
resents competition between cluster members become greater.

3.2 Simulation Result Analysis

The key parameters of system simulation are shown in Table 1.

Table 1 Parameters of
simulation

Symbol Meaning Value

N Number of nodes 200

V Maximum mobile speed 5 m/s

LP Length of data packets 1024 bit

LR Length of route packets 256 bit

W0 Minimum back-off window length 16 slots

WK Maximum back-off window length 32 slots

h Range of hop numbers [1, 4]
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We simulated average transmission hop numbers at the beginning. According to
conclusion in (1), (2) and (3), average transmission hop numbers is related to ICHN
h and node’s transmission radius r. Figures 3 and 4 describe trend of average

Fig. 3 Relationship between average forward hop numbers inner-cluster and ICHN

Fig. 4 Relationship between average forward hop numbers inter-cluster and ICHN
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transmission hop numbers when h increases, hinn and hint both grow. It can lead to
increment of forward tasks, which means more sending tasks.

Figures 5 and 6 describe trend of slot transmission probability when h is 1 and 2.
In (11), data transmission probability was divided into transmission probability of

Fig. 5 Slot transmission probability when h = 1

Fig. 6 Slot transmission probability when h = 2
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priority 1 and 2. Note that probability of blocking in (7) affects by transmission
probability. Hence slot transmission probability is contained in right side of equal
sign in (11). Therefore, the intersection of y ¼ Pi and Pi’s expression is slot
transmission probability. The value is intersection’s Y-axis coordinate. As shown in
Figs. 5 and 6, service with priority 0 has higher transmission probability than
priority 1 and 2 due to SPMA congestion control mechanism. Transmission
probability per slot of packets with priority 0 reaches 0.07 when h = 1. Another two
priorities’ packets have less chance to be sent in transmission period.

Comparing two figure, it’s obvious to know sending probability of inner-cluster
services decrease when ICHN becomes bigger. And service within lowest priority’s
transmission probability loses nearly half. It seems smaller h is better for system
performance. But smaller h means more cluster numbers in network. It will lead to
resource shortage in cluster heads network. If every node has the same demands on
communicate with other nodes. Inter-cluster transmission quality also needs to be
guaranteed. Therefore, small ICHN can make inner-cluster service’s quality to be
guaranteed. But inter-cluster service will not that satisfied in that case. Conversely,
too big ICHN could result in greater competition between cluster members which
caused by increasing member numbers in cluster. Even if cluster heads network
could have better performance than smaller ICHN. Cluster heads could not receive
enough member’s packets due to bad inner-cluster transmission performance in that
case.

Figure 7 shows the relationship between ICHN and system throughput. Total
throughput is sum of throughput of two data services within priority 1 and 2. And
higher priority service corresponds more chances of sending packets. When h
bigger than 3, throughput drops rapidly. According to our previous analyses, it
caused by low transmission probability of inner-cluster service. And 1-hop clus-
tering structure performs unsatisfied too. System throughput become best when hop
numbers is 3.

In this section, we focus on how different ICHN affects system performance by
computing throughput which is based on our model. First of all, we analyze the
relationship between ICHN selection and network structure by deriving h under
different ICHN.

After that, we derive transmission probability of each slot according to M/G/1
queuing model. And simulate the system throughput under different ICHN, The
differences of system performance when ICHN is changing explains why inap-
propriate ICHN has negative effect on system performance. So, our simulation
result shows the importance of ICHN selection in SPMA clustering network.
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4 Conclusion

Clustering structure was applied to large-scale Ad-hoc network to solve planar
structure’s scalability problem. Cluster size selection under suitable scheduling
mechanism is an unsolved problem. SPMA is a novel scheduling mechanism which
has better performance than previous contention-based scheduling protocol in
large-scale scenarios. In this paper, our research focuses on cluster size selection of
SPMA clustering structure network. We use ICHN to represent cluster size and
build a model to characterize SPMA clustering structure network. To explain the
importance of ICHN selection and system performance, we derive throughput under
different ICHN by considering routing and schedule mechanism. Simulation results
show that ICHN should be adjust appropriately to achieve better system perfor-
mance. Conversely, unsuitable ICHN can lead to bad system performance. So,
ICHN selection has a great impact on network performance.

Other clustering network performance indicators such as queuing delay in
scheduling process and maximum node number in a cluster when ICHN is different
could be focused in future research.

Fig. 7 Relationship between system throughput and inner-cluster hop number
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The Integration Degree of Logistics
Industry and Regional Agglomeration
Industry

Jia Jiang and Tianyang Zhao

Abstract On the basis of the research on the coordinated development of regional
economy, the degree of agglomeration of related industries is obtained through the
calculation and analysis of location quotient, and the integration measurement
model of agglomeration industry and logistics industry is constructed to analyze the
development level and integration degree of logistics industry and related
agglomeration industry. According to the types of integration and coordination
degree between logistics industry and related agglomeration industry, the main
reasons that restrict the integration and development are found out. On this basis,
the linkage mechanism between agglomeration industry and logistics industry
based on PDCA cycle is innovatively established. Finally, taking Hebei Province as
an example, this paper studies the common problems in logistics industry, and puts
forward corresponding countermeasures and suggestions.

Keywords Logistics industry � Industrial agglomeration � Coordinated
development � Coupling model

1 Introduction

The phenomenon of industrial agglomeration occurs when a certain industry is
highly concentrated in the region and the elements of industrial capital are con-
stantly converged. Nowadays, with the deepening of the process of coordinated
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development of regional economy, industrial agglomeration has taken shape in
many developed regions of the world and is gradually evolving into a unique
economic state. Taking Hebei Province as an example, as a key area of coordinated
development between Beijing, Tianjin and Hebei, while exploring its own industrial
transformation and upgrading, it makes every effort to promote the construction of
industrial undertaking platform, actively undertake the transfer projects between
Beijing and Tianjin, and simultaneously upgrade the industry and expand the
development space. After the exploration and preliminary practice in recent years,
Hebei Province has achieved the stage results of industrial transformation and
upgrading and industrial transfer undertaking, basically forming a new pattern
based on industrial agglomeration mechanism.

In the process of industrial restructuring and industrial agglomeration, logistics
industry plays an important role in supporting and linking. If the development of
logistics industry cannot well support the adjustment of industrial structure and the
formation of cluster industry in the region, it will limit the economic development
of the whole region. Based on this, this paper proposes a measurement model for
studying the integration and evolution of regional logistics industry and related
agglomeration industry, and explores the bottleneck of regional logistics industry
agglomeration. It also puts forward specific countermeasures for the development
of logistics industry and ways to optimize logistics industry, and puts forward
relevant suggestions for the future development of logistics industry.

2 Research Summary of Industrial Agglomeration
and Logistics Collaborative Development

In recent years, scholars have begun to pay attention to the issue of industrial
agglomeration and the coordinated development of regional logistics, and many
new research perspectives and methods have emerged in related literatures.
However, the theoretical relevance between literatures is still lacking, and the
research system framework has not been fully formed.

Cui and Song attempted to build an econometric model from the perspective of
endogenous growth and new economic geography, to investigate the impact of
spillover effect of logistics agglomeration and scale economy on the development
of China’s logistics industry. The results show that the spillover effect of logistics
agglomeration plays an important role in the development of logistics in different
provinces [1]. Wang studied the relevant mechanism of industrial agglomeration
and coordinated development of regional logistics integration and linkage, estab-
lished the model of regional logistics and other industries’ linkage development by
using gray correlation analysis, and proposed the coordinated development strategy
and safeguard measures of regional logistics at the micro level of enterprises and the
macro level of economic space [2]. Jia et al. described the agglomeration situation
of logistics industry in Henan Province. Through stepwise regression, it was found
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that the spatial agglomeration degree of logistics industry was closely related to the
upgrading of industrial structure. A systematic clustering was carried out for 15
cities in Henan Province, and the differences of agglomeration level of logistics
industry in different cities were explained from the perspective of industrial
structure [3]. Wang took automobile manufacturing industry cluster and regional
logistics in Jiangxi Province as the research object, constructed the collaborative
development evaluation model of automobile manufacturing industry and regional
logistics through synergetic theory, and elaborated the cooperative evolution and
development relationship between regional logistics and automobile manufacturing
industry cluster in Jiangxi Province [4]. Guo and Qi constructed an evaluation index
system for the coordinated development of regional logistics and regional economy.
The coupling coordination between regional logistics and regional economic
development in the Yangtze River Delta region between 2001 and 2016 was
empirically analyzed by using the coupling degree mode [5]. Based on the analysis
of the mechanism of the coupling and coordinated development of agriculture and
logistics industry, Liang, Xu and Si constructed a coupling model to analyze the
coupling and coordinated development of agriculture and logistics industry in the
whole country and regions from 2004 to 2015 [6]. Hu established the coupling
model between economy and logistics of urban agglomeration based on theoretical
analysis and took the city group of Yangtze River Delta as an example to carry on
the empirical research [7].

It can be seen from the above that relevant scholars have done a lot of research
work on regional logistics and the development of regional industries. However,
few literatures have systematically studied the integration degree of regional
logistics and cluster industries. Therefore, how to improve the overall logistics
industry to feed back the healthy development of relevant industry clusters has
become an urgent problem for the logistics industry.

3 Establishment of Measurement Model for Integration
of Logistics Industry and Related Agglomeration
Industry

3.1 Calculation of Industrial Agglomeration Degree

In order to study industrial agglomeration in the region and make better use of
logistics industry to promote the development of other agglomeration industries,
this paper adopts Location Quotient (LQ) as the main method to study industrial
agglomeration after referring to relevant literatures and researches of scholars. The
specific calculation equation is as follows:
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LQ ¼
Pi

�Pn
i¼1

Pi

Pm
j¼1

Pij

,Pn
i¼1

Pm
j¼1

Pij

ð1Þ

In (1), Pi represents the output value of i industry in the region,
Pn

i¼1 Pi rep-
resents the total output value of all industries in the region,

Pm
j¼1 Pij represents the

output value of i industry in the country, and
Pn

i¼1

Pm
j¼1 Pij represents the total

output value of all industries in the country. If LQ > 1, it indicates that i industry
has a higher degree of specialization and agglomeration in the region, and has
certain development advantages. If LQ < 1, it indicates that the development of
i industry in the region is at a disadvantage with a low degree of agglomeration,
lower than the average level of the industry development. If LQ = 1, it means that
the development of i industry in the region is in equilibrium.

3.2 Construction of Fusion Degree Model

Fusion refers to the integration of two or more different things, and the degree of
fusion refers to the degree of correlation between different things. This paper studies
the impact of integration elements between logistics industry and related agglom-
eration industry, constructs a measurement index system and evaluation criteria for
quantitative calculation, and then provides decision-making basis for the integration
of the two industries. This model is suitable for evaluating the integration degree of
agriculture and tourism, manufacturing and service industries, urban development
and economic environment, logistics and regional economy.

Hypothesis: F(XT) represents the development level of logistics industry in the
region, and X represents the main development index of logistics industry in the
region. G(YT) is the development level of relevant industries in the region, Y is the
main development index of relevant industries in the region, and T represents the
time point, usually referring to month, quarter and year, etc.

Thus, the comprehensive evaluation model of the development level of logistics
industry and agglomeration industries in the region at time T is established:

F XT
� � ¼ Xm

i

aixi;
Xm
i

ai ¼ 1 ð2Þ

G YT
� � ¼ Xn

j

bjyj;
Xn
j

bj ¼ 1 ð3Þ
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In the equation, m represents the number of evaluation indexes related to the
logistics industry in the region, ai denotes the weight value of the logistics industry
index i in the region, n represents the number of evaluation indexes involving the
relevant industries in the region, and bj represents the weight value of the relevant
industrial indicator j in the region. The higher the calculated value of the evaluation
function, the better the development of the system. xi and yj are normalized values
in the range of (0, 1].

The quantitative model of integration degree of logistics industry and related
industries in the region is established as follows:

D Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C Tð Þ � R Tð Þ

p
ð4Þ

Among them:

C Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

F XTð ÞG YTð Þ
F XTð Þ + G YTð Þ½ �2

s
ð5Þ

R Tð Þ ¼ dF XT
� �þ hG YT

� �
; dþ h ¼ 1 ð6Þ

In the equation, R(T) represents the comprehensive evaluation level of logistics
industry and related agglomeration industries, and reflects their comprehensive
benefits and development. d and h are undetermined parameters, and the general
value range is (0,1), which is usually 0.5. D(T) indicates the degree of integration of
logistics industry and related cluster industries. The higher the value is, the higher
the degree of integration of logistics industry and related industries will be. Overall,
the model has good stability and applicability.

3.3 Evaluation Criteria of Fusion Degree

Generally, the calculation results of F(XT) and G(YT) can be divided into three
situations: F(XT) > G(YT) indicates that the development speed of logistics industry
in the region is faster than that of agglomeration industries, and the development
speed of agglomeration industries is relatively slow. F(XT) < G(YT) indicates that
the development speed of related agglomeration industries in the region is faster
than that of logistics industry, and the development of logistics industry is slow.
F(XT) = G(YT) indicates that the development speed of logistics industry in the
region is synchronized with the development speed of related agglomeration
industries. Specific evaluation criteria are shown in Table 1.
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4 Empirical Research

Taking Hebei Province as an example, this paper studies its industrial agglomer-
ation under the background of the coordinated development of Beijing, Tianjin and
Hebei. By calculating the degree of integration between logistics industry and
agglomeration industry, it analyzes the coordinated development of logistics
industry and related agglomeration industries in the new environment after
undertaking the industrial transfer of Beijing, Tianjin and Hebei, so as to improve
the development level of logistics industry, and at the same time rely on logistics
industry to reverse the development level of related agglomeration industries, thus
achieving the goal of mutual promotion and common development.

4.1 Analysis of Industrial Agglomeration

With reference to relevant data in China statistical yearbook, this paper selects eight
industries including agriculture, forestry, animal husbandry and fishery, industry,
transportation, warehousing and post office in Hebei Province from 2010 to 2016
for cluster analysis and research, and summarizes transportation, warehousing and
post office as logistics industry. Equation (1) is used to calculate the location
quotient of relevant industries in Hebei Province. Meanwhile, in order to better
highlight the advantageous industries of Hebei province in Beijing-Tianjin-Hebei
region, the overall index of Beijing-Tianjin-Hebei region is selected to replace the
national index as the denominator for calculation [8]. The calculation results and
variation trend of specific location quotient are shown in Fig. 1.

In 1 a represents agriculture, forestry, animal husbandry and fishery, b represents
industry, c represents construction industry, d represents wholesale and retail trade,
e represents logistics industry, f represents accommodation and catering, g represents
financial industry and h represents realty industry. It can be seen that under the
background of the coordinated development of Beijing-Tianjin-Hebei, the location
quotient of these eight industries in Hebei Province increased year by year to a certain
extent from 2010 to 2016, and showed an upward trend. Among them, agriculture,
forestry, animal husbandry and fishery showed obvious agglomeration advantages.

Table 1 Evaluation criteria of fusion degree grade

Fusion degree Fusion level Fusion degree Fusion level

[0, 0.1) Extremely incompatible [0.5, 0.6) General fusion

[0.1, 0.2) Highly incompatible [0.6, 0.7) Mild fusion

[0.2, 0.3) Moderate incompatibility [0.7, 0.8) Moderate fusion

[0.3, 0.4) Mild incompatibility [0.8, 0.9) Highly integrated

[0.4, 0.5) Barely fusion [0.9, 1.0) Extreme fusion

74 J. Jiang and T. Zhao



In 2016, its location quotient reached 2.15, and its development level has been
significantly higher than the average level of Beijing-Tianjin-Hebei. In addition to
agriculture, forestry, animal husbandry and fishery, the location quotient of industry,
construction industry and logistics industry was also greater than 1. The location
quotient of wholesale and retail, accommodation and catering industry, financial
industry and real estate industry was all less than 1, which indicated that they did not
show obvious agglomeration advantage in Hebei Province. From the above analysis,
we can see that the agglomeration level of the primary industry and the secondary
industry in Hebei Province was relatively high, while the tertiary industry did not
show obvious agglomeration advantages except the logistics industry.

4.2 Index Selection and Weight Calculation

According to the principle of selecting indicators such as representativeness, sys-
tematicness, pertinence, operability and scientificity, this paper establishes the
evaluation index system of the four agglomeration industries from three aspects of
infrastructure, industrial scale and development capacity, on the basis of referring to
relevant literature and the development status of Hebei industry, in order to achieve
the degree of integration of logistics industry and related industries. In order to
avoid the defects caused by subjective judgment, entropy weight method is selected
in this paper to calculate and determine the weight of each index objectively, that is:

ai ¼ 1� EiP
1� Eið Þ ; i ¼ 1; 2; . . .; tð Þ ð7Þ

bj ¼ 1� EjP
1� Ej
� � ; j ¼ 1; 2; . . .; tð Þ ð8Þ

Equation Ei ¼ � lnðtÞ�1 P
i¼1

pi ln pi, Pi ¼ xiPt

i¼1

xi

, If pi= 0, define limpilnpi= 0.

Equation Ej ¼ � lnðtÞ�1 P
j¼1

pj ln pj, Pj ¼ yjPt

i¼1

yj

, If pj= 0, define limpjlnpj= 0.

Fig. 1 Development trend of
location quotient of major
industries in Hebei Province
from 2010 to 2016
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Referring to the data in National Statistical Yearbook and Hebei Economic
Yearbook from 2011 to 2017, the specific index system and the weight of each
index are shown in Tables 2, 3, 4 and 5.

Table 2 Logistics industry development level evaluation index and weight

Level indicators Weight Secondary indicators Weight

Infrastructure 0.358 Per capita highway operating mileage 0.150

Per capita railway operating mileage 0.125

Cargo car ownership 0.083

Industrial scale 0.416 Number of people engaged 0.097

Per capita freight volume 0.127

Per capita postal and telecommunications business
volume

0.192

Development
ability

0.226 Industrial added value as a proportion of GDP 0.078

Fixed asset investment 0.148

Table 3 Agriculture, forestry, animal husbandry and fishery development level evaluation index
and weight

Level indicators Weight Secondary indicators Weight

Infrastructure 0.363 Main machinery ownership 0.083

Effective irrigation rate 0.096

Cargo car ownership 0.184

Industrial scale 0.294 Number of people engaged 0.196

Unit area yield of agricultural products 0.098

Development ability 0.343 Product Value Added as a Proportion of GDP 0.107

Fixed asset investment 0.236

Table 4 Evaluation index and weight of industrial development level

Level indicators Weight Secondary indicators Weight

Infrastructure 0.377 Total assets 0.177

Contribution rate of total assets 0.200

Industrial scale 0.203 Total labor productivity 0.099

Main business income 0.104

Development ability 0.420 Industrial added value 0.099

Fixed asset investment 0.199

Total profit 0.122
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4.3 Computation and Analysis of Fusion Degree

Based on the above evaluation index system and the coupling degree synergy
model, the following calculation and analysis are made on the integration degree of
logistics industry and related agglomeration industry in Hebei Province from 2010
to 2016.

As can be seen from Table 6, the integration level of logistics industry and
agriculture, forestry, animal husbandry and fishery, industry as well as construction
industry in Hebei Province has been increasing year by year from 2010 to 2016,
with an overall upward trend. Among them, the average degree of integration
between logistics industry and agriculture, forestry, animal husbandry and fishery
are 0.492, and the highest degree of integration is 0.590 in 2016. The development
of integration between logistics industry and agriculture, forestry, animal husbandry

Table 5 Construction industry development level evaluation index and weight

Level indicators Weight Secondary indicators Weight

Infrastructure 0.274 Technical equipment rate 0.112

Power equipment rate 0.162

Industrial scale 0.234 Number of people engaged 0.126

Floor space of buildings completed 0.108

Development ability 0.492 Industrial added value as a proportion of GDP 0.183

Fixed asset investment 0.202

Total profit 0.107

Table 6 The integration degree of logistics industry and related industries in 2010–2016

Industrial
integration
degree

Logistics industry and
agriculture, forestry,
animal husbandry and
fishery

Logistics industry and
industry

Logistics industry and
construction industry

Fusion
degree

Fusion level Fusion
degree

Fusion level Fusion
degree

Fusion level

2010 0.418 Barely fusion 0.336 Mild
incompatibility

0.391 Mild
incompatibility

2011 0.372 Mild
incompatibility

0.375 Mild
incompatibility

0.385 Mild
incompatibility

2012 0.430 Barely fusion 0.467 Barely fusion 0.513 General fusion

2013 0.524 General fusion 0.564 General fusion 0.557 General fusion

2014 0.538 General
Fusion

0.565 General fusion 0.568 General fusion

2015 0.570 General fusion 0.562 General fusion 0.569 General fusion

2016 0.590 General fusion 0.616 Mild fusion 0.557 General fusion

The Integration Degree of Logistics Industry … 77



and fishery has gone through a stage from barely fusion, mild incompatibility to
general fusion. Although the degree of integration between industries is gradually
improving, the integration level is still at a medium level. The integration of
logistics industry and industry is the best among the three. It has experienced four
stages of development: mild incompatibility, barely fusion, general fusion and mild
fusion. In 2016, it reached the highest integration level of 0.616, and entered a new
stage of mild integration. Logistics and construction industry from the initial mild
incompatibility to the general fusion stage, and the degree of integration is 0.557 in
2016. It can be seen that the fusion degree of the three is stable between 0.500 and
0.700. Although the fusion degree is constantly improving, it still does not reach a
very ideal fusion state. In order to improve the overall level of coordinated
development in Beijing, Tianjin and Hebei, it is necessary to further strengthen the
integration of the three.

According to the model above, we can get the types of integration and coor-
dination degree of logistics industry and related agglomeration industry, and make
the following analysis for the reasons of imbalance of coordination between
logistics industry and related industries.

From Table 7, we can see that the logistics industry in Hebei Province has
developed slowly in the past few years, and has not kept pace with the development
of agriculture, forestry, animal husbandry and fishery, industry and construction
industry, which was at a disadvantage in the process of industrial integration.
However, since 2013, due to the sudden outbreak of online shopping market, the
construction of e-commerce logistics network system has been promoted. The
development of China’s logistics industry has attracted the comprehensive attention
of the central and local governments. Hebei Province has also increased its attention
to the logistics industry, resulting in the continuous improvement of the level of
development of the logistics industry, and the development speed has exceeded the
development speed of related agglomeration industries. In the following years, the
logistics industry has maintained its development advantages, and in the process of
integration with other industries, the development speed has been in the lead. At
present, the degree of integration between logistics industry and other industries is
not high, which is largely due to the fact that logistics industry and other
agglomeration industries have not yet formed a cooperative development mecha-
nism. Although the development speed of logistics industry is constantly improv-
ing, its development level still has no obvious advantages compared with other
agglomeration industries. Therefore, in order to improve the degree of integration
between logistics industry and related agglomeration industry, we need not only
related agglomeration industry to promote the development of logistics industry,
but also the logistics industry to rely on its own development advantages to promote
the continuous progress of other industries, so as to achieve mutual coordination
and linkage development and jointly improve the development level.
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4.4 Establishing Linkage Mechanism between Logistics
Industry and Agglomeration Industry

In order to meet the new demands of the cluster industry on the logistics industry in
Hebei Province, the logistics industry and other cluster industries can be developed
in a coordinated way, so as to promote each other and make common progress.
Therefore, this paper establishes the linkage mechanism of industrial agglomeration
and logistics industry agglomeration based on PDCA cycle to coordinate the
relationship between logistics industry and related industries. The linkage mecha-
nism model is shown in Fig. 2.

PDCA cycle linkage mechanism is to divide the process of logistics industry
agglomeration and related industry agglomeration into four stages, namely plan, do,
check and adjust, and keep on circulation according to this step. First of all, in the
plan stage, relevant government departments are required to formulate reasonable
industrial development planning, and implement industrial collaborative planning
according to the requirements. Secondly, in the do stage, the development of
logistics industry agglomeration and other industrial agglomeration complement

Table 7 Types of integration and coordination degree between logistics industry and related
industries in 2010–2016

Fusion
coordination
type

Industry

Logistics industry and agriculture,
forestry, animal husbandry and
fisheries

Logistics
industry and
industry

Logistics industry
and construction
industry

2010 Logistics industry develops slowly Logistics
industry
develops slowly

Logistics industry
develops slowly

2011 Logistics industry develops slowly Logistics
industry
develops slowly

Logistics industry
develops slowly

2012 Logistics industry develops slowly Logistics
industry
develops slowly

Logistics industry
develops slowly

2013 Agriculture, forestry, animal
husbandry and fishery develops
slowly

Industry
develops slowly

Construction
industry develops
slowly

2014 Agriculture, forestry, animal
husbandry and fishery develops
slowly

Logistics
industry
develops slowly

Logistics industry
develops slowly

2015 Agriculture, forestry, animal
husbandry and fishery develops
slowly

Industry
develops slowly

Construction
industry develops
slowly

2016 Agriculture, forestry, animal
husbandry and fishery develops
slowly

Industry
develops slowly

Construction
industry develops
slowly
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each other. On the one hand, related industrial agglomeration can promote the
development of logistics industry agglomeration. On the other hand, the agglom-
eration of logistics industry can also drive the development of other industry
agglomeration. For the check stage, it is necessary for the relevant government
departments to formulate a reasonable evaluation system, regularly evaluate and
analyze the current situation of logistics industry agglomeration and related industry
agglomeration. Finally, in the adjust stage, according to the inspection results of the
previous stage, we formulate adjustment strategies, solve the problems in the pre-
vious plan and implementation, and lay a good foundation for the next round of
plan.

The linkage mechanism of industrial agglomeration and logistics industry
agglomeration can meet the new demands of the agglomeration industry for
logistics industry. At the same time, it not only provides a solution for the coor-
dinated development of logistics industry and agglomeration industry, but also lays
a foundation for their integration and development.

5 Conclusions and Recommendations

Based on the background of coordinated development of regional economy, this
paper studies the integration of logistics industry and related agglomeration industry
in this environment. Firstly, through the calculation and analysis of location quo-
tient, the agglomeration degree of related industries is obtained. At the same time,

Fig. 2 Linkage mechanism of industrial agglomeration and logistics industry agglomeration
based on PDCA cycle
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in order to better grasp the degree of integration of logistics industry and
agglomeration industry, so as to promote the future development of regional
economy, this paper constructs a coupling degree coordination model, and on this
basis, establishes an industrial agglomeration and logistics industry agglomeration
mechanism based on PDCA cycle, hoping that this mechanism can provide a
reference for the integration and development of logistics industry and related
agglomeration industry. Taking Hebei Province as an example, this paper conducts
an empirical study and finds that except for the logistics industry, agriculture,
forestry, animal husbandry and fishery, industry and construction industry in Hebei
Province have formed industrial agglomeration at the same time. This paper
establishes the coupling degree collaborative model, and analyzes the data of Hebei
Province from 2010 to 2016. Finally, it is found that the degree of integration of
logistics industry and related industries in Hebei Province is constantly improving.
However, the degree of industrial integration is still unsatisfactory.

In order to improve the integration of the logistics industry with other industries,
and further improve the overall development level of the industry in Hebei
Province, this paper proposes the following suggestions after synthesizing the
above research results: (1) Break the industrial boundaries and form a situation of
industrial convergence and development. After fully understanding the character-
istics of each industry, the relevant departments in Beijing, Tianjin and Hebei
should formulate development policies suitable for each industry, break the
boundaries between different industries, avoid the isolated development of indus-
tries, take advantage of the advantages of integration and development among
industries, and promote the coordination and common development of each
industrial cluster. (2) Improve the degree of specialization of logistics industry and
create advantages of industrial cluster. Because each region has its own charac-
teristics, it will form corresponding specialized demand. Although many related
industries in Beijing, Tianjin and Hebei have formed industrial agglomeration, their
degree of specialization is not enough. Therefore, each agglomeration industry
should widely tap the current demand situation in the region and improve its level
of specialization. (3) Improve the level of logistics services and give full play to the
mutual promotion between industries. In the process of coordinated development of
Beijing, Tianjin and Hebei, logistics industry has been paid more and more
attention, and its development speed is relatively fast, but the level of development
still needs to be further improved. As the pillar of the service industry, while
meeting the service needs of other industries, the logistics industry should take the
initiative to attack the market and constantly cultivate its own new advantages to
guide and support the development of other industries. Use services and potential
services to leverage demand and potential demand, and form a continuous iteration
of demand and service, so as to realize the coordinated development of Beijing,
Tianjin and Hebei based on industrial integration mechanism.
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Mortality Prediction of ICU Patient
Based on Imbalanced Data Classification
Model

Xuedong Gao, Hailan Chen, and Yifan Guo

Abstract The mortality prediction of Intensive Care Unit (ICU) patient has been
an active topic in the medical filed. In recent years, data mining methods have been
applied in this domain and have achieved good results. In this paper, we propose an
imbalanced data classification algorithm to predict the mortality of ICU patient.
Firstly, we introduce clustering algorithm to convert numeric data into categorical
data. Then, imbalanced data processing method is used to obtain a balanced data.
Finally, we apply some traditional classification algorithms to conduct experiment
on a medical data set, and the experimental results show that the classification
accuracy of balanced data set is more efficient than the imbalanced data set con-
sidering the minority death patients.

Keywords ICU � Mortality prediction � Imbalanced data � Classification

1 Introduction

Intensive Care Unit (ICU) is established to provide high quality medical treatment
for critically ill patients. The patient mortality rate is one of the important factors to
measure the ICU level. And effectively predicting the risk of death in ICU patients
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can reasonably allocate rescue resources and reduce the cost of first aid. The tra-
ditional prediction methods are medical scoring systems such as APACHE [1],
SAPS [2], SOFA [3], etc., which are difficult to meet clinical practice and not
effectively deal with case-mix [4] problems. Therefore, how to accurately predict
the mortality of ICU patient according to the early admission records, and take
appropriate measures to improve the patient survival rate has become a research hot
spot and difficulty in the medical field.

In recent years, with the improvement of medical informatization, most medical
information has been preserved in digital form, providing a reliable and rich source
of data for developing new mortality prediction methods. On the other hand, the
rapid development of data mining and machine learning technology provides a
theoretical basis for the development of new mortality prediction methods. Many
researchers [5, 6] introduce classification algorithms into medical domain and have
good results. Lin et al. [7] applied SVM (Support Vector Machine) to predict
in-hospital mortality risk of patients with acute kidney injury in ICU. Xie et al. [8]
used random forest model to predict in-hospital mortality risk of ICU patients.
Zhang et al. [9] applied SVM, ANN and C4.5 to verify the predictive performance
based on a selected time interval after learning classification knowledge for the
same data set. Davoodia et al. [10] proposed the deep rule-based fuzzy classifier to
predict mortality of ICU patient.

Among these studies, most of them assume the data set to be well-balanced and
focus on achieving overall classification accuracy, which may lead to classification
errors in minority class samples. However, most medical data sets are usually
imbalanced, with more cases of survival and fewer deaths. And we are more
concerned with the prediction of death. So how to deal with imbalanced data to
improve the classification performance is essential. There are two main methods.
The first is to improve the data set by increasing the number of minority class
samples by over-sampling and decreasing the number of majority class samples by
under-sampling [11]. The other method is to improve the algorithm itself. There
have been many studies [12] to improve the classification accuracy of minority
class samples by improving the algorithm. But these methods are not universally
suitable for all data sets. It is easier and more efficient to converting an imbalanced
data set into a balanced data set. Wu et al. [11] proposed the cluster-based
under-sampling method to establish a balanced data set in the data processing stage.
In this paper, we apply this method to process the imbalanced data set.

The rest of this paper is organized as follows. In Sect. 2 we describe the data and
summarize its properties. In Sect. 3 we propose the mortality prediction model of
ICU Patient. In Sect. 4 we conduct experiment and analyze the experimental
results. Finally in Sect. 5 we give the conclusion.
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2 Data Description

In this section, we describe the experimental data in this paper including data
sources and data properties.

2.1 Data Sources

In this paper, the dataset we used is downloaded from PhysioNet website [13],
which is the PhysioNet/Computing in Cardiology Challenge provided by of the
National Institutes of Health in 2012. It contains 4000 cases from four different
ICUs (Coronary Care, Cardiac Surgery, Recovery Units, Medical and Surgical); all
cases collected at most 36 physiological variables; all hospitalized for more than
48 h and all over 16 years of age. There were a total of 554 deaths and 3346
surviving cases, and the missing rate of the different physiological variables ranged
from 1.6 to 95.3%. Among all variables, we select 16 physiological variables as
shown in Table 1, which the missing data rate is less than 20%.

The data for each ICU patient is generally composed of three components, the
basic information at admission, the sequence of physiological variables after
admission, and the final survival or death status. A typical ICU data set is shown in
Table 2.

Table 1 Experimental physiological variables

Abbreviation Full name Unit

BUN Blood urea nitrogen mg/dL

Creatinine Creatinine mg/dL

GCS Glasgow coma scale –

Glucose Glucose mg/dL

HCO3 Serum bicarbonate mmol/L

HCT Red blood cell specific volume %

HR Heart rate bpm

K Kalium mEq/L

Mg Serum magnesium mmol/L

Na Sodium mEq/L

NIDiasABP Non-invasive diastolic arterial blood pressure mmHg

NISysABP Non-invasive systolic arterial blood pressure mmHg

Platelets Blood platelet count cells/nL

Temp Human body temperature °C

Urine Urine mL

WBC White blood cell cells/nL
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2.2 Properties of the Data

After preliminary exploration of the data, we summarize the properties as follows:
high dimensionality, large amount of missing data, imbalance data, and different
time intervals.

• High dimensionality: The ICU data set is highly dimensional in two respects.
One performance is high in attributes. It has 36 physiological variables, such as
temperature, blood pressure, and heart rate etc. Another one performance is high
in time. For a physiological variable of one patient, there are multiple obser-
vations within 48 h. It leads to the high dimensionality of time.

• Large amount of missing data: The data set contains a large amount of missing
data, and the missing rate ranged from 1.6 to 95.3% for different physiological
variables. When the missing rate of the data set is not high, we can use the
missing data filling methods to fill the data; while when the missing rate is high,
the commonly missing data filling methods have no effect.

• Imbalance data: The data set contains more samples from one class (3446
survival cases) while the other is much smaller (only 554 dead cases). It is
severely imbalanced. The phenomenon may lead to classification errors in
minority class samples. Therefore, the classifier may behavior too bad to get
satisfactory results. It is necessary to handle the imbalanced problem.

• Different time intervals: As the sensors and devices may break down, or medical
staff may incorrectly operate these medical equipment, the variables of each
record were sampled unevenly. For one variable of one patient, the time
intervals of each two records may be different. It also can be regarded as a
reflection of missing data.

Therefore, there is an urgent need to solve the above issues and develop an
effective method to improve the mortality prediction accuracy of ICU patient.

Table 2 Example of ICU
data set

IDn (demograph <vector>, physiological, outcome)

HR NIDiasABP … Temp

(00:00, 73) (00:00, 88) … (00:00, 36.3)

(01:09, 67) (00:09, 79) … (00:09, 35.8)

(01:24, 50) (01:09, 80) … (05:09, 36.6)

(01:39, 63) (01:39, 73) … (09:09, 36.8)

(01:54, 64) (01:54, 76) … (13:09, 37.1)

… … … …
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3 Mortality Prediction Model of ICU Patient

In this section, we first propose the framework of ICU mortality prediction model.
Then according to this framework, we introduce the method of data preprocessing,
imbalanced data converting and classification. At last, we present evaluate indexes
of prediction results.

3.1 The Framework of ICU Mortality Prediction Model

How to predict the mortality of ICU patient is meet with many challenges and
difficulties. So, in this subsection we propose the framework of ICU mortality
prediction model as shown in Fig. 1.

According to the proposed framework, this prediction model mainly includes four
steps: data preprocessing, imbalanced data processing, classification, and evaluation.

3.2 Data Preprocessing

Since the ICU data have large amount of missing data and high dimensions, in this
subsection, we preprocess the data to solve these challenges.

In order to avoid the instability caused by filling missing data, we select 16
physiological variables as shown in Table 1, which the missing data rate is less than
20%. These indexes are also considered to be closely related to death in medical. In
this way, we reduce the attribute dimensions.

Fig. 1 The framework of
ICU mortality prediction
model
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In Table 2, for a physiological variable of one patient, there are multiple
observations within 48 h. It leads to the high dimensionality of time. So, we cal-
culate the mean value of multiple observations for each attribute within 48 h to
represent the attribute. And the missing value of each attribute is replaced by the
mean of the attribute.

After the above operation, we get a matrix in which each patient has only one
value per attribute. However, the variation range of each attribute is very different,
we apply clustering algorithm to convert numeric data into categorical data.
K-means clustering algorithm is used to do this operation, and we set k = 10.
Completing clustering, the ICU data is converted into a matrix of two-dimension
information (Table 3).

3.3 Imbalanced Data Processing Method Based on Cluster
Under-Sampling

In this subsection, we introduce an imbalanced data processing method based on
cluster under-sampling to improve the prediction accuracy.

The algorithm steps are as follows.
Input: Imbalanced data set.
Step 1: Divide the original data set into one class of minority data samples and

the other class of majority data samples. And directly put the class of minority data
samples is into a new data set.

Step 2: Calculate the number of samples in the minority class, which is set to the
number of majority clusters k.

Step 3: K-means algorithm is used to cluster the majority data samples of another
class. And Euclidean distance is selected as the distance measurement.

Step 4: After clustering, the center points of k clusters are put into the new data
set. At the moment, the data samples of two classes are equal, and the new data set
is balanced.

Output: Balanced data set.
As shown in Figs. 2 and 3, Fig. 2 is the data distribution before clustering, and

Fig. 3 is the data distribution after clustering. Although the amount of data after

Table 3 Two-dimension
information matrix

ID HR NIDiasABP … Temp Outcome

132597 4 10 … 7 0

132598 1 1 … 9 1

132599 7 9 … 9 0

132601 8 5 … 2 0

132602 9 1 … 2 1

132605 9 8 … 1 1

132610 9 10 … 1 0
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clustering is reduced, but the spatial distribution of the data set remains unchanged,
and the distribution characteristics of the data set are preserved.

Fig. 2 Data distribution before clustering

Fig. 3 Data distribution after clustering
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3.4 Classification Algorithms

Classification is an important data mining technique. Classification is usually used
for prediction. The classification algorithms mainly include decision tree, statistical
method, machine learning method, and neural network method [14]. In this paper,
the classification algorithms we used are K-Nearest Neighbor (KNN) algorithm,
Support Vector Machine (SVM) algorithm, C4.5 algorithm, and Classification and
Regression Tree (CART) algorithm. They are traditional classification algorithms.

KNN algorithm is one of the best classification algorithms under the vector
space model (VSM) [15]. The basic idea is to calculate the similarity between the
sample to be classified and the training sample under the VSM representation.
Finding the k nearest neighbors that are most similar to the sample to be classified,
and determining the attribution of the samples to be classified according to the
classes of the k neighbors.

As a classifier, SVM has proved itself being a powerful tool for classification and
regression [7]. The goal of the SVM is to create an optimal classification boundary
(maximum interval hyperplane) in high-dimensional space to distinguish between
different classes of samples. The support vector refers to the point in each class that
is closest to the largest interval hyperplane.

C4.5 is currently the most influential decision tree classification algorithm. The
C4.5 algorithm uses information gain rate instead of information gain to select node
attributes, supports discrete attributes and continuous attributes, and is a decision
tree learning algorithm based on information entropy [16].

The CART algorithm uses the minimum Gini value as the demarcation point
selection criterion, and is a binary tree. It has the advantages of small computation,
fast speed and easy interpretation [17]. The algorithm works well for a large amount
of real data in a relatively short time.

3.5 Evaluation Indexes

Currently, there are many evaluation indexes to measure the classification problem.
In this work, we use confusion matrix to evaluate ICU mortality prediction. This
matrix is composed of true positive (TP), true negative (TN), false positive (FP) and
false negative (FN).

For the ICU data set, we define the death class (positive class) sample as P, and
the survivor class (negative class) sample as N. The specific confusion matrix is
shown in Table 4. The calculation indexes based on the confusion matrix are shown
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in Eqs. (1) to (7), which are TPR (true rate) or Recall, TNR (true negative rate) or
Sp (specificity), FPR (false positive rate), FNR (false negative rate), Precision,
Accuracy, F-measure.

TPRðRecallÞ ¼ TP= TPþFNð Þ ð1Þ

TNR Spð Þ ¼ TN= TNþFPð Þ ð2Þ

FPR ¼ FP= TN þFPð Þ ð3Þ

FNR ¼ FN= TPþFNð Þ ð4Þ

Precision ¼ TP= TPþFPð Þ ð5Þ

Accuracy ¼ TN þ TPð Þ= TNþ TPþFPþFNð Þ ð6Þ

F-measure ¼ 2 � Precision � Recallð Þ=PrecisionþRecall ð7Þ

Except for the above evaluation indexes, in this paper, we introduce min (Recall,
Precision) [9] to measure the prediction results. Because it better reflects the
classification accuracy of the class with few samples.

4 Experiments

In this section, we use MySQL to extract the data, data preprocessing and prediction
model building is written by MATLAB.

In this experiment, we divide the ICU data set into training set and test set, and
the ratio is 3:1. Then we calculate the performance indexes of each classification
algorithm. In order to verify the effectiveness of the proposed method, we use the
ICU data set without doing imbalanced data processing as comparison experiments
to conduct classification. For imbalanced data set, there are two classes (554 dead
cases and 3446 survival cases), and its corresponding ratio is 1:6.22. So it has 3000
cases in training set and 1000 cases in test set. For balanced data set, the number of
two classes is equal (554 dead cases and 554 survival cases). So it has 831 cases in
training set and 277 cases in test set. And the results is shown in Table 5.

Table 4 Definition of
confusion matrix

Outcome Observed

Death Survivor

Predicted Death TP FP

Survivor FN TN
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In Table 5, five evaluation indexes (Recall, Precision, min (Recall, Precision),
F-measure, Accuracy) are used to present the performance of four classification
algorithms (KNN, SVM, C4.5, and CART) on imbalanced data set and balanced
data set. It is obvious to see that balanced data set achieves better performance on
four indexes: Recall, Precision, min (Recall, Precision), F-measure. We also see that
the performance of imbalanced data set is not good on these four indexes. However,
its accuracy is high. This phenomenon indicates that these classification algorithms
are greatly affected by the imbalance of data, and tend to divide objects into classes
with majority samples, ignoring the class with minority samples.

Although the accuracy of balanced data set is lower than using imbalanced data
set, the difference of them are not obvious. When we classify the imbalanced data,
we pay more attention to the accuracy of the class with majority samples, which is
consistent with our real life.

The above experimental results demonstrate that the quality of the proposed
framework of mortality prediction model is effective.

Table 5 Performance comparison of four classification algorithms on imbalanced data set and
balanced data set

Classification
algorithms

Evaluation indexes

Recall/% Precision/% min (Recall,
Precision)/%

F-measure/% Accuracy/%

KNN Imbalanced
data set

10.48 18.33 10.48 13.33 85.70

Balanced
data set

42.45 54.63 42.45 47.77 53.43

SVM Imbalanced
data set

11.39 11.76 11.39 11.57 89.50

Balanced
data set

83.45 78.57 78.57 80.94 79.42

C4.5 Imbalanced
data set

35.24 24.50 24.5 28.91 81.80

Balanced
data set

72.66 74.81 72.66 73.72 74.01

CART Imbalanced
data set

24.39 23.26 23.26 23.81 85.35

Balanced
data set

81.13 78.18 78.18 79.63 78.74
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5 Conclusion

In this paper, we summarize the properties ICU data: high dimensionality, large
amount of missing data, imbalance data, and different time intervals. In order to
solve these challenges, we propose the framework of ICU mortality prediction
model. In this framework, we first preprocess the data. We select some variables
from many attributes, meanwhile we fill the missing data. And K-means clustering
is applied to convert numeric data into categorical data. After completing the data
preprocessing, we introduce an imbalanced data processing method based on cluster
under-sampling to improve the prediction accuracy. Using this method, we can
convert imbalanced data into balanced data. And it also reduces the quantity of data
set. Then we present the tradition classification algorithms. Furthermore, we give
the evaluation indexes of classification accuracy. Finally, experiments are carried
out to evaluate the performance of the proposed framework of ICU mortality
prediction model. And the experimental results verify that this model works
effectively.
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High-Speed Railway in Yunnan
Province: The Impacts of High-Speed
Railway on Urban Economic
Development

Lili Hu, Ming Guo, Yunshuo Liu, and Long Ye

Abstract In recent years, the rapid development of China’s high-speed railway has
brought great impact on regional economic development. This paper evaluates the
impact of Shanghai-Kunming high-speed railway on the economic and social
development of cities along Yunnan Province from two aspects: direct effect and
indirect effect. The direct effects were evaluated by two indicators: railway transport
capacity and regional accessibility. The indirect effects are evaluated by four
indicators, namely regional economic development, regional industrial structure,
tourism development and regional employment. The grey model prediction method
is used to calculate the economic development index values of cities along the route
of yunnan province in the case of “without” shanghai-kunming high-speed railway
in 2017 and 2018, then compared with the actual values of that year. The results
show that the Shanghai-Kunming high-speed railway enhances the transportation
capacity of cities, improves regional accessibility, promotes economic develop-
ment, promotes the optimization and upgrading of industrial structure, and pro-
motes the increase of employment in cities along Yunnan Province. Based on this,
the paper puts forward the countermeasures of developing Yunnan’s high-speed
economy from the aspects of giving priority to the development of tourism, opti-
mizing the industrial layout and constructing the new town area, so as to maximize
the positive effect of high-speed railway and avoid the appearance of “gray rhi-
noceros” of high-speed railway.
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1 Introduction

By the end of 2018, China’s high-speed railway (HSR) operation mileage reached
29,000 km, ranking first in the world. As a modern means of transportation with
low social cost, high speed and convenience, the construction and operation of HSR
will certainly have an impact on the economic and social development. With the
formation of “eight vertical and eight horizontal” HSR in China, some scholars
began to focus on the research concerned impact of HSR on regional accessibility,
urban spatial structure, industrial layout (mostly tourism) and economic growth
effect [1]. Scholars from different countries have different opinions on whether HSR
can promote regional economic growth. One view is that the role of HSR on
regional economic growth is not clear, even if it has a short-term impact, and in the
long run, the economic growth rate of the marginal areas connected by HSR will
decline [2]. Some scholars also believe that HSR has a significant role in promoting
regional economic growth, such as Stokes’analysis of HS2, which was not started
in Britain at that time, pointing out that the construction of HSR can significantly
improve the economic benefits of traditional transportation [3]. After investigating
the situation of HSR in Japan and Europe, Kim pointed out that by expanding
regional accessibility, residents’ living location choice and working methods can be
gradually changed, thus stimulating regional economic growth [4]. Studies on
China’s wuhan-guangzhou HSR show that the opening of high-speed railway
improves the accessibility level of cities along the route, and has a certain rela-
tionship with the negative economic growth of non-cities along the route [5]. Other
scholars believe that HSR has a negative impact on regional economic develop-
ment. Kim and Hyunwoo use the neoclassical economic growth model to conclude
that large-scale land development projects such as HSR have a negative impact on
local economic development, which is due to the mature development of western
countries and the lack of space for regional development [6]. This is similar to the
typical “siphon effect”. HSR promotes the economic development of metropolitan
cities along the line. Because HSR shortens the space-time distance between cities
and regions, it also means that talents and capital will converge to more mature
metropolitan cities. Small and medium-sized cities along the line will face the
dilemma of brain drain and enterprise reduction, and the development of non-HSR
lines and non-station surrounding areas. The exhibition will bring extremely
adverse effects, break the original balance of regional development, and form a new
regional advantage gap and development opportunity gap between regions and
cities. At present, scholars’ conclusions on the impact of HSR on regional economy
are not uniform. Further research is needed to explore the relationship between the
two, so as to better develop the positive effect of HSR and avoid the phenomenon of
“gray rhino” of HSR.

The shanghai-kunming HSR (Shanghai-Kunming) has been in operation since
2010 and was connected to yunnan province in 2016. Kunming, qujing and other
five cities are connected to the national HSR network. The opening and operation of
Shanghai-Kunming HSR marked Yunnan’s entry into a new era of HSR, realized the
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situation of full coverage of high-speed motor vehicles in the national railway
bureau, greatly shortened the space-time distance between Southwest China and
South, East and South China, and further revealed the network effect of HSR in
China, which is of great significance to improving regional traffic conditions and
promoting regional economic and social development.. However, there are relatively
few studies on its impact on Yunnan Province. Tian and Xi believe that the operation
of Shanghai-Kunming HSR makes the tourism agglomeration effect of Kunming,
Qujing, Chuxiong and other cities along the HSR as well as close-distance cities
larger, and makes the tourism agglomeration effect of Lijiang, Dali, Dezhou and
other high-speed long-distance cities smaller [7]. Shanghai-Kunming HSR has
played a role in promoting the economic development of Jiangxi Province, mainly in
enhancing the transport capacity of Jiangxi Province, improving regional accessi-
bility, promoting the growth of the total economic volume, promoting the opti-
mization of industrial structure, and has a positive role in the increase of the number
of employed people in Jiangxi Province [8]. This is because some studies only
consider the direct impact of HSR on passenger transport, short-term impact, without
considering its indirect and long-term impact on regional economy. HSR project has
the characteristics of large investment, high technology level and long construction
period. When evaluating the impact effect, we should not only pay attention to the
impact on the national economy, but also consider the impact on transportation and
social development. Therefore, considering the role of HSR in regional transport
capacity, accessibility, economic development, industrial structure and employment,
the mechanism of HSR is analyzed, and the positive effect of high-speed rail on
traffic conditions and economic development along Yunnan high-speed rail is
proved by empirical data.

2 Mechanism Analysis of the Economic Impact
of Shanghai-Kunming HSR on Yunnan Province

2.1 Study and Analysis of the Direct Impact of HSR
on Regional Economy

The most direct manifestation of the impact of HSR on regional economy is in the
aspect of transportation. The main direct impact analysis indicators are expected
railway transport capacity and regional accessibility. Railway transport capacity is
mainly measured by railway passenger volume, that is, the actual number of pas-
sengers transported by a certain regional transport mode in a certain period of time.
Accessibility is mainly measured by weighted average travel times, economic
potential and daily accessibility. On the one hand, the construction of HSR can
significantly improve the economic benefits of traditional transportation and save
time [2]. The selection scope of enterprise talent recruitment is also broader, cre-
ating more employment opportunities for the region [9]. On the other hand, HSR

High-Speed Railway in Yunnan Province … 97



will expand the scope of isochronal circle, realize the overall optimization of urban
daily accessibility, and form an unbalanced time convergence space, which will
have a significant impact on the change of urban spatial pattern [10]. Further, Feng
and other studies show that HSR construction will promote regional accessibility
among provinces in China, and HSR construction will bring shorter and more
accessible inter-provincial links. The “HSR effect” such as a large increase in the
optimal area of accessibility, which makes the inter-provincial accessibility bal-
anced by the operation of HSR, has a “bowl-shaped” characteristic of high
accessibility in space around the middle concave. The provinces located near the
center of the passenger railway network have a small change, while the provinces in
the periphery, such as Yunnan and Fujian, have a large change in accessibility [11].

2.2 Research on Indirect Impact of HSR on Regional
Economy

Scholars have done a lot of in-depth research on the indirect impact of high-speed
rail on regional economic development. The indirect impact of high-speed railway
on regional economic development mainly includes output value and population.
Common indicators of output value include the indicator of regional GDP to pro-
mote regional economic development; The added value index of the regional pri-
mary industry, secondary industry and tertiary industry to optimize the industrial
structure; An indicator of total tourism revenue that promotes the development of
tourism. Population indicators include the total number of employees in the region,
the number of employees in the region’s primary industry, secondary industry and
tertiary industry, which affect the number of employees.

Zhang believes that the high-speed rail network will intensify the competition
between travel modes and different regions, expand the sources of tourists and
change the spatial tourism pattern of China [12]. For example, the Zhengxi
high-speed railway has played a significant role in promoting tourism along the
line, which is reflected in the increase of short-distance and holiday tourists [13],
Wang and Wen founds, it is considered that the impact of high-speed rail on
tourism has a double-edged sword effect [14]. The positive effect is similar to that
of previous scholars, but there are also negative effects of intensified competition in
transport and inter-regional tourism. Secondly, scholars have done a lot of in-depth
research on the regional spatial structure and economic development of high-speed
rail. Fang and Sun used a comparative method to explore the impact of high-speed
rail on the spatial economic connection strength and traffic accessibility of the cities
along Beijing-Guangzhou line. It was found that the construction of high-speed rail
significantly increased the attraction and traffic accessibility between cities, and
improved the efficiency of provincial capital cities. The result is superior to that of
small and medium-sized cities [15]. Qian et al. deepened the gravity model algo-
rithm and analyzed the impact of high-speed rail on Wuhan urban agglomeration.
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It was found that Wuhan urban agglomeration has three types of economic linkages:
economic radiation type, economic dependence type and economic complex type
[16]. In addition, Li, Liu and Cao constructed a quantitative analysis model of
economic linkages intensity based on population human indicators (population
mobility spatial linkages index, industrial population linkages index) [17].

Generally speaking, the current research on the impact of HSR on regional
economy is divided into qualitative research and quantitative research. Qualitative
research mainly discusses that the construction of HSR will bring the same city
effect, agglomeration effect, siphon effect and so on, which has an important impact
on the economic development, industrial structure, transportation and other cities
along the line. Quantitative research mainly uses grey model prediction method and
regression analysis method to select objective indicators to confirm the impact of
HSR on regional economy. However, most of the studies focus on the economic
impact of the whole HSR line, such as tourism, spatial structure, Urban
Accessibility and so on. There is a lack of research on the impact of HSR con-
struction on specific areas. Therefore, taking Shanghai-Kunming HSR as an
example, this study uses grey prediction model to explore the impact of
Shanghai-Kunming HSR on the contribution rate of various economic indicators in
Yunnan Province before and after its opening (Table 1).

Table 1 Impact index of HSR on regional economic development

Target
layer

Influence layer Index level

Direct
impact

Enhancing transport
capacity

Railway passenger volume

Provide regional
accessibility

Weighted average travel time

Indirect
impact

Promoting regional
economic development

Gross regional product

Optimizing industrial
structure

Value added of regional primary, secondary and
tertiary industries

Promoting tourism
development tourism
income

Total tourism income

Employment number Total regional employment number, regional
primary industry, secondary industry and tertiary
industry employment number
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3 Research Design and Data Sources

3.1 Research Object

The data used in this paper are from China Statistical Yearbook [18]. In terms of
time selection, the Shanghai-Kunming HSR was opened and compared in 2016. In
fact, the Statistics Bureau data were used for the HSR, assuming that no HSR was
opened by 2010–2016 Statistics Bureau data, and the situation in 2017 was pre-
dicted by using the comparison method.

3.2 Research Methods

“With and without comparison” means to predict the situation that may occur when
the project is not completed, and to compare it with the actual situation of the
project, so as to measure the specific impact of the project. In this study, we use the
“whether or not” comparison method to analyze the differences of economic
development indicators in Yunnan Province under the two conditions of “yes” and
“no” HSR. These differences reflect the role of Shanghai-Kunming HSR in regional
economic development. Among them, the index value of regional economic
development in the case of “with” Shanghai-Kunming HSR is the actual statistical
value, and in the case of “without” Shanghai-Kunming HSR, the index value of
regional economic development in the case of “without” Shanghai-Kunming HSR
in 2017 is predicted by using grey prediction (GM) model and multiple linear
regression model, and based on the “with or without comparison method” and
2017. By comparing the actual indicators of social and economic development
along the Shanghai-Kunming HSR in 2010, the contribution level of the
Shanghai-Kunming HSR to the social and economic development along the
Yunnan HSR was obtained. Grey prediction model has high prediction accuracy,
which can maintain the original characteristics of the data system and reflect the
changing trend of the system to a certain extent.

The forecasting principle of grey prediction (GM) model is that a set of new data
series with obvious trend is generated by cumulative method for a certain data
series, and a model is established to predict the growth trend of the new data series.
The original data series are restored by inverse calculation with cumulative method,
and the forecasting results are obtained. In theory, only more than four data can be
used to build the model, and the prediction accuracy is high, which can better reflect
the actual situation of the system. The GM modeling process is as follows [19]:

The original data of a predicted object are listed as follow:

X 0ð Þ ¼ fX 0ð Þ 1ð Þ;X 0ð Þ 2ð Þ;X 0ð Þ 3ð Þ. . .X 0ð Þ ið Þ; i ¼ 1; 2; . . .; ng ð1Þ
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In order to establish the grey prediction model, X 0ð Þ is accumulated once to
generate an accumulated sequence.

X 1ð Þ ¼ fX 1ð Þ 1ð Þ;X 1ð Þ 2ð Þ;X 1ð Þ 3ð Þ. . .X 1ð Þ ið Þ; i ¼ 1; 2; . . .; ng ð2Þ

Superior 1 means one accumulation. Similarly, it can do accumulation.

XðmÞðkÞ ¼
Xk

i¼1
Xm�1 ið Þ ð3Þ

Cumulative operation is the inverse operation of accumulation. Cumulative
operation can restore the accumulated generated columns to non-generated columns
and obtain incremental information in the model. The formula of a cumulative
decrease is as follows:

X 1ð Þ kð Þ ¼
Xk

i�1
X 0ð Þ ið Þ ¼ X 1ð Þ k � 1ð ÞþX 0ð ÞðkÞ ð4Þ

According to the grey theory, the first order differential equation about t can be
established for X 1ð Þ, GM (1,1):

dXð1Þ

dt
þ aXð1Þ ¼ l ð5Þ

Among them, a is the grey number of development and l is the grey number of
endogenous control.

Let’s set â as the parameter vector to be estimated,

â ¼ a
l

� �
ð6Þ

The solution can be obtained by using the least square method

â ¼ BTB
� ��1

BTYn ð7Þ

Based on the above analysis, construct data matrix A and data neighboring:

YA ¼

� 1
2 ½x 1ð Þ 1ð Þþ x 1ð Þ 2ð Þ 1

� 1
2 ½x 1ð Þ 2ð Þþ x 1ð Þ 3ð Þ 1

..

. ..
.

� 1
2 ½x 1ð Þ n� 1ð Þþ x 1ð Þ nð Þ 1

2
6664

3
7775 ð8Þ

Y ¼ fx 0ð Þ 1ð Þ; x 0ð Þ 2ð Þ; x 0ð Þ 3ð Þ; � � � x 0ð Þ nð ÞgT ð9Þ
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Set â as the parameter vector to be estimated and obtained by least square fitting
m, n

â ¼ m
n

� �
¼ ATA

� ��1
ATY ð10Þ

By solving the differential equation according to GM (1,1), the prediction model
can be obtained:

x(1) (k)  =〔x(1) (0) −
n
m
〕e−mk + n

m
, k = 0, 1, 2, 3…n ð11Þ

4 Regression Model and Variable Selection

The impact of HSR on regional economic development is mainly manifested in two
aspects: direct and indirect impact. Generally, the direct effect is measured by rail-
way transport capacity and regional accessibility, and the indirect effect is measured
by regional gross domestic product, industrial structure, tourism development and
employment. Therefore, in the case of “yes” and “no” Shanghai-Kunming HSR from
2017 to 2018, the direct impact of Shanghai-Kunming HSR on the economic
development of Yunnan Province is measured by analyzing the changes of Yunnan
railway passenger volume and weighted average performance time of cities along
the Yunnan section of Shanghai-Kunming HSR, and by analyzing the regional GDP,
industrial structure (regional primary industry, secondary industry, and section). The
indirect impact of Shanghai-Kunming HSR on the economic development of
Yunnan Province is measured by the changes of the value-added of tertiary industry,
the total income of tourism and the number of employment (the total number of
regional employees, the number of employees in the primary industry, the secondary
industry and the tertiary industry).

4.1 Analysis of Direct Impact

(1) Railway transport capacity is generally measured by railway passenger volume,
which is the actual number of passengers transported by means of transporta-
tion in a certain region in a certain period of time. The railway passenger
volume of Yunnan Province from 2010 to 2018 is selected for modeling and
forecasting. In the case of “no Shanghai-Kunming HSR” in 2017 and 2018, the
forecast value of passenger volume is 118.074 and 132.783 million; in 2017
and 2018, the actual value of railway passenger volume of Yunnan Province is
131.896 and 150.989 million.
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CR ¼ Xwith � Xwithout

Xwith
ð12Þ

CR means contribution rate, Xwith means actual value of railway passenger traffic
in 2017, Xwithout means forecast value of railway passenger traffic in 2017.

CRð2017Þ ¼ Xwith � Xwithout

Xwith
¼ 131:896� 118:074

131:896
¼ 10:48%

CRð2018Þ ¼ Xwith � Xwithout

Xwith
¼ 150:989� 132:783

150:989
¼ 12:72%

So the contribution rate of Shanghai-Kunming HSR to railway passenger vol-
ume of Yunnan Province in 2017 is10.48%, and in 2018 is about 12.72%. From
this, we can see that the Shanghai-Kunming HSR is helpful to improve the pas-
senger transport capacity of Yunnan Railway, and contribute to the promotion of
Commerce and tourism in Yunnan and other provinces.

(2) Regional accessibility, weighted average travel time is chosen to measure
regional accessibility. The running time of Shanghai-Kunming HSR is selected
for the case of “you” Shanghai-Kunming HSR, and the running time of ordi-
nary high-speed train before the completion of Shanghai-Kunming HSR is
selected for the case of “no” Shanghai-Kunming HSR. The research cities are
along Hunan, namely Changsha, Xiangtan, Loudi, Shaoyang, Huaihua and
Zhuzhou. Shanghai, Hangzhou and Changsha are the three central cities of
Shanghai-Kunming HSR Station. The economic links between these cities and
Hunan Province are most obvious after the Shanghai-Kunming HSR is running
through. The index values can also reflect the changes of accessibility level of
each evaluation city to a large extent. The formula for calculating the weighted
average travel time is as follows:

Ai ¼
Pn

j¼1 TijMjPn
j¼1 Mj

ð13Þ

Among them, Ai is the weighted average travel time value; Tij is the running time
from the target city I to the selected economic center j; Mj is the social and
economic factor flow of city j, which is calculated by using the formula of gross
GDP and total sales of social commodities respectively, and then the average value
of both is obtained.

The weighted average travel time index scores of cities along Guikun section of
Shanghai-Kunming HSR in 2017 can be calculated as shown in Table 2. By
comparing the opening and non-opening of Shanghai-Kunming HSR with the
weighted average travel time as a comparative index, it is found that the indexes of
Qujing and Kunming have decreased significantly, with a decrease of 71.16% in
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Qujing, 75.81% in Kunming and 63.99% in Anshun. It can be seen that the
operation of Shanghai-Kunming HSR has increased the weighted average travel
time by more than 60% in Qujing, Kunming and Anshun. The Shanghai-Kunming
HSR has shortened the travel time of urban residents along Guikun section and
improved regional accessibility.

4.2 Analysis of Indirect Impact Effect

(1) Regional economic development. The change of Yunnan’s regional GDP under
the “yes” and “no” Gui-Kun HSR in 2018 is compared by using the grey
prediction (GM) model. The regional GDP of Yunnan Province from 2010 to
2018 is modeled and forecasted. In the case of “no Shanghai-Kunming HSR” in
2017 and 2018, the regional GDP is 16317.808 and 1779.748 billion yuan; in
2017 and 2018, the actual regional GDP of Yunnan Province is 1637.634
billion yuan and 1788.112 billion yuan. Therefore, the contribution rate of
Shanghai-Kunming HSR to Yunnan’s regional GDP in 2017 is 0.36%, and that
of 2018 is about 0.47%. From this, we can see that the Shanghai-Kunming HSR
is helpful to increase Yunnan’s regional gross product, and to promote business
and tourism between the province and other provinces.

(2) Regional industrial structure. By using grey prediction (GM) model, the
contribution rates of Shanghai-Kunming HSR to industrial added value in 2017
are - 0.32, 0.99 and 2.23%, respectively. In 2018, the contribution rates of
Shanghai-Kunming HSR to industrial added value in the first, second and third
industries are 0.01, 4.07 and - 1.55%, respectively. Thus, the Shanghai-Kunming
HSR has played a good role in promoting the development of Yunnan industry.
Among them, the contribution rate of HSR to the primary industry is relatively
low, and the secondary industry is greatly affected by HSR in 2018. This is due to
the addition of new lines inYunnanProvince, such asYukunHSR,Maile-Mengzi
HSR, and the development of building materials, locomotive parts manufactur-
ing, communication equipment and other related industries along the line will be
due to the construction ofHSR. The promotion ofHSR to the tertiary industrywas
greatly affected by HSR in 2017 and decreased in 2018, which has a certain
relationship with the strategy of industrial restructuring in Yunnan Province. In
2018, Yunnan Province built a modern industrial system of “two types and three
modernizations” and promoted green development. The role ofHSR in promoting
the tertiary industry needs further observation, rational allocation of HSR

Table 2 Impact of HSR on
regional accessibility

City Without HSR With HSR

Qujing 1957.939 564.689

Kunming 2054.507 496.927

Anshun 1416.717 510.158

104 L. Hu et al.



resources, and guard against the impact of HSR “gray rhinoceros” on the eco-
nomic development of Yunnan Province, so as to achieve the goal of industrial
structure optimization.

5 Conclusion and Discussion

5.1 Conclusion

The results show that the Shanghai-Kunming HSR enhances Yunnan’s trans-
portation capacity and regional accessibility, promotes economic development,
promotes the optimization and upgrading of industrial structure, and promotes the
increase of employment in Yunnan Province. Based on this, the paper puts forward
three countermeasures to develop Yunnan’s high-speed economy, namely, rational
allocation of HSR resources, optimization of industrial layout and enhancement of
tourism advantages, so as to maximize the positive effects of HSR and avoid the
occurrence of high-speed “gray rhinoceros”.

5.2 Discussion

The operation of Shanghai-Kunming HSR has opened the communication channels
among the three economic circles of Central China, Yangtze River Delta and
Changsha-Zhuzhou-Tan. At the same time, it has formed three fast direct channels
in Central China, Pearl River Delta and Southwest China. These HSR lines con-
stitute a huge HSR network, which plays an important role in promoting economic
and social development along the line. First of all, the arrival of HSR has a great
impact on the structural transformation and industrial upgrading of Kunming, the
capital city of Yunnan Province, and the cities along it, thus promoting the
diversified economic development of these cities. At the same time, the operation of
HSR has improved the marginalization of Kunming to a certain extent, strength-
ened the connection between Kunming and the central and Eastern regions, better
accepted the industrial transfer from the eastern region, and promoted the industrial
restructuring of Yunnan Province. From the accessibility analysis, the
Shanghai-Kunming HSR has significantly improved the accessibility with male
students and the central and Eastern regions, and strengthened regional links.
Secondly, Yunnan’s tourism economy has great potential for development. The
operation of Shanghai-Kunming HSR reduces the time for tourists to visit Yunnan,
increases the mode of traveling, increases the number of tourists in Yunnan
Province, and increases the value of tourism output. The research of Ahlfeldt and
Feddersen (2010) points out that, because the huge temporary impact can not bring
permanent changes to the regional layout of economic behavior, the short-term
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impact of HSR construction can not deny the contribution of HSR to regional
economic development [20]. Therefore, in the long run, HSR will inject new
vitality into Yunnan’s economic development.

Based on the above research, the paper puts forward the countermeasures of
developing yunnan high speed economy from the aspects of giving priority to the
development of tourism, optimizing the industrial layout and building new cities
and new districts. Yunnan province has obvious advantages in tourism develop-
ment. By virtue of the convenience of HSR and the large increase of people flow, it
can integrate the existing local resources, strengthen the unified planning and
publicity of “HSR tour” brand routes in tourism cities along the HSR, and promote
the transformation and upgrading of tourism industry. Before and after the com-
pletion of the HSR, it has a great impact on the industrial layout of cities along the
HSR in yunnan province. With the help of passenger flow, capital flow and
information flow brought by HSR passenger transport, it can improve the invest-
ment environment and undertake the transfer of industrial projects, so as to optimize
the industrial layout. Finally, with the radiation and driving function of the HSR,
the new city will be developed and built in line with the current HSR stations and
become a sub-center or satellite city.
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Improved Sweep Algorithm-Based
Approach for Vehicle Routing Problems
with Split Delivery

Jianing Min, Cheng Jin, and Lijun Lu

Abstract The vehicle routing problem with split delivery—an important branch of
the classic vehicle routing problem—relaxes the constraint that each customer is
visited only once. The objective is to minimize the transportation distance and the
vehicles used. A two-stage algorithm based on the improved sweep heuristic
approach is proposed for this problem. Customer points are clustered into the
minimum number of groups via multi-restart iterations. The load demands and the
split point in each group are determined by the load rate and the fine-tuned
threshold coefficients. An optimal route is generated by a Tabu search algorithm to
minimize the travel distance in each group. Numerical experiments are conducted
on benchmark datasets to verify the feasibility and effectiveness of the proposed
algorithm. The computational results show the near-optimal performance of the
proposed algorithm with regard to the transportation distance and the computation
time to the instances with a scattered distribution geographical characteristic.
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1 Introduction

The vehicle routing problem with split delivery (SDVRP) was first introduced by
Dror and Trudeau [1] in 1989. In the SDVRP, a delivery demand to one point can
be split into any number of vehicles [1]. Thus, the VRP can be optimized with
regard to the vehicles used and transportation distance. Therefore, the SDVRP has
rapidly become an important branch of the VRP and has received more and more
attention [2].

Heuristics and exact solution approaches have been proposed for the SDVRP
[2]. Dror and Trudeau [1] proposed a first heuristic algorithm for the SDVRP. There
are two types of methods in the algorithm. The first one is the k-split interchange,
i.e. a customer point with its demand is split into different routes in which the
remaining capacity is sufficient for this split customer. The second one is route
addition, i.e. a split customer point is removed from all the routes where the
customer point lies and a new route is created, which is composed of that customer
point only. The computational results showed that main savings are due to the high
customer demands. Archetti et al. [3] proposed the first Tabu search algorithm for
k-split named SPLITABU. There are three phases. In the first phase, an initial
feasible solution is constructed. A traveling salesman problem (TSP) on all cus-
tomers is generated and this large tour is cut into pieces to meet the vehicle capacity
limitation. In the second phase, two procedures called order routes and best
neighbor are performed in Tabu search algorithm to determine the best routes
encountered so far. In the third phase, the further reducing the length of each route
is done by using the GENIUS algorithm proposed by Gendreau, Hertz, and Laporte
(1992) to further improve the solution. Jin et al. [4] proposed a two-stage algorithm
with valid inequalities. In the first stage, the customers are clustered into groups. In
the second stage, the TSP is solved for each group to determine the minimum
transportation distance. The sum of the minimum distances transported over all
groups is used to repeatedly update the objective function. Liu et al. [5] proposed a
k-means clustering algorithm with strategy of “routing first grouping later”. Wilck
and Cavalier [6] developed a construction heuristic algorithm for solving the
SDVRP. Wen [7] proposed a multi-restart iteration local search (MRSILS) algo-
rithm. First, a “grouping after routing” strategy is adopted to partition all points into
groups for satisfying the load demand limitations according to the vehicle capacity.
Then, for each point, deletion and reinsertion operations are iterated until no more
improvement occurs. Archetti et al. [8] implemented a branch–price–cut algorithm
based on the principle of breaking up the problem into sub-problems. Each column
was generated by the sub-problem (a route) with delivery quantities. These columns
were used to find an optimal heuristic solution to the problem. The computational
results showed that the algorithm could obtain the better solutions in most of the
benchmark instances. Based on this algorithm, the commodity-constrained SDVRP
on 40 customers with three commodities per customer was solved [9]. Xiang et al.
[10] proposed an algorithm with the strategy of clustering first and routing later.
The clustering is based on the “nearest” principle; in order to meet the capacity

110 J. Min et al.



limitation, a split threshold is set to control the vehicle load within a certain range;
the ant colony optimization algorithm is used to arrange the routes. Shi et al. [11]
proposed a model for SDVRP with stochastic customers. Modified split insertion
operators and an adaptive large neighborhood search heuristic are adopted. Han
et al. [12] formulated the bike relocation problem (in bike-sharing systems) as an
SDVRP. A constrained k-means algorithm is used to cluster stations, and a genetic
algorithm is used to solve the TSP for the clustered stations. Shi et al. [13] proposed
a local search-based particle swarm approach. Coding and decoding methods and
best-position vectors are designed to optimize the SDVRP solutions. Ozbaygin
et al. [14] proposed exact solution methods for SDVRP. First, a vehicle indexed
flow-based formulation is developed. Then the size of this formulation is reduced
by compositing the decision variables over all vehicles. The optimal solutions are
obtained either by extending the formulation locally with vehicle-indexed variables
or by node splitting.

The heuristic methods employed in the aforementioned studies are generally
time-consuming, and most exact algorithms can solve the SDVRP only at a small
scale. To resolve these issues, in the present study, an improved sweep algorithm
(ISA) is proposed for partitioning all customer points into groups according to the
maximum vehicle capacity fine-tuned by the appropriate load rate and the threshold
coefficient (TC). A TSA is adopted to optimize the route in each group.
Computational experiments on the benchmark datasets show that the proposed
algorithm is feasible and effective, and can obtain near-optimal solutions in a few
seconds to the instances with a scattered distribution geographical characteristic.

The remainder of this paper is organized as follows. In Sect. 2, the SDVRP is
described. In Sect. 3, the proposed two-stage algorithm is introduced. In Sect. 4, the
computational results are presented and discussed. Finally, the conclusions are
presented in Sect. 5.

2 Problem Description

In the SDVRP, a vehicle departs from the depot, serves the customers with delivery
demands, and finally returns to the depot. When vehicles serve customers, there is
no limitation on the number of visits, and each customer can be visited by the same
vehicle or different vehicles multiple times. The goal is to obtain a set of vehicle
paths that minimizes the total traveling distance and the number of vehicles under
the vehicle-capacity limitation.

The SDVRP is an un-digraph G ¼ V ;Eð Þ, where V ¼ 0; 1; 2; . . .:;mf g is the
vertex set, and E is the edge set. The other notations and parameters used in this
paper are as follows.

i, j: Indices of the depot and customers; i, j = (0, 1, 2, …, n), where 0 represents
the depot
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V: Index of vehicles; v = (1, 2, …, m); vehicles in the fleet are homogenous
Q: Vehicle capacity
di: Delivery demand of customer i
cij: Distance between customer i and point j; (cii = 0, cij = cji); it is non-negative

and satisfies the triangle inequality
dij: Delivery demand moved from customer i to customer j; dij � 0
xvij: If vehicle v travels from customer i to customer j, xvij = 1; otherwise, xvij = 0; i,

j = (0, 1, 2, …, n); v = (1, 2, …, m)
yiv: Demand of i delivered by vehicle v; i, j = (0, 1, 2, …, n); v = (1, 2, …, m)

Assume that there are n customers and m vehicles in the considered
SDVRP. The minimum number of vehicles to be used is

Pn
i¼1 di=Q

� �
[2], where

xd e denotes the smallest integer that is not less than x. The customer requirements
should be fully satisfied. The objective function is formulated as follows:

min
Xn

i¼0

Xn

j¼0

Xm

v¼1

cijxij;

subject to

Xn

i¼0

Xm

v¼1

xvij � 1; j ¼ 0; 1; . . .; n; v ¼ 1; 2; . . .;m ð1Þ

Xn

i¼0

xvip �
Xn

j¼0

xvpj ¼ 0; p ¼ 0; 1; . . .; n; v ¼ 1; 2; . . .;m ð2Þ

X

i2S

X

j2S
xvij � Sj j � 1; v ¼ 1; 2; . . .;m; S�V � 0f g ð3Þ

yiv � di
Xn

j¼0

xvij; i ¼ 1; 2; . . .; n; v ¼ 1; 2; . . .;m ð4Þ

Xm

v¼1

yiv ¼ di; i ¼ 1; 2; . . .; n ð5Þ

Xn

i¼1

yiv �Q; v ¼ 1; 2; . . .;m: ð6Þ

Constraint (1) indicates that a customer point must be served at least once.
Constraint (2) presents the flow-conservation restraint. Constraint (3) gives the
sub-route elimination restraint. Constraint (4) indicates that customer point i is
served by vehicle v only if vehicle v visits customer point i. Constraint (5) ensures
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that all customer demands are satisfied. Constraint (6) guarantees that the load of
each vehicle does not exceed its maximum load capacity.

3 Proposed Algorithm

The algorithm put forward in this paper is a two-stage algorithm based on the
strategy of grouping followed by routing. In the first stage, an ISA is employed to
divide the customers into clusters, and the split points in each partition are deter-
mined. The second stage involves route optimization; a TSA is used to determine
the optimal route for each cluster. The details of the proposed algorithm are
described in the following subsections.

3.1 Pre-process

The deliveries of each customer point di [Q should be considered at the very
beginning. The weight Q can be carried by one vehicle, and the remaining weight
di ¼ ðdi � QÞ of this point is dealt with using the following procedure.

3.2 ISA

The sweep algorithm is a constructive heuristic approach proposed by Gillett and
Miller [15] in the 1970s. It essentially partitions the nearest customers into a cluster.
To satisfy the requirement of the SDVRP, the classic sweep algorithm is modified.
Pn

i¼1 di=Q
� �

is used to determine the number of groups. Multi-restart iteration is
used to determine the last point and the split point for each group. The load rate and
TC are used for fine-tuning the group partitions. The procedure of the ISA is
explained in detail as follows.

Step 1: Transform the coordinate systems

(a) Create a polar coordinate system: Define the depot as the original point of this
polar coordinate system.

(b) Set angle 0: Connect the origin and a customer point, and set it as angle 0.
(c) Transform: Convert all customer points to this polar coordinate system.
(d) Sort: Sort all angles of the customer points in ascending order.

Step 2: Partition the customer domain
Step 2.1: Create the variables InitialValue and StoragePool. The former is used to
store the initial value, and the latter is used to store the best value.
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Step 2.2: First loop

(a) Set start point: Set the point of angle 0 as the first starting point.
(b) Sweep: Sweep points one by one into this group in a clockwise (or counter-

clockwise) manner until the cumulative value (CV) of
Pn

i¼1 di exceeds Q.
(c) Create a group: Split this last point into lp1 and lp2; lp1 makes that the load of

the current group dlp1 is equal to Q. This group ends with lp1.
(d) Create the next group: Start the next group from point lp2 (with the demand

dlp2).
(e) End the sweeping: Repeat (b) to (d) until the last point is swept.
(f) Compute the travel distance: Calculate the total travel distance according to the

spatial distribution of points in each cluster.
(g) Store the travel distance: the Put the total travel distance into InitialValue and

StoragePool.

Step 2.3: Restart iterations
Step 2.3.1: Sweep clockwise

(a) Iterate: Set sequentially each point as the starting point, in a clockwise manner.
(b) Continue: Execute Step 2.2 (b–f).
(c) Optimize: Compare the current total travel distance with the value in

StoragePool. If the value in StoragePool is higher, it is replaced with the
current one.

(d) Repeat: Execute Step 2.3.1 in ascending order until the last point is reached.

Step 2.3.2: Sweep counterclockwise

(a) Iterate: Sequentially set each point as the starting point, in a counterclockwise
manner.

(b) Continue: Execute Step 2.3.1 (b and c).
(c) Repeat: Execute Step 2.3.2 in descending order until the last point is reached.

Step 2.3.3: Apply the load rate (ef) and TC

(a) Fine-turning: Adjust the cluster partitions by fine-tuning the load rate (ef). The
ef changes Q to ef *Q.

(b) Set control branches: According to ef *Q, refine Step 2.2 (b) into multiple
control branches with the TC, described as follows.

• If CV < ef * Q, cumulating the next i value;
• If CV = ef * Q, ending the current group and starting the next group;
• If CV > ef * Q and CV < Q, cumulating the next i value if (di – (CV – ef *

Q)) � TC * (1 – ef) * Q; splitting the last point, ending the current group,
and starting the next group if (di – (CV – ef * Q)) > TC * (1 – ef) * Q;

• If CV = Q, ending the current group and starting the next group;
• If CV > Q, splitting the last point, ending the current group and starting the

next group;
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(c) Further fine-turning: Set a TC (e.g., 2 or 4). The partitions can be further
fine-tuned.

Step 3: Output the results

• Output the total travel distance in InitialValue and StoragePool.
• Output the points in each cluster.
• Output the split point and the corresponding split values in each cluster.

3.3 Route Optimization

After the two aforementioned A and B, the problem domain is divided into several
smaller clusters [16]. There is one route in each group. A TSA is employed to
optimize the route in each cluster.

The TSA is a meta-heuristic proposed by Glover in 1986. It is a dynamic
neighborhood search algorithm. The detail procedure of the TSA is as follows.

Step 1: Initialization

(a) Set the key variables: the Tabu length (TabuLength), the terminal condition
(MaxIter), and a Tabu list (Tabu [TabuLength]).

(b) Generate the initial route: Randomly generate the initial route solution of
SerialNum [CustomerNum].

Step 2: Compute the objective function value of SerialNum and assign it to the
variable BestValue.
Step 3: If the number of the iteration is equal to MaxIter, stop the program and
export the optimal results; otherwise, repeat continuously, and implement the fol-
lowing steps.
Step 4: Produce rr neighborhoods of the current solution by using the suitable
selection functions (for example, 2-opts).
Step 5: Sort these rr neighborhoods in non-descending order and store this list in
the variable TempDist [rr] as a candidate queue.
Step 6: Judge:

If TempDist [0] < BestValue,

• Replace BestValue and CurrentBestValue with TempDist [0].
• Replace BestQueue, CurrentBestQueue, and tabu with the relevant objects of

TempDist [0].
• Turn to Step 8.

Otherwise, execute Step 7.

Step 7: Analyze the Tabu attributes of the relevant objects of TempDist [rr]

• Replace CurrentBestValue with the best value of TempDist [i] (assume the ith).
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• Replace CurrentBestQueue with the relevant objects of TempDist [i].

Step 8: Turn to Step 3.

4 Case Studies

Computational experiments were performed to verify the feasibility and effective-
ness of the proposed algorithm. Two case studies were adopted. Case study 1 comes
from the Christofides and Eilon benchmark dataset and case study 2 comes from the
Christofides, Mingozzi and Toth benchmark dataset of the Capacitated Vehicle
Routing Problem (CVRPLIB) in the VRP Web [17]. The experiments are per-
formed in C using a Windows 7 64-bit machine with an Intel (R) Core processor
2.50 GHz and 8 GB of memory.

4.1 Case Study 1

There are 11 instances in the dataset of case study 1. The experimental results for
instances are shown in Table 1.

For each instance, two operations are executed: one is clockwise, and the other is
counterclockwise. In each operation for each instance, the results for three control
branches are recorded: the load rate (ef) control and TC = 4 control. In each control
branch column, three sub-columns indicate the rate load ef, the initial value gen-
erated in the 0th loop, and the best value. Table 2 presents the experimental results
for the 11 instances. The instance name “n21-k4” indicates “21points, 4 routes in
Eil dataset”. Opt. is the abbreviation for Operation. C-c is the abbreviation for
Counterclockwise and C-w is the abbreviation for Clockwise.

As shown in Table 1, for each instance, (1) in the restart iteration (either
counterclockwise or clockwise), the travel distances vary; (2) the best value is
always lower than the initial value; (3) the best value in the TC = 4 control is lower
than that in the ef control; (3) the best value in the TC = 4 control is slightly lower
than that in the TC = 2 control for some instances.

Table 2 presents a comparison between the experimental results of the proposed
algorithm and the reference values provided by the benchmark dataset. The column
“Time(s)” indicates the computation time of the proposed algorithm. The relative
deviation percentage (RDP) of the distance between the results of the proposed
algorithm and the reference values is given as RDP = ((Distanceproposed algorithm –

Distancereference)/Distancereference) � 100%.
The comparisons in Table 2 show that the proposed algorithm can obtain

near-optimal solutions. The RDPs of the best values are all less than 8%, and 7 out
of the 11 are less than 5%. The largest amount of computation time is less than 3 s.
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Table 1 Experimental results for instances

Instance Opt. Load-rate (ef) control TC = 4 control

ef Initial
value

Best
value

ef Initial
value

Best
value

n21-k4 C-c 0.95 433 409 0.90 413 381

C-w 0.98 432 409 0.90 432 413

n22-k3 C-c 0.70 766 606 0.70 739 570

C-w 0.70 768 587 0.65 764 587

n29-k3 C-c 0.95 606 565 0.92 574 564

C-w 1.0 705 571 0.94 567 518

n32-k4 C-c 0.95 894 894 0.82 884 868

C-w 0.95 911 911 0.83 876 876

n50-k5 C-c 0.98 632 585 0.95 670 556

C-w 0.96 632 585 0.96 610 570

n75-k7 C-c 0.90 802 775 0.85 770 716

C-w 0.90 826 774 0.85 780 747

n75-k8 C-c 1.0 863 812 0.90 870 764

C-w 0.95 867 820 0.92 815 798

n75-k10 C-c 0.95 942 899 0.93 941 896

C-w 0.95 931 900 0.93 905 882

n75-k14 C-c 1.0 1189 1109 0.93 1169 1097

C-w 1.0 1193 1108 0.93 1173 1095

n100-k8 C-c 0.92 941 911 0.90 899 877

C-w 0.92 960 911 0.90 891 857

n100-k14 C-c 0.92 1231 1192 0.86 1217 1163

C-w 0.95 1280 1173 0.88 1209 1180

Table 2 Comparisons with the reference values

Instance Ref. value Proposed algorithm RDP%

ef Initial value Best value Time (s)

n21-k4 375 0.90 413.2 381.1 0.53 1.64

n22-k3 569 0.70 738.7 570.3 0.57 0.23

n29-k3 534 0.94 566.8 517.6 0.69 –3.07

n32-k4 835 0.83 883.7 868.2 0.94 3.98

n50-k5 521 0.95 609.6 555.8 1.28 6.68

n75-k7 683 0.85 796.8 715.5 1.94 4.75

n75-k8 735 0.90 809.6 764.4 2.07 4.0

n75-k10 832 0.93 904.6 881.6 1.87 5.96

n75-k14 1032 0.93 1173 1095 1.75 6.10

n100-k8 817 0.90 891.2 857.3 2.848 4.93

n100-k14 1077 0.86 1217.0 1162.8 2.502 7.96
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The last best value can appear in either counterclockwise or clockwise operation
and normally appears in the TC = 4 branch (of course, the best values in the
branches of TC = 2 and TC = 4 are the same in some instances) in Table 1. This
indicates that the ISA is necessary, feasible, and effective.

4.2 Case Study 2

There are 6 instances in the dataset of case study 2. The experimental results for
instances are shown in Table 3.

Case study 2 is used to compare the performances of the proposed algorithm
(ISA + TSA) with SPLITABU in [3] and the normal sweep algorithm + TSA
(NSA + TSA).

Table 3 presents the executing results of SPLITABU, NSA + TSA and
ISA + TSA on case study 2. In each algorithm column, the total travel distance
(Dis.) and the computing time (T) are recorded, and the RDP of its travel distance
against the ISA + TSA is calculated. The instance name “v1-50” indicates “vrpnc1
dataset, 50 points”.

The experimental results in Table 3 show that (1) the RDPs of travel distances
between SPLITABU and ISA + TSA except the instance “v11-120-7” are all less
than 6%; (2) the RDPs of travel distances between NSA + TSA and ISA + TSA are
all less than 0. The results indicate that ISA is necessary, feasible, and effective. The
ISA + TSA can obtain near-optimal solutions to those instances with a scattered
distribution geographical characteristic; (3) the computing time of ISA + TSA is
much lower than SPLITABU. The largest amount of computation time is less than
15 s.

Table 3 Experimental
results on case study 2

Instance SPLITABU NSA + TSA ISA + TSA

Dis. RDP % Dis. T RDP % Dis. T

v1-50 528 4.86 578 0.6 –4.3 553 1.4

v2-75 854 4.63 922 2.0 –3.2 893 2.9

v3-100 840 5.49 908 2.9 –2.4 886 3.5

v4-150 1055 4.17 1128 7.0 –2.5 1099 7.3

v5-199 1338 4.25 1444 12.6 –3.4 1395 15

v11-120 1057 20.9
6.9

1372 3.9 –6.9
–17.6

1278
1130

6.6
7.8

v12-100 – – 1038 2.9 –11.2
–20.1

922
829

3.89
4.36
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But, Table 3 also presents that the RDPs of travel distances between SPLITABU
and ISA + TSA of the instance “v11-120-7” are much larger. This states that ISA is
not efficient on this instance.

The characteristic of geographical distribution of the instance “v11-120-7” is
that all customer points are clustered distribution around the depot. To fit this
feature, the strategy of “clustering first sweeping later” was adopted. First,
Max-Min distance clustering method (briefly as Max-Min dis) was used to cluster
the customer domain. Then, the ISA +TSA were used in each cluster. It is a
three-stage approach of “Max-min dis” + ISA + TSA.

“Max-Min dis” is a type of pattern recognition method to cluster customer points
according to their geographic positions into the groups. The number of groups is
determined by the number of least used vehicles. At first, the principle of the
maximum distance is used to look for the center point of each group; it means that
groups are as far apart as possible. Later on, according to the principle of the
minimum distance, the nearest points from a group center are collected into a group;
it means that points in a group are as close as possible. The experimental results in
[18] show that when the customer points are in a cluster distribution around the
depot, the algorithm could achieve better performance.

The executing result is shown in the second line of the instance “v11-120-7” at
the column ISA + TSA. The result presents that the travel distance of ISA + TSA
is reduced. The RDPs are shown in the second line of this instance at the column of
SPLITABU and NSA + TSA. The RDPs of SPLITABU and NSA + TSA are
decreased about 14 and 10.8% respectively.

In order to further verify the execution performances on the “v11-120-7” by the
three-stage approach of the “Max-min dis” + ISA + TSA, the instance
“v12-100-10” with the similar characteristic to “v11-120-7” was conducted an
experiment (No executing results could be found in SPLITABU [3]). The experi-
mental results are shown in the second line of the instance “v12-100-10” at the
column ISA + TSA. The executing results are shown in the second line of the
instance “v11-120-7” at the column ISA + TSA. The results present that the travel
distance of ISA + TSA is reduced. The RDP is shown in the second line of this
instance. The RDP of NSA + TSA is decreased about 9%.

The experimental results indicate that the three-stage approach of the “Max-min
dis” + ISA + TSA is much useful than the ISA + TSA to the instances with such a
clustered distribution geographical characteristic.

5 Conclusion

A two-stage algorithm based on an ISA constructive heuristic is proposed for the
SDVRP. In the first stage, a multi-restart iteration strategy is employed to sweep the
customer domain in both the counterclockwise and clockwise directions and to start
the operations at each point. The customer domain is divided into sub-domains
according to the vehicle capacity. The load rate ef and the TC are used to fine-adjust
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the partitions, split points, and split load. In the second stage, a TSA is used to
optimize a route in each sub-domain, for achieving the minimum total travel
distance.

Numerical experiments using the benchmark datasets were conducted.
Computational results show that the multi-restart iteration strategy is necessary in
the ISA and that the proposed algorithm provides feasible and effective solutions to
the SDVRP in most instances of the test datasets. The proposed algorithm obtained
approximate optimal solutions (RDP < 5%) in 7 out of 11 instances in dataset 1,
and (RDP < 6%) in 5 out of 6 instances in dataset 2. Additionally, the largest
amount of computation time was less than 3 s in dataset 1 and 15 s in dataset 2,
which is significantly shorter than those for the other algorithms evaluated. The
further experiments showed that the proposed algorithm ISA + TSA was effective
to the instances with a scattered distribution geographical characteristic, while the
three-stage approach of the “Max-min dis” + ISA + TSA is much useful than the
ISA + TSA to the instances with a clustered distribution geographical
characteristic.
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The Probability Prediction of Mobile
Coupons’ Offline Use Based
on Copula-MC Method

Yue Chen and Yisong Li

Abstract With the wide application of the O2O business model, merchants offer
mobile coupons to attract customers to use offline. Offline use means that mobile
coupons can be used when customers come to store to consume after receiving
online. Using precision marketing methods to offer effective mobile coupons that
meet consumer spending habits and preferences can increase receiving rate and
offline use rate. In the background of O2O and precision marketing, this paper
studies the behavior of mobile coupons’ online receiving and offline use. Based on
the real data of Alibaba’s consumers, this paper uses Bayesian network, Copula
function and Monte Carlo simulation to construct the consumption behavior model
with receiving mobile coupons and the consumer behavior model without receiving
mobile coupons. And then it analyzes two factors, which are discount and distance,
how to impact on the offline use of mobile coupons. Finally, it predicts the offline
use probability of mobile coupons under these two consumption behavior models.

Keywords Mobile coupons � Offline use � Copula � Monte carlo

1 Introduction

The O2O model makes it possible to interact between online and offline. It also
makes transactions more convenient, providing consumers with a variety of choices
and convenient services, as well as building a platform for merchants to commu-
nicate with customers. However, the massive amounts of information not only

This paper was financially supported by China Railway (Grant No. B19D00010: Optimization
of railway material’s management mode).

Y. Chen (&) � Y. Li
School of Economics and Management, Beijing Jiaotong University, Beijing, China
e-mail: 18113039@bjtu.edu.cn

Y. Li
e-mail: ysli@bjtu.edu.cn

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2020
J. Zhang et al. (eds.), LISS2019,
https://doi.org/10.1007/978-981-15-5682-1_10

123

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_10&amp;domain=pdf
mailto:18113039@bjtu.edu.cn
mailto:ysli@bjtu.edu.cn
https://doi.org/10.1007/978-981-15-5682-1_10


makes the choice of consumers difficult, but also makes it difficult for merchants to
stand out among competitors that provide homogeneous service. Therefore, it is
necessary to help consumers improve their selection efficiency and provide dif-
ferentiated marketing strategies for merchants. Personalized recommendation for
consumers is an effective way to solve this problem, that is, using precision mar-
keting to identify target customers. Precision marketing is using big data mining
methods to achieve accurate positioning, and then establish a personalized customer
communication system. Precision marketing enhances the viscosity between com-
pany and consumer. On the one hand, consumers can experience a higher level of
service because of accurate recommendation. On the other hand, merchants can also
earn the profit growth caused by loyal customers.

With the wide application of the O2O business model and mobile Internet,
merchants offer mobile coupons to attract customers to use offline. Offline use
means that mobile coupons can be used when customers come to store to consume
after receiving online. Consumers receive more and more mobile coupons online, at
the same time, invalid mobile coupons that do not meet consumer spending habits
and preferences have also been received. The invalid mobile coupons make the
coupon receiving rate and the using rate low, which not only fails to achieve the
purpose of attracting customers by the promotion, but also has negative effects to
consumers such as message disturbance and information leakage. Therefore, it is of
practical significance to use precision marketing methods to offer effective mobile
coupons for consumers to increase the rate of receiving and offline use. Offering
mobile coupons under O2O mode not only enables effective online and offline
interactions, but also offers consumers benefits and a good experience. Mobile
coupons as a medium, the consumer behavior can be predicted and the target
customer group can be identified based on customers’ historical track. Offering
mobile coupons according to the probability prediction of consumption, can pro-
vide personalized service to the consumer and achieve the goal of low-cost pro-
motions for merchants.

In the environment of mobile Internet, more and more scholars have researched
on coupon marketing, including influencing factors of coupon redemption and
sharing, coupon distribution considering customers’ preferences, and coupon’s
discount design. Noble et al. studied the impact of family composition, family
poverty, and basket size on coupon redemption rates [1]. Zhao et al. studied the
factors affecting the willingness of consumers to share mobile coupons through
social media [2]. Li et al. proposed a new social coupon endorsing mechanism to
identify target customers with the tendency to receive, share, and accept recom-
mended digital coupons [3]. Jiang et al. built a nonlinear mixed-integer program-
ming model based on customer buying behavior and preferences for coupons
marketing strategy design [4]. Greenstein-Messica et al. modeled the customer’s
personalized discount sensitivity and proposed a new CARS algorithm to conduct
experiment on real data [5]. Khajehzadeh et al. studied on how the types of
products, the convenience of visiting merchants, and consumers’ shopping motives
impact on mobile coupon redemption [6]. At present, most coupon marketing
researches focus on the design of coupons, the analysis of customer’s preferences
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and the influencing factors of coupon redemption. There is a lack of research on
probability prediction of coupon using based on consumer’s historical behavior
trajectories.

Copula theory is used to describe the nonlinear correlation. Most scholars apply
Copula theory to the financial field for investment risk analysis. A few scholars
apply it to management optimization. Silbermayr et al. studied the economic and
environmental performance of pooling strategy in inventory management, using the
copula function to simulate the joint distribution of related requirements [7]. Kupka
et al. studied the time evolution of the Copula family function and the foreign
exchange market [8]. Nguyen et al. used the copula function to study the role of
gold in the international stock market, and then analyze the complex dependence
between the stock market and the gold price [9]. Mokni et al. studied the rela-
tionship between the international stock markets, using the copula function to
analyze the dependency structure [10]. There is no research on the application of
Copula theory to the correlation description of consumer behavior.

The Monte Carlo (MC) method is a statistical method used to predict the
probability or expectation of a random variable. It is widely used in the numerical
experiments. Janekova et al. used Monte Carlo simulation for optimization in
production planning and project risk management [11]. Acebes et al. used extensive
Monte Carlo simulation to obtain information about the expected behavior of the
project and designed a method for project control under uncertain risk [12]. Few
scholars have combined Copula theory with Monte Carlo simulation in marketing
research.

In the background of O2O and precision marketing, this paper studies the
consumption behavior of mobile coupons’ online receiving and offline use. The
remaining sections of this paper are arranged as follows. Section 2 constructs
Bayesian network to determine the variables which will be used in the following
models and abstract the mathematical probability expressions from the real situa-
tion. Then, Copula-MC method is introduced, which includes selecting the Copula
function and designing the Monte Carlo simulation implementation process.
Section 3 applies Copula-MC method to models construction, which are the con-
sumption behavior model with receiving mobile coupons and the consumption
behavior model without receiving mobile coupons, based on the real data of
Alibaba’s consumers. And then it analyzes two factors, which are discount and
distance, how to impact on the offline use of mobile coupons. On the basis of that, it
predicts the probability of using the mobile coupons offline under these two con-
sumption behavior models. Section 4 derives the conclusions and provides advice
on identifying target consumer groups and marketing strategies of designing mobile
coupons for merchants.
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2 Bayesian Network and Copula-MC Method Description

2.1 Bayesian Network Construction

Constructing Bayesian network can show the influencing factors of mobile cou-
pons’ offline use clearly and detailly, which is beneficial to derive the factors which
have direct impact on mobile coupon’s offline use. More importantly, it can derive
the mathematical probability expressions which will be used in following models
construction in Sect. 3. The offline use of mobile coupons is divided into two steps:
one is to receive coupons online, and the other is to use coupons offline. According
to the analysis of consumers’ behavior of receiving coupons and using coupons, the
factors affecting the two are summarized as the discount of mobile coupons and the
distance from consumer to merchant. The discount influences whether consumers
receive mobile coupons or not, and discount and distance influence whether con-
sumers go to store to consume together.

In general, when the discount is attractive to customers, the probability of
receiving mobile coupons is high. And it is a small probability event that consumers
still receive mobile coupons when the discount is not attractive. In the same way,
when the coupon is received and the distance from the customer to the merchant is
convenient, the probability that the consumer uses the coupon offline is high. And it
is a small probability event that consumers still go to the store to consume when the
mobile coupon is not received and the distance is not convenient. In this paper,
these two small probability events are not considered in the model building. The
probability that can be obtained from the non-parametric estimation of historical
data is regarded as known. And the other probabilities can be calculated in Bayesian
formula derivation or model construction. The values of the random variables are
shown in Table 1, and the Bayesian network with conditional probability distri-
bution is constructed, as shown in Fig. 1.

From the perspective of the merchant, it focuses on the probability of consuming
offline, including the consumption with receiving coupons and the consumption
without receiving coupons. Therefore, these two scenario will be applied in the
following models construction in Sect. 3. And assuming that consumers choose to
consume under rational thinking, small-probability events are ignored in the
modeling process. For the above two consumption scenarios, the mathematical
probability expressions are as follows:

• Consumption with receiving mobile coupons: P d11 ; r
1; d12 ; c

1
� �

, build the model
to obtain the probability values based on Copula-MC method. Section 3 will
show the details.

• Consumption without receiving mobile coupons: P d01 ; r
0; d12 ; c

1
� �

, Bayesian
network factorization is used to decompose it into several easy-to-obtain mul-
tiplicative conditional probability. Equation (1)–(7) show the decomposition
process. Because of the assumption that small-probability events are ignored, (7)
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is derived. Use non-parametric estimation characterizing each decomposed
factor in (7) to obtain the probability values. Section 3 will show the details.

P d01 ; r
0; d12 ; c

1� � ¼ P d01
� � � P r0 d01

��� � � P d12 r0
��� � � P c1 d12

��� � ð1Þ

P d01
� � � P r0 d01

��� � � P d12 r0
��� � � P c1 d12

��� � ¼ P d01
� � � P r0 d01

��� � � P r0; d12 ; c
1

� �
P r0ð Þ

ð2Þ

Table 1 The values of random variables

Variable Values Definition Probability
calculation methods

Discount d01 The discount isn’t attractive to consumers Non-parametric
estimation

d11 The discount is attractive to consumers Non-parametric
estimation

Receive r0 Consumers didn’t receive mobile coupon Non-parametric
estimation

r1 Consumers received mobile coupons Non-parametric
estimation

Distance d02 The distance between consumer and
merchant is convenien

Non-parametric
estimation

d12 The distance between consumer and
merchant isn’t convenien

Non-parametric
estimation

Consume c0 Consumers go to the store to consume Model construction

c1 Consumers don’t go to the store to consume Model construction

Discount

Receive Distance

Consume

Fig. 1 Bayesian network with conditional probability distribution
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P d01
� � � P r0 d01

��� � � P r0; d12 ; c
1

� �
P r0ð Þ ¼ P d01

� � � P d01 r0
��� �

P d1ð Þ � P r0; d12 ; c
1� � ð3Þ

P d01
� � � P d01 r0

��� �
P d1ð Þ � P r0; d12 ; c

1� � ¼ P d01 r0
��� � � P r0; d12 ; c

1� � ð4Þ

P d01 r0
��� � � P r0; d12 ; c

1� � ¼ P d01 r0
��� � � P r0

� � � P d12 ; c
1 r0
��� � ð5Þ

P d01 r0
��� � � P r0

� � � P d12 ; c
1 r0
��� � ¼ P r0; d01

� � � P d12 ; c
1 r0
��� � ð6Þ

P r0; d01
� � � 1� P r1; d11

� � ð7Þ

2.2 Copula Function Selection

Copula is a function 0; 1½ �2! 0; 1½ �. Let H be a joint distribution function, and its
marginal distribution functions are F and G, then there must be a Copula C that
makes H x; yð Þ ¼ C F xð Þ;G yð Þð Þ come into existence for all x and y in R. Copula
connects joint distribution functions and marginal distribution functions, and it
contains many distribution families, as shown in Table 2.

The Copula theory excels in exploring related relationships. In general, the
correlations between variables in the real world are complicated. It is difficult to get
close to the real distribution with a simple linear correlation or normal distribution,
and the complex joint distribution is difficult to obtain. Copula can simplify the
description of the joint distribution function. Each variable’s marginal distribution
is easy to describe, and Copula functions are diverse. After comparison, it is pos-
sible to select the most appropriate Copula function to simulate the real distribution.
Therefore, the joint distribution function of random variables can be obtained
easily, and then the relationship between variables can be easily described and
predicted.

Table 2 Distribution
families and Copula functions

Distribution family Copula functions

Normal distribution family Normal Copula

t distribution family t-Copula

Archimedean distribution family Gumbel Copula

Clayton Copula

Frank Copula
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Monte Carlo simulation is a method of random variable generation. It inverts the
random variables according to the dependence relationship between them, and
obtains a large amount of simulation data. The simulation data provides a basis for
solving practical problems. In general, the method of generating the random vari-
able simulation data with the distribution function F by inverting the distribution
function is as follows:

• Generate variables u with uniform distribution across the interval 0; 1ð Þ
randomly.

• Let x ¼ F �1ð Þ uð Þ, where F �1ð Þ is the pseudo-inverse of F, then x is the value of
the variable X of the distribution function F.

(1) Marginal distribution construction: The marginal distribution of the Copula
function is the description of the random variables Discount and Distance. The
empirical distribution of historical data may be consistent with some standard
distributions. The empirical distribution function is normalized to the standard
distribution function, which will eliminate the nonstandard data. It will make it
possible to abstract the complex practical problem into mathematical problem
that can be solved by some methods. The implementation steps for constructing
the marginal distribution are shown in Table 3.

(2) Copula function selection: The Copula function can describe the correlation
between random variables more accurately, when linear correlations can’t
describe well. Different Copula functions will produce different results in the
application process. The key to choose the appropriate Copula function model
contains two steps: one is to choose the form of Copula function, and the other
is to select the unknown parameters of Copula function. Let Discount and
Distance be X and Y, respectively. The new sequence after the empirical

Table 3 Methods of marginal distribution construction

Marginal distribution construction Judgement standard

Skewness and
kurtosis
calculation

Skewness bs If bs is close to 0, the distribution is
symmetrical

kurtosis bk If bk is close to 3, the distribution is in
accordance with normal

Normality test Jarque-Bera test If statistic is less than the quantile, the sample
obeys normal distribution

Kolmogorov-Smirnov
test

If the statistic is within the limit, the sample
obeys the given distribution

Lilliefors test If the mean and variance are within the limit,
the sample obeys normal distribution

Non-parametric
estimation

Empirical distribution Transform discrete points into smooth curves
using Spline interpolation

Kernel density
estimation

Smoothness and data authenticity of kernel
density estimation curve
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distribution function is ut; vtð Þ, where ut ¼ F̂x xtð Þ, vt ¼ Ĝy ytð Þ, t ¼ 1; 2; � � � ; T
and F̂x xð Þ, Ĝy yð Þ are the empirical distribution functions of X and Y, respec-
tively. The selection steps are as follows:

• Make scatter plot for ut; vtð Þ. On the basis of that, judge the strength of the
tail dependence of two random variables, and select three to four Copula
functions as alternatives.

• The two-dimensional empirical distribution function is used as the estimator
of the two-dimensional Copula function, and the most suitable Copula
function is selected by comparing the squared Euclidean distance d2

between them, see (8). The smaller the d2 value is, the better the Copula
function fits.

d2 ¼
Xn

i¼1
Ĉn ui; við Þ � C ui; við Þ�� ��2 ð8Þ

• K-S test: Test whether the absolute difference D between the empirical
distribution function and the Copula function is within the confidence
interval. The common method is computing and making non-parameter
estimation for s. For the Kendall’s s rank correlation coefficient of sample
x; yð Þ, see (9). For the overall Kendall’s s rank correlation coefficient, see
(10). Finally, the estimated values of parameters in Copula function can be
calculated through (11).

ŝ ¼ 2
n n� 1ð Þ

X
1� i� j� n

sign xi � xj
� �

yi � yj
� � ð9Þ

s ¼ 1þ 4
Z 1

0

/ tð Þ
/0 tð Þ dt ð10Þ

ŝ ¼ s ð11Þ

2.3 Monte Carlo Simulation Implementation

The Monte Carlo simulation based on the Copula function is a process of gener-
ating multiple random variables according to the selected Copula function. The
variable generation steps are as follows:

• Generate two independent random variables u and t that are uniformly
distributed

• Let v ¼ C�1
u tð Þ, C�1

U denotes the pseudo-inverse of Cu
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• u; vð Þ is a random variable with Copula C u; vð Þ
• set x ¼ F �1ð Þ uð Þ, y ¼ G �1ð Þ vð Þ
• x; yð Þ is a random variable that conforms to the joint distribution function

H x; yð Þ.

3 Case Study

Based on the consumer’s actual online and offline behavior data from Alibaba,
Sect. 3 analyzes the consumer’s historical consumption behavior and makes
predictions.

3.1 Model Construction of “Consumption with Receiving
Mobile Coupons” Based on Copula-MC Method

According to the Bayesian network, the probability that consumption with
receiving mobile coupons is expressed as P d11 ; r

1; d12 ; c
1

� �
. The main variable is

Discount and Distance. On the basis of that, the model is constructed with

Table 4 Names and meanings of variables and parameters in ‘consumption with receiving mobile
Coupons’ model

X Discount Y Distance

xs Skewness of discount’s sample h Normality test result

ys Skewness of diatance’s sample P The probability value of accepting the
null hypothesis

kx Kurtosis of discount’s sample U1 Set of empirical function values for
discount sample

ky Kurtosis of diatance’s sample V1 Set of empirical function values for
distance sample

U Set of discount kernel density
estimates

rho Linear correlation parameters of Copula
function

V Set of distance kernel density
estimates

nuhat t-Copula degree of freedom parameter

nuci t-Copula degree of freedom
parameter

d2 Squared Euclidean distance

UU Random variable with Copula
function

VV Random variable with Copula function

p Monte Carlo simulation data of
discount

q Monte Carlo simulation data of distance

The Probability Prediction of Mobile Coupons’ … 131



Copula-MC method. The names and meanings of variables and parameters in the
model are shown in the Table 4.

(1) Marginal distribution model construction: On the basis of methods of con-
structing marginal distribution in Table 3, use Matlab to characterize the
marginal distribution of Discount and Distance.

(a) Draw a histogram of the frequency distribution of X and Y, as shown in
Fig. 2. The horizontal axis represents values of two variables; the vertical
axis represents the ratio of frequency to group distance. It can be seen from
the figure that mobile coupons’ receiving rate is higher when the discount is
of 0.9–1, and the consumption rate is higher when the distance is 0–1 km
away from merchants.

(b) Use Matlab to calculate the skewness and kurtosis of X and Y. the skewness
is xs ¼ �1:4058, ys ¼ 2:4167, the kurtosis is kx ¼ 5:5015, ky ¼ 7:6526. It
shows that X is negative deviation, and Y is positive deviation. Both of
them have excessive kurtosis and do not meet the standard normal
distribution.

(c) Normality test: Use jbtest, kstest and lillietest function in Matlab to carry
out Jarque-Bera test, Kolmogorov-Smirnov test and Lilliefors test for X and
Y respectively. The test results show that X and Y do not obey the normal
distribution.

(d) Empirical distribution function: Use ecdf function in Matlab to derive the
empirical distribution function of X and Y. Use the spline interpolation
method to find the value of the empirical distribution function, as shown in
Fig. 3.

(e) Kernel density estimation: Different kernel functions and window widths
have different effects on curve smoothness and the data authenticity. The
result shows that the default window width and Gaussian kernel function
for kernel density estimation can better balance smoothness and data
authenticity. The X and Y density estimates are shown in Fig. 3.

Fig. 2 Frequency distribution histogram of Discount and Distance
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(f) According to kernel density estimation U and V, use Matlab to draw a
binary frequency histogram shown in Fig. 4. As can be seen from the
figure, the tail features of the joint density function are not obvious.
Apparently, it is non-normal distribution, so Gumbel-Copula, t-copula,
Clayton-Copula, Frank-Copula are used as alternative Copula functions.

(2) Copula function selection: According to the alternative Copula functions, after
goodness-of-fit tests, the most appropriate Copula function for describing the
relationship between variables Discount and Distance is determined. The steps
are as follows:

Fig. 3 Empirical distribution and kernel density estimation

Fig. 4 Binary frequency histogram of discount and distance
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• Use the copulafit function in Matlab to find the estimated values of Copula
functions’ parameters.

• The goodness-of-fit test is performed by calculating the squared Euclidean
distance between the experience Copula and alternative Copula functions,
see (8). As shown in Table 5, it can be concluded that Frank-Copula has the
smallest Euclidean distance and the best fitting condition.

(3) Probability prediction: Frank-Copula gives the joint distribution function of
variables X and Y, which provides a basis for predicting the probability of
consumption with receiving coupons. Based on Monte Carlo method, using the
copularnd function in Matlab generates 10000 pairs of random variables with
the Frank-Copula function, and then removes data that does not satisfy the
definition of the Discount and Distance. According to the marginal distribution
function, using ksdensity function in Matlab inverts the UU and VV to obtain
the simulation data of Discount and Distance, p and q. The frequency distri-
bution histogram of the simulation data p, q is shown in Fig. 5.

So far, we have completed the probability prediction of consumption with
receiving coupons, as shown in Fig. 5. It can be seen that there are more consumers
going to the store to consume when the distance is between 0–5 km and the
discount is 0.8–0.99. According to this forecast result, merchants can estimate the

Table 5 Goodness-of-fit test results

Gumbel-Copula t-Copula Clayton-Copula Frank-Copula

d2 0.2997 0.0700 0.2997 0.0405

Fig. 5 The probability prediction of consumption with receiving coupons
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probability of consumers going to stores to consume based on the value of two
variables. On the basis of predicted probability, merchants can design mobile
coupons with differentiated discounts, and offer mobile coupons to targeted con-
sumers. It can achieve targeted offering and reduce marketing costs for merchants.

3.2 Model Construction of “Consumption Without
Receiving Mobile Coupons” Based on Bayesian
Network

According to Bayesian decomposition in Sect. 2, we can see that the consumption
probability without receiving mobile coupons is expressed as P d01 ; r

0; d12 ; c
1

� �
.

According to (1)–(7), we only need to simulate the following two scenarios:

• Receiving coupons when the discount is attractive
• Consuming in the store without receiving mobile coupons, when the distance is

convenient.

Figure 6 shows the frequency histogram of Discount and Distance. The data of
Discount can be obtained from the behavior of receiving mobile coupons. The data
of Distance can be obtained from the behavior that not receiving mobile coupons
but consuming in the store. As can be seen from the figure, the lower the discount
is, the higher the mobile coupons receiving rate is. And the closer the distance is,
the higher the consumption rate is.

Based on the original data, the empirical distribution function values are used to
estimate the kernel density. As shown in Fig. 7, the original data is modeled as a
regular function. From the figure, it can be seen that when the discount is 0.9–1, the
mobile coupons receiving rate rises more sharply, and when the distance is 0–3 km,
the consumption rate increases greatly.

Fig. 6 Frequency histogram of discount and distance
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Above all, the probability prediction of consumption without receiving mobile
coupons can be obtained from Figs. 6 and 7. The forecast results show that consumers
who do not receivemobile couponswill have a high probability of going to the store to
consume if the distance is convenient. It broadens the view of merchant, not only to
focus on consumers who have received coupons, but also to focus on consumers’
distance. Merchants can also estimate the probability of consumption without
receiving coupons, and provide measures for promote sales and increasing consumer
loyalty.

4 Conclusion

In the background of O2O and precision marketing, this paper studies the con-
sumption behavior of mobile coupons’ online receiving and offline use. Based on
the real data of Alibaba’s consumers, this paper use Bayesian network, Copula
function and Monte Carlo simulation to construct the consumption behavior model
with receiving mobile coupons and the consumer behavior model without receiving
mobile coupons.

Based on the Copula-MC method, construct the consumption behavior model
with receiving mobile coupons. Use Copula function to describe the correlation
between the two variables, Distance and Discount. The Frank-Copula function
performs best among alternative Copula functions. Then Monte Carlo simulation is
used to predict the consumption probability when the coupon has been received.
This model provides reference for the merchant to estimate the consumption
probability, design differentiated coupons, and offer mobile coupons to targeted
consumers.

Based on the Bayesian network, construct the consumption behavior model
without receiving mobile coupons. A non-parametric estimation method is used in
model building. Bayesian network is used for factorization to obtain factors that is

Fig. 7 Empirical distribution and kernel density estimation
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easy to characterize in mathematical model. The two factors are Distance and
Discount. The data of Discount is obtained from the behavior of receiving mobile
coupons. The data of Distance is obtained from the behavior that not receiving
mobile coupons but consuming in the store. The historical data is described by a
regular function and then use non-parametric estimate to predict the consumption
probability without receiving mobile coupons.

The probability prediction of these two models provides a reference for the
merchant to identify the target customer group and offer mobile coupons accurately.
On the one hand, the merchant can target customer group with high probability of
using mobile coupons to offer mobile coupons, based on the discount of mobile
coupons and the distance between the consumer and the merchant. On the other
hand, the merchant can design a coupon that meets the consumer’s preference
according to the probability prediction.
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Risk Assessment of Closed-Loop Supply
Chain for Electronic Products Recycling
and Reuse Based on Fuzzy BP Neural
Network

Wei Shao, Zuqing Huang, and Lianjie Jiang

Abstract With the development of society and the progress of productivity, there
is an increasing demand for electronic products. The number of waste electronic
products is also growing. Thus, how to realize effective recycling and reasonable
disposal of waste electronic products has become a problem for the participants in
the supply chain. We built an index system of risk assessment for the manufactures
and the retailers in this paper. And the risk assessment of closed-loop supply chain
for the waste electronic products is discussed based on several improved fuzzy BP
neural network models. Furthermore, a neural network model is designed and its
algorithm is improved to be suitable to multi-dimension inputs by several opti-
mization methods. Especially the LBFGS optimization algorithms with the
Wolfe-type search are more accurate and practical by the experimental results. The
results also show that the overall risk of the closed-loop supply chain for electronic
products is bigger than general. The reason for the higher risk is mainly from the
recycling process and the remanufacturing process. Finally, some suggestions for
reducing risk are proposed for remanufactures and retailers.
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1 Introduction

Electronic products represented by smartphones had become necessities in life.
Electronic products are very popular and renewed rapidly, so the number of used
electronic products is bigger. In 2017, the total amount of the handling capacity of
the used electronic products in China was 79 million units, but this has not yet
reached the total output of electronic products in the first quarter of 2018. At
present, the recycling system is still imperfect. Because of the complexity of the
structure and the inadequacy of the recycling system, which bring great risk to the
remanufacturers and the retailers. For example, according to Hey [1], the acquisi-
tion process of used products often faces high risk and results in both the uncertain
quantity of the recycled products and market demand. For many remanufacturers
such as IBM and Kodak, it is not easy to obtain the right quantity and the right
quality of recycled products through their recycled channels. For these reasons, the
closed-loop supply chain is not robust. Therefore, this paper can help remanufac-
tures and retailers identify risk factors and evaluate risk.

The identification of risk factors is the foundation to implement the risk
assessment for the closed-loop supply chain. The first step of the identification is to
understand the structure of the closed-loop supply chain systematically. At present,
Blome [2] divided the influence factors of the risk evaluation into internal risk and
external risk. On the one hand, the internal risks consist of financial risk, market
risk, etc. On the other hand, external risks include political risk, environmental risk,
social risk, etc. Prakash [3] divided the risk factors into supply risk, process risk,
financial risk, demand risk, etc. 30 risks across the three main pillars of sustain-
ability (environmental, social, economic) are identified by the study of Mihalis [4].
Winter [5] divided the risk factors into performance related risk, control related risk,
demand risk, and business related risk. These scholars identify risk factors only
from the overall perspective of supply chain,which can hardly help the participants
to identify the risks that need priority attention. Therefore, we attempt to identify
the respective risks of each participant in the supply chain. It is helpful to control
the risk for each participant.

To evaluate the risk factors and control the risk, there are many tools such as
Delphi method, HAZOP-Based method [6] and so on. Recently, many methods are
used for risk assessment such as Analytic Hierarchy Process (AHP) method, the
fuzzy integrative assessment, gray systems analysis and so on. Mangla [7] used
FAHP to prioritize risks in Green Supply Chain (GSC). Six kinds of risks and
twenty-five specific risks, associated with GSC, were identified and prioritized. The
results indicate that operational category risks are the most important risks in GSC.
Reference [8] includes a model to evaluate risk based on the AHP and Fuzzy
Analytic Hierarchy Process (FAHP). Further, the neural network and its application
aroused wide concern in recent years, especially the BP neural network. For
example, Tong [9] adopted the improved LSE method to optimize the parameters of
BP neural network. But this method can easily lead to the problem of the slowness
of convergence and the local minimum of the gradient search. In order to overcome
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these defects, we may use Adam or LBFGS methods. Adam and LBFGS method
are well suited for problems with large parameters or data which show good
empirical performance.

2 The Identification of Risk Factors

Most of the studies summary the risk factors based on economic, ecological and
social factors. But it is not effective for participants to control risk in the closed-loop
supply chain. It is necessary to identify the risk factors by analyzing the whole
process of supply chain systematically. For closed-loop supply chain, the whole
process consists of five parts [10]: the manufacturing process, the sale process, the
recovery process, the remanufacturing process, and the resale process. To identify
the risk factors and control the risk of the closed-loop supply chain, this paper
attempts to identify the risk from two aspects: each process of the whole
closed-loop supply chain and the external environmental factors.

In order to identify the main risks, we use the Delphi method by visiting 15
industry experts. At last, in this study mainly 20 factors (Table 1) are included.

The risk index system for the closed-loop supply chain includes 4 aspects, such
as the recovery risk, the remanufacturing risk, the resale risk, and the external
factors. Each aspect also includes 5 detailed risk factors.

Table 1 Index system of risk assessment

Target(A) Risk(B) Element(C)

Index system of risk assessment of
closed-loop supply chain for waste
electronic products

Recovery risk u1 The consumer’s willingness to
recycle u11
The integrity recovery system u12
The matching degree between
recycled price and consumer’s
anticipation u13
Remanufacturer recovery cost u14
The recycling utilization rate of
waste products u15

Remanufacturing
risk u2

Maintenance technology of
recycling products u21
Dismantling technology of
recycling products u22
The ability to dispose of the waste
parts u23
Parts of shortage risk u24
The Technological level of the
process of remanufacturing u25

(continued)
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3 Methodology

3.1 Standard BP Neural Network Model

BP neural network is a kind of error back-propagation algorithm based on the
training of multilayer feedforward networks [11]. The network learns the relation-
ship between the input and target data by adjusting the weights to minimize the error
between the actual output and the desired output. The weight updates formula is

wm
ij ðtþ 1Þ ¼ wm

ij ðtÞ � gmij ðtÞ

gt ¼ a � gt
Where a learning rate, gt represents gradient direction, t means the iteration.
The error function is:

Er ¼ 1
2

Xm
j¼1

yij � dij
� �2

Where yij and djk denote the actual output and predicted output.

Table 1 (continued)

Target(A) Risk(B) Element(C)

Resale risk u3 The demand for remanufactured
products u31
Quality of remanufactured
products u32
Resale cost of remanufactured
products u33
Management level for sales
channel u34
The effectiveness of market
information feedback u35

External
environment risk
u4

The support of the
government industry policy u41
Resource recovery rate u42
Enterprise operation competence
u43
The environmental awareness u44
Corporate social responsibility
u45
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The weight w needs to be found by reducing the error function Er. Standard BP
algorithm is a simple and steepest descent (SD) method. The gradient direction of
the previous time cannot be taken into account in the standard BP algorithm, so it is
liable to trap in local minimum value. In order to improve this defect, adaptive
learning rate optimization method can be used to adjust different learning rates for
different parameters, which can reduce the oscillation and improve the convergence
speed.

3.2 Fuzzy BP Neural Network Model

Expert scoring is used in the process of risk evaluation, which has some subjective
factors. Dealing with fuzzy information with the neural network can solve the
problem of extracting fuzzy rules. Thus, fuzzy BP neural network model is
designed in this paper. The fuzzed data is input to the BP neural network. Through
the use of the optimization method to optimize the weights of the neural network, a
model dealing with fuzzy information and accurate information can be obtained.
Fuzzy rules will be acquired by training this model. The structure of the fuzzy BP
neural network model is shown in the Fig. 1.

Fig. 1 The structure of the fuzzy bp neural network model
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(1) Fuzzy integrative assessment

The utilization of fuzzy integrative assessment includes 6 steps [12]:

Step 1: The first-class factor set U ¼ u1; u2; u3; u4f g. And the second ones:
ui ¼ ui1; ui2; ui3; ui4; ui5f g i ¼ 1; 2; 3; 4.
Step 2: As mentioned above, the reasons for closed-loop supply chain risk are
complicated. We confirm the grade of the risk comment, that is V ¼ v1; v2; � � � ;f
v5g, which means risk is very small; smaller; general; bigger; very bigf g.
Step 3: Forming the weight set: By using the Analytic Hierarchy Process
(AHP) method based on the expert’s estimate, we set A ¼ a1; a2; � � � anf g.
Step 4: Based on single-factor, we evaluate the risk factors to determine the sub-
ordination of indicators, and form the fuzzy mapping f : U ! F Vð Þ, suppose the
membership vector of risk factors to the set of judgment Ri ¼ ri1; ri2; � � � rimf g. We

can get the membership degree matrix R is represented by: R =

r11 . . . r1n
..
. . .

. ..
.

rm1 � � � rmn

0
B@

1
CA.

rij ¼ uij
N

ð1Þ

Let uij denote the score that the index i given to the evaluation grade j. The
N represents the total quantity of experts.

Step 5: The first level of fuzzy evaluation: According to the basic factors, we set the
results as Bi.

B = A �;�ð ÞR

= a1; a2; a3ð Þ �;�ð Þ
r11 . . . r1n

..

. . .
. ..

.

rm1 � � � rmn

0
BB@

1
CCA

ð2Þ

Step 6: Multilevel fuzzy integrative evaluation: according to the results of level (B),
we use the fuzzy mapping to get the final vector.

(2) Adaptive Moment Estimation (Adam) method for Fuzzy BP neural network
model

Adam method, which is based on adaptive estimates of lower-order moments,
shows good empirical performance and compares favorably to other SGD methods.
It dynamically adjusts the learning rate for each parameter according to the
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first-order moment estimation and the second-order moment estimation. The sen-
sitivity of the network to local details of the error function is reduced and the
training time is shortened. So Adam method is well suited for problems with large
parameters or data and it is also adapted to the processing of data with big noise.

Adam algorithm:

Er wð Þ represents the stochastic objective function with a parameter w,g repre-
sents the step size, rwEr wð Þ represents the gradients. Good default settings for the
problems are g ¼ 0:001b1 ¼ 0:9b2 ¼ 0:999 e ¼ 10�8.

Require:
m0  0 (Initialize 1st moment vector)
v0  0 (Initialize 2nd moment vector)
t 0 (Initialize estimate)

While ht not converged do

t tþ 1
gt  rwEt wt�1ð Þ (get gradients stochastic objective at estimate t)
mt  b1 � mt�1þ 1� b1ð Þ � gt (update biased first moment estimate)
vt  b2 � vt�1þ 1� b2ð Þ � g2t (update biased second raw moment estimate)
m̂t  mt

1�bt1 (compute bias-corrected first moment estimate)

v̂t  vt
1�bt2 (compute bias-corrected second raw moment estimate)

wtþ 1 = wt � gffiffiffî
vt
p þ e

m̂t (update parameters)

End while
Return wt (resulting parameters)

(3) Improved LBFGS optimization method for Fuzzy BP neural network model

Newton’s method in optimization explicitly calculates the Hessian matrix of the
objective function and the inverse of the Hessian matrix [13]. It is better than the
SD method in speed and accuracy because of the convergence of this method.
Finding the inverse of the Hessian is difficult. Quasi-Newton methods thus appear
to overcome this shortcoming. Currently, the most common quasi-Newton algo-
rithm is the BFGS method [14] and its limited extension LBFGS [15]. We present
an improved LBFGS method which presents the non-monotone line search tech-
nique for the Wolfe-type search. Its mathematical theory to support this algorithm
can be seen from [16]. So the improved LBFGS method has the characteristics of
high precision and fast convergence.

Algorithm LBFGS:
Step 0: Choose an initial point x0 2 Rn, an initial positive definite matrix H0, and
choose a positive integer m1. Let t ¼ 0.
Step 1: If gtk k ¼ 0, then output xk and stop; otherwise, go to step 2.
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Step 2: Solve the following linear equation to get dt: dt ¼ �HtrEt

Step 3: Find a step-size kk [ 0 satisfying the Wolfe-type line search conditions:

Er xt þ ktdtð Þ�E xtð Þþ r1ktrET
t dt;

g xt þ ktdtð ÞTdt � r2rET
t dt:

Step 4: Let xtþ 1 ¼ xt þ ktdtþ 1 be the next iteration. Calculate rEtþ 1.
Step 5: Let st ¼ Xtþ 1 � Xt, yt ¼ rEtþ 1 �rEt, ct ¼ gtk k, then y�t ¼ yt þ ctst.
Step 6: Update Ht following the formula

Htþ 1 ¼ V�Tt V�T
t�1 � � �V�Tt�~mþ 1

� �
H0

t�~mþ 1 V�t�~mþ 1 � � �V�t�1V�t
� �

þ xt�~mþ 1 V�T
t�1 � � �V�Tt�~mþ 2

� �
St�~mþ 1STt�~mþ 1

� �
V�t�~mþ 2V

�
t�~mþ 3 � � �Vt

� �

þ � � �x�t StSTt
Step 7: Let t ¼ tþ 1 and go to step 1.

In this algorithm, rEt denotes the gradient of ErðxÞ at xt.

4 Experiment Analysis

4.1 Data Collection and Preprocessing

An expert-team with 30 persons was organized to divide risky factors into five
grades very small; smaller; general; bigger; very bigf g. The expert team considers
that the influence factor of the risk is mainly as above-mentioned Table 1, and they
grade each factor respectively. The results of experts scoring are as shown in
Table 2. According to the utilization of fuzzy integrative assessment, the index
weights can be calculated. After a normalization processing, the analysis results can
be obtained as shown in Table 3.

4.2 Establish the Comprehensive Evaluation Matrix

According to the (1) in the process of fuzzy integrative assessment, we can get the
membership degree matrix.
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Table 2 Scoring table by experts

Risk indicators Risk degree Total

Very small Smaller General Bigger Very big

u11 2 4 5 17 2 30

u12 0 0 10 10 10 30

u13 0 3 7 18 2 30

u14 0 7 11 9 3 30

u15 3 5 10 8 4 30

u21 0 9 10 7 4 30

u22 2 3 9 12 4 30

u23 1 4 3 14 8 30

u24 2 5 8 12 3 30

u25 0 3 13 10 4 30

u31 0 7 14 8 1 30

u32 0 6 11 11 2 30

u33 1 7 10 11 1 30

u34 0 6 6 14 4 30

u35 0 9 5 12 4 30

u41 1 8 9 12 0 30

u42 0 7 10 8 5 30

u43 0 4 14 11 1 30

u44 1 3 11 11 4 30

u45 0 4 13 10 3 30

Table 3 The weight of indicators in the evaluation system

The weight of the risk level(B) to Target(A) The weight of the risk level(C) to level(B)

u1(0.38) u11(0.13)

u12(0.26)

u13(0.13)

u14(0.26)

u15(0.22)

u2(0.16) u21(0.2)

u22(0.31)

u23(0.21)

u24(0.12)

u25(0.16)

u3(0.27) u31(0.32)

u32(0.21)

u33(0.12)

u34(0.14)

u35(0.21)

u4(0.19) u41(0.2)

u42(0.16)

u43(0.26)

u44(0.23)

u45(0.15)
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R1 =

0:06 0:13 0:17 0:57 0:07

0 0 0:33 0:33 0:34

0 0:1 0:23 0:6 0:07

0 0:23 0:37 0:3 0:1

0:1 0:16 0:33 0:27 0:13

2
6666664

3
7777775
R2 =

0 0:3 0:33 0:23 0:14

0:06 0:1 0:3 0:4 0:14

0:03 0:13 0:1 0:47 0:27

0:06 0:17 0:27 0:4 0:1

0 0:1 0:43 0:33 0:14

2
6666664

3
7777775

R3 =

0 0:23 0:45 0:26 0:04

0 0:2 0:36 0:37 0:07

0:03 0:36 0:33 0:24 0:04

0 0:2 0:2 0:47 0:13

0 0:3 0:16 0:4 0:14

2
6666664

3
7777775
R4 =

0:03 0:26 0:3 0:4 0

0 0:23 0:33 0:27 0:17

0 0:13 0:46 0:37 0:04

0:03 0:1 0:36 0:37 0:14

0 0:13 0:43 0:34 0:1

2
6666664

3
7777775

According to the (2) in the process of fuzzy integrative assessment, we can get
the evaluation results based on an element level (C).

B1 ¼ 0:03 0:12 0:31 0:38 0:16ð Þ
B2 ¼ 0:03 0:15 0:28 0:37 0: 17ð Þ
B3 ¼ 0:01 0:25 0:34 0:32 0:08ð Þ
B4 ¼ 0:01 0:16 0:38 0:35 0:1ð Þ

Finally, fuzzy comprehensive evaluation results can be obtained by step 6 of the
fuzzy integrative assessment.

B ¼ 0:02 0:16 0:32 0:37 0:13ð Þ

According to the maximum subordination principle for the experimental results,
the overall risk level of the closed-loop supply chain is bigger than general.
Specifically, the risk of the recycling process is bigger than general, the risk of the
remanufacturing process is also bigger than general. The risk of the resale process is
general, the risk of external environment is also general.

4.3 The Results of The Fuzzy BP Neural Network Model

A BP neural network of the 3-layer structure is used to evaluate the risk. We use the
membership degree matrix of the recovery risk, the remanufacturing risk and the
external environment risk as the inputs of the training. The evaluation results B1 B2

B3 as the outputs of the training sample. The membership degree matrix of the
resale risk is used as the outputs of the testing sample. By training the several
improved BP neural network models respectively, we compare the RMSE and the
MAE. The results are as follows.
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From Tables 4, 5 and 6, the experimental results show that the model optimized
by LBFGS has the minimum RMSE value and MAE value. The MAE value shows
that the deviation between the predicted value and the true value. The lower RMSE
value demonstrates fewer outliers. So, the BP neural network optimized by LBFGS
method has better accuracy and performance than Adam method and standard BP
method in this case.

Combining all of the experimental results, the overall risk level of the
closed-loop supply chain is bigger than general. However, the value of the general
risk is 0.32 by observing the results of the fuzzy comprehensive evaluation. The
value is only lowered 0.05 than the value of risk level ‘bigger than the general’. It
means that the overall risk level of the closed-loop supply chain is reduced to the
general risk hopefully. Further, the results of the fuzzy comprehensive evaluation
show that the risk level of the resale process and the external environment are
general. These two aspects have lower risky level probably because of two reasons.
On the one hand, the government support for recycling electronic products is
increasing. On the other hand, with the acceptance of remanufactured products
growing, the demand for remanufactured products is also increasing. So, the reason
for the overall risky bigger than general is mainly from the recycling process and

Table 4 Standard BP neural
network model

Actual value Predictive value MAE RMSE

0.02 0.11 0.09 0.11

0.16 0.03

0.32 0.27

0.37 0.29

0.13 0.13

Table 5 BP neural network
optimized by adam method

Actual value Predictive value MAE RMSE

0.02 0.13 0.12 0.15

0.16 0.06

0.32 0.28

0.37 0.25

0.13 0.12

Table 6 BP neural network
optimized by LBFGS method

Actual value Predictive value MAE RMSE

0.02 0.02 0.05 0.06

0.16 0.14

0.32 0.32

0.37 0.37

0.13 0.15
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the remanufacturing process. At first, there is imperfect in the current recovery
system, and the efficient system is urgent to make better. Then, awareness of
recycling is not strong for consumers. For the remanufacturing process, the problem
mainly comes from the technological level of remanufacturing. Furthermore, due to
the limitation of recycling quantity, the cost of the remanufacturing is also quite
high.

To solve these problems, the three following suggestions are proposed. Firstly,
the construction of a recycling system is the foundation to control risk. So, it is
necessary to establish a recycling system by expanding recycling channels and
adding recycling stations for remanufactures. For example, O2O (online to offline
mode) is a good way to expand recycling channels. And reasonable recycling
station location is the key to expanding recycling channels. Secondly, for retailers,
it is possible to increase the consumption willingness by implementing the points
system of recycling, which means consumers recycle a single product to get the
points to buy a new product. Finally, remanufacture industry is suitable for eco-
logical and economical requirements. Of course, more government investment for
the process of recycling and reuse is conducive to the sustainable development of
global and regional economies.

5 Conclusion

The risk assessment of the closed-loop supply chain is an extraordinarily compli-
cated evaluation system. The BP neural network model can effectively avoid the
subjectivity of the process of the assessment. The experiments results show that the
risk of the closed-loop supply chain for the electronic products is bigger than
general, the BP neural network optimized by LBFGS algorithms has better per-
formance than other improved BP neural network on this kind of risk assessment
problem. According to the experimental results, higher risk factors are identified.
By analyzing the reasons for the higher risk factors, some suggestions are proposed
for remanufacturers and retailers respectively. The next step of the research is to
study the optimal decision-making of each participant in the supply chain under the
various risks. For example, how to add recycling stations reasonably for remanu-
facturers. Therefore, this study needs to be further improved and developed in the
future.
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Government’s Role Choice
in Market Regulation from an
Information-Disclosure Perspective

Qinghua Li, Yisong Li, and Daqing Gong

Abstract Government regulation on the market activities are vital to make sure
social welfare is enhanced and not impaired. There are multiple perspectives of role
strategy analysis, one of which is to identify government-related projects and
appropriate handling strategy. In order to explore the relationship of information
disclosure and governments’ role-playing, this paper presents three-scenario anal-
ysis of government regulation roles from an information disclosure perspective and
proposes three models: infomediary government model, efficiency-oriented gov-
ernment model and supportive government model. Some insights and discussion
thereof are put forward to strengthen the government’s supervision and guidance of
market environmental information disclosure. Additionally, possibility of combi-
nations of different scenario models are discussed and future research on mea-
surement of each type of combination of scenario models, more quantified research
on various involved factors are expected.
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1 Introduction and Literature Review

Generally, governments’ regulation of market activities remains important though
market self-regulating dominates internally. Though there are various ways to
perceive and analyze the mechanism of government and companies’ motivation and
output, it’s seen that increasing attention and importance has been casted to gov-
ernment regulation of market by game theory after major global economic crisis.
Additionally, it is not rare that profit-driven market fails to push business into
certain new areas that favor social welfare or certain development expectations,
electrical vehicles promotion for pollution reduction purpose being an example.
Therefore, it is vital to research on each participant’ s motivation in market
activities. The paper explores information disclosure and governments’ role-playing
upon three different information disclosure scenarios. It is not only a theoretical
discussion of energy management, but also the concrete practice to analyze decision
behaviors of government and enterprises through the basic idea of cooperative
game theory of equilibrium. By looking into those equilibrium scenarios, a gov-
ernment can choose their best strategy for positioning itself in relation to infor-
mation disclosure tactics. The enterprise’s decision-making behavior is subject to
government’s regulation, while the government seeks maximum utility upon
enterprise’s response once its role and policy is set. After looking into the features
of each type of information disclosure strategies, possibilities of combining
strategies are explored and possible practical actions are inspired.

The information disclosure literature has been on a rise over the recent decades.
Verrecchia et al. respectably provide extended overviews over the analytical and
empirical literature [1]. The major analytical conclusion is all information will be
voluntarily disclosed by self-interested agents due to concerns of negative inter-
pretation by potential recipients of the information [2]. Subsequent analytical lit-
erature can be classified according to which assumption of the unraveling results is
violated, leading to partial non-disclosure [2]. Haejun concludes that the more
valuable technology is and the less bargaining power the innovator has, the more
information the innovator discloses under asymmetric information [9]. There are
three streams of literature of disclosure by non-profit organizations. First stream is
of formal-model studies on effects of disclosure in other sectors such as in gov-
ernment, health care, and the financial markets. Second stream is of fundraising
campaigns related studies, which is economics-based. Third stream is of empirical
literature from accounting and nonprofit studies in the market for charitable con-
tributions [3].

Though there are abundance of published articles on disclosure, and some of
them are on government applications, there still lacks of quantified research works
on how information disclosure can service government for its interaction with
enterprises to seek maximum social welfare in certain circumstances. It is this
paper’s value to contribute to this to-be-further-explored area.

Government regulation to the market is to make sure it is on the right path for
booming more and better social welfare. However, it is often faced with complex
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and various situations. To better identify and cope with specific regulating tasks are
vital and valuable to all parties involved [6]. One of important regulation methods is
to promote/supervise/support certain enterprise involving projects. Considering the
profit-driven market characteristic, the government should deliberate what to do to
reduce the market participant into actions towards the desired direction [7]. There
are mainly three types of role models, which the government can play by, namely
infomediary model, efficiency-oriented model and supportive model. Infomediary
model refers to scenario that the government provide full information to the market.
This applies when the government supervises mature projects, in which the par-
ticipants are all veteran. Efficiency-oriented model refers to scenarios that the
government for some reason need to lean forward to efficiency over other con-
siderations somehow [4]. Lastly the supporting model applies to scenarios when
prospect uncertainty is the main concern that hold back the participants of potential
enterprises [8].

The remainder of this paper is organized as follows. We describe the overview of
the model in Sect. 2. Sections 3, 4 and 5 discuss three types of models, respec-
tively. Section 6 provides a brief summary of the paper.

2 Models Analysis

Upon consideration of governments’ roles in relation to market information dis-
closure, three scenarios are presented and discussed separately: the first scenarios is
infomediary model in which the government solely provide full information to
enterprises who will by their own discretion make free decisions on whether and
how to participate in market activities. The second scenarios is efficiency-oriented
model in which the government prefer efficiency and decide to disclose more
optimistic information than pessimistic information with subsequence of enterprise
investing more into market. The third one is supporting model in which the gov-
ernment provide clear positive assurance signal by financially aiding the enterprises
who participate in market activates [5]. Three separate models are formed in an
attempt to find out what is the best theoretical response the government should
choose.

Normally there are three typical scenarios of information disclosure when
governments are to decide how information should be disclosed to the participating
enterprise. In scenario 1, governments disclose information to the participating
enterprises fully as it is. It’s titled as infomediary model in the following model
analysis. In this scenario, the enterprises receives full transparent information and
solely decide their action in participating in the activities the governments refer to.
This is the typical scenario for those existing mature projects in which governments
hold no tendency and merely provide fully information with normal regulations. In
scenario 2, governments disclose more optimistic other than pessimistic information
to the participating enterprises. It’s titled as efficiency-oriented model in the fol-
lowing model analysis. In this scenario, the enterprises receive more optimistic
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information and upon which decide their action in participating in the activities the
governments refer to. This is the typical scenario for those emerging pre-mature
projects in which governments hold certain pro tendency and therefore provide
more optimistic information with tendency regulations. In scenario 3, governments
not only disclose more optimistic other than pessimistic information to the partic-
ipating enterprises, but also provide clear positive assurance signal by financially
aiding the enterprises who participate in market activates It’s titled as supporting
model in the following model analysis. In this scenario, the enterprises receives
more optimistic information and additionally, they see the government financially
support the enterprise involving in the projects. Enterprises are usually stimulated
significantly by this direct and explicit tendency and to participate the advocated
activities with much less concern of risks thereof. This is the typical scenario for
those government-dominated and in-sketch projects which governments are to
promote for economic or other social warfare purpose. While these types of projects
are still in their sketch phase in which enterprise are usually not willing to par-
ticipate actively consider economic and policy risks. To alleviate those potential
enterprises’ concern over these risks, the government usually take more drastic
measures to signal assurance to the enterprises, which are the actions such like
bearing the risk partially or fully by financially supporting those participating
enterprises.

We can see from Fig. 1 that there is a continuous increase in its policy tendency
intensiveness in term of how strongly the government is willing to promote the
activities withScenario1 weakest and Scenario 3 the strongest. It’s the purpose of
the paper to introduce 3 usual signal policies and analyze how the mechanism
works by looking into its models. It natural that when trimming the real situation
into these modeled scenarios, we made assumptions. Additionally, there are other
ways to analyze the interactions between the dominating government and the
enterprises who solely receive information from the government and make their
independent decisions as of how they should react to the government’s signals. In
the real world the government seldom take only one scenario policy, rather they can
combine and tailor the policy taken. The combinations can be chosen according to
the real need. Some example are: the government classify the enterprises into 3
different grades by their related feathers, three different types of scenario policies
can apply to the different grades of enterprises separately; or along with the progress
of the project implementation, the government may apply different types of scenario
policies to the enterprises involved according the need of promotion phases. In a
summary, upon understanding the mechanism of information disclosure scenarios
model, the government can freely play combination of the models and apply the
model policy with other regulating strategies.
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3 Infomediary Government Model

The utilities U (that yield Q) are the market gains when the firm provides products
or services to the users with a certain level of effort, and U is subject to the firm’s
ability, market prosperity and market randomness. Thus, the utilities U is described
as follows:

U ¼ Af eð ÞþBþ h ð1Þ

where A is the firm’s ability (A[ 0), e is the effort, f eð Þ is the function, f 0 eð Þ[ 0
denotes that marginal yields are positive and that yields are positively correlated
with firm ability, f 00 eð Þ\0 denotes that the rate of yields is decreasing, B is market
prosperity, h is market randomness, and h�N 0; r2ð Þ (r2 is the output variance).

Corollary 1 The linear relation of the model is still reasonable when f eð Þ ¼ e.

proof We set f eð Þ ¼ er1, where 0\r1\1, so equation f eð Þ ¼ er1 is consistent
with the restrictions above. Supposing E ¼ er1, so U ¼ AEþBþ h. Additionally,
we can see the full linear relations in expression er1 ! E ! U. When f eð Þ ¼ e,
Eq. (1) is simplified as follow:

U ¼ AeþBþ h ð2Þ

Fig. 1 Three information disclosure scenarios
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The firm generates sales with a certain level of effort, so the firm can get pay
from their work:

s Uð Þ ¼ aþ bU ð3Þ

where a is the fixed income, b is the user’s share gains.
Therefore, we can get market gains as follow:

E U � s Uð Þð Þ ¼ �aþE 1� bð Þ
¼ �aþ 1� bð Þ AeþBð Þ ð4Þ

Corollary 2 C eð Þ can be simplified as be2=2, if the firm’s direct cost is C eð Þ when
providing products or services, and C0 eð Þ[ 0, C00 eð Þ� 0.

proof We set C eð Þ ¼ mer2, where m[ 0; r2[ 1, and E ¼ er1, so C eð Þ ¼ mEr3

(r3 ¼ r2=r1[ 1).
C eð Þ ¼ mEr2 is consistent with the restrictions above, so C eð Þ ¼ mEr3 can be

simplified as C eð Þ ¼ be2=2 when m ¼ b=2; r3 ¼ 2, where b is the cost coefficient.
h is market randomness and h�N 0; r2ð Þ, so random variable can be represented

as follows:

I1 ¼ aþ b AeþBþ hð Þ � be2=2 ð5Þ

Equation (5) obeys a normal distribution, and the firm’s expected profits are

EI1 ¼ aþ b AeþBð Þ � be2=2 ð6Þ

In addition, the firm must pay the opportunity cost when participating in col-
laborative incentive contracts, and the subsidiary firm’s certainty equivalent profits
(I) can reflect its actual income.

Theorem 1 If firm’s utilities u is exponential distribution, and certainty equivalent
profits I is normal distribution N m; n2ð Þ, so I ¼ m� rn2

2 , where r is the absolute risk
aversion factor.

proof Set the utilities u ¼ �erI (exponential distribution) for the firm, and r[ 0,
I�N m; n2ð Þ. The firm’s expected utilities are

E uð Þ ¼
Z þ1

�1
�e�rI 1ffiffiffiffiffiffi

2p
p

n
e�

ðz�mÞ2
2n2 dI

¼ �e�r m�rn2
2

� � ð7Þ

so E uð Þ ¼ u Ið Þ, where
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�e�r m�rn2
2

� �
¼ �e�rI ð8Þ

I ¼ m� rn2

2
ð9Þ

Donate the transformation of some contents in (7), respectively.
In (9), m is the mean of the firm’s profit, n is the variance of the firm’s profit.

And the firm’s expected profits are EI1 ¼ aþ b AeþBð Þ � be2/2, the mean of the
firm’s profit are EI1 ¼ aþ b AeþBð Þ � be2/2, The variance of the firm’s profit
DI1 ¼ b2r2.

Therefore, the firm’s certainty equivalent profits are

I ¼ aþ b AeþBð Þ � be2

2
� rb2r2

2
: ð10Þ

where rb2r2=2 is the opportunity cost, s is the lowest profit that the firm requires,
and the firm will not participate in an incentive contract when the equivalent profit
is less than s. Therefore, the prerequisite that the firm participates in the incentive
contract is

aþ b AeþBð Þ � be2

2
� rb2r2

2
� s ð11Þ

The model based on principal-agent theory [5] is

E U � s Uð Þð Þ ¼ maxf�aþ 1� bð Þ AeþBð Þg ð12Þ

s:t:
argmax aþ b AeþBð Þ � be2

2 � rb2r2

2

n o
aþ b AeþBð Þ � be2

2 � rb2r2

2 � s

8<
: ð13Þ

4 Efficiency-Oriented Government Model

In this model, due to preference to efficiency, the government prefer to disclose
more optimistic information than pessimistic information to enterprises by which
the enterprises is induced into more enthusiastic engagement into the market.

If there are no income, the loss of the enterprise is e 2 �be2=2; 0½ �, which
confirms to normal distribution.

In case the government accurately disclose its supportive policy information and
the enterprise is aware of e’s probability density function f eð Þ, the enterprise
expects is
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E e½ � ¼
Z 0

�be2=2
ef eð Þde ð14Þ

In case the government vaguely disclose its supportive policy information, the
enterprise will estimate a f̂ eð Þ, then the expectation is:

E e½ �0¼
Z 0

�be2=2
ef̂ eð Þde ð15Þ

so

E e½ �0�E e½ � ¼
Z 0

�be2=2
ef̂ eð Þde�

Z 0

�be2=2
ef eð Þde ð16Þ

E e½ �0�E e½ � is the enterprise’ understanding deviation due to vague disclosure.

When E e½ �0 �E e½ �[ 0, the enterprise overestimate risks that will depress market

activeness (H type); when E e½ �0 �E e½ �\ 0, market risks is underestimated (L type).
The probability of no income is pi i ¼ H; Lð Þ, 0\pL\pH\0:3. Information

disclosure Utility is piU, from which the enterprise share is cCi U, cCi \pi. The
government’s cost of information disclosure is CC

i , U[CC
i . The information

disclosed is of private type, therefore the enterprise can only judge its risk level by
information collected. GðcCi Þ represents the government’s expected utility, and
VðcCi Þ represents the firm’s expected utilities.

Government’s expected utilities are

GH cCH
� � ¼ 1� pHð Þ pH � cCH

� �
AeþBð Þ � CC

H ð17Þ

GL cCL
� � ¼ 1� pLð Þ pL � cCL

� �
AeþBð Þ � CC

L ð18Þ

The firm’s expected utilities are

V cCH
� � ¼ 1� pHð ÞcCH AeþBð Þþ pH

Z 0

�be2
2

ef̂ eð Þde ð19Þ

V cCL
� � ¼ 1� pLð ÞcCL AeþBð Þþ pL

Z 0

�be2
2

ef eð Þde ð20Þ

The model based on principal-agent theory is
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E GH cCH
� �� � ¼ maxf 1� pHð Þ pH � cCH

� �
AeþBð Þ � CC

H ð21Þ

s.t.

argmaxf 1� pHð ÞcCH AeþBð Þþ pH

Z 0

�be2
2

ef̂ eð Þdeg ð22Þ

or

E GL cCL
� �� � ¼ maxf 1� pLð Þ pL � cCL

� �
AeþBð Þ � CC

L g ð23Þ

s.t.

argmaxf 1� pLð ÞcCL AeþBð Þþ pL

Z 0

�be2
2

ef eð Þdeg ð24Þ

Lemma 1 In the case of complete information market and accurate disclosure of
information, the market equilibrium of the contract will make the share of the
company depend mainly on their own efforts.

proof In a full competitive market, the enterprise’s gain exactly equals to cost of
information collection (V cCL

� � ¼ CC
L ), therefore:

1� pLð ÞcCL AeþBð Þþ pL

Z 0

�be2
2

ef eð Þde ¼ CC
L ð25Þ

cCL ¼
CC
L � pL R0

�be2
2

ef eð Þde
AeþBð Þ 1� pLð Þ ð26Þ

While �pL
R 0
�be2

2
ef eð Þde[ 0, is function of e (open information), obviously, the

enterprise return rate depends on its efforts and information collection cost.

5 Supportive Government Model

Due to market prospect uncertainty, the government input investment of di,
di � 1þ cSi

� �
U and its expected utility is:

GH cSH
� � ¼ 1� pHð Þ pH � cSH

� �
AeþBð Þ � pHdH � CS

H ð27Þ
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GL cSL
� � ¼ 1� pLð Þ pL � cSL

� �
AeþBð Þ � pLdL � CS

L ð28Þ

When GH cSi
� �

\0, the government rather exits, therefore its constraint is:

1� pið Þ pi � cSi
� �

U � pidi � CS
i � 0 ð29Þ

i.e.

cSi � pi � CS
i þ pidi

1� pið Þ AeþBð Þ ð30Þ

The firm’s expected utilities are:

V cSH
� � ¼ cSHU � fHUþ

Z 0

�be2
2

ef̂ eð Þde ð31Þ

V cSL
� � ¼ cSLU � fLUþ

Z 0

�be2
2

ef eð Þde ð32Þ

fiU is the fund the government grants to the enterprise, fH [ fL, therefore no
constraint consideration is needed for the enterprise.

The model based on principal-agent theory is:

E GH cSH
� �� � ¼ maxf 1� pHð Þ pH � cSH

� ��
AeþBð Þ � pHdH � CS

Hg ð33Þ

s:t: argmaxfcSHU � fHUþ
Z 0

�be2
2

ef̂ eð Þdeg ð34Þ

or

E GL cCL
� �� � ¼ maxf 1� pLð Þ pL � cSL

� ��
AeþBð Þ � pLdL � CS

Lg ð35Þ

s:t: argmaxfcSLU � fLUþ
Z 0

�be2
2

ef eð Þdeg ð36Þ

In the case of complete information market and accurate disclosure of infor-
mation, the market equilibrium contract will make the share of the company not
fully depend on the level of their efforts.
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proof Similarly, the enterprise’s gain exactly equals to cost of information col-
lection, therefore:

V cSL
� � ¼ cSLU � fLUþ

Z 0

�be2
2

ef eð Þde ¼ CS
L ð37Þ

The equilibrium is:

cS
�

L ¼
CS
L � R0

�be2
2

ef eð Þdeþ fL AeþBð Þ
AeþBð Þ ð38Þ

While −
R
�be2

2

0 ef eð Þde[ 0, is e’s function (open information). Obviously, the

enterprise return rate depends on its efforts, information collection cost, and the
granted fund by the government.

Lemma 2 In a non-full-competitive market, cSi and di are alternatives to each
other. In the market of incomplete information, cSi can be substituted by di.

proof It can be concluded from (27) and (28) that:

@Gi cSi
� �

@cSi
¼ � 1� pið ÞU ð39Þ

@Gi cSi
� �

@di
¼ �pi ð40Þ

MRScSi d ¼ �
@Gi cSið Þ

@cSi
@Gi cSið Þ

@di

¼ ��1 1� pið ÞU
�pi

¼ � 1� pið Þb
pi

ð41Þ

This means cSi and di can alternate. It can be concluded that: the greater loss the
market failure can cause to the government, the higher rate of return it will set.
Since:

@MRScSi di
@pi

¼ b
p2i

[ 0 ð42Þ

When faced with the same potential loss, low risk government has to set a lower
return compared with higher risk government.
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6 Conclusion

In consideration of its complexity and vitality characteristics, this paper contributes
to variety of ways of governments regulating over the market. Generally, when
handling mature projects where all market participants are veteran and willing to
invest, the government usually can choose the role of infomediary model, to do
nothing but provide full accurate information. When faced with efficiency-oriented
projects, the government rather disclose more positive prospects information, thus
the risk thereof may be under-estimated by the enterprise. However, the enterprise
perceiving that more effort will yield more profit, will engage in the projects more
enthusiastically, consequentially enhancing social welfare. Lastly, for those projects
with uncertain market prospect, thus, external support is needed; the government
may choose to signal a strong assurance information to offset potential enterprise
participants’ concern over market uncertainty. However, in this circumstance, the
enterprises understand that the yields are not only dependent on their effort, and
may divert much attention to seek more government funding, which is not rare in
practice.

Additionally, this paper only initially study the pure model directly related
information factors upon assumption that these factors are the only considerations
when the player of government and enterprise make decisions as to whether or not
they should take part in the activities it refers to. combination of the different
scenarios models are more close to the real world. The government may play freely
the combinations with enterprise grading and classification as needed by the real
situations.

Finally, upon understanding the information disclosure scenarios, the future
research can explore looking into the measurement of different combination of
information disclosure models. Thus we can reveal in more details the intensiveness
of each model in applications and design in-depth models will can adapt better into
the real work. Also more quantified analysis can be designed into each models to
make them more precise and practical.
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Context-Aware Aviation Auxiliary
Services Recommendation Based
on Clustering

Yingmin Zhang, Wenquan Luo, Dong Wang, Tingting Chen,
and Jiewen Zhang

Abstract Personalized auxiliary service is an important profit source for airlines.
Considering massive passengers’ online and offline travelling context data, the
traditional collaborative filtering (CF) algorithm has low accuracy in auxiliary
service recommending. This paper adds real-time travel context factors to passenger
auxiliary service preference modelling, using five-dimensional data sets to construct
a context-aware aviation auxiliary service recommendation model. Aiming to solve
the Cold Start and data sparsity, the paper proposes a context-aware recommen-
dation method which calculating similarity between the current context and his-
torical context other than passenger’s reviews on services. And recommends the
target passenger top-N auxiliary service items that under historical similar travel
context. Finally, the experimental simulation method is used to evaluate the rec-
ommended effect and accuracy of the recommendation system. The result shows
that the context-aware recommendation method is higher accurate in personalized
aviation auxiliary services recommending.
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1 Introduction

Civil aviation auxiliary service refers to additional services provided by airlines
other than traditional passenger transportation. It makes income from direct sales or
indirectly generated as a travel experience, mainly divided into pre-departure
reservation, baggage, airport service, on-board service, destination service, etc. [1].
At present, most of China’s domestic airlines account for less than 1% [2] of
additional service revenue, mainly for onboard services, with a single service
content. It is urgent to explore the personalized service demand of passengers.

With the rapid development and popularization of the mobile Internet, passen-
gers’ online and offline travel behaviors and context data are recorded, analyzed and
utilized. But huge information overload [3] makes it difficult to quickly find the
needed services from a large amount of information. Therefore, it is urgent to study
timely and accurate information recommendation methods to provide a better travel
experience for passengers. At present, personalized active recommendation [4]
mainly includes Association Rules (AR), Content-Based (CB) and Collaborative
Filtering (CF). The CF method does not need to consider the content of the rec-
ommended items [5], it has diversified recommendation forms, potential interest
discovery and recommendation, and has been widely studied and applied [6, 7].
However, the CF method relies on the user’s historical rating of items to evaluate
the similarity of the recommended resources to predict and recommend the inter-
ested items. For new users or new items, the recommendation may be invalid due to
data sparsity. In China, aviation services have gradually extended from the high-end
market to the popularized market. The demand for new personalized auxiliary
services has surged, which makes the cold start problem worse. In addition, as the
number of passengers and service items increases, the sparsity of the rating matrix
in collaborative filtering also seriously affects the accuracy of recommendation
systems.

This paper improves the similarity matrix in the traditional collaborative filtering
algorithm for the data sparsity of information recommendation and the cold start
problem of collaborative filtering recommendation in massive context data envi-
ronment. The passengers and auxiliary services data are clustered, and the similarity
of passengers’ evaluation of service items is replaced by context similarity. When a
new passenger enters the service system, the interested service items are predicted
by calculating the similarity between the current situation of that passenger and the
historical situations, and the nearest top-N neighbor services is recommended to the
new passenger. Hence to ease the Cold start problem when missing service eval-
uation information.
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2 Literatures Review

Collaborative filtering has obtained a lot of research results in personalized rec-
ommendation systems, especially the information recommendation based on user
browsing behavior has been mature, and is widely used in e-commerce shopping [8,
9], news pushing [10], movie program recommending [11] and other fields. With the
rapid development of mobile Internet, massive online and offline user travel situation
data has been added to the recommendation system. Context-sensitive mobile rec-
ommendation has become the focus of current research. Researchers have proposed
various methods and strategies for the compatibility of context information [12, 13],
including adding context information in preference modelling, contextualization of
item similarity calculation, matrix decomposition, nearest neighbor clustering, etc.
The following is a summary of the existing researches from three aspects.

2.1 User Preferences Based Contextual Recommendation

User preferences based contextual recommendation refers to adding a situation
dimension to the user and recommendation item preferences, and constructing a
contextual preference model of “users-context-items”. Yu et al. [14], Peng et al. [15]
used topic model (LDA) to increase the contextual perception of user preference
model. Domain ontology is widely used in knowledge modeling. Considering the
domain characteristics of context perception, researchers [16–18] proposed to
establish context ontology to solve the context sensitivity and scalability of the rec-
ommendation system. Ai et al. [16] constructed a two-layer context ontology model
forO2Omobile recommendation systembased onCONONmodel, describing service
context from three core concepts: user, object and environment, established inference
rules formobile business catering formobile catering recommendations. Liu et al. [19]
proposed a tourism location situational recommendation based on demographic
persona. Shin [20], Liu [21] from the point of “users are interested in similar items
which in similar situations”, represented context as a vector, combined the similarity
of context and the similarity of interested item in a particular context, calculated the
preference new items and recommended to users. These methods increase the context
sensitivity and improve the recommendation accuracy, but exacerbate data sparsity for
additional context information and greatly reduce the recommending effectiveness.

2.2 Matrix Decomposition

The tensor method integrates situations information with users and items into
n-dimensional vectors [22], but the combination of information will bring the
algorithm complexity too high and reduce the efficiency of recommendation. In
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order to solve this problem, the researchers proposed matrix decomposition, such as
the decomposition machine [23], and Ye [24] proposed a probability matrix
decomposition model which has higher efficiency in the field of time context rec-
ommendation. However, when considering complex situations, such as location,
weather and so on, there are still problems such as excessively high decomposition
matrix dimensions and low efficiency.

2.3 Clustering-Based Contextual Recommendation

This method aims to improve the efficiency of high-dimensional tensor recom-
mendation through clustering methods. The neighborhood clustering is commonly
used. Chen [25] calculated the situation similarity based on the user’s rating,
evaluated the neighboring users with the situation similarity, and predicted the
similar behavior of target user with the behavior of the nearest neighbor in a specific
situation. Zhang et al. [26] studied an improved information core extraction method
based on frequency and ranking, and proposed optimized set clustering to find the
most similar neighbors for target user. The above researches did not consider the
impact of new users and their features on the recommendation system, and when
the description of context attribute is lacking, the calculated nearest neighbor users
will be greatly inaccurate.

Overall, the above researches show that traditional recommendation method
relies on historical feature extraction and evaluation of interested contents, or limits
to single situational data processing and calculating, has low computational effi-
ciency and recommendation accuracy when facing massive real-time situation data.

This paper introduces the preference clustering mechanism to optimize the
tensor decomposition. Considering the situational characteristics of aviation aux-
iliary services, the context-aware auxiliary service preference ontology is con-
structed, and the neighboring passengers are presented according to clustering
optimized travel context similarity, so as to achieve higher accuracy.

3 Aviation Auxiliary Service Recommendation Modelling

The aviation auxiliary service preference is affected by the service content and the
travel and service situations in which the passengers are located, such as weather
conditions and air traffic control.

This paper adds situation and auxiliary service preference dimensions to the
“user-item”, and builds a five-tuple auxiliary service preference model MA

U;C; S;P; If g. Where, U, C, and S respectively represent passengers, service sit-
uations, and aviation auxiliary service sets; P represents a set of preferences for
auxiliary services for passengers in a specific context; and I represent a set of
interactions between passengers. The auxiliary service preference instance
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uif ; cj; sk; pi;j;k} is expressed as the user ui’s preference for the auxiliary service sk in
the context cj is pi;j;k . The context-aware auxiliary service recommendation
framework is shown in Fig. 1.

As shown in Fig. 1, the implementation process of context-aware aviation
auxiliary service recommendation can be divided into data resource layer, data
mining layer and application layer. Firstly, the data resource layer is the basis for
obtaining data. It collects passengers’ basic attributes, auxiliary service preferences,
service context and interaction data from airlines’ CRM systems, websites, airline
check-in systems, flight information system, and WeChat, mobile APP platforms.
And the obtained data is preprocessed by data cleaning, regulating and conversing.
Secondly, the data mining layer is the core component of the whole recommen-
dation system. It extracts key feature information from the massive passengers’
travelling data through cluster analysis, association mining and deep learning, and
constructs a context-aware aviation auxiliary service ontology combined with air
passengers, additional services and service context. Finally, the application layer
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calculates the context similarity for the target passenger, compound the passenger’s
current service situation (time, location, weather conditions, air traffic control, etc.)
and the corresponding preference feature tags to push target passenger with the
top-N matching personalized services.

4 Passenger Auxiliary Service Data Collecting

4.1 Data Collecting

The acquisition of passengers’ auxiliary service preferences is inseparable from
passenger data. The more data, the more specific the passenger characteristics
reflected, and higher accurate services recommended. Context-aware service rec-
ommendation can break through the data sparsity problem of traditional
content-based collaborative filtering. The passengers’ contextual auxiliary service
preference data can generally be obtained through the airlines’ CRM systems,
passenger check-in system, aviation service enterprise websites, flight information
system, WeChat, or other mobile APP platforms.

Where the airlines’ CRM systems store a large number of passengers’ identity
information (age, education, occupation, etc.), registration information (user ID,
login name, etc.), login accessing records (login, browsing, reservation, online
consultation, etc.), which constitutes a large amount of static features data and
dynamic behavior data of the passengers. The airline’s check-in system mainly
records the check-in information of passengers at the airport service counters,
automatic check-in terminals or mobile terminals, etc., obtaining the check-in time,
place, status (travel alone or in groups) and other information. The aviation service
enterprises’ websites (including airlines, the third-party agents, and tourism web-
sites) maintain a large number of online interactive behavior information such as
online browsing, searching, reservation, online comment, sharing, and content
collection.

4.2 Data Processing

The aviation passengers’ data is distributed among multiple air service systems, and
each system is relatively independent in data acquisition. Therefore, it is firstly
necessary to integrate, clean, regulate, and convert. And then using the data mining
methods for cluster analysis. Finally calculate the similarity and recommend the
top-N similar auxiliary services.
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5 Similarity Calculating

Similarity calculation is crucial to service recommendation. According to consumer
behaviors and the recommendation principles of recommendation system, this
paper establishes the following assumptions: (1) Passengers tend to choose auxil-
iary services that they have used and their similar ones; (2) Similar types of pas-
sengers have the same interested auxiliary services; (3) Passengers have similarities
in preferences for auxiliary services in the same aviation service scenarios.
Therefore, this paper aims to realize service preference prediction and recom-
mendation through three aspects of similarities in passengers, service context and
passengers’ behaviors.

5.1 Passenger’s Similarity

The passenger’s similarity is generally calculated by different values between
passengers’ attributes (the information filled in when the passenger registers or
purchases the airline ticket). For passenger U, the attribute vector is
A a1; a2; � � � ; anð Þ, where ai represents the value of the i-th attribute. The mean
absolute difference of attributes is generally used to measure the similarity.

The dimensional difference of attributes leads to different data granularity. The
similarity calculation method is different. In this paper, passenger’s attribute
information is divided into numerical attributes (such as age, income, etc.) and
nominal attributes (such as gender, place of origin, occupation, etc.), and their
similarities are calculated separately.

• Similarity calculation of numerical attributes

Due to different measurement units the comparability (similarity) of mean
absolute difference of attributes is greatly different. Standardization is required to
eliminate influence of dimension. This paper uses the difference between each
attribute’s value and the mean value to map between [0, 1] intervals, which shown
in (1)

Sai ¼
ai � 1

n

Pn
i¼1 ai

1
n

Pn
i¼1 ai �MAj j ð1Þ

Where, Sai represents the normalization value, ai represents the i-th attribute, MA

is the mean value of attributes. The Manhattan distance [27] is used to calculate the
similarity of the passenger’s numerical attributes, shown in (2).

Simnum Ui;Uj
� � ¼

Xn

k¼1
Saik � Sajk
�� �� ð2Þ
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Where, the numerical property similarity of passengers Ui and Uj is the sum of
the differences of the two passengers’ attributes after standardization.

• Similarity calculation of nominal attributes

The similarity of the nominal properties of two passengers is generally repre-
sented by the number of matching attributes. Assuming that passengers Ui and Uj

have m nominal attributes, the similarity of their nominal attributes Simnom Ui;Uj
� �

can be represented by the matching numbers of nominal attributes.
Therefore, the similarity of the passengers proposed as in (3).

SimUi;Uj ¼ Simnum Ui;Uj
� �þ Simnom Ui;Uj

� � ð3Þ

5.2 Service Context Similarity

The aviation auxiliary service context C represented as C c1; c2; � � � ; cnð Þ. Where, ci
is the value of the i-th context attribute. The standardized method is similar to the
normalization shown in passenger’s similarity. In addition, considering the different
impacts of travel situation factors. This paper uses different coefficient pk to rep-
resent similarity weighting. Where, k represents the k-th contextual factor. The
value of k is among 1, 2, ���, n.

Hence, the similarity of auxiliary service context cx and cy is in (4).

Simcx;cy ¼
Xn

k¼1
pkSim cx; cy

� � ð4Þ

5.3 Passenger’s Preference Behavior’s Similarity

For passenger U, the selected auxiliary service set is SU. Where, SU ¼ s1;s2;���;sn
� �

.

Definition 1 If passenger Ui and Uj have interactive behavior (xj) such as selecting,
evaluating, praising, etc. under the same context set C. Where, xj 2 X;X ¼
x1; x2; � � � ; xnf g is a set of interactions of the passengers with the auxiliary services. It

is said that passengers Ui and Uj have similar preferences for auxiliary services si.
And the similarity between the two passengers is the interact numbers (Num) of
service si. The mathematical expression is: Ui ffi Uj; 9 Ui ! sk \Uj ! sk

� �
.

Then, the passenger auxiliary service preference behavior similarity calculation
equation is as in (5).
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Simpre Ui;Uj
� � ¼

Xn

j¼1
xjNum ð5Þ

Where, Num is the number of interactions of the same additional service. The
larger of Num, the higher the similarity.

Considering that passengers’ preference of auxiliary services in diverse context
is differently affected by passenger features, context, and preference interaction
behaviors, the weight coefficient a; b; c is added to the overall similarity (6).

Sim ¼ aSim Ui;Uj
� �þ bSim Cx;Cy

� �þ cSimpre Ui;Uj
� � ð6Þ

Where, aþ bþ c ¼ 1.
Similar passengers usually have similarities in auxiliary services selecting, but

this similarity is relatively fixed. The similarity of passengers is calculated from the
static attributes of passengers, so the sensitivity to service preferences of dynamic
situations is poor. In contrast, the travel and service scenarios of aviation passengers
have a more significant impact on the choice of auxiliary services, the weight is
higher than that of passengers. The interaction of passengers with auxiliary services
is more complicated, and needs to be expressed through praising, comment, shar-
ing, etc., and can express the feelings or thoughts of passengers, so it has the highest
weight.

In view of the above analysis, this paper assigns weights of 0.2, 0.3, and 0.5 to
the three similarities of passengers, service context, and passenger’s preference
behavior. That is, a, b, and c are respectively 0.2, 0.3, and 0.5. (The weight
distribution can be determined separately according to actual situation. For exam-
ple, when b = 0, the equation degenerates into the traditional rating-based service
recommendation.)

6 Context-Aware Aviation Auxiliary Service
Recommendation

The interest of passengers on auxiliary service items is greatly related on their travel
context. In a similar travel scenario, the same type of passenger has similarities in
the choice of auxiliary services. Therefore, in the context-aware aviation auxiliary
service recommendation system, firstly, the similarity between the current and
historical situation is calculated, and the most similar historical situation is pro-
posed. Secondly, the interest degree of the passenger to auxiliary service items is
ranked in that historical situation. Finally, the ranked top N additional services are
recommended to the target passenger.

Specifically, different types of context such as service time, location, weather
and air traffic control, is marked as C ¼ C1;C2;���;Cn

� �
. Where, Ci is a vector

representing the attributes of a certain context. It reflects the current travel situation
of passengers, such as time information, location, weather, air traffic control, service
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status, etc. Passenger’s current travel context is marked as Cnow, while Cpast is
historical context. The similarity between the two context is recorded as
Sim Cnow;Cpast

� �
. If the situation similarity Sim Cnow;Cpast

� �� h (a threshold) then
refers that Cnow is highly similar with Cpast. Therefore, the predicted preference of

the auxiliary services in context Cnow is ranked by Prec¼C Topið Þ¼Cnow
U�S u; sð Þ.

Through above, getting the interested auxiliary service items under historical
context Cpast. Then match these services with the items to be recommended, and
finally recommend the top-N similar items to the target passenger.

7 Experiment and Result Analysis

Aiming to verify the feasibility of the above contextual recommendation method,
this paper takes an airline’s passengers for experimental verification. Collects,
classifies and processes data including personal information (name, age), auxiliary
service information (name, price), and passengers’ purchase behaviors (searching,
reservation, payment, collection, sharing). Where passenger’s travel or check-in
time would reflect the context, attributes associated with the service: time of day
(working day, weekend, winter or summer vacation, etc.), weather, air traffic
control, etc. The above data set is respectively substituted into the traditional CF
recommendation system and the supposed context-aware one, the corresponding
recommended services list A and list B is sent to the tested passengers. According
to the feedback satisfaction to compare the accuracy of the two recommendation
methods.

In the experiment, 50 tested passengers were randomly selected. Firstly, the
passengers’ information was identified and processed. For example, a male pas-
senger P’s age was 55. By querying the website log, it was learned that A had
frequent logins to airline website, reservations, and online consultations, so system
inferred P was an active passenger. The passenger’s check-in time stamp recorded
part of the context information. For P, he checked-in about 3:00 pm in March 9,
2019. The weather condition was moderate to heavy rain that time, and his check-in
location was the T2 terminal of Guangzhou Baiyun Airport. The status was travel
alone. According to the above data, the top-5 recommendation is performed to P,
where auxiliary service list A was recommended based on the traditional CF
method and list B was recommended based on the context-aware preference cluster
recommendation. According to passenger P’s feedback, he had a strong interest in
three recommend auxiliary services in list B, and only interested in one of list A.
The result indicated that the proposed contextual recommendation had achieved a
higher accuracy.

In the same way, the experiment provided recommendation for the 50 passengers,
and investigated the satisfaction on the two recommendation results. It was measured
with the five-point Likert scale, where quite dissatisfied (1 point), dissatisfied
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(2 points), acceptable (3 points), satisfied (4 points), and quite satisfied (5 points).
The tested result shown in Table 1.

From Table 1, it can be calculated that the average satisfaction in traditional CF
recommendation is:

SRCF ¼ 8� 5þ 12� 4þ 18� 3þ 9� 2þ 3� 1ð Þ � 50 ¼ 3:26

While the proposed context-aware recommending average rating is:

SRcox�aware ¼ 12� 5þ 20� 4þ 14� 3þ 3� 2þ 1� 1ð Þ � 50 ¼ 3:78

The experimental result showed that the paper proposed context-aware recom-
mendation achieved higher satisfaction. The main reason is that in the massive data
environment, there is great sparsity of passengers’ interactive data on auxiliary
services. And the traditional CF methods are difficult to effectively and accurately
personalized recommend with sparse item or evaluation data. The proposed
context-aware recommendation using context data to calculate the similarity of
passengers’ preference other than using historical evaluation data. Thereby effec-
tively alleviating influence of sparsity in passenger interaction data and improving
the accuracy of recommendation.

8 Conclusions

Based on the five-dimensional characteristic information of air passengers’ basic
information, auxiliary service information, service context, auxiliary service prefer-
ences and passenger interaction behaviors, this paper constructs a context-aware air
passenger auxiliary service ontology model. It further introduces collaborative fil-
tering recommendation ideas and calculates the auxiliary service preference similarity
through experimental verification. The result showed that the context-aware recom-
mendation alleviates data sparsity problem caused by user rating in traditional CF,
improves the recommendation accuracy. However, it should be pointed out that in the
recommendation process of aviation auxiliary services, the passenger’s service
demand is dynamically changed. Only by dynamically tracking the passenger’s

Table 1 Passenger satisfaction rating for auxiliary service recommendations

Recommendation
methods

Quite
satisfied

Satisfied Acceptable Dissatisfied Quite
dissatisfied

5 4 3 2 1

Traditional CF
method

8 12 18 9 3

The paper’s
method

12 20 14 3 1
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interest changes and timely adjusting the content and methods recommended by the
service resources can be perfectly matched. The dynamic recommendation system is
intended to be further explored in future research. And in addition, the number of
samples surveyed in this experiment is relatively small, which may influence the
results. It is proposed to increase the experimental sample size in the follow-up study.
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Emergency Evacuation Model for Large
Multistory Buildings with Usual
Entrances and Emergency Exits

Rong Liu, Xingyi Chen, Yuxuan Tian, Sha Wang, and Zhenping Li

Abstract When emergencies such as fires, earthquakes or terrorist attacks occur,
the effective evacuation of all personnel from buildings is the primary objective.
Sometimes, in order to further reduce the losses, we should also consider how to
make firefighters, medical staffs and other emergency rescue personnel more con-
venient to access to the interior of the building. Especially when there are valuable
property, dangerous goods or casualties inside the building. For buildings with
multiple usual entrances and emergency exits, this paper studies how to plan
evacuation routes making all people complete evacuation within a specified time
and use emergency exits as few as possible so that some emergency exits can be left
for firefighters and other rescue workers. In order to achieve this, an integer pro-
gramming model with three steps is established in this paper. Finally, we designed
an emergency evacuation scheme for the Louvre in Paris using our model to show
how to use our model in practice.
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1 Introduction

In recent years, with the accelerating urbanization process, the construction industry
has been hot and a large number of large-scale buildings have emerged. Due to the
high floor, large floor space and high crowded, large-scale buildings are prone to
major casualties in the event of fires and other accidents. Therefore, it has great
practical significance to study the emergency evacuation of large multistory
buildings. Liu proposed a model combining of heuristic algorithm and network flow
control under the limiting condition of fire smoke and routes capacity [1], which
aims to minimize the total evacuation time for all people. Krasko presented a
two-stage stochastic mixed-integer nonlinear programming model for post-wildfire
debris flow hazard management which minimizes expected damages taking several
storm scenarios into account and considered loss of life [2]. Rozo proposed an
agent-based simulation model incorporating the reaction of people in an emergency
and their route choice behavior in a building [3]. Sheeba presented an analytical
model of the evacuation scenario in buildings on accidental fire using stochastic
petri nets [4], which took into account human behavior parameters. Cheng estab-
lished and evaluated an Emergency Evacuation Capacity model for key evacuation
facilities in subway stations through analyzing key factors [5]. Li constructed an
optimization model for evacuation routes planning with optimizing strategies that
minimizes the total evacuation distance in the dangerous area under fire [6]. Renne
examined large-scale and multimodal emergency evacuation planning for carless
and vulnerable populations in the US and UK [7], and suggested four key rec-
ommendations to improve it. Chen established a model based on network distri-
bution which aimed the shortest emergency time, and the optimal solution is
acquired using the Pontryagin minimum principle [8]. Yang developed a multi-
modal evacuation model that considers multiple transportation modes and their
interactions, and designed a method of successive average based sequential opti-
mization algorithm for large-scale evacuations [9]. Singhal proposed an altered ant
colony optimization algorithm which minimized the entire rescue time of all
evacuees [10].

It can be seen from the above researches that many scholars have adopted lots of
different models for the emergency evacuation. Unfortunately, the entrances for the
emergency personnel entering into the building are almost ignored, which is very
important for rapid and safe evacuation sometimes. In some special cases, such as
fires and terrorist attacks, we should reserve some emergency exits for the fire-
fighters, police and medical staffs to come into the buildings. Therefore, the
emergency evacuation of the large multistory buildings with several usual entrances
and emergency exits are investigated in this paper. And we try to solve the problem:
besides the usual entrances, how to evacuate all of the people in the building
through the fewest emergency exits within the security time bound, so that the
additional spare emergency exits could be used for the emergency personnel.
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2 Emergency Evacuation Model

2.1 Assumption of the Model

• The management system of the building can get the amount of people in every
area of the building in time. Yoshimura [11] and others used the method of
installing sensors at the entrance of corridors and exhibition areas to record the
number of visitors in some areas of the Louvre.

• All evacuees can receive the evacuation route instructions issued by the building
managers in time, and all of the evacuees leave the building in an orderly
manner according to the routes specified by the management system.

• After issuing the evacuation notice, all of the opened usual entrances and
emergency exits can be used at their maximum throughput capacity.

• The evacuees are orderly evacuated under the instructions of the system and do
not form artificial blockage at the passage and exports. A queue may be formed
at the exits, which is a state of orderly passage. And there is no disorderly
blocking in the system.

2.2 Parameter Descriptions

(See Table 1).

Table 1 Description of parameters

Parameter Description

ai Number of visitors in area i

bj Number of visitors passing usual entrance j per unit time

cj Number of visitors passing emergency exit j per unit time

dij Time used to evacuate from area i to usual entrance j

eij Time used to evacuate from area i to emergency exit j

Tmax Maximum time allowed for safe evacuation

V The set of all areas

EX The set of all usual entrances

EM The set of all emergency exits

E The set of all edges in topological graph

arcij Edge connecting node i and node j

Qij Flow on arcij

tij Time to use from node i to node j
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2.3 Variable Descriptions

For a specific problem, we should divide the space inside the building into multiple
areas. Then we could use Dijkstra algorithm or Bellman-Ford algorithm to calculate
the shortest route from each area to each exit. So, we obtain dij and eij. We can get
ai from the building management system. bj and cj can be set based on existing
researches or experiments (Tables 2).

2.4 The Integer Programming Model with Three Steps

• Step 1: generate initial routes

In this step, we establish an integer programming model to generate the initial
routes. In the initial routes, once a person in an area chooses to leave from an exit,
they will move along the shortest path from the area to the selected exit. At the
same time, we should ensure that these routes are not too long to exceed the security
time limit, and that the total flow of each exit is not greater than the maximum
capacity of the exit within the security time limit. The definitions of the model are
as follows.

min
X
j2EM

zj ð1Þ

s:t:

X
j2EX

xij þ
X
j2EM

sij ¼ ai 8i 2 V ð2Þ

X
i2V

xij � Tmaxbj 8j 2 EX ð3Þ

Table 2 Description of variables

Variable Description

zj Indicate whether the emergency exit j will be used

xij Number of visitors evacuated from area i to usual entrance j

sij Number of visitors evacuated from area i to emergency exit j

pij Flow from node i to node j in topological graph

qmij Flow on arcij which come from area m

rmij Indicate whether there is flow from area m on arcij

184 R. Liu et al.



X
i2V

sij � Tmaxcjzj 8j 2 EM ð4Þ

xij � aiyij 8i 2 V ; 8j 2 EX ð5Þ

sij � airij 8i 2 V ; 8j 2 EM ð6Þ

dijyij � Tmax 8i 2 V ; 8j 2 EX ð7Þ

eijrij � Tmax 8i 2 V ; 8j 2 EM ð8Þ

xij � 0; yij 2 f0; 1g 8i 2 V ; 8j 2 EX ð9Þ

sij � 0; rij 2 f0; 1g 8i 2 V ; 8j 2 EM ð10Þ

zj 2 f0; 1g 8j 2 EM ð11Þ

Equation (1) is the objective function, which minimizes the number of emer-
gency exits used in the evacuation. Equation (2) means the total number of people
through the usual entrances and the emergency exits is equal to the total number of
people in the building. Equation (3) ensures every usual entrance to satisfy the
security time limit. Equation (4) ensures all the emergency exits we use satisfy the
security time limit. Moreover, Eq. (5) indicates the logistic relationship between xij
and yij. Equation (6) indicates the logistic relationship between sij and rij.
Equations (7) and (8) means that every route we chose satisfy the security time
limit. Equations (9)-(11) define some variables should be nonnegative or binary.

• Step 2: satisfy flow capacity constraints

In practical applications, during a certain period of time, the flow passing through a
certain route is limited. It is meaningful to add flow capacity constraints on the
evacuation routes obtained in Step 1.

It can be treated as a problem of finding feasible flows. In this problem we have
already known the starting points, terminal points, flow capacity constraints on
edges and flow from each starting point. We still establish an integer programming
model to solve this problem.

min
X
i2V

X
j2V [ EX [ EM

pij ð12Þ

s:t:

pij ¼ 0 arcij 6� E ð13Þ
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X
j2V

pij ¼
X
j2V

pji þ ai 8i 2 V ð14Þ

X
i2V

pij � bj 8j 2 EX ð15Þ

X
i2V

pij � cj 8j 2 EM ð16Þ

X
j2EX [ EM

X
i2V

pij ¼
X
i2V

ai ð17Þ

pij 2 Z þ 8i 2 V ; j 2 V [EX [EM ð18Þ

The aim is minimizing the sum of flow on all edges. This objective function
ensures that there is no cycle in the paths we found. Equation (13) means if there is
no edge connecting node i and node j directly, then pij is set as 0. Equation (14)
ensures the flow balance on nodes. Equations (15) and (16) mean that the number
of people through each usual entrance and emergency exit cannot exceed exit’s flow
limit individually. Equations (17) ensures that all the people in every area are
evacuated.

• Step 3: Redistribute routes for each area

Now we have the routes satisfy the flow capacity constraints, but it is not what we
want. In practical, we hope to get the evacuation routes of each area individually,
not the routes contain the flows from all the areas. We can solve the problem by
calculating the composition of flow on each edge. In other words, we need to figure
out the flow from each area individually on each edge. We design an integer
programming model to solve this problem.

min
X
m2V

X
i2V

X
j2V [ EX [ EM

rmij ð19Þ

s:t:

X
m2V

qmij ¼ Qij 8i 2 V ; j 2 V [EX [EM ð20Þ

X
j2V

qmij ¼
X
j2V

qmji 8m 2 V ; i 2 V ;m 6¼ i ð21Þ

X
j2V

qmij ¼ ai 8m 2 V ; i 2 V ;m ¼ i ð22Þ
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qmij �M � rmij 8i 2 V ; j 2 V [EX [EM;m 2 V ð23Þ

qmij ¼ 0 8arcij 6� E;m 2 V ð24Þ
X
i

X
j

tij � rmij � Tmax 8m 2 V ; where if arcij belongs

to a possible path that cantains flow from area i
ð25Þ

qmij 2 Z þ ; rmij 2 0; 1f g ð26Þ

The aim is to minimize the number of routes we used, because we always want
to evacuate one area trough just one route, that will be more feasible and convenient
in practice. Equations (20)-(22) ensures the flow balance on nodes. Equation (23)
indicates the logistic relationship between qmij and rmij . Equation (24) is similar to
(13) in Step 2. Equation (25) indicates that every route we used cannot exceed the
time limit. Equation (25) also means we should figure out the possible routes of
each area ahead of time. Since the topographic is sparse, it will not be difficult. If
the model is infeasible, we should consider open more emergency exits, we will
should this in next section.

3 Applications

The Louvre in Paris is one of the most famous and most visited museums all over
the world. It is really an important and challenging problem to design an emergency
evacuation scheme for the Louvre. In this section, we apply the above proposed
model to the Louvre.

3.1 Data Processing

According to the layout of the Louvre, each floor of the museum is divided into
several small visiting areas. The principle of division is to make the exhibition halls
closed to each other as far as possible in the same area, and try to ensure that each
divided area has staircases leading to the upper and lower floors. All of the divided
visiting areas are numbered as area0 * area18, which are shown in Figs. 1, 2, 3
and 4. The Louvre has four usual entrances for visitors, namely Galerie Du
Carrousel entrance (Carrousel), Passage Richelieu entrance (Richelieu), Porte des
Lions entrance (Lions) and Pyramid main entrance (Pyramid). The four usual
entrances for visitors are numbered as exit0 to exit3, which are shown in Fig. 5.
Whereas the emergency exits of the Louvre has not been announced. Without loss
of generality, we assume that an area shares an emergency passage with the areas
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directly above and below it. Then, regarding each divided visiting area as a node
and each passage between the areas as an edge, a topological graph is obtained in
Fig. 6. For convenience, we set up corresponding virtual nodes for the 16 visiting
areas above the ground, which are numbered as em0 * em15. This is to display

Fig. 1 Visiting areas in floor - 1

Fig. 2 Visiting areas in floor 0
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usual passage and emergency passage individually. Let’s give an example, as
shown in Fig. 1, the edge between em0 and em4 represents the emergency passage
between area0 and area4. Em10 * em15 are emergency exits because they are on
the ground. Overall, the building is divided into nineteen areas, with four usual
entrances and six emergency exits.

Fig. 3 Visiting area in floor 1

Fig. 4 Visiting area in floor 2

Emergency Evacuation Model for Large Multistory Buildings … 189



Then we need to estimate the shortest distance from each area to each usual
entrance and emergency exit. The distance between interconnected areas on the
same layer is obtained by multiplying the Manhattan distance between the

Fig. 5 Four usual entrances

Fig. 6 Topological structure of visiting areas
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geometric centers of two areas on the plane by the corresponding scale. The dis-
tance between two connected areas of adjacent floors is set as 100 m and the
distance between one area and it’s corresponding virtual node is 0. Dijkstra algo-
rithm is used to calculate the shortest distance between the nineteen areas and four
usual entrances and six emergency exits. The result is shown in Table 3.

According to the annual visitor data published on the official website of the
Louvre Museum over the past ten years (2008-2018), the total number of visitors in
each year is selected. The average number of visitors per day during the opening
period of the Louvre Museum in each year is calculated, with the minimum average
number of visitors per day gmin and the maximum average number of visitors per
day gmax as the intervals, and the distribution of the time spent by visitors in the
Louvre Museum [11]. The average stay time of visitors is 3.21 h, and the interval of
the total number of visitors in the Louvre Museum is estimated. The estimation
formula is shown as Eq. (27). Among them, 9.92 h is the average daily opening
time calculated by the daily opening time published by the official website of the
Louvre Museum.

Table 3 The distance between each visiting area to each usual entrance and each emergency exit

exit0 exit1 exit2 exit3 em10 em11 em12 em13 em14 em15

area0 971.2 296 339.2 396 200 308 497.6 600.8 616 913.6

area1 971.2 308 447.2 396 308 200 389.6 492.8 616 913.6

area2 807.2 497.6 639.2 468 500 389.6 200 303.2 452 749.6

area3 819.2 612.8 764 468 624.8 504.8 303.2 200 464 761.6

area4 871.2 196 239.2 296 100 258.4 421.6 524.8 516 813.6

area5 871.2 208 359.2 296 220 100 289.6 392.8 516 813.6

area6 707.2 397.6 548.8 368 409.6 289.6 100 203.2 352 649.6

area7 719.2 512.8 664 368 524.8 404.8 203.2 100 364 661.6

area8 402.4 612 655.2 320 516 606.4 352 364 100 344.8

area9 157.6 856.8 900 564.8 760.8 851.2 596.8 608.8 344.8 100

area10 771.2 96 139.2 196 0 220 321.6 424.8 416 713.6

area11 771.2 108 259.2 196 120 100 201.6 304.8 416 713.6

area12 607.2 309.6 460.8 268 321.6 301.6 0 103.2 252 549.6

area13 619.2 412.8 564 268 424.8 404.8 103.2 0 264 561.6

area14 355.2 512 555.2 220 416 516 252 264 0 297.6

area15 57.6 809.6 852.8 517.6 713.6 813.6 549.6 561.6 297.6 0

area16 671.2 196 239.2 96 100 200 301.6 356.8 316 613.6

area17 692.8 409.6 496 168 356.8 401.6 100 100 337.6 635.2

area18 455.2 412 455.2 120 316 416 337.6 337.6 100 397.6
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lmin; lmax½ � ¼ 3:21� gmin

9:92
;
3:21� gmax

9:92

� �
ð27Þ

By gridding the layout of the Louvre Museum, we calculate the area of each
region approximately. The number of visitors is distributed in a manner propor-
tional to the area of the region, that means larger the region is, more visitors there
will be. However, because there are Mona Lisa and the Goddess of Victory in area8
and Venus in area13, the amount of visitors in these two areas will be significantly
larger than in other areas according to experience. The initial population data
constructed in this paper are shown in Table 4.

It is assumed that the throughput capacity is proportional to the width of the exit.
The width of the four entrances of the Louvre is measured by the distance mea-
suring tool of Google Map. The width of Lion Gate entrance, Richelieu entrance,
Carrousel entrance and Pyramid entrance are 3 m, 2 m, 3 m and 7 m respectively.
The evacuation experiment organized by Yue et al. obtained the relationship
between exit width and throughput capacity during emergency evacuation [12].
Based on this, the throughput capacity of four usual entrances are estimated as in
Table 5. The throughput capacity of each emergency exit is 1 person per second.

Table 4 The initial
population in different visiting
areas

Area Population Area Population

area 0 485 area 10 406

area 1 505 area 11 518

area 2 330 area 12 337

area 3 228 area 13 872

area 4 452 area 14 525

area 5 333 area 15 238

area 6 373 area 16 409

area 7 363 area 17 353

area 8 1498 area 18 584

area 9 261

Table 5 The throughput
capacity of each usual
entrance (Unit: person/
second)

Usual
entrances

Lions Richelieu Carrousel Pyramid

Throughput
capacity

6 4 6 14
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3.2 Model Calculation

We use Gurobi 8.1.0 (Python API) to solve the model of each step on a Core i7
(2.6 GHz) processor. The security evacuation time is set as 310 s and the flow
capacity of each passage in 310 s is set as 1500. Each step takes less than one
second for calculation.

Solving the model of Step 1, we can get the result that em12 and em13 must be
opened. All the passages used and the corresponding flow on them are shown in
Fig. 7. The passages that exceed the flow capacity was marked with red boxes in
Fig. 7.

To satisfy the flow capacity constraints, we solve the model of Step 2. In Fig. 7,
we can see some cycles in the graph, like area14 and area18. We can fix this issue in
Step 2 too. Since the passages that exceed the flow capacity are all in the lowest
second floors, we can simplify the calculation by just using the lowest two floors in
our model of Step 2. The result of this step is shown in Fig. 8.

Fig. 7 Initial routes obtained by Step 1
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We can see that all the passages satisfy the flow capacity constraints and the
cycles are eliminated. At last, to get the final evacuation scheme, we need to figure
out the flow components on each passage in Fig. 8. That is to say for each passage,
we should find out what area the flow comes from and the corresponding value.
Step 3 is for this purpose. When we solve the model in Step 3, we will find it is
infeasible. That is because there is at least one route exceeds the security evacuating
time which was set as 310 s. To find out which route is the time-exceeding route,
we can set the security time large enough to guarantee feasibility. Then we check
the slack variables of the time constraints. The constraint with the minimum slack
variable shows the time-exceeding route. In this case, the route is [14-12-11-exit1]
and the flow is 44. Fortunately, there is only one time-exceeding route, if not, we
need to find out all of them. To evacuate all visitors still within 310 s, an obvious
method is to open the emergency exit corresponding to area 14. That is to say we
should open three emergency exits at last. The final evacuating scheme is shown in
Table 6.

Fig. 8 Routes satisfy the flow capacity constraints obtained by Step 2
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4 Conclusion

In the case of the Louvre, we can find that not all exits must be opened to meet
certain security evacuation time limit, which makes it possible for us to optimize the
number of exits to be opened. In addition to reducing the computational scale, the
three-steps model designed in this paper has other benefits. The first two steps make
the routes obtained naturally have the following characteristics. In the first step, the
routes of the higher floors will be concentrated, and in the second step, the routes of
the lower floors will be dispersed. This is in line with the fact that the lower floors
will have more people and be more crowded. Finally, we get the evacuation routes
of each area. For the convenience in practice, the model tries to allocate an unique
path for each area as far as possible. However, some areas have a large number of
people, so it is inevitable to allocate multiple routes for them.

Table 6 Final evacuating
scheme

Area Route Flow

0 0-4-10-exit2 485

1 1-0-4-10-exit2 505

2 2-29-30-em12 248

2 2-6-12-11-exit1 82

3 3-32-33-em13 228

4 4-10-exit2 452

5 5-11-exit1 333

6 6-12-11-exit1 373

7 7-13-17-exit3 363

8 8-14-18-exit3 497

8 8-14-15-exit0 749

8 8-9-15-exit0 252

9 9-15-exit0 261

10 10-exit2 58

10 10-16-exit3 348

11 11-16-exit3 447

11 11-exit1 71

12 12-11-exit1 337

13 13-17-exit3 790

13 13-em13 82

14 14-em14 44

14 14-12-em12 62

14 14-18-exit3 419

15 15-exit0 238

16 16-exit3 409

17 17-exit3 347

17 17-16-exit3 6

18 18-exit3 584
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The main deficiencies of this paper is that our model assumes that the exits will
be used from the very begin to the very end, which is an ideal situation. We will try
to consider the evacuees arrive in batches or subjecting to a certain probability
distribution in future research, which may lead to a stochastic programming model.
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Crude Steel Production
and Procurement Joint Decision
Modeling Under the National Regulation
of Production and Emissions Limitation

Jingyu Huang, Chang Lin, and Yuehui Wu

Abstract Considering the steel industry rectification goal of improving the con-
verter scrap ratio proposed by Chinese authority recently, a production procurement
model is proposed, which integrates procurement, transport, inventory and pro-
duction cost. The model is aimed at proposing the production scrap ratio decision
on different production stages under the requirements of the domestically restricted
production and emission limit. Besides, the procurement strategy of key raw
materials is determined according to the variable demand speed of raw material,
thereby increasing the total profit of the mill’s crude steel production. The model is
the mixed integer nonlinear programming model (MINLP) which is divided into
two stages for solving in the solution stage, the scrap ratio decision stage and the
procurement decision stage. The scrap ratio decision stage is solved by Cplex, and
the procurement decision stage is solved by the artificial bee colony algorithm
(ABC algorithm). The final solution result is reduced by 21.92% compared with the
total cost calculated by the classic EOQ model. And based on the results of the
ABC algorithm, the rationality and feasibility of the authority to promote the target
ratio of converter scrap are verified.

Keywords Scrap ratio � Long process steelmaking � Production and procurement
decision model � Artificial bee algorithm
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1 Introduction

In the steel manufacturing process, it is divided into two categories: “long process
steelmaking” and “short process steelmaking”: the long one (converter steelmaking)
use iron ore as the main raw material and scrap as the auxiliary material. In 2016,
China’s long-process refining crude steel was about 760 million tons, accounting
for 93.6% of China’s total crude steel output in 2016. The main charge material of
electric steelmaking is scrap steel, while converter steelmaking is based on eco-
nomic alternatives to choose scrap or iron ore as the main charge. In order to reflect
the using condition of scrap steel in the whole crude steel industry, the scrap ratio is
introduced to describe the amount of scrap used in the production of crude steel:

scrap ratio ¼ scrap
scrapþ steel ore

� �
� 100% ð1Þ

In the past decade, the global scrap ratio has kept on the level at 35–40%.
Among developed countries, the US has the highest scrap ratio, which is around
75%. The ratio in the EU is also high, generally at the level of 55–60%. At present,
the scrap ratio in China is still at a low level, which is roughly 11–17% between
2016 and 2018. This is mainly because a complete scrap steel recycling system has
not been established within the whole industry (Fig. 1).

As a recycled resource, scrap steel has high economic, environmental and social
benefits. China’s scrap steel industry has huge development space and a consid-
erable development trend. In recent years, the state’s policy of banning “substan-
dard steel” has led to an increase in scrap resources, creating conditions for
continuously increasing the scrap ratio produced in China. The quantity of scrap
consume should be increased in crude steel manufacture. Factors that affect the
scrap ratio in the 13th Five-Year Plan include: (1) Converter scrap ratio: 20% or
more in 2020 and more than 30% in 2025. According to the relevant literature,
theoretically, the ratio of converter scrap can reach 30–40% [1], so it is considered
that there are no technical obstacles; (2) the proportion distribution of electric
steelmaking and converter steelmaking: The proportion of electric steelmaking
should be increased to the best level in history at the final stage of the 13th
Five-Year Plan: The highest record is in 2003, when the output of crude steel is

Fig. 1 Flow chart of long process steelmaking
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223.34 million tons, and the output of electric furnace steel is 39.06 million tons,
accounting for 17.6%.

Since 2016, limited production and restriction of emissions have been imposed
on steel mills with the serious pollution problem, which has driven steel mills to
increase the scrap ratio or to select more environmentally-friendly electric steel-
making. In February 2017, five red lines have been set up for steel companies by the
State Council. Any steel production capacity that does not meet the standards must
be withdrawn. The steel production capacity, of which pollutant discharge does not
meet the requirement will be punished. In addition, in heating season in some cities,
steel production capacity is limited to 50%, which limits the amount of molten iron
output of the system before steel-making, prompting many companies to improve
scrap ratio which will increase production in another way to compensate for the
decline in profits caused by production limit.

This paper focuses on the converter steelmaking process as the background to
explore the impact of rising scrap ratio on the upstream cost of the supply chain,
including raw material procurement, transportation, inventory and production cost.
A mathematical model will be established to derive the appropriate production and
procurement decision under the dual objectives of the government’s environmental
protection requirements and industrial upgrading requirements.

2 Literature Review

There are plenty of literature on the strategy of combining inventory and pro-
curement. After Harris proposed the classic economic order quantity (EOQ) model
in 1913 [2], many scholars have studied the variants of economic order quantity
models [3–4], thus forming a relatively complete inventory system. Kingsman [5]
considered the impact of price fluctuations on procurement decisions in raw
material procurement and proposed linear programming to solve raw material
procurement decisions. Melis [6] studied the price-related EOQ model, which
determined the functional relationship between price and production input, and
finally determined the economic order quantity. Back to the research on the raw
materials procurement decision in the steel industry: due to the large variety of raw
materials, large quantity and high cost of steel production, Gao et al. [7] have
established the minimization model of procurement cost of raw materials. The
model is used to make the raw material procurement plan to determine the variety
and quantity of the raw materials. Arnold [8] considered the purchase price,
inventory cost and demand change over time in raw material procurement, and
believed that the purchase price has a functional relationship with time. Miletic [9]
considered the relationship between the production strategy of scrap steel input and
market price, purchase and inventory, and established mixed integer programming
to solve the problem of electric steelmaking.
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The innovation of this paper is to integrate raw material procurement, trans-
portation, inventory, and production costs in the steel industry to propose combi-
nation procurement decisions. The literature on procurement decision in the steel
industry rarely involves this aspect, and thus draws on relevant papers in other
fields. Karimi et al. [10] argued that most mass production models considered
dividing a limited planning range into a discrete set of time periods. Multi-Level
Capacitated Lot Sizing Problem (MLCLSP) arises. Lee [11] proposed a compre-
hensive inventory control model that established the joint economic batches ordered
by the buyer. Velez and Maravelias [12] review the progress of chemical batch
production scheduling solutions technology over the past three decades based on
the integration of production planning and procurement strategies. Choudhary [13]
solved the problem of purchasing a single product from multiple suppliers in a
multi-stage situation with limited production capacity by considering the economies
of scale in procurement and transportation costs, and proposed a multi-objective
integer linear programming model to solve the problem of a single product in
multi-stage inventory lot, supplier selection and shipping tools selection. Cunha
[14] considered integrating raw material procurement and production planning, and
aimed to reduce procurement and operating costs.

It can be seen that although the integration of production planning and the
inventory-purchasing decision is a relatively concentrated and important issue in
industrial production, it has not been comprehensively solved in this part. On the
one hand, most of the inventory-purchasing model is based on the fact that raw
material demand is known (demand is constant or known demand fluctuation). On
the other hand, in the production batch model, only some production characteristic
parameters are considered, but, the change in production cost caused by different
production decisions, the consumption speed of raw materials and fluctuating
market price are not taken into consideration. In order to meet the national
requirements to increase the scrap ratio of crude steel production, this paper focus
on the problem of raw material procurement strategy under variable production
scrap ratio.

3 Analysis of the Impact of Increasing Scrap Ratio

3.1 Impact on Steel Mill Level

As for the entire steel supply chain, the increase in scrap ratio has less impact on the
quality of crude steel. Therefore, the increase of scrap ratio mainly affects the raw
material logistics and production process in the upstream of the supply chain. The
raw material logistics include procurement, transportation and inventory.

The impacts are mainly reflected in the changes in raw material procurement,
transportation, inventory and production costs caused by the change of the raw
materials demand, and the changes in production processes to increase scrap steel.
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At present, it is considered to add scrap steel in the blast furnace refining process
and the converter steelmaking process. Among them, the way adding scrap steel in
the blast furnace is to use scrap steel instead of iron ore to produce molten iron,
which is divided into two types: pre-iron addition and post-iron addition. The
pre-iron addition includes two methods of adding under the blast furnace tank and
sintering adding, post-iron addition also including molten iron ladle addition and
iron gutter addition two methods. Steelmaking characteristics analysis of each
process is shown in Table 1. In addition, it is also possible to directly add scrap
steel in the converter. This method can increase the scrap ratio to 16% on the basis
of no major changes to the existing steelmaking process and cost.

The scrap ratio makes the cost change. For the single analysis on the influence
on raw material logistics and production cost due to the scrap ratio, the control
variable method is adopted. When the raw material market price is constant, the
transportation mode is fixed, the transportation rate is constant and the production
capacity is 10 million tons for a year, the cost changes of various parts caused by
the change of scrap ratio are shown in Fig. 2. In general, the overall change in total
cost above has increased with the scrap ratio increasing, and the growth rate has
gradually increased.

However, considering the demand for limited production of molten iron, it is an
inevitable trend for steel mills to increase the scrap ratio for production increasing
to make up the decline in profits caused by limited production.

Table 1 Process comparison list

Period of
adding
scrap

Method Feeding
requirement

Workload
transform

The upper
limit of
scrap ratio

Economy

Before
molten iron
manufacture

Adding
scrap
under the
blast
furnace
trough

Unlimited No
additional
workload

20% No increased
cost with
increased labor
cost and
decreased fuel
cost

Adding
scrap by
sintering

The sintering process is the primary process for controlling dust.
It isn’t recommended in the context of national restrictions

After
molten iron
manufacture

Adding
scrap in
molten
iron ladle

Lightweight
scrap

Manual
checking

4% Increased labor
cost

Adding
scrap in
molten
iron gutter

Small size
steel grit

Adding scrap is inefficient. So it’s used less
due to increased labor intensity
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3.2 Impact on Society Level

From a social perspective, improving the scrap ratio has high economic, environ-
mental and social benefits, not only energy saving and emission reduction, but also
effectively solving the problem of excessive scrap steel resource. According to the
calculation data from China Association of Metal Scrap Utilization, compared with
iron ore steelmaking, the use of 1 ton of scrap steel can reduce the emission of 1.6
tons of carbon dioxide, reduce 3 tons of solid emissions, and save 1 ton of raw coal
in refining molten iron. To sum up, the improvement of the scrap ratio has profound
environmental, economic and social benefits on the society, which is also the
fundamental reason for the country to increase the scrap ratio. For steel mills, it is
necessary to increase the scrap ratio to seek profit maximization under the pressure
of the iron-making limit.

4 Production and Procurement Decision Model

4.1 Model Assumptions and Symbol Description

(1) The price per ton of crude steel is assumed to be a constant P to ignore the
impact of the retail on total profit.

(2) Raw material purchase orders in the spot market are random, and the order
arrival time is subject to a normal distribution.

(3) Iron ore quarter pricing purchase contract and monthly pricing purchase con-
tract pricing model is determined, that is, the quarterly price is determined by
the average price of China’s iron ore market in the previous three months.

Fig. 2 Cost change chart of steel mill
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Monthly pricing is determined by the average price of China’s iron ore market
in the previous month. The quarterly contract and monthly contract are signed
for one year, and the number of transactions is determined at the time of
signing.

(4) When the iron ore arrives at the port through maritime transportation, it is sent
to the steel mill only by rail transport and road transport. Since water trans-
portation is relatively small, this mode of transportation is not considered in this
model.

(5) Scrap purchase only considers the domestic purchase.
(6) The daily manufacturing output of crude iron is constant, determined by the

scrap ratio of the production decision periods, which means the demand speed
of each raw material in the same production decision period is fixed.

4.2 Symbol Description

(See Table 2).

Table 2 Symbol description of model

Symbol Definition

Decision variables

cim Increased scrap ratio by the method m in the production decision period i

Qrkj The purchase amount of raw material r in the time j by the procurement method k

arkj The procurement point of raw material r in the time j by the procurement method k

Parameters

i Production decision period, i ¼ 1; 2; . . .I

r Raw material number, r ¼ 1; 2; . . .R; r ¼ 1 is scrap steel, r ¼ 2 is iron ore, r ¼ 3 is
coke

k Purchasing method of raw material r , k ¼ 1; 2; . . .Kr ; Iron ore: k ¼ 1 is quarterly
pricing contract, k ¼ 2 is monthly pricing contract, k ¼ 3 is spot market purchase.
Scrap:k ¼ 1 is Primary crusher, k ¼ 2 is secondary crusher

j The procurement of raw material r by the procurement method k , j ¼ 1; 2; . . .Jrk
m Method to increase the scrap ratio, m ¼ 1; 2; . . .M;m ¼ 1 is adding under the blast

furnace tank, m ¼ 2 is iron ladle addition, m ¼ 3 is converter addition

w Emission type, w ¼ 1; 2; . . .W ; w ¼ 1 is particulates, w ¼ 2 is SO2 , w ¼ 3 is NOx

n Number of arrival points of raw material r n ¼ 0; 1; 2; . . .Nr

T Length of the decision period

Mti Duration of the production decision period i

C Total cost, CP is purchase cost, CT is transportation cost, CW is inventory cost, CM

is manufacture cost
(continued)
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4.3 Production-Procurement Decision Model

The objective function of the model is to determine the scrap ratio and the pro-
curement strategy to maximize the total profit of the mill for the production of crude
steel:

maxF ¼ PD� C ð2Þ

Table 2 (continued)

Symbol Definition

a The crude steel conversion rate of iron ore

bm The crude steel conversion rate of scrap in the method m

g Coke ratio for making molten iron

dri Demand speed of raw material r in the production decision period i

P Crude steel market price

Di Production capacity in the production decision period i

Dr The total demand for raw material r

Um Scrap ratio upper limit in the method m

eiw Unit emissions of emission w in the production decision period i

Eiw Emissions upper limit of emission w in the production decision period i

prkj The unit price of raw material r in the time j by the procurement method k

Xr The fixed purchase cost of raw material r

qr Emergency order quantity of raw material r

p
0
r

Emergency order price of raw material r

erk The unit shipping rate of raw material r by the procurement method k

X
00
r

The transportation batch cost of raw material r

Ir The maximum storage capacity of raw material r in the steel mill’s own warehouse

h1 The unit storage fee for steel mill’s own warehouse

h2 The unit storage fee for the steel mill’s renting a warehouse

Imax The maximum storage of raw material r

lrik Lead time for purchasing raw material r in the time j by the procurement method k

srik The order point of raw material r by the procurement method k in the production
decision period i

llr The arrival time for an emergency order of raw material r

ssri Safety stock of raw material r in the production decision period i

br br ¼ b0r; b1r; . . .; bNr ; bNþ 1;r
� �

;

N ¼ PK
k¼1 Jrk; bnr is the arrival point of raw material r in the time k; b0r ¼ 0

gr gr ¼ g0r; g1r; . . .; gNr ; gNþ 1;r
� �

; N ¼ PK
k¼1 Jrk; gnr is the inventory level of raw

material r at the point bnr , g0r is the initial stock
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(1) Total cost:

C ¼ CP þCT þCW þCM ð3Þ

(2) Purchase cost:

Cp ¼
XR

r¼ 1

XKr

k¼ 1

XJrk

j¼ 1
Qrkjprkj þ

XR

r¼ 1
NrXr þ

XR

r¼ 1

XNr

n¼ 1
qnrp

0
r ð4Þ

(3) Transportation cost:

CT ¼
XR

r¼ 1

XKr

k¼ 1

XJrk

j¼ 1
Qrkjer þ

XR

r¼ 1
NrX

0
r ð5Þ

(4) Inventory cost: the raw materials for steelmaking are mainly stored in the form
of ground stacking. Generally, the mill has a certain area of storage area. When
the inventory level exceeds the maximum storage capacity of the own ware-
house, the mill needs to pay a certain rent to rent an external warehouse for
storage. The inventory inspection strategy adopts a continuous inspection
strategy. According to historical data, the lead time is normally distributed
lrik �N lrik , r2

rik

� �
. Therefore, the inventory level of the steel company should

change as shown in Fig. 3.

Fig. 3 Inventory level change chart
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CW ¼
XR

r¼ 1

XNr

n¼ 1
CW ;nr ð6Þ

CW ;nr ¼
R bnr
bn�1;r

h1ðgn�1;r � dritÞdtþ h1
q2nr
2dri

; gn�1;r � IrR gn�1;r�Ir
dri

bn�1;r
h2ðgn�1;r � dritÞdtþ

R bnr
gn�1;r�Ir

dri

h2ðIr � dritÞdtþ h1
q2nr
2dri

; gn�1;r [ Ir

8><
>:

ð7Þ

(5) Manufacture cost: the labor cost rises due to the increase in the scrap ratio. The
fuel cost increases in order to ensure that the scrap quickly reaches the melting
point. Through production cost accounting and function fitting, the production
cost has the following functional relationship with the scrap ratio:

CM ¼
XI

i¼ 1
ðac3i þ bc2i þ cci þ dÞ ð8Þ

s:t: ci ¼
XM

m¼ 1
cim; 8i ð9Þ

cim ¼ D1im

D1i þD2i
; 8i;m ð10Þ

cim �Um; 8i;m ð11Þ

Dr ¼
XI

i¼ 1

XM

m¼ 1
Drim ; 8r ð12Þ

D ¼
XI

i¼1
ðaD2i þ

XM

m¼1
bmD1imÞ ð13Þ

ewD2i �Eiw; 8i;w ð14Þ
XKr

k¼ 1

XJrk

j¼ 1
Qrkj �

XI

i¼ 1
Dri ; 8r ð15Þ

Qrkj ¼ Qrk

Jrk
; r ¼ 2; k ¼ 1; 2; 8j ð16Þ

dri ¼ Dri

Dti
; 8r ð17Þ

g0r ¼
Z lri

0
dridtþ ssri; i ¼ 1; 8r ð18Þ
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gnr ¼ gn�1;r þQnr þ qnr �
Z bnr

bn�1;r

dridt; n ¼ 1; 2; . . .;Nr;Nr þ 1; 8r; I ð19Þ

br ¼ R
k 2Kr ;j2 Jrk

arkj þ lrik
� �

; 8r ð20Þ

gnr � Imax; 8r; n ð21Þ

qnr ¼
0; gn�1;r �

R bnr
bn�1;r

dridt[ ssri

tqdri; gn�1;r �
R bnr
bn�1;r

dridt� ssri

(
; 8r; n; I ð22Þ

ssri ¼ min
k

z
ffiffiffiffiffiffiffiffiffiffiffiffi
drir2rik

q
;8r; i; k ð23Þ

srik ¼
Z lrik

0
dridtþ ssri; 8r; i; k ð24Þ

Equations (9)–(11) define the calculation of the scrap ratio. (12) and (13) define
the relationship between raw material demand and capacity during each production
decision period. (14) constrains the upper limit of ironmaking emissions during
each production decision period. (15) constraints that the total purchase amount of
each raw material must meet the production demand. (16) constrains the iron ore
quarterly pricing contract and monthly pricing contract purchasing the same quality
each time. (17) defines the demand speed of each raw material during the pro-
duction decision period. (18)–(21) constrain the update mode of inventory level.
(22) defines the situation of emergency ordering and the amount of emergency
order before each arrival point. (23) defines the safety stock of various types of raw
materials stored, and z is the corresponding safety factor under the determined
service level. As shown in the following table, the service level of the model is
93%, so the value of z is 1.48 (Table 3).

5 Model Solving

Considering that scrap ratio mainly affects the actual production capacity of crude
steel to increase the total profit and need to be determined in advance, the model is
split into two stages to solve: the scrap ratio decision stage and the procurement
decision stage.

Table 3 The corresponding
value of service level and z

The service level 90% 91% 92% 93% 94%

z 1.29 1.34 1.41 1.48 1.56
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5.1 The Scrap Ratio Decision Stage

In the case of the same procurement strategy, the cost and profit changes caused by
the change of scrap ratio are considered in a single way:

maxDF ¼ PDD� DC ð25Þ

Assume that the steel enterprises with a capacity of 30 million tons will make a
decision on the ratio of production scraps once a month. The relevant parameters
are as follows (Table 4):

The improved scrap ratio decision model is a simple nonlinear plan, which can
be directly solved by Cplex software. The solution results are as follows (Table 5).

Table 4 Parameter description

Symbol Value Symbol Value

P 487 Eiw Ei1 ¼ f30:39; 30:39; 42:56; 54:73; 54:73; 51:68;
51:68; 54:73; 54:73; 30:39; 30:39; 30:39g
Ei2 ¼ f49:09; 49:09; 68:76; 88:4; 88:4; 83:49;
83:49; 88:4; 88:4; 49:09; 49:09; 49:09g
Ei3 ¼ f81:81; 81:81; 114:6; 147:34; 147:34; 139:15;
139:15; 147:34; 147:34; 81:81; 81:81; 81:81g

com 10%

a 0.567

h1 0.1

�t 12

bm bm ¼ 0:531; 0:531; 0:91f g
Um Um ¼ 20%; 4%; 16%f g
ew ew ¼ 0:16; 0:26; 0:44f g
er er ¼ 33; 36; 47f g

Table 5 The solution results

Symbol Value

ci ci ¼ f30:24%; 36%; 16%; 16:24%; 16:24%; 21:12%; 21:12%; 16:24%;
16%; 16%; 16%; 16%g

cim ci1 ¼ 14:23%; 20%; 0; 0:24%; 0:24%; 5:12%; 5:12%; 0:24%; 0; 0; 0; 0f g
ci2 ¼ 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0f g
ci3 ¼ 16%; 16%; 16%; 16%; 16%; 16%; 16%; 16%; 16%; 16%; 16%; 16%f g

Dri D1i ¼ 81; 105; 50; 64; 64; 65; 65; 64; 64; 36; 36; 36f g
D2i ¼ 187; 187; 262; 337; 337; 318; 318; 337; 337; 187; 187; 187f g
D3i ¼ 52; 52; 73; 94; 94; 89; 89; 94; 94; 52; 52; 52f g
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5.2 The Procurement Decision Stage

After determining the ratio of production scrap, the demand speed of each raw
material is determined accordingly. The objective function of making purchasing
decisions is to minimize the total cost of raw material procurement logistics while
meeting production requirements:

minC ¼ CP þCT þCI ð26Þ

The artificial bee colony algorithm (ABC algorithm) divides the artificial bee
colony into three categories by simulating the nectar collecting mechanism of the
actual bees: collecting bees, observing bees and scouting bees. The goal of the
entire colony is to find the source of the most nectar. The position of each nectar
source represents a feasible solution to the problem. The feasible solution is a
two-dimensional matrix of n � 3. The first column is used to store the raw material
procurement method. The second column of the matrix is used to store the pro-
curement time point of the raw material procurement batch, and column 3 is used to
store the raw material lot purchase quantity. The amount of nectar of the nectar
source corresponds to the fitness of the corresponding solution. The higher the
fitness of the nectar source, the higher the nectar content. The smaller the total cost,
the greater the fitness value should be assigned, so the fitness value is solved by the
following formula:

fitnesssn ¼ 1
C

ð27Þ

The collecting bees search for other values of a certain range of in each fitness_
{{sn}} of the n-dimensional feasible solution to obtain a better solution and use
greedy selection strategy to retain better solution (Fig. 4). Each observing bee uses
roulette to select a nectar source based on probability:

pi ¼ fitnesssnPSN
sn¼ 1 fitnesssn

ð28Þ

fitnesssnis the fitness value of the feasible solution. For the selected nectar
source, the observation bees searche for a new possible solution based on the above
probability formula and its update way is shown in Fig. 5.

Algorithm steps:
STEP 1: Form an initialization nectar source;
STEP 2: Update the honey source information according to the above first

method, and determine the amount of nectar of the nectar source;
STEP 3: Observation bees to select the nectar source according to the infor-

mation provided by collecting bee, and update the honey source information
according to the second method above, and determining the amount of nectar of the
honey source;
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Fig. 4 The collecting bees update chart

Fig. 5 The observation bees update chart
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STEP 4: Determine if a detection bee is generated. If it isn’t, skip to STEP 6; if
it is, go to STEP 5

STEP 5: Find a new source of nectar according to the first method by using the
best nectar source has been found;

STEP 6: Remember the best nectar source information;
STEP 7: Determine whether the termination condition is true. If not, return to

STEP 2; if it is, output the solution of the optimal nectar source.

After the scrap ratio at each production decision stage known, the bee colony
algorithm is used to solve the raw material procurement decision. The results are
shown in Fig. 6.

The solution results show that iron ore procurement adopts quarterly, monthly
pricing contracts and market spot procurement in parallel. Quarterly pricing con-
tract accounts for 46%, monthly pricing contract 31%, and market spot purchase
22%. Compared with the single-mode procurement, the hybrid procurement method
has the advantages of flexibility and high reliability. By analyzing the relationship
between the historical market price trend and the proportion of each procurement
method, it is possible to determine the future procurement method based on the
forecast of future raw material price trends to reduce the cost and risk of raw
material procurement. Besides, the total cost of the procurement decision proposed
in this paper is 21.92% lower than the total cost calculated by the classic EOQ
model.

6 Conclusion

In summary, the model uses the production background of 2017 as an example to
calculate the best production scrap ratio that maximizes profits in the context of
national production limits. The results show that the heating season with the highest
limit, the scrap ratio of production is up to 36%. The annual scrap ratio is nearly

Iron Ore Purchase:  (Supplier no.1: Quarterly Pricing, Supplier no.2: Monthly Pricing, Supplier no.3:Spot Market)
Order Point
Supplier No.

Quantity Purchased
Order Point
Supplier No.

Quantity Purchased

Order Point
Quantity Purchased

Purchase Period
Quantity Purchased

1.57E+07
1.53E+07
3.11E+05
8.60E+04

Quarterly Pricing Rate
Monthly Pricing Rate

Spot Market Rate

Scrap Purchase

Coke Purchase

Total cost
Purchase cost

Inventory cost
Transportation cost

Fig. 6 Procurement decision result
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20% which fully demonstrates that the goal of the National 13th Five-Year Plan
about converter scrap ratio to 20% is feasible and in accordance with steel enter-
prises’ actual pursuit of capital reduction. In addition, the proposed raw material
procurement decision can further reduce the logistics cost of raw material, thus
achieving a further increase in steel enterprise profits.
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Trends and Challenges of Data
Management in Industry 4.0

Eduardo A. Hinojosa-Palafox, Oscar M. Rodríguez-Elías,
José A. Hoyo-Montaño, and Jesús H. Pacheco-Ramírez

Abstract Trends and challenges of data management are presented in the context of
Industry 4.0 to know the impact that is being generated by the development of new
models and architectures that consider the Internet of Things, Cloud Computing and
Big Data in its different levels of integration to allow intelligent analytics. To achieve
this purpose, we developed a research protocol that follows the guide of systematic
literature mapping. With this base, we elaborated an industry 4.0 classification that
considers the life cycle of the data. The results show that Big Data in Industry 4.0 is
in its infancy, so few proposals for prescriptive analytics have been developed.
Based on the evidence found, we believe that it is necessary to align technology,
modeling, and optimization under a methodology focused on data management.

Keywords Industry 4.0 � Internet of Things � Cloud computing � Big data

1 Introduction

New digital technologies in industries such as agri-food, logistics, and manufac-
turing are allowing humans, machines, products, and resources to exchange
information among themselves. The industry is migrating from a traditional
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approach to one wherein a machine is not only limited to produce but has to do so
in an intelligent and energy efficient manner, it must also be able to provide
information on the process to various ranges of the hierarchy of the organization
[1]. This new approach known as Industry 4.0 marks an important milestone in
industrial development and expresses the idea that we are at the beginning of a
fourth industrial revolution [2]. Its foundation is that with the connection of
machines, systems and assets organizations can create intelligent networks along
the value chain to control production processes autonomously. In this new scenario,
the focus is not only on new technologies but also on how they combine consid-
ering three levels of integration from the perspective of the data [3].

The Internet of Things (IoT): Consists in creating networks of physical objects,
environments, vehicles, and machines through integrated electronic devices that
allow the collection and exchange of data. The systems that operate in the IoT are
equipped with sensors and actuators, cyber-physical systems, and are the basis of
Industry 4.0 [4].

Industrial Cloud Computing: we can understand cloud computing in a general
way [5] as a focus on the use of computing resources (hardware and/or software)
accessed at will by contracting services to third parties. The main focus of industrial
cloud computing is vertical integration and vertical solutions instead of horizontal
ones, which is the focus of general cloud computing, this means that the industrial
cloud solutions focus on creating more value within industry boundaries rather than
expanding its breadth.

Big data and analytics: In Industry 4.0 [6], data contexts are generated by various
sources, such as machine controllers, sensors, manufacturing systems, among
others. All this volume of data, which arrive at high speed and different formats is
called big data. Then, analytics is the processing of big data to identify useful ideas,
patterns or models; is the key to sustainable innovation in Industry 4.0. There are
four types of analytics that can be applied to the industry 4.0: Descriptive,
Diagnostic, Predictive and Prescriptive.

Descriptive analytic. Production processes are often complex and involve
thousands of components from a large number of suppliers. The descriptive anal-
ysis is the most basic or preliminary and through reports on historical data seeks to
inform what is happening.

Diagnostic analytics. Big data where house are used in business intelligence for
modeling data multidimensionally to do OLAP analysis and take to the correct level
of aggregation to inform and observe, and shows how big or small the problem is,
so we can understand what happened.

The predictive analysis. Big data keeps the data of the origins of IoT events and
other sources and makes them available for further processing, using it for pre-
dictive modeling based on big data mining methods to provide forecasts to answer
the question: what could happen?

The prescriptive analytic. It uses the relevant data coming from IoT devices by
allowing the analysis of information in real time while offering means to execute
previously trained optimization models, using machine learning algorithms and data
science. Therefore, we can understand how to be prepared and how to handle it.
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Due to all the above, the scientific community has awakened a significant and
unstoppable activity to develop new architectures and models for data management
in Industry 4.0. The map systematic literature review allows discovering intersec-
tions in the current trends that can be used to know the possibilities in the potential
development and future tendency. The purpose of this paper is to find out what
proposals exist for data management in Industry 4.0 and what their trends and
challenges are. This paper is structured as follows: Sect. 2 describes the protocol
used in this research work. In Sect. 3 we present the results that respond to the
objective and research question. In Sect. 4, we show the conclusion of this article,
also future work based on the opportunities found to fill gaps in knowledge.

2 Methodology

The review protocol was developed based on the guide for a map systematic
literature review as proposed in [7], and describes the research questions (and
objectives), inclusion/exclusion criteria, databases and search engines, search terms,
extraction of content and relevant data, evaluation of the quality of these results,
and gathering of the most outstanding results for analysis.

2.1 Related Work

We developed this research to provide a report of the data management in the
different contexts of the technologies of the industry 4.0. Also, to try to extract
suggestions on what type of data model helps to build architectures whose nuclear
component is the data management for the creation of value.

However, we have been able to find forty literature reviews that address different
research topics related to big data, the internet of things, cloud computing and
machine learning. In Table 1 we can find a recount by the methodology used for the
literature review. The main topics addressed are trends in research, security, tools,
related technologies and different domains of application.

Nevertheless, only four of these papers are related to this research: The [1]’s
literature review is concerning to the areas in manufacturing where big data
research is focused and the outputs from these research efforts. The purpose of [8] is

Table 1 Review articles
related to big data topics

Types of review papers Papers

Map and systematic literature review 15

Literature review 12

Survey 13

Total 40
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to find out how open source is used in the Industrial Internet of Things and how the
usage of open source has evolved throughout the years. [9] focuses on a review of
recent fault diagnosis applications in manufacturing that is based on several
prominent machine learning algorithms, [10] reviews the current research of major
IoT applications in industries and identifies research trends and challenges.

2.2 Objective and Research Question

The purpose of this paper is to identify elements of data management in industry
4.0. The research aims to answer the research question: What proposals exist for
data management in the context of Industry 4.0?

2.3 Search Strategy

cWe search for scientific articles in electronic databases that were accessible online.
The type of document was limited to conference publications, research journals, and
papers in digital format. To find keywords and their synonyms more appropriate to
the goals of a map systematic literature, a preliminary search based on a literature
sample was made. We used different combinations of keywords in the search string
as shown in Table 2. The total number of scientific papers found was 610.

Table 2 Search string and articles by source of consultation

Source Search string Papers

ACM recordAbstract:(“Data model “ AND (“Big Data” OR “machine
learning” OR “Cloud Computing” OR “Internet of Things”))

77

Google Scholar “Data management model “ and (“Big Data” or “Cloud
Computing” or “Internet of Things”

335

IEEE ((“Data model “) AND (“Big Data” OR “machine learning” OR
“Cloud Computing” OR “Internet of Things”))
Filters Applied: Journals & Magazines

26

ISI Web of
Science

(TS = ((“Data model “) AND (“Big Data” OR “machine
learning” OR “Cloud Computing” OR “Internet of Things”)))
AND Document type: (Article)

51

Science@Direct (“Data model “) AND (“Big Data” OR “machine learning” OR
“Cloud Computing” OR “Internet of Things”)

89

CONRICyT ((“Data management model “) AND (“Big Data” OR “machine
learning” OR “Cloud Computing” OR “Internet of Things”))

32
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2.4 Inclusion and Exclusion Criteria

The objective of the definition of selection criteria was to find all the relevant
published literature. We applied the inclusion criteria for each search that was
carried out in the query source (see Table 3). In each result includes title, author,
summary, year of publication and keywords and we read the summary for each one.
If the paper was relevant for the study, then we did an additional evaluation to do a
complete reading. When we applied the inclusion and exclusion criteria to the 610
selected papers, we accepted 174 and rejected 436. Most papers accepted are from
specialized journals (124), and 50 are from conferences.

2.5 Quality Evaluation

Quality was evaluated to verify the relevant aspects in the map systematic literature
according to the research objectives through a checklist for each document (174).

A quality assessment checklist consists of three parts (see Table 4): a list of
questions, a list of predefined answers, a cutoff score.

The maximum score is 100 and the minimum evaluation to accept an article was
90. Forty-four articles meet the minimum quality assessment.

2.6 Data Extraction

Once completed screening items, we extracted the relevant information. The data
extraction forms are useful for extract data from the selected papers and analyze
them later (see Table 5). Additionally, after this level of detailed analysis, some
studies considered irrelevant were excluded, so that thirteen main papers for this
research were finally accepted [3, 4, 6, 11–20].

Table 3 Accepted and rejected items by inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

It clearly shows a contribution to data
management in Industry 4.0

24 It is not related to the research
question

358

It presents the challenges or trends in
the cloud, Big Data or Internet of
Things in the context of Industry 4.0

24 It only refers to “cloud computing”,
Internet of Things “, or “ big data
“as a reference

17

It focuses on models in the cloud, big
data or the internet of thing

79 It is not completely available 51

It includes a real case or a case study 47 It is a research in progress, or
conclusions are not available in the
document

6
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2.7 Resume of the Paper Selection Process

Figure 1 shows the search and selection process, which includes multiple steps and
was carried out according to the protocol described above.

Table 4 Quality criteria form

Question Answer

Is the topic covered in the research relevant to the systematic
review?

High
20

Medium
15

Low
10

Are the objectives of the research specified clearly? High
20

Medium
15

Low
10

Does the data model bring novelty in the context of industry 4.0? High
20

Medium
15

Low
10

Is there a description of the characteristics of the data model or
the implementation of the architecture in the research work?

High
20

Medium
15

Low
10

Has the data model been validated on a reliable scale (either in
the academy or in the industry)?

High
20

Medium
15

Low
10

Table 5 Data extraction form

Description Values

Country Undefined

Industry
Classification

Agriculture, Smart City, Construction, Health Care, Energy, General,
Geospace, Industry 4.0, Smart grid, Transportation, Not applicable

The scope of the data
model

Big Data, Combined, Cloud Computing, Industry 4.0, Internet of
things, None

Contribution Architecture, Framework, Tool, Methodology, Model, Platform,
Processes, Theory

Big Data Analytics, Computing Infrastructure, Data, Not Applicable, Security
and Privacy, Storage Infrastructure, Visualization

IoT Architecture, General Challenges, Hardware, Healthcare, Not
applicable, Security and privacy challenges, Intelligent infrastructure,
Social applications, Software, Supply/logistics chains

Industry 4.0 Cyber-Physical Systems (CPS), Interoperability, Machine to Machine
(M2M), Intelligent Factory (Product/Service), Not applicable

Synthesis Undefined

Paradigm Undefined
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3 Results

3.1 Convergence of Technologies in Data Management
for Industry 4.0

To understand more clearly the life cycle of the data in Industry 4.0, based on the
literature reviewed, we elaborated the classification shown in Fig. 2. We classified
The IoT category according to [21], and we divided into the architecture subcate-
gory which, in turn, can be hardware/networks, software, and processes. The
hardware subcategory includes RFID, NFC and sensor network technologies; the
subcategory of software includes middleware (information exchange logic) and
device search/navigation. Finally, intelligent infrastructure integrates smart objects
into a physical infrastructure that can provide flexibility, reliability, and efficiency
in the operational infrastructure.

We developed a classification regarding the cloud, based on [22]. In storage, the
cloud is used to store big data from the IoT, in the connector’s category, cloud
services are used to integrate different data sources. Finally, apps for analytics use
big data analysis as a cloud service (Analytics as a Service, AaaS).

Big data category was developed based on [5]. In the big data subcategory, there
are papers focused on the process ETL (extraction, transformation, and load) from
IoT (sensors, RFID). In the subcategory of computing is found batch processing,
data transmission processing, and real-time data processing. In the storage archi-
tecture subcategory, the studies can address proposals to store data in structured
(SQL) or unstructured (NoSQL) databases and big data warehouse. The analytical

Fig. 1 The process of paper selection

Trends and Challenges of Data Management in Industry 4.0 219



subcategory includes the components that enable machine learning algorithms, data
mining, and advanced data visualization.

We classified Industry 4.0 according to [23]. The cyber-physical systems inte-
grate computation, networks, and physical processes. The smart factory subcate-
gory seeks to make manufacturing processes more flexible, and the subcategory
interoperability is the transparent intercommunication between systems, people and
information in cyber-physical systems allowing exchange information between
machines, processes, interfaces, and people.

3.2 The Scope of Data Management in Industry 4.0

To gain insight into the current state of management and organization of data on
industry 4.0 convergence, we analyzed the proposals that exist for industry 4.0 and
in particular, emerging technologies that comprise the IoT, Big Data and cloud, as
well as their possible combinations (see Fig. 3).

With the development of growing IoT technologies, different management
approaches have emerged, which is why different architectures for sensor clouds
have been proposed in recent years.

For [11] cloud sensor architecture must implement in data: security, speed, and
reliability by providing adequate data processing and management services. For
[12] a software-based model for managing data in the IoT is based on an archi-
tecture for controlling the internet of things in three layers: the sensor cluster layer,
the middleware layer that manages the data, and the application layer that considers
data as services.

Regarding the Cloud and industry 4.0, the authors in [13] propose a service as a
platform (SAAP) called Hana to capture manufacturing information from IoT with

Fig. 2 Classification of technologies from the Data Management approach for Industry 4.0
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technologies for real-time analytics that can be integrated with enterprise resource
planning systems (ERP).

Currently, there is a tendency to use Big Data in Industry 4.0, in this sense in
[14] it provides a big data engine defined for big data industrial analysis models,
which processes data in parallel to improve performance, using in one implemen-
tation of the map-reduce computation based on a hierarchical model. In [3] they
present the multidimensional model for data analysis in a big data warehouse
implemented in Hive, an open source Apache project, used as a tool to create
warehouses for structured datasets and support decision making. In [6] they publish
an architecture for big data analytics developed for industry 4.0 that supports the
collection, integration, storage, and distribution of data designed to consider the
volume, variety, and speed of the data that may come from different processing
needs, different end users and their roles in the decision-making process. For [15]
the development of a big data system is different from the development of a small
data system, and they propose a first attempt for a methodology that combines
architectural design with data modeling.

We refer to a combination when the IoT, big data and the cloud are integrated in
any of its possible combinations to respond to a problem. In this sense, in [3] they
propose a data architecture based on five layers to integrate sensors, actuators,
networks, cloud computing and IoT technologies for the generation of applications
for industry 4.0. To maintain persistence between layers, they consider a data

Fig. 3 Data Management Classification papers in Industry 4.0
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response layer that manages the data. Reference [16] the COIB framework is
proposed to integrate big data with IoT to implement an architecture to data
management.

For Industry 4.0 the authors in [17] propose an architecture for the entire life
cycle of aluminum industry 4.0. This theoretical proposal integrates into a six-layer
architecture, the physical sensor system (IoT), the platform for data management
(industrial cloud), and a model for big data analytics that allows decision making
and enables monitoring of real-time applications.

3.3 Big Data Analytics in Industry 4.0

The analysis of the selected articles indicates that big data analytics currently
receives the most research interest in industry 4.0. The process and planning in
manufacturing with diverse interdepartmental applications, maintenance, and diag-
nosis present the challenge of prediction accuracy, which is a desirable quality in
decision-making. We can attribute the importance of predictive analytics to the
presence of theories and methods related to the prediction of other fields (for
example, statistics) and the applicability of predictive analysis to real-world prob-
lems. On the other hand, the lack of prescriptive analytics implementations is evident
from the results. Therefore, we can associate this by the challenge of developing
applications of prescriptive analytics; they are inherently complex compared to
descriptive and predictive analytics, given the need to align technology, modeling,
forecasting, optimization, and experience in the field. Therefore, given that the big
data area in the industry is still in its infancy, it is not surprising that there are only a
few applications of prescriptive analytics that have been developed.

3.4 Analytics Privacy

Machine learning for big data is the typical services that companies tend to outsource
in the cloud, due to their nature of intensive data use and the complexity of the
algorithm [4]. What is attractive in the industry is relying on external experience and
infrastructure to calculate the analytical results and models that data analysts require
to understand the processes under observation. Although it is advantageous to
achieve a sophisticated analysis, there are several privacy problems in this paradigm
[18], one of them is that the cloud servers have access to valuable data from the
industry and they can potentially obtain confidential information from it [19]. This
relevant information security problem is known as corporate privacy [5]. Unlike
personal privacy, which only considers the protection of personal information
recorded about individuals, corporate privacy [20] requires that both the individual
elements and the data collection pattern, like corporate assets, should be protected.
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4 Discussion

We have not found a contribution that considers data management as a core
component in the design of a methodology to allow integrating the whole life cycle
of data in Industry 4.0 into a management model and an architecture that allows
creating applications, which opens the possibility of developing future work that
considers the elements described here.

We found the following significant future research aspects:
The integration of the demanding IoT environment with cloud computing

including the challenges of velocity, volume, variety, and veracity, challenges the
design of big data analytics systems. That is, it is necessary to describe a new
design process that reflects the change required for the development of big data
analytics systems that adapt to the paradigm shift of industry 4.0. The determination
of architectural styles or patterns, or instead, reference architectures, facilitate the
design of solutions to problems that have common aspects or characteristics.

We consider that a novel model is necessary that takes into account the paradigm
changes in the convergence of technologies into industrial cyber physical systems
and that, unlike the presented proposals, underlines the importance of a focused
design approach in the data model that allows creating architectures that are the
basis for the development of big data analytics architectures systems applied in
industrial contexts.

Recently anomaly detection in real-time analysis has enabled a novel way to
optimize systems [24, 25], not just machines to unknown anomalies, helping
industrial analysts and operators in the resolution of possible invisible problems.

Finally, we want to acknowledge that a limitation of our current research could
be the absence of a mathematical model to describe, for instance, the trends in data
management in the context of industry 4.0, or for proposing a specific approach for
data management in such a context. Although the field of each of the technologies
that have been integrated into the so called industry 4.0 have much work as sep-
arated fields, their integration is an emerging area in research and practice, there-
fore, it is still difficult to analyze current work statistically. As we have shown, our
initial search found 610 works, but after a systematic and carefully analysis, only 13
fulfilled the criteria for the research protocol, so we focused on providing a
descriptive analysis.

Nevertheless, we firmly believe that the results presented in this paper could
have significant practical application either for research or practice. For instance, as
a result of our work, we have provided a framework for classifying data extracted
from research papers in the field (see for instance Sect. 2.6), that can be used for
performing future statistical analysis of a wider review of works related to the filed.
As well, we have identified and discussed some important areas that require more
work, so it could guide future developments and research.
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5 Conclusions

The study presented in this paper provides a map systematic literature review as
proposed in [7] to identify the elements that structure data management in industry
4.0. We developed a classification of the technologies that converge in Industry 4.0
based on the paper reviewed. For IoT are considered architectural elements,
hardware, software, and intelligent infrastructure. For cloud computing, we include
storage, connectors, and apps for analytics. For Big Data, the elements considered
are data, computing infrastructure, storage architecture, and analytics. In Industry
4.0 we consider cyber-physical systems, interoperability and smart factory.

The analysis of the selected papers indicates that big data analytics currently
receives the most research interest in the context of data management in Industry
4.0. The process and planning in manufacturing with diverse interdepartmental
applications, maintenance, and diagnosis present the challenge of prediction
accuracy, which is a desirable quality in decision making.

This work yields the foundations to develop a future methodology to allow
integrating the entire life cycle of data within an Industry 4.0 data management
model.
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The Influence of Government Subsidies
on the Development of New Energy
Vehicle Industry

Bu Erma and Jinjing Li

Abstract Accelerating the cultivation and development of new energy vehicles
will not only effectively alleviate the energy and environmental pressures, but also
foster new economic growth points and international competitive advantages of
China’s automobile industry. This paper makes a quantitative analysis of the eco-
nomic performance and growth ability of new energy vehicle listed companies, and
draws a conclusion. The government subsidy has a significant negative correlation
with enterprise economic performance and enterprise growth ability, indicating that
there are problems in China’s subsidy system. Government in support of listed
companies, at the same time, also should help them to improve the core competi-
tiveness. Improving the regulatory mechanism, transforming the mode of subsidies
and promoting the ability of the independent research and development of enter-
prises can also help enterprises to achieve economies of scale.

Keywords Subsidy � New energy vehicle � Enterprise � Economic performance �
Enterprise growth ability

1 Introduction

Since the 21st century, the security of oil and gas resources has become a major
hidden danger for China’s economic development. In 2015, China’s oil con-
sumption external dependence reached 60.6%. The development of new energy has
a strong strategic significance for China. New energy vehicles use unconventional
vehicle fuel as their power source, or use conventional vehicle fuel, but the use of
new vehicle power device, advanced technical principle, with new structure, new
technology of the car.
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Most consumers hold a wait-and-see attitude towards new energy vehicles.
There are three reasons. First, the price of new energy vehicles after subsidies will
still be more than 50,000 yuan higher than that of traditional cars with the same
configuration. Second, the charging infrastructure is not perfect, and incomplete
charging facilities or long charging time will also affect consumers’ purchasing
behavior. Third, the current battery has a shorter range. New energy vehicles are a
rare field in which Chinese cars can surpass developed countries, and China may
make up for or even surpass the gap with powerful countries. Government subsidy
support is of great significance to new energy vehicles, but the government’s choice
of subsidy intensity and form remains to be explored.

China’s new energy vehicle subsidy policy can be divided into two stages. From
2009 to 2012, it is a heavily subsidized stage to implement demand-based policies;
after 2012, a supply policy has been implemented to gradually reduce subsidies.
Through quantitative analysis, this paper empirically analyzes the data of 19 new
energy vehicle listed companies from 2009 to 2016, and discusses the impact of
government subsidies on the two aspects of enterprise economic performance and
enterprise growth ability. It provides reference for the government to adjust subsidy
intensity, improve subsidy forms and allocate resources efficiently. It also avoids
the unilateral conclusion that the subsidy policy of new energy vehicles is “effec-
tive” or “invalid”.

2 Literature Review

There is still disagreement over whether the government should subsidies the new
energy and car industry, and scholars have not agreed on the choice of subsidies,
and the review of the following literature and abroad is mainly discussed in terms of
the necessity and subsidy of subsidies.

2.1 The Need for Government Subsidies for the New Energy
Vehicle Industry

Through qualitative interview and quantitative research, McKinsey & Company
believes that subsidy policy can promote the growth of new energy vehicle sales. Li
and Wang [1] believe that scientific and reasonable subsidy policies can effectively
stimulate enterprises, enable the government and enterprises to complete resource
integration, and enhance the core competitiveness of China’s new energy auto-
mobile industry. Gu [2] believes that the research and development and promotion
of new energy vehicles are of great significance for promoting economic devel-
opment and protecting the ecological environment, and government subsidies are
very necessary. Peneder [3] pointed out that subsidies would effectively stimulate
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enterprise R&D investment, thus promoting the growth of economic benefits of
enterprises. Liang [4] believes that the concept of Chinese consumers is far behind
the development speed of the industry in the field of new energy vehicles.
Government subsidies can promote the purchase of consumers and realize the
transition from the new energy vehicle industry to the mature stage.

2.2 Subsidy Method for New Energy Vehicles

The innovation ability of Chinese new energy enterprises is generally low, and the
role of government subsidies in promoting the innovation activities of new energy
enterprises has not been effectively played. According to Wang [5], there is a
problem that the subsidy targets are not comprehensive. There is no capital subsidy
or allocation for the enterprises producing spare parts, and there are few subsidies
for subsequent corresponding links. Gillian [6] found that short-term government
subsidy policies are able to promote the improvement of new energy vehicle
technology, and the promotion effect of subsidy policies on vehicle technology
gradually weakens with time. Liao [7] proposed that the threshold of subsidies
should be raised to strengthen the management and supervision of the mode and
actual utilization of subsidies. Zhang and other scholars [8] believe that the dynamic
subsidy mechanism will be better than the static subsidy mechanism, and the
government should start from the field of market demand and attach importance to
enterprises with excellent performance.

To sum up, it is still controversial whether government subsidies can promote
the development of new energy automobile enterprises. Current research mainly
focuses on the theoretical aspects, lacking of in-depth study on the new energy
vehicle subsidy policy, and has not yet formed a complete theoretical system.

3 Theoretical Analysis and Research Hypothesis

3.1 Theoretical Analysis

The new energy automobile industry is a strategic emerging industry, the core of
development is technological innovation, and the new technology benefits the
society far more than the individual benefits, but the enterprise will have a technical
spilt in the production and development, and the positive externalities will be
generated, causing market failures. The effective measures to solve externalities are
government subsidies, which make up for the marginal private income less than the
marginal social income, and realize the maximization and scale effect of social
welfare. This is based on the theory of financial subsidies for new energy cars, but
government subsidies can lead to crowding out and discourage companies from
technological innovation.
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3.2 Research Hypothesis

Under the background of China’s special economic system, wind power industry,
photovoltaic industry and other new energy industries have seen explosive growth
in recent years, and new energy vehicle industry is no exception. From 2010 to
2015, the total amount of government subsidies received by listed new energy
vehicle enterprises in China reached 51.568 billion yuan. As a result of the gov-
ernment’s strong subsidies, enterprises rushed to obtain subsidies regardless of the
actual effect of subsidies. Some enterprises even made use of loopholes in the
current policies to make false declarations and other “cheat subsidies”. Therefore,
the government’s heavy subsidies are likely to lead to enterprises’ pursuit of
short-term interests and blind production without technological innovation, result-
ing in a large number of homogenization overcapacity in the new energy vehicle
industry. From the original data of the sample enterprises, the economic perfor-
mance of each enterprise is not ideal, and it is preliminarily judged that the huge
subsidy has not played its due role. This paper attempts to deeply explore whether
the government’s active intervention in the new energy vehicle industry promotes
the economic performance and scale expansion of enterprises, so the following
hypotheses are proposed:

H1a: Government subsidies are significantly negatively correlated with the eco-
nomic performance of new energy vehicle enterprises.
H1b: Government subsidies are significantly negatively correlated with the growth
capacity of new energy vehicle enterprises.

According to the externality theory, government subsidies can solve the exter-
nality problem of enterprises, so enterprises will have enough enthusiasm to carry
out scientific and technological innovation, and technological innovation can help
enterprises reduce costs, thus achieving scale effect. As a technology-intensive
industry, new energy vehicle industry will lose its core competitiveness if it fails to
take the lead in the technology field. By comparing and analyzing whether gov-
ernment subsidies have a more significant promoting effect on the return on assets
and scale expansion ability of enterprises with strong R&D ability, this paper
further explores the influence of government subsidies on the economic perfor-
mance and growth ability of enterprises, and puts forward the following
hypotheses:

H2a: Government subsidies are significantly positively correlated with the eco-
nomic performance of enterprises with strong R&D capabilities.
H2b: There is a significant positive correlation between government subsidies and
the growth capacity of enterprises with strong R&D capacity.

The research framework of the paper is shown in Fig. 1.
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4 Empirical Analysis

4.1 Sample Selection and Data Sources

The sample enterprises in this paper are selected from the list of complete vehicle
manufacturing enterprises of new energy vehicles in stock markets of
Shanghai and Shenzhen. Based on the main business income of each enterprise and
the new energy vehicle model catalog issued by the state, 19 sample enterprises are
selected according to the availability of data to analyze the relevant data from 2009
to 2016. The situation of sample enterprises is shown in Table 1.

The selection of listed enterprises as research objects in this paper depends on
their financial situation, the openness of enterprise information, and the accuracy of
data. Data Total assets, total liabilities, development expenditure, operating income
and net profit are all selected from the annual reports of the listed companies of the
Securities Star. Some enterprises are listed late, and the main financial data are
compiled according to the annual reports and financial statements of the official
website of the company.

H2b

R&D

ROA
H1a

Subsidy Grow
H1b

H2a

Fig. 1 The research
framework

Table 1 Basic information
of sample enterprises

CODE Operating income
in 2016

CODE Operating income
in 2016

000559 10,785,821,704.5 600066 35,850,442,042.7

000625 78,542,441,757.2 600104 746,236,741,228.6

000800 22,709,984,165.5 600166 46,532,069,535.5

000868 4,757,326,623.7 600213 3,395,743,970.3

000967 9,257,190,233.1 600303 3,736,692,124.8

002594 103,469,997,000.0 600418 52,490,556,761.3

600686 21,827,961,681.6 601238 49,417,676,151.0

000550 26,633,948,551.0 000572 13,890,070,950.7

000980 1,693,500,373.8 600006 16,018,020,957.6

601633 98,443,665,116.0
a The data source: The database of CSMAR
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4.2 Definition of Indicator

Explained variable: refer to the index selection method of Liu Jibing [9], This paper
uses return on total assets (ROA) to represent the economic performance of
enterprises. The growth ability of an enterprise (Grow) refers to the future devel-
opment trend and development speed of the enterprise, and the ability of the
enterprise to expand its operation. This article uses the expansion of the enterprise
scale to express it.

Explanatory variable: subsidy, including subsidies directly allocated by the
central and local governments. Research and Development Costs (R&D) is the part
that can be capitalized in the development of intangible assets.

Control variable: This paper mainly controls the characteristic variables at the
enterprise level, Including the age of the business, the scale of the enterprise, based
on the enterprise division method issued by the Ministry of Industry and
Information Technology, measures the scale of the enterprise by operating income
(Size); financial leverage, this paper takes the ratio of total annual liabilities to total
assets (Lev) as a measure (Table 2).

4.3 Model Building

According to the above research assumptions and variable Settings, the following
regression model is established in this paper:

ROAit ¼ a0 þ b1Subsidyit þ k1Ageit
þ k2Sizeit þ k3Levit þ eit

ð1Þ

Table 2 Variable declaration

Variable Index definition

Explained Variable:

ROA Corporate return on total assets

Grow (Total current operating income-Total revenue of the previous period) /Total
revenue of the previous period

Explaining variable:

Subsidy Central and local subsidies

R&D The research and development cost

Control variable:

Age The establishment period of the enterprise

Size Operating income

Lev Asset-liability ratio
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ROAit ¼ a0 þ b1Subsidyit þ b2R&Dit

þ k1Ageit þ k2Sizeit þ k3Levit þ eit
ð2Þ

Growit ¼ a0 þ b1Subsidyit þ b2R&Dit

þ k1Ageit þ k2Sizeit þ k3Levit þ eit
ð3Þ

Growit ¼ a0 þ b1Subsidyit þ b2R&Dit

þ k1Ageit þ k2Sizeit þ k3Levit þ eit
ð4Þ

In (1) to (4), I represented enterprise, t represented time. It is the random dis-
turbance term. Considering the problem that some index values are too large or the
units are not uniform, this paper takes the logarithm of the data corresponding to
explanatory variables and control variables, so the above four models are all
semi-logarithmic models. Model 1 is used to test H1a; Model 3 is used to test H1a;
Model 2 was used to test H2a; Model 4 is used to test H2b.

4.4 Data Description

The minimum value of ROA is −0.13, the maximum is 0.18, and the 75th quantile
is 0.08, so there is a big gap in the economic performance of each company. The
standard deviation of grow is 0.25, which is relatively stable. The 75-digit quantile
is 0.32, and the maximum value is 1.25, indicating that the growth capacity of new
energy auto companies is generally low, and the gap between strong companies and
other companies is too large. The profit of some companies is negative, which may
be caused by poor sales in the current period. In terms of control variables, there is a
large difference between the minimum and maximum values of Age and Lev,
indicating that the control variables have large changes in time or space, but the
fluctuations are not significant. The standard deviation of size data is large, indi-
cating that the scale difference between new energy auto companies is obvious.

The mean value of ROA of enterprises with development expenditure is the
same as the general situation, and the standard deviation is 0.04. Compared with the
general situation, the fluctuation is smaller, but its minimum value is larger. The
average grow value is 0.19, which is larger than the average grow value (0.17),
indicating that the new energy automobile enterprises attach importance to R&D
and innovation ability have stronger overall economic performance and growth
ability. The standard deviation of enterprise development expenditure data is 1.61,
with the maximum value of 21.86 and the minimum value of 14.69, indicating that
there is a huge gap between enterprises in development expenditure (Fig. 2).

It is basically possible to exclude outliers and calculation errors, and these data
can be used for subsequent analysis. In addition, this study further gives a scatter
plot of the correlation of these variables. We can only see that the size of the firm
has a positive correlation with the age of the enterprise and the subsidies. There is
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not a clear correlation between subsidies and the economic performance of enter-
prises or the ability of enterprises to grow, which indicates that government sub-
sidies have not significantly promoted the economic performance of enterprises and
the Growth of enterprises. The preliminary judgment assumes that hypothesis H1a

and H1b are established.

5 Analysis Method and Empirical Test

5.1 Analytical Method

In order to test the influence of government subsidies on the economic performance
and growth capacity of enterprises, this paper selected relevant panel data from
2009 to 2016 for analysis. Panel data have two dimensions of cross section and
time, which can solve the problem of missing variables. The missing variables are
often caused by unobservable individual differences or “heterogeneity”. The
regression analysis of panel data is mainly divided into fixed effect model and
random effect model. If the intercept term representing individual heterogeneity is
related to an explanatory variable, it is called a “fixed effect model”; if it is not
related to all explanatory variables, it is called a “random effect model”. In this

ROA

Grow

Subsidy 

Age

Size

Lev

Fig. 2 Scatter plots of all variable correlations
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paper, Hausman test is used to select the appropriate model. The null hypothesis of
Hausman test is that there is no fixed effect, and the estimation result of random
effect should be used. The fixed-effect model is consistent whether the null
hypothesis is true or not. If the null hypothesis is not true, the random-effect model
is inconsistent. If the null hypothesis is true, the random-effect model is more
effective than the fixed-effect model. In addition, in this paper, the method of IPS is
used to conduct the unit root test on the data. The hypothesis of IPS test is that the
unit root exists in H0. If the p value is greater than 0.05, the null hypothesis cannot
be rejected and the data is non-stationary.

5.2 Test Ideas

In Table 3, model 1 does not include any control variables, enterprise age is added
to model 2, and enterprise size is added to model 3. Model 4 further introduces
financial leverage as a control variable. Model 5 introduces the explanatory vari-
ables R&D based on the relevant data of some enterprises with development
expenditures, thus testing the impact of government subsidies on the economic
performance of enterprises with strong R&D capabilities, and also analyzing the
effect of development expenditures on economic performance of enterprises. The
analysis of the growth ability of enterprises in Table 4 is the same.

Table 3 Empirical results of enterprise economic performance

Explained
variable

ROA

Variable (1) (2) (3) (4) (5)

Subsidy −0.00435* −0.0027* −0.00636*** −0.00809*** −0.00808**

(0.00236) (0.00255) (0.00237) (0.00227) (0.00368)

Age −0.035 −0.100*** −0.0231* −0.249***

(0.0214) (0.0222) (0.0127) (0.0489)

Size 0.0437*** 0.0320*** 0.0672***

(0.00756) (0.00559) (0.0121)

Lev −0.0395*** −0.0277**

(0.0104) (0.0123)

R&D 0.00866***

(0.00309)

Constant 0.126*** 0.207*** −0.542*** −0.506*** −0.752***

(0.043) (0.0655) (0.142) (0.106) (0.235)

IPS −1.16365 −15.7726*** −13.6555*** −12.2191*** −14.1582***

Hausman 7.38** 10.13** 14.22*** 10.52* 22.62****

Remark FE FE FE RE FE
b. Note: (1) ***, **, *are significant at the level of 1, 5 and 10%, respectively. (2) Hausman
represents the statistic of Hausman test, FE and RE represents the fixed effect and the random
effect. (3) IPS test showed that the data was stable
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5.3 Empirical Test

In Table 3, the results of Models (1)–(5) show that the coefficient of government
subsidies are all negative, and both are significant at different levels of 1%–10%,
indicating that the government has made a large amount of financial subsidies for
listed companies of new energy vehicles. However, it did not achieve good results.
Taking Model 4 as an example, government subsidies are significantly negatively
correlated with the economic performance of new energy auto companies at the
level of 1%, with a coefficient of −0.00809, because the model is a
semi-logarithmic model, and the explanatory variable changes when the relative
variable is interpreted. Absolute quantity, so for every 1% increase in government
subsidies, the economic performance of enterprises will fall by 0.0000809 units.
Explain that the government subsidies obtained by new energy auto companies
have reduced corporate performance and confirmed the hypothesis H1a.

In terms of control variables, the enterprise age coefficient is significantly neg-
atively correlated with the enterprise economic performance at the level of 10%,
while the enterprise size is significantly positively correlated with the enterprise
economic performance at the level of 1%. In line with the theory of scale economy,
the improvement of production efficiency brought by the expansion of production

Table 4 Empirical results of enterprise growth capability

Explained
variable

Grow

Variable (1) (2) (3) (4) (5)

Subsidy −0.0516*** −0.0232* −0.0596*** −0.0609*** −0.0704**

0.0177 0.0127 0.0161 (0.0162) (0.0284)

Age 0.0466 −0.0174 −0.0150 −0.0128

0.0367 0.0421 (0.0432) (0.0567)

Size 0.0867*** 0.0888*** 0.139***

0.0253 (0.0257) (0.0515)

Lev −0.0468 −0.147

(0.0607) (0.0934)

R&D 0.0400*

(0.0238)

Constant 1.12*** 0.45** −0.715* −0.777* −2.70**

0.324 0.224 0.415 (0.427) (1.24)

IPS −4.8287*** −18,778*** −16.2536*** −14.5445*** −15.4200***

Hausman 6.39** 5.66 8.94* 8.79 10.65*

Remark FE RE RE RE RE
c. Note: (1) ***, **, *are significant at the level of 1, 5 and 10%, respectively (2) Hausman
represents the statistic of Hausman test, FE and RE represents the fixed effect and the random
effect (3) IPS test showed that the data was stable
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scale can achieve the purpose of reducing average cost, increasing profit space and
improving the economic performance of enterprises. In terms of financial leverage,
the asset-liability ratio is significantly negatively correlated with the economic
performance of new energy automobile enterprises at the level of 1%, with a
coefficient of −0.0395.

In model 5, the government subsidy coefficient is negative and significant at 5%,
indicating that there is a significant negative correlation between government
subsidies and economic performance of companies with strong R&D capabilities.
However, government subsidies have not produced positive effects, but have
adversely affected the technological innovation of enterprises.

In Table 4, the coefficient of government subsidies in Models 1–5 are all neg-
ative, both of which are significant at different levels of 1%–10%, further indicating
that the government’s huge subsidies for listed companies of new energy vehicles
have not achieved the desired results. Similarly, in the model 4 cases, the coefficient
of government subsidy (−0.0609) is significantly negatively correlated with the
growth capacity of enterprises at 1%, indicating that for every 1% increase in
government subsidies, the growth capacity of enterprises will decrease by 0.000609
units, indicating that new energy vehicles The government subsidies obtained by
the enterprises hindered the expansion of the scale of production and confirmed the
hypothesis H1b.

The samples in model 5 are enterprises with development expenditure, and
government subsidies are significantly negatively correlated with the growth ability
of enterprises. However, the coefficient of government subsidies is very small
different from that in model 2, which further indicates that government subsidies do
not play their due role in the growth ability of new energy automobile enterprises
with strong development ability. Development expenditure plays a significant role
in promoting the growth ability of enterprises, with a coefficient of 0.04, indicating
that enterprises can enhance their competitiveness through increasing R&D and
technological innovation. There is a significant positive correlation between the size
of an enterprise and its growth capacity at the level of 1%, and the coefficient is
0.0888, indicating that larger enterprises have stronger growth capacity, and the
improvement of production efficiency brought by the expansion of production scale
can achieve the purpose of reducing the average cost, thus improving the profit
level and helping enterprises to achieve the scale effect.

5.4 Empirical Result

Based on the empirical analysis of relevant data of listed new energy enterprises,
this paper studies the impact of government subsidies on the economic performance
and growth capacity of enterprises. The empirical results are summarized as
follows:

Firstly, government subsidies do not contribute to the development of new
energy vehicle enterprises, but have an inhibitory effect, which confirms the
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hypothesis H1a and H1b and exposes the drawbacks and deficiencies of China’s new
energy vehicle subsidy system.

Secondly, the age of the company is significantly negatively correlating with
economic performance. The reason may be that the long-established enterprise
management model is backward and cannot adapt to market changes quickly,
resulting in poor management. There is no significant correlation between the age of
the enterprise and the growth ability of the enterprise. It may be that the devel-
opment of the enterprise tends to be stable, and the influence of the age of the
enterprise on the expansion of the scale of the enterprise gradually disappears. The
size of the firm has a positive effect on economic performance and growth ability, in
line with the theory of scale effect. The lower the asset-liability ratio of a company,
the smaller the financial risk is, which is more conducive to the growth of the
company’s economic performance, and the company can use government subsidies
more effectively.

Thirdly, R&D can promote the improvement of enterprise economic perfor-
mance and the expansion of enterprise scale. Government subsidies are also sig-
nificantly negatively correlated with the economic performance and growth
capacity of enterprises with strong R&D capacity, which is inconsistent with
hypothesis H2a and hypothesis H2b. The inconsistency between the effect of gov-
ernment subsidies and the expected results is probably due to the fact that subsidies
crowd out the investment of private capital in R&D activities, which verifies the
results obtained from the theory of crowding out effect in the above theoretical
analysis, and indicates that there are problems in the selection of objects of gov-
ernment subsidies.

6 Conclusions and Policy Recommendations

Based on the current research results, this paper analyzes the impact of government
subsidies on the economic performance and growth capacity of enterprises, and
conducts an empirical test, and draws the following conclusions and Suggestions:

Firstly, although government subsidies can stimulate to some extent,
“all-inclusive” subsidy system [4] and imperfect regulatory mechanism will cause
enterprises to slack in operation and management and trigger a large number of
“cheat subsidy” behaviors [10]. China’s current subsidy system is not reasonable,
and enterprises often adopt low-price and homogeneous competition to obtain
subsidies [11], which eventually leads to enterprises’ neglect of long-term interests
and loss of sustainable development ability. Government subsidies are prone to low
efficiency and other problems. Lax supervision will lead to dependence of some
enterprises and insufficient motivation for subsequent development.

Secondly, the new energy vehicle industry is a technology-intensive industry,
and the enterprise’s early-stage research and development investment cost is very
large. Government subsidies have no positive impact on the operation of enterprises
with strong research and development ability, indicating that the subsidies do not
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provide targeted effective incentives to enterprises. The ways and targets of sub-
sidies still need to be improved, and the maintenance of intellectual property rights
should be paid attention to, and special subsidy funds should be given to key
technology research and development areas.

Thirdly, the empirical results show that the enterprise scale effect has played.
The significant negative correlation between the age of enterprises and the eco-
nomic performance of enterprises indicates that some enterprises with long years of
establishment are likely to have problems such as backward management modes.
Enterprises also need to carry out management mode reform to adapt to the current
market environment, strengthen the research and development of cutting-edge
technologies, and improve their core competitiveness.
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A Data-Driven Methodology
for Operational Risk Analytics Using
Bayesian Network

Weiping Cui, Rongjia Song, Suxiu Li, and Lei Huang

Abstract Traditional research in port risk analytics is expert- and survey-based,
relying on domain knowledge and data collected from questionnaires, which is not
optimal for data-driven proactive prediction. Therefore, we propose a novel
data-driven approach to formulate predictive models for bulk cargo theft in port.
We use event data extracted from inspection records of delivery trucks and oper-
ational records of port logistics information systems to construct and evaluate
predictive models in a real-world scenario. More specifically, we apply various
feature ranking methods and classification algorithms to select an effective feature
set of relevant risk elements. Then implicit, Bayesian networks are derived with the
features to graphically present the relationship with the risk elements of the bulk
cargo theft. The resulting Bayesian networks are then comparatively analyzed based
on outcomes of model validation and testing, as well as essential domain knowl-
edge. The experimental results show that predictive models are effective with both
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accuracy and recall greater than 0.8. These predictive models are not only useful for
understanding the dependency between relevant risk elements, but for supporting
strategy optimization of risk management.

Keywords Risk prediction � Predictive modeling � Bayesian network � Sea port �
Bulk cargo theft

1 Introduction

Many specific methods including qualitative methods and quantitative methods
have been developed to assess risk and safety in the port area or operation. Data that
is used in risk assessment and risk detection in the literature, usually comes from
surveys [1] or manual classification [2]. However, research has demonstrated that
the amount of data produced and communicated in logistics and supply chain is
significantly increasing, thereby creating challenges for the organizations that
would like to reap the benefits from analyzing real operational data [3]. On the other
hand, there is no specific data-driven method or framework to cope with the risk
analytics and risk detection of bulk port operations.

We focus on cargo theft risk of bulk port in this paper. More specifically, this
means that the drivers deliver more bulk cargo during transportation than the
amount in the bill of lading, e.g., by cheating or other illegal means. These risk
events involve much uncertainty due to the effects of various interrelated elements
including the port company, cargo interest, cargo type, carrier, operational envi-
ronment, etc. The main aim of this paper is to use a proposed method to develop
risk detection models to identify bulk cargo theft and further analyze the depen-
dency between risk elements and the risk event. Furthermore, we present a
real-world case study for a Chinese bulk port to evaluate the proposed data-driven
method.

This paper is organized as follows. Section 2 reviews the related work. Section 3
describes the proposed methodology. Section 4 provides a case study to demon-
strate the use of the proposed methodology and models. Section 4.5 presents the
results of our experiments. Conclusions and future work are discussed in Sect. 5.

2 Related Work

In ports, a high quality risk management is absolutely necessary for their sustain-
able development [4]. The extant focus of risk management in port are rather high
level, mostly on development, management, organization and commercial issues of
ports and terminals. Nevertheless, a few studies have tried to solve risk problems in
practical operation of cargo delivery. Nowadays a variety of techniques of risk
analysis have been developed in industrial settings, such as physical inspections,
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flow charts, safety review, checklist analysis, relative ranking, cause-consequence
analysis, ‘what-if’ analysis, failure modes and so forth, all excessively depend on
expert knowledge and manual preprocessing. As a result, in complex operational
environment, experts may not be able to be fully aware of all situations, which may
have negative influence on the result of risk detection and analysis.

The widespread use of digital technologies has led to the intelligent port oper-
ation paradigm, the amount of data collected during operational processes is
growing at a rapid pace. Data-driven risk management emerges to provide com-
panies with better means to obtain early warning from an increasingly massive
amount of data and gain a powerful competitive advantage, especially in the
operational context [3–5]. More specifically, data from surveys, interviews and
expert classification plays a significant role in extant research on port risk analysis.
For instance, Constantinos [2] qualitatively assessed the potential risks for ports
using data from interviews with the administrations of a container terminal in an
empirical study. Furthermore, 19 port-centric disruptive events were identified
based on the literature and used data from surveys to generate risk metrics for
analyzing port-centric supply chain disruption threats in [1]. Mokhtari [4] used fault
tree analysis and event tree analysis to assess the risk factors associated within sea
ports and offshore terminals operations and management based on experts’
judgement.

Cargo theft is referred to as a silent crime as it accounts for huge losses that
frequently go unreported, and can even occur without the product owner being
aware until days or weeks after the theft occurred [6]. Regarding current research on
cargo theft, most studies focus on the problem of theft prevention by introducing
software systems, hardware facilities or a set of managerial measures [7, 8]. In
addition to academic papers, there are also some regulations aiming at theft pre-
vention, for instance the Freight Security Requirement and the Trucking Security
Requirement issued by Technology Assets Protection Association. However, the
programs designed are not effective enough for preventing theft. To our knowledge,
there are no data-driven methods to cope with cargo theft risk analytics in the
real-world operational scenario in general and bulk cargo port in particular.

Bayesian networks are acyclic directed graphs that represent the conditional
dependencies, which are also considered as a graphical inference technique used to
express the causal relationship among the variables. Hence, Bayesian networks are
able to perform both predictive analysis and diagnostic analysis [9]. Hence, it is
widely used in modeling of complex systems and risk analysis of a wide variety of
accidents based on probabilistic and uncertain knowledge thanks to its flexible
structure and reasoning engine. Bayesian networks are applied as the modeling
technique and the model parameters are based on expert elicitation and learning
from historical data. It is powerful for analyzing relations between risk components,
visualizing specific risk structures and reasoning risk potential as well.

This paper aim at proposing a data-driven methodology based on Bayesian
networks for analyzing the relations between risk components of cargo theft and
early detection of theft risk, which is also applied it to a real-world bulk cargo port
in the south of China.
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3 Methodology

In this study, we consider the cargo theft detection as a two-class prediction
problem. As a supervised learning problem, the performance of a classifier relies on
how effectively it can learn from the training set. More specifically, one aspect that
affects learning quality is the predictive power of the selected features. Another
aspect is the proper adjustment of the learning process. The methodology is
depicted in Fig. 1, which consists of three main parts: (a) feature selection;
(b) Bayesian network learning; and, (c) model validation, testing and comparative
analysis.

3.1 Step A. Exploring Event Logs

The historical records are usually in the form of unstructured data, such as text.
Hence, word segmentation techniques are needed to extract meaningful features
from the theft reports in order to obtain structured data, such as license plate
numbers, timestamps and other related features.

3.2 Step B. Extracting Related Features of Risk Events
from Databases

Related operational logs in the logistics information system need to be extracted in
terms of license plate numbers and timestamps. All irrelevant features need to be
further filtered out from the extracted operational logs. As a result, the obtained
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Step E: Learning Bayesian Networks

N

Y

… …

Model 
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Step F: 
Model 
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Step G: 
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Fig. 1 The data-driven methodology for risk analysis based on Bayesian Networks
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initial dataset consists of historical records of the bulk cargo theft with structured
storage and related operational logs in the logistics information system including all
relevant features.

3.3 Step C. Preprocessing Data

After data exploration and data collection, we need to preprocess the initial dataset,
which mainly consists of two tasks: data balancing and data discretization.

From a model-refinement perspective, the fact that bulk cargo thefts are the focus
of the prediction but have a much smaller sample size than normal operations
provide the opportunity of utilizing imbalanced classification techniques to improve
the model sensitivity on the minority class. Hence, we use the Synthetic Minority
Oversampling Technique (SMOTE) [10] method to balance the initial dataset. On
the other hand, we keep binary variables and categorical variables in the dataset, but
use an entropy based technique: the Minimum Description Length Principle
(MDLP) [11] to discretize continuous variables. More specifically, we set bulk
cargo theft risk as the target variable for the supervised data discretization.

3.4 Step D. Selecting Key Features of Risk Events

After data preprocessing, feature selection (Fig. 2) is the next step to reduce the
dimensionality of the feature space by removing redundant, irrelevant, or noisy
data. A Bayesian network that is constructed directly from data related to the cargo
theft in the historical theft records and bulk ports’ database can be rather compli-
cated and thus lack readability because too much unimportant data is involved.
Feature selection is therefore crucial to obtain the most effective feature set for the
model construction. It supports a faster learning process, improves the data quality
and thereby the performance of prediction, as well as increasing the comprehen-
sibility of the analytical results [12, 13]. More specifically, we use feature ranking
methods and feature selection methods with two basic steps of subset generation
and subset evaluation for the ranking of each feature in every sub-dataset. Ranking
methods with different classification algorithms might give different results for the
classification accuracy. Comparative analysis is then performed based on the result
of cross validation. Finally, we choose the most effective composition of ranking
method and classification technique to select and ensure a subset of features giving
the highest effectiveness.
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3.5 Step E. Learning Bayesian Networks

After feature selection, learning the Bayesian networks is the next step. This
includes two major tasks: learning the graphical structure, and learning the
parameters for that structure. We design comparative experiments for the structure
learning by utilizing combinations of four score functions and heuristic structure
search algorithms including Hill Climbing and Tabu Search. More specifically,
score functions include Akaike information criterion (Aic), Bayesian information
criterion (Bic), Bayesian Dirichlet equivalent score (BDe) and k2 algorithm. In
addition, the goal of parameter learning is to obtain the optimal parameter values for
a given structure with a given corpus of complete data. Thus, we could simply use
the empirical conditional frequencies from the data. As parameter learning is
straightforward, we will mainly focus on learning the Bayesian network structure.

3.6 Step F. Model Validation

After the Bayesian network learning, we will use k-fold cross validation to evaluate
the performance of the classifiers. We choose the classification error as the loss
function to estimate how accurately the model will perform in practice, in order to
limit problems like overfitting and give insights on how the model will generalize to
an independent dataset.

Fig. 2 The methodology of feature selection
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3.7 Step G. Model Testing and Comparative Analysis

The last step is the model testing and comparative analysis. We test all the optimal
models of different combinations of score functions and heuristic structure search
algorithms by applying them to the separate test dataset. The output is a confusion
matrix, which can be used for analyzing the accuracy, the sensitivity and the
specificity in order to choose the optimum predictive model for the bulk cargo theft
risk.

4 Empirical Study

In this section, we apply the proposed methodology in the previous section to a
real-word cargo theft dataset, and we present the empirical study which consists of
the feature selection, the structure learning, the parameter learning, stratified cross
validation and model testing. Because of the limited space we present the whole
process of structure learning using only the combination of the score function with
k2 algorithm and the structure search algorithm with Hill Climbing. In addition, in
the following figures, we use the abbreviations HC for Hill Climbing; HC. Aic for
the combination of Hill Climbing and Aic and TABU. Aic for Tabu Search com-
bined with Aic. For convenience, all combinations adhere to this naming format.

4.1 Data Description and Preprocessing

The data used in this study originates from Port Corporation and Port Public
Security Bureau in the south of China. It consists of inspection records of delivery
trucks at the port from September 2013 until May 2014. In total, 5,320 records are
used in this case study, of which 4898 were reports were of normal deliveries and
422 were records of delivery with theft, which we refer to as delivery risk. Table 1
depicts a report example of risky delivery from sampling inspection.

Table 1 A report example of risky delivery

ID Event description

1 On the night of March, 14, 2014, driver Zhou drove the truck with plate number XiangX.
He stole 3.88 tons of brown coal (Indonesia coal, Lower Heating Value: 4,400 kcal/Kg)
from terminal A of Guangzhou Port by reforming or retrofitting the water tank of the
truck. The truck came into the terminal A with water in the tank and released the water
before loading. Then he secretly transported the stolen cargo, identified with a value of
455 yuan per ton and 1,765.4 yuan in total, to the factory B in DongGuan.
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First, we segment the text of inspection records using Rapidminer to obtain
features with structured storage. Then we extract related operational records from
the logistics information system in terms of license plate numbers and timestamps.
Based on these data, the domain experts of the practitioner and the police help us to
identify 38 relevant risk elements of the bulk cargo theft as the initial feature set.
After data preprocessing which includes data cleaning, data balancing using
SMOTE method and data discretization using MDLP method, we were left with
9,796 records in structure storage with 38 features in addition to the response
feature, i.e., normal of risk delivery.

4.2 Feature Selection

We use CFS (Correlation-based Feature Selection), GI (Information Gain), GR
(Gain Ratio), Chi (Chi-squared) and OneR to rank the features, in other words,
features in the initial feature set and output different ranking results. In Table 2, a
lower number means a more relevant feature for theft risk.

Based on the feature rankings in Table 2, we find that: (a) Different ranking
results are obtained by using various feature ranking methods. Some of these
outcomes are similar, especially using GI, GR and Chi. (b) The features ‘Cargo
Weight Deviation’, ‘Reformed or Not’, ‘Arrival time’ always rank the highest
independent of the method used. This means that these three features are closely
relevant to the theft risk of bulk cargo. (c) The features ‘Education Background’,
‘Weighbridge of Empty Cargo Truck’, ‘Weighbridge of Heavy Cargo Truck’ and
‘Operation Period Deviation’ always rank the lowest. It means that these four
features are most irrelevant features to the theft risk of bulk cargo. We use OneR,
Decision Tree (DT), Random Forest (RF), Naive Bayesian (NB) and Bayesian
Network (BN) as classifiers to evaluate the subsets, and classification accuracy is
estimated using ten-fold cross validation. In this practical problem, we test a given
classifier on a number of feature subsets, obtained from different ranking indices,
using classic evaluation indexes based on the classification confusion matric, i.e.,
accuracy, precision and recall. In particular, recall is the key evaluation index
because it measures what percentage of all risk events are correctly predicted.
Moreover, variance is used for evaluating the reliability of classification results. We
process 100 rounds of ten-fold cross validation in total. In each round, a given
classifier is applied to a feature set of one of the ranking methods (5 � 38 � 5
times cross validation in one round).

We decide the final feature set must fulfill the following three criteria: (a) the
accuracy must be above 70%; (b) the precision and recall must be above the zeroR
baseline (0.5); (c) the variance of the accuracy, precision and recall must be
between −20% and 20%. In addition, in every round, one combination of classifier,
selected feature set and ranking method must have the most effective performance
in terms of the recall. More specifically, as the number of selected features is
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Table 2 Feature ranking result

Feature CFS GI GR Chi OneR
1- Age 8 7 9 8 10

2- Education Background 34 34 34 34 34

3- Credit in Port 14 16 15 15 12

4- Region 32 33 31 27 29

5- Cargo Type 18 17 16 16 19

6- Trade Type 30 29 28 33 3

7- Import or Export 38 38 38 38 35

8- Customs Supervision 7 5 7 5 9

9- Cargo Price 33 32 33 32 28

10- Truck Manufacturer 19 19 21 21 20

11- Year of Manufacture 9 10 10 11 13

12- Registration Region 27 31 32 30 33

13- Truck Category 12 13 13 14 14

14- Reformed or Not 1 3 3 3 5

15- Ownership 26 28 29 29 31

16- Times of Filing 15 18 17 18 18

17- Blacklist 11 12 11 9 8

18- Yard Category 6 6 6 7 4

19- Specialized Yard 21 25 24 25 24

20- Cargo Volume 29 26 25 24 27

21- Consignor Level 13 11 12 13 17

22- Contract Category 20 22 19 19 26

23- Means of Payments 5 8 4 4 6

24- Arrival time 2 2 2 6 1

25- Leave time 22 20 20 22 21

26- Operation Period 4 4 5 2 7

27- Operation Period Deviation 37 36 36 36 36

28- Operation Period Fluctuation 28 30 26 28 30

29- Cargo Weight Deviation 3 1 1 1 2

30- Cargo Weight Fluctuation 31 27 30 31 32

31-Weighbridge of Empty Cargo 35 35 35 35 36

32- Weighbridge of Heavy Cargo 36 37 37 37 38

33- Arrival Date 24 24 22 20 22

34- Shift Category 25 23 27 26 23

35- Number of Workers 17 15 18 17 16

36- Number of Machineries 23 21 23 23 25

37- Weather 10 9 8 10 15

38- Busy Degree 16 14 14 12 11
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increasing in a given composition of classifier and ranking method, the recall of the
classification increases until it reaches a peak and then decreases again.

Table 3 presents the compositional classification results of all round 10-fold
cross validation. The classification quality for this dataset is obviously influenced
by the choice of ranking indices. When 17 features are selected, most rounds obtain
the best performance of cross validation with 61 of 100 rounds. Moreover, 47%
rounds gain the best performance by using the combination of GR and Bayesian
network. In this section, we focused on selecting the most effective feature set for
classification. Classification recall with GR ranking method is the highest for
Bayesian network, and also quite high for other classification algorithms as pre-
sented in Fig. 3. Therefore, we select these 17 features using the GR ranking
method for constructing the predictive model of cargo theft risk (features in blue of
Table 2).

Table 3 Compositional classification results of all rounds

Rounds Number of selected features Ranking method Classifier

35 17 GR Bayesian Network

21 19 OneR Random Forest

21 17 GI Naïve Bayesian

12 15 GR Bayesian Network

6 16 GR Random Forest

5 17 CFS OneR

Fig. 3 The classification results using GR ranking method
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4.3 Structure Learning and Analysis

We first equally divide the whole dataset into three subsets, keeping the same
proportion of risk delivery in each subset as in the original dataset. Then, two
subsets are used as the training set for learning and validating the model. The last
subset is used as the test set for testing the model performance. Bayesian networks
are able to graphically present the dependency between features through its struc-
ture topology. However, it could be difficult to understand or explain in case of
overfitting, which means a very complicated network structure. Hence, in this
study, we try to choose an optimal value for the maximum of father nodes while
learning the network structure, in order to insure that the structure learned is both
explainable and effective. As the parameter ‘mapx’ increases, errors of training and
cross validation decline sharply and the level of using combinations of structure
search algorithms, score functions and parameter learning algorithms as well.
Moreover, in the case of having maximum five father nodes, errors are at their
minimum independent of the combination. Thus we determine the maximum
number of father nodes as five.

Eight Bayesian network structures were built using the structure search algo-
rithm with HC and TABU, as well as various score functions. Even when applying
the same structure search algorithms, the learnt Bayesian network structures are
different due to different score functions. Nevertheless, all network structures
derived are rather similar, also in terms of arc strength, especially when HC is
applied. Moreover, meaningful insights are graphically provided in these network
structures. Especially coupling these results from quantitative information with
qualitative knowledge offered by domain experts is useful. The network structures
need to be further refined based on the domain knowledge and expert expertise, as
well as adding counter-measures for risk management. A network structures learnt
with HC.k2 is presented as an example in Fig. 4.

4.4 Parameter Learning and Analysis

In order to learn from discrete data, Bnlearn provides two methods for the
parameter learning: Maximum Likelihood estimation and Bayesian posterior
probability estimation [14]. In case that the training dataset is very large, the results
of the parameter learning are the same using these two methods. However, in reality
and especially in our case, the training set is rather small. Hence, we should con-
sider the choice of these two methods from two perspectives of computational
complexity and computational veracity. On the one hand, Maximum Likelihood
estimation with differential calculus has lower computational complexity than
Bayesian posterior probability estimation with multiple integrals. On the other
hand, Bayesian posterior probability estimation normally perform better computa-
tional veracity than Maximum Likelihood estimation.
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Since the training set is not big, Bayesian posterior probability estimation per-
forms better in this case. For instance, Fig. 5 shows the conditional probability
distribution of the ‘Cargo Theft Risk’ node using the structure learning algorithm
with HC, the score function with k2, the parameter learning algorithm with
Bayesian posterior probability estimation and five as the maximum number of
father nodes.

The subfigure in the bottom right corner (highlight in green rectangle) of Fig. 5
indicates that the cargo theft risk is highest when ‘Cargo Weight Deviation’ equals
2, ‘Means of Payments’ equals 2, ‘Reformed or Not’ equals 1, ‘Arrival time’ equals
2 and ‘Weather’ equals 1. In other words, this means that when a reformed truck
arrives at the port between 10 pm and 6 am to pick up a delivery of prepaid cargo
and the cargo weight deviates greatly from the normal value, then there is a sig-
nificant risk of the bulk cargo theft.

Fig. 4 The Bayesian network structure derived using HC and k2
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4.5 Model Validation and Model Testing

We performed cross validation using Bayesian posterior probability estimation and
Maximum Likelihood estimation. For instance, Fig. 6 presents the predictive error
of Bayesian posterior probability estimation.

In the case of structure learning algorithm with HC, the medians of the predictive
errors with Aic, Bic, BDe and k2 are similar, and the range is relatively small.
Nevertheless, there is an outlier in the predictive errors of HC.Aic, which indicates
the volatility. Moreover, the predictive error of HC.k2 has the smallest range while
also being most stable. By comparing the medians of the predictive errors, Bayesian
posterior probability estimation performs better than Maximum Likelihood esti-
mation as a whole. Moreover, HC performs better than TABU. Furthermore, the
HC.k2 with Bayesian posterior probability estimation performs the best.

Figure 7 presents the results of the model testing with various combinations of
structure learning algorithms and score functions. All models except for TABU.
Aic, have accuracy above 80%, which indicates that the risk prediction model based
on Bayesian network has high reliability and accuracy. The predictive model of HC.

Fig. 5 The conditional probability distribution of ‘Theft Risk’ node
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k2 has the highest accuracy and recall, and the predictive model of HC. BDe has the
highest specificity. Considering three indexes of accuracy, recall, specificity, the
predictive models using HC performs better than models using TABU.

Fig. 6 The predictive error of cross validation using Bayesian posterior probability estimation

Fig. 7 The results of the model testing
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5 Conclusion and Future Work

In this paper, we presented a novel data-driven methodology to predict the theft risk
of bulk cargo in port. First, key features of the theft risk were selected using
combinations of feature ranking methods and classification algorithms. Then
Bayesian networks were constructed from the event data of the bulk cargo theft
extracted from sampling inspection records of delivery trucks and the operational
records in logistics information systems of port. Furthermore, we evaluated and
comparatively analyzed these predictive models derived using various structure
learning algorithms and parameter learning algorithms considering the real world
scenario. Finally, domain knowledge and expert expertise were explored to refine
the model and add counter-measures.

The validation and testing results with indexes of accuracy, recall, specificity all
above 80% indicate that the predictive models are capable to effectively predict the
theft risk of bulk cargo in port. The optimal predictive model is selected using a
comparative analysis, which can be utilized for organizations of interest to
pre-control the theft risk and narrow down the list of suspect trucks. Moreover, the
predictive model of Bayesian network provides a visually understandable repre-
sentation of the cargo theft risk, with the relations between relevant elements
involved. Other than the ‘black box’ characteristic of some classification methods,
Bayesian network provide better interpretability, which is essential for management
optimization.

Potential future work directions are: a) Refine the predictive model via expert
interview and practical application. b) Include additional features in the model to
improve the accuracy and the effectiveness, e.g., currently we have not considered
the communication of driver of delivery trucks, while these theft risk actually
spread through the social contact of truck drivers.
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Evolutionary Game Analysis of Service
Outsourcing Strategy for Manufacturing
Enterprises Based on Servitization

Ruize Ma, Changli Feng, and Lin Jiang

Abstract The transformation of manufacturing enterprises from traditional man-
ufacturing to service-oriented manufacturing is one of the most important ways to
upgrade and enhance competitiveness. Whether the manufacturing enterprise out-
sources the service business to the producer service providers or internalize the
service business is an important problem in the transformation process. Based on
the profit function of manufacturing enterprises and producer service providers, this
paper establishes a two-party asymmetric evolution game model, explores the rules
of manufacturing enterprises and producer service providers to implement serviti-
zation strategies, and uses MATLAB simulation to deeply study the influence of
relevant factors on the implementation of servitization strategy in cooperation
between manufacturing enterprises and producer service enterprises. The results
show that the successful implementation of service outsourcing strategies in man-
ufacturing enterprises depends on manufacturers’ own conditions and the market
environment. The elasticity of demand for service product quality in external
markets, and the cost coefficient of enterprises in providing service products are
both positively related to the willingness of manufacturing enterprises and producer
service providers to cooperate in implementing servitization strategies. The loss
caused by unsuccessful cooperation is negatively related to the willingness of
cooperation between the two parties.
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1 Introduction

Since Vandermerwe and Rada state that the servitization of manufacturing enter-
prises is a concept that the manufacturing enterprise has changed from providing
only physical products, or the combination of physical products and simple services
to providing “good+service package” [1], there have been growing studies in this
field. By analyzing North American automotive manufacturing industry data,
Vickery found that integrating service elements into manufacturing products can
increase corporate profits [2], Ambroise analyzes the financial data of 184 manu-
facturing enterprises and finds that after the implementation of servitization, man-
ufacturing enterprises can interact with clients, so that they can discover more
potential profit opportunities [3]; Based on the data from Swedish manufacturing
enterprise, Visnjic and Van claim that after adding services to products, the man-
ufacturers’ profits increased exponentially with the increase of the service scales
[4]. Shanghai Electric Group expands its market share by implementing a serviti-
zation strategy, increasing 10 billion yuan of sales value every year by services such
as design and installation [5]. The Chinese government also attaches great impor-
tance to the servitizaion work of manufacturing enterprises, in the promulgation of
“Made in China 2025”, service-oriented manufacturing is listed as an important
strategic task [6]. Therefore, the research on promoting the implementation of the
servitization strategies is an important theoretical and practical work.

Manufacturing enterprises are constrained by their own resources in the process
of service transformation, and often need to outsource service business to profes-
sional producer service providers to complete servitization strategy [4]. For
example, Shenyang Machine Tool outsources the financial services to Hua Xia
Bank, and meets the individual needs of customers through financial instruments
[7]. Haier Group cooperates with New Zealand FPA and GE’s R&D department to
design fine decoration and intelligent systems for customers [8], Shaanxi blower
group outsources the equipment maintenance business to Beijing Zhongru
Technology company to provide after-sales maintenance services [9]. However,
IBM has gradually withdrawn from the low value-added manufacturing sector
through its own service business, and has completely transformed into an infor-
mation system solution provider [10], GE also achieves higher returns than its
competitors through self-financial and medical services, using the “goods+service
package” service model [8]. Therefore, in the process of transformation, whether
enterprises outsource service business to producer service providers, or internalize
service business is a very valuable problem [8]. However, in the existing research,
the manufacturing enterprises mainly put eyes on their own servitization strategies,
while less attention is paid to the research on the servitization of manufacturing
enterprises with the help of producer service enterprises. Focus on the lack of
existing research, this paper analyzes how manufacturing enterprises can conduct
servitization strategies with producer service providers.

The process of jointly implementing servitization strategies by manufacturing
enterprise joint producer service providers is accompanied by the problems of
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income distribution and cost sharing, and is the game process of related enterprises
[8]. This process is affected by many factors, including: the elasticity of demand for
the quality of service products in the external market of enterprises [11]; the cost
coefficient of providing service products by enterprises [12]; the cooperation costs
of the other parties due to the unwillingness of one party to cooperate loss [13].
After studying the above influencing factors, this paper combines the cost-benefit
theory in economics to construct the profit function of each stakeholder, and
establishes an asymmetric evolutionary game model to solve the evolutionary
stability strategy (ESS) of both sides in the game. Evolutionary game theory is
based on bounded rationality, combined with game theory analysis and dynamic
evolutionary process analysis. It is an effective method to analyze such problems.
Finally, exploring the mechanism of the various influencing factors on the imple-
mentation of cooperation between manufacturing enterprises and producer service
providers through MATLAB simulation. The results can not only provide theo-
retical guidance for enterprises to implement servitization strategies, but also fill the
research gap of the implementation of servitization between manufacturing enter-
prises and producer service providers, enrich and develop the servitization theory.

2 Evolutionary Game Model Construction

2.1 Problem Description

With the advent of the service economy era, the personalized needs of customers
have driven the increasing demands of manufacturing enterprises for service
products, and manufacturers have transformed from traditional product manufac-
turers to product service integrators. Manufacturing enterprises can directly carry
out services, and can also outsource services to producer service providers, so that
service producer service providers can replace manufacturers in the market. The
mode of joint service between manufacturing enterprises and producer service
providers can increase the income source of producer service providers and enhance
the competitiveness of manufacturing enterprises [3], making manufacturing
enterprises in an advantageous position in market competition [11]. However, in the
process of outsourcing, manufacturing enterprises and producer service providers
will be affected by many factors, which may cause loss of profits for both sides of
the game and lead to the failure of service outsourcing. What’s more, the strategy
space of manufacturing enterprises is (outsourcing, self-operated), and that of
producer service providers is (cooperation, non-cooperation). The game model is
built based on the strategy and revenue relationship of both sides. The behavior
evolution of both sides is studied according to the replicated dynamic equation.
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2.2 Model Assumption

Assumption 1. In the initial stage of the game, the probability of manufacturing
enterprises choosing “outsourcing” strategy is x(0 � x � 1), the probability of
selecting “self-operated” strategy is 1−x; the probability that a producer service
provider chooses to “cooperate”with a manufacturing enterprises is y (0 � y � 1),
and the probability of “uncooperative” is 1−y. Moreover, both sides of the game are
considered with bounded rationality, and the strategy of evolutionary stability
(ESS) is achieved after learning, imitating and trial-and-error in the repeated games.

Assumption 2. From the perspective of the external environment of the manu-
facturing enterprise, with increased customer demand for product services, the
enterprises are unable to respond quickly to customer needs due to limited
resources, thus the enterprises’ willingness to outsource the service business to a
professional producer service provider is more intense [14]. We assume that a is the
demand quality elasticity, which means the degree of customer demand for product
service quality (0 � a � 1). When a tends to 1, the customer’s requirements for
product service quality are extremely high, which is conducive to the cooperation
between manufacturing enterprises and producer service providers. Conversely,
when a tends to 0, the customer’s demand for product service quality is extremely
low, which is not conducive to the cooperation between manufacturing enterprises
and producer service providers.

Assumption 3. From the perspective of the internal environment of manufacturing
enterprises, enterprises are constrained by their own resources, the cost of entering
the service field is higher, which makes enterprises tend to outsource service
business that they are not good at to producer service providers [13]. Therefore, we
assume that b is the quality cost coefficient, which represents the degree of difficulty
in providing services (0 � b � 1). When b tends to 1, it means that the cost of the
service business provided by the enterprise is extremely high. Conversely, when b
tends to 0, the cost of providing services is extremely low.

Assumption 4. In order to highlight the leading role of services in the “good
+service package”, we assume that the quality of the service-oriented product
mainly depends on the quality of the service, regardless of the influence of other
factors, so the demand of manufacturing enterprises is a function of the price and
quality of service products they provide.

Assumption 5. Similar to the practice of many scholars (such as Bernstein et al.
[12]), the demand function is a linear function of price and quality, demand price
elasticity is 1.

Assumption 6. According to Sunghee’s [8] latest research and related literature on
quality cost [12], it is assumed that the technical conditions of self-service provision
by manufacturing enterprises are the same as those of productive service enter-
prises, and the cost of service is a quadratic index (concave) function of quality.
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Assumption 7. When a manufacturing enterprise implements a service out-
sourcing strategy but a producer service provider adopts a non-cooperative strategy,
the manufacturing enterprise needs to pay extra cost cG (such as opportunity cost,
time cost et al.). Conversely, when a producer service provider adopts a cooperative
strategy and the intention to manufacture enterprise service outsourcing is not
strong, the service provider needs to pay an additional cost cS. When a manufac-
turing enterprise outsources the service business to a producer service provider, the
income generated by producer service providers is u.

Assumption 8. When a manufacturing enterprise purchases a service product from
a producer service provider, it must pay a related fee at a time, such as purchasing a
technology, and the cost does not change with the demand of the product in a short
period of time.

Assumption 9. The service capability of the manufacturing enterprise is lower
than the producer service provider(qS > qM). After manufacturing enterprise suc-
cessfully implements the service outsourcing strategy, the service cost is reduced
with the help of the producer service provider. The model parameters and meanings
are shown in Table 1.

2.3 Model Building

Evolutionary game theory is that in the initial state of a given group, each of the
bounded rationality individuals learns from each other and makes decisions over
time, finally reaches a stable state. Relatively independent manufacturing enter-
prises and producer service providers coexist in the market to form a group. After
reading researches from Bernstein [12] and Huang [13], this paper combines the
cost-benefit theory in economics to propose the market profit function of manu-
facturing enterprises (i = M) and producer service providers (i = S):

Table 1 Model parameter
summary table

Parameter Meaning

a Demand quality elasticity (0 � a � 1)

b Quality cost coefficient (0 � b � 1)

pi Product price (i = M, S)

qi Product quality (i = M, S)

Di Demand function (i = M, S)

Ci Cost function (i = M, S)

pi Profit function (i = M, S)

ci Unilateral service cost (i = M, S)

u Income increase

ui Market foundation (i = M, S)
a Note Subscript M stands for manufacturing products and S
stands for service
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Di ¼ ui þ aqi � pi ð1Þ

Ci ¼ 1
2
bq2i ð2Þ

pi ¼ uipi þ aqipi � p2i �
1
2
bq2i ð3Þ

Equation (1) represents the demand function of the manufacturing enterprise or
the producer service providers. The demand of the enterprise product equal to the
enterprise market basic demand plus the demand increase caused by the service
quality, minus the demand reduction caused by the price. Cause the cost function
(Ci) is a quadratic exponential function of the quality of service (qi). (2) represents
the enterprise cost function, from which the profit function (pi) of the enterprise of
(3) is obtained, which is equal to the demand function multiply by the price product
minus the cost.

According to the definition of the assumptive partial variables and the above
definition of the profit function, the game income matrix of the manufacturing
enterprise and the producer service providers is constructed, as shown in Table 2.

When a manufacturing enterprise games with a producer service provider, the
benefits of the two sides of the game are different under different strategic com-
binations. If the manufacturing enterprise and the producer service provider adopt
an outsourcing and cooperation strategy respectively, in (1), the quality of products
put into the market by manufacturing enterprises is qS. According to Assumption 8,
the manufacturing enterprise must pay a one-time fee pS for the service, and the
producer service provider obtains the profit(u) due to the service outsourcing.
Therefore, the profit of the manufacturing enterprise is uMpM + aqSpM − pM

2 − pS,
and the profit of the producer service provider is pS + u.

If manufacturing enterprises adopt service self-operated strategy and producer
service providers adopt cooperative strategy, service enterprises will pay extra cost
cS. At this time, the income of producer service providers is pS−cS, and that of
manufacturing enterprises is pM.

Table 2 Game income matrix

Expected benefits under different
strategies

Manufacturing enterprises

Outsourcing x Self-operated 1 − x

Producer
service
providers

Cooperate
y

pS þ u;

uMpM þ aqSpM � p2M � pS

pS � cS;

pM

Uncooperative1 − y pS;

pM � cM

pS;

pM
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If producer service providers adopt non-cooperative strategy and manufacturing
enterprises adopt service outsourcing strategy, manufacturing enterprises need to
pay extra cost cM. At this time, the income of manufacturing enterprises is pM-cM,
while that of producer service providers is pS.

If manufacturing enterprises and producer service providers adopt self-operated
and non-cooperative strategies respectively, the profits of manufacturing enterprises
and producer service providers are pM and pS.

We calculate the expected revenue and average revenue of both players. As
shown in (4)–(6), f1 is the expected revenue when manufacturing enterprises choose
service outsourcing strategy, f2 is the expected revenue when manufacturing
enterprises choose service self-operated strategy, and f12 is the average revenue of
manufacturing enterprises.

f1 ¼ y uMpM þ aqSpM � p2M � pS
� �þ 1� yð Þ pM � cMð Þ ð4Þ

f2 ¼ ypM þ 1� yð ÞpM ¼ pM ð5Þ

f12 ¼ xf1 þ 1� xð Þf2 ¼ x½yðuMpM þ aqSpM

� p2M � pSÞþ 1� yð Þ pM � cMð Þ� þ 1� xð ÞpM
ð6Þ

Similarly, as shown in (7)–(9), f3 is the expected revenue when producer service
providers choose cooperation strategy, f4 is the expected revenue when producer
service providers choose non-cooperation strategy, and f34 is the average revenue of
producer service providers.

f3 ¼ x pS þ uð Þþ 1� xð ÞðpS � cSÞ ð7Þ

f4 ¼ xpS þ 1� xð ÞpS ¼ pS ð8Þ

f34 ¼ yf3 þ 1� yð Þf4 ¼ y½x pS þ uð Þ
þ 1� xð Þ pS � cSð Þ� þ 1� yð ÞpS

ð9Þ

The strategy growth rates F(x, y) and G(x, y) of both sides of the game are not
only proportional to the proportion of individuals who choose this strategy at a
certain time(t), but also proportional to the difference between the revenue and the
average revenue. The dynamic replication equation between manufacturing enter-
prises and producer service providers is obtained, as shown in (10) and (11).
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F x; yð Þ ¼ dx
dt
¼ x f1 � f12

� �
¼ x 1� xð Þ f1 � f2ð Þ

¼ x 1� xð Þ½yðaqSpM � aqMpM
�pS þ 1

2 bq
2
M þ cMÞ � cM �

ð10Þ

G x; yð Þ ¼ dy
dt
¼ y f3 � f34

� �
¼ y 1� yð Þ f3 � f4ð Þ

¼ y 1� yð Þ x uþ cSð Þ � cS½ �
ð11Þ

3 Evolutionary Game Model Solution

3.1 Local Stability Analysis of Model

Let F(x, y) = 0 and G(x, y) = 0, we can get 5 local equilibrium points, which are
(0, 0), (0, 1), (1, 0), (1, 1), (x*, y*), where x� ¼ cS

uþ cS
, y� ¼ cM

aqSpM�aqMpM�pS þ 1
2bq

2
M þ cM

.

The Jacobian matrix (12) is derived from the replicated dynamic (10) and (11), and
the local stability of the equilibrium points of the system is analyzed.

J ¼
dF
dx

dF
dy

dG
dx

dG
dy

" #
¼ e11; e12

e21; e22

� �
ð12Þ

e11 ¼ 1� 2xð Þ y aqSpM � aqMpM � pS þ 1
2 bq

2
M þ cM

� �� cM
� �

e12 ¼ x 1� xð Þ aqSpM � aqMpM � pS þ 1
2 bq

2
M þ cM

� �
e21 ¼ y 1� yð Þ uþ cSð Þ

e22 ¼ 1� 2yð Þ x uþ cSð Þ � cS½ �

The determinant (13) and trajectory (14) of Jacobian matrix are calculated
according to 5 equilibrium points.

DetJ ¼ dF
dx

j xi;yið Þ �
dG
dy

j xi;yið Þ �
dF
dy

j xi;yið Þ �
dG
dx

j xi;yið Þ ð13Þ

TrJ ¼ dF
dx

j xi;yið Þ þ
dG
dy

j xi;yið Þ ð14Þ

Based on the above assumptions and using the Jacobian matrix local stability
analysis method, 5 local equilibrium points are brought into (13) and (14)
respectively for local stability analysis. The results are shown in Table 3.

From the analysis of Table 3, we can see that there are (1,1) and (0,0) two
evolutionary stabilization strategies (ESS) in the 5 equilibrium points due to the
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limited rationality of both sides of the game. They are two extreme situations in the
game process of manufacturing enterprises and producer service providers, namely
(outsourcing, cooperation) and (self-operated, non-cooperation) strategies. Among
them, (0, 1) and (1, 0) are unbalanced points, (x*, y*) are saddle points, the saddle
points are unstable, and the broken line composed of unbalanced points is the
critical line convergent to the above two extreme cases. The dynamic process of the
game between manufacturing enterprises and producer service providers is ana-
lyzed on the equilibrium solution domain R = {(x,y)|0 < x = 1,0 < y = 1}. As
shown in Fig. 2, when the initial probability (x,y) of the strategies chosen by both
sides falls in the right area of the broken line BOD, the strategies converge to the
equilibrium point C(outsourcing, cooperation), that is, the strategy of service out-
sourcing is successfully implemented. Conversely, when the initial strategy prob-
ability falls on the left side of the broken line, it converges to equilibrium point A
(self-operated, non-cooperation), that is, the implementation of service outsourcing
strategy fails.

Figure 1 When SABOD > SBCDO, the probability of failure to implement a service
outsourcing strategy for manufacturing enterprises is large. When SABOD = SBCDO,
the probability of the system evolving to two stable strategies is equal. When
SABOD < SBCDO, the probability of service outsourcing success is greater than that
of failure. In this paper, the area of SABOD is denoted as S1, the area of SBCDO is
denoted as S2, and S1 + S2 = 1. The formula of S1 is (15). Therefore, the parameters
affecting the area of S1 are the parameters affecting the evolution strategies of both
players in the game. Therefore, through the parameter analysis of S1 formula, it can
be transformed into the analysis of factors influencing the successful implementa-
tion of service outsourcing strategy.

S1 ¼
cSðaqSpM � aqMpM � pS þ 1

2 bq
2
MÞþ cMu + 2cMcS

2 uþ cSð ÞðaqSpM � aqMpM � pS þ 1
2 bq

2
M þ cMÞ

ð15Þ

Table 3 Local stability analysis

Equilibrium
point

DetJ Symbol TrJ Symbol Local
stability

x = 0, y = 0 cMcS + �ðcM þ cSÞ – ESS

x = 1, y = 0 cMu + cM þ u + Instable

x = 0, y = 1 ð12 b q2M � pSÞu + pS � 1
2 b q

2
M þ u + Instable

x = 1, y = 1 �cSðpS � 1
2b q

2
MÞ + 1

2b q
2
M � pS þ cS – ESS

x = x*,
y = y*

�cMcSuð12bq2
M�pSÞ

ðuþ cSÞðaqSpM�aqMpM �pS þ 1
2bq2

M þcM Þ
– 0 0 Saddle

point
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3.2 Analysis of the Results of Evolutionary Game Models

The following uses MATLAB to find the first-order partial derivative of the demand
quality elasticity a, the quality cost coefficient b of the area (11) and the unilateral
service outsourcing cost coefficient ci of the two sides of the game, and analyze the
impact of the demand quality elasticity, the quality cost coefficient and the uni-
lateral service outsourcing costs on the outcome of the game.

(1) Demand quality elasticity

For the equation S1, the first-order partial derivative of the demand quality
elasticity (a) is obtained dS1

da
¼ �0:5pM cS þ uð Þ qS � qMð Þ 3cScM � 2acSqMpM�ð

2cSpS þbcSq2M þ cMuþ 2acSqSpMÞ\ 0, so S1 is the monotonic decreasing function
of a, that is, as the customer’s demand for product service quality increases, the
value of S1 decreases, and the value of S2 increases. Increased probability of game
outcomes evolving into service outsourcing strategies, and the easier it is for
manufacturing enterprises to successfully implement service outsourcing strategies.

(2) Quality Cost Coefficient

For the equation S1, the first-order partial derivative of the quality cost coefficient
(b) is obtained dS1

db ¼ �0:25q2M cS þ uð ÞðbcSq2M � 2acSpMqM þ 3cMcS � 2cSpS þ
cMuþ 2acSpMqSÞ\0, so S1 is the monotonical decreasing function of b, that is, as
the degree of service difficulty of the enterprise increases, the value of S1 decreases,
the value of S2 increases, the probability of both sides of the game evolving to
service outsourcing strategy increases, making it easier for manufacturing enter-
prises successfully implement service outsourcing strategies.

Fig. 1 Phase diagram of
strategic evolution
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(3) Unilateral Service Outsourcing Costs

For the equation S1, the first-order partial derivative of the unilateral service
outsourcing cost cG of the manufacturing enterprise and the unilateral service
outsourcing cost cS of the producer service providers are obtained dS1

dcG
¼ ðcS þ

uÞðcMcS þ 0:5cMuþ 0:5cSðaqSpM � a qMpM � pS þ 1
2 bq

2
MÞÞþ ðcS þ uÞðcS þ 0:5uÞ

ðaqSpM � a qMpM � pS þ 1
2 bq

2
M þ cMÞ[ 0; dS1

dCs
¼ 0:125ð2a qs pM � 2aqMpM �

2pS þ bq2M þ 2cMÞð8cMcS � 4cSpS þ 6cMu� 2pSuþ 2bcSq2M þ bq2Mu� 2aqMpMuþ
2aqSpM�4acSqMpM þ 4acSqSpMÞ[ 0 respectively, so that S1 is a monotonically
increasing function of cG and cS, that is, with the increase of cG and cS, the value of
S1 increases, the value of S2 decreases, the probability of both sides of the game
evolving to service outsourcing strategy is reduced, making it difficult for manu-
facturing enterprises to implement service outsourcing strategies.

4 Numerical Simulation

4.1 Parameter Setting

In order to intuitively analyze the influence of different parameters on the evolution
of outsourcing strategy in manufacturing enterprises, the parameters of this paper
are set according to replication dynamic equation and assumptions conditions. The
dynamic evolution process of the strategy is simulated by using MATLAB, and the
influence of the factors on the evolutionary stability strategy (ESS) trajectory in the
outsourcing process of manufacturing enterprises is further analyzed. The numerical
examples are a = 0.7, b = 0.88, pM = 0.25, pS = 0.175, qM = 0.2, qS = 0.45,
cM = 0.7, cS = 0.5868, u = 0.2.

4.2 Simulation Analysis

Based on the above experimental data, numerical simulation is carried out to more
intuitively analyze the effects of demand quality elasticity a, quality cost coefficient
b and unilateral outsourcing cost ci on the evolution of game strategy.

(1) The Impact of Demand Quality Elasticity on Strategy Evolution

The numerical simulation results of the effect of demand quality elasticity a on
S1 are shown in Fig. 2 (a), with the increase of a from 0 to 1, the value of S1
decreases linearly in the interval [0.52, 0.64], which makes the game strategy
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converge to (outsourcing, cooperation). This shows that demand quality elasticity is
one of the factors to promote the service outsourcing strategy.

The abscissa t of Fig. 2 (b) is the dynamic evolution time, and the ordinate x is
the probability of choosing service outsourcing strategy of manufacturing enter-
prises. With the gradual increase of a, that is, the higher the customer’s demand for
service quality of service products, the greater the slope of the curve, the faster the
evolution speed, and the stronger the willingness of manufacturing enterprises to
cooperate with producer service providers, which can give full play to the pro-
fessional service capabilities of producer service providers, so the manufacturing
enterprises can provide integrated solutions to customer needs, improve the level of
end-customer service and increase manufacturing enterprises’ income, enhance the
competitiveness of manufacturing enterprises, and promote manufacturing enter-
prises and producer service providers to reach a servitization strategy alliance.

(2) The Effect of Quality Cost Coefficient on Strategy Evolution

The simulation results of the effect of quality cost coefficient b on the value of S1
are shown in Fig. 3 (a). As b increases from 0 to 1, the value of S1 decreases
approximately linearly in the interval [0.47, 0.74], which makes the game strategy
converge to (outsourcing, cooperation). This shows that the increase of quality cost
coefficient is one of the factors to promote the success of service outsourcing
strategy. Comparing the slope of Fig. 2 (a) and Fig. 3 (a), we can see that b has a
stronger influence on the evolution of service outsourcing strategy than a, that is,

Fig. 2 The effect of demand quality elasticity on strategy evolution
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demand quality elasticity has a more significant effect on the promotion of service
outsourcing strategy than quality cost coefficient.

Figure 3 (b) shows that with the increase of b value, manufacturing enterprises
and producer service providers evolve into service outsourcing strategy. And the
higher the quality cost coefficient, the faster the evolution rate of service out-
sourcing strategy. It can be explained that, with the increasing difficulty of pro-
viding services, manufacturing enterprises will outsource services that they are not
good at to producer service providers. Compared with the “good+service package”
of service providers after establishing strategic alliance relationship, manufacturing
products can better meet the individual needs of customers, enhance customer
loyalty and bring competitive advantages to service enterprises alliance. and the
profits of manufacturing enterprises and service providers are increased. Thus, it
promotes the implementation of service outsourcing strategy in manufacturing
enterprises.

(3) The Impact of Unilateral Service Outsourcing Cost on Strategic Evolution

As shown in Fig. 4 (a), S1 increases with the increase of manufacturing enter-
prises’ unilateral outsourcing cost cG and producer service providers’ unilateral
servicing cost cS. In the later period, S1 grows slowly, and the slope of cS is larger.
This shows that with the increase of the cost of unilateral service outsourcing, the
game strategy converges to (self-operated, non-cooperation). Compared with
manufacturing enterprises, producer service providers are more vulnerable to the
impact of unilateral service outsourcing costs and shake the willingness of service
outsourcing, and the impact of unilateral service outsourcing costs on service
strategy also has the law of diminishing marginal benefits.

According to Fig. 4 (b) and (c), with the gradual reduction of the cost of uni-
lateral service outsourcing and the acceleration of its evolution, manufacturing

Fig. 3 Impact of quality cost coefficient on strategy evolution
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enterprises and producer service providers can choose service outsourcing strate-
gies. When the unilateral service cost of manufacturing enterprises is too high
(cG = 1.6) and the unilateral service cost of producer service providers is too high

Fig. 4 The impact of
unilateral service outsourcing
cost on strategic evolution
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(cS = 1.2 or cS = 1.6), the anticipation of service input cost of enterprises is
increased, which leads to the evolution of game strategy towards (self-operated,
non-cooperation).

5 Conclusion

The servitization strategy is an important path for the transformation and upgrading
of manufacturing enterprises, and how to carry out servitization is an important
issue. In order to explore whether the manufacturing enterprise should self-operate
the service business, or outsource the service to the producer service providers, this
paper uses the cost-benefit theory to construct the main stakeholder profit function
in the market, establish the evolutionary game model of the manufacturing enter-
prise and the producer service providers, analysis the factors that affect the
implementation of service outsourcing strategies between manufacturing enterprise
and producer service providers through the MATLAB Simulation. According to the
conclusions of this paper, the decision makers of manufacturing enterprises are
provided with suggestions on the implementation of servitization strategy under the
cooperation of producer service providers.

The higher the customer’s requirements for service quality of service products,
the stronger the willingness of manufacturing enterprises to outsource services, and
the more favorable to the cooperation between manufacturing enterprises and
producer service providers. Manufacturing enterprise decision-makers should pay
attention to the customers’ demand for service quality, focus on establishing
cooperation relationships with their product-related service departments, establish a
good interaction mechanism, create a good communication environment, actively
communicate and coordinate with partners, and develop effective solutions for
customers, making the manufacturing enterprise and the producer service providers
take service as a link of mutual benefit.

The greater the difficulty of providing high-quality services, the more incentives
for manufacturing enterprises to actively cooperate with producer service providers
to implement servitization strategies. Decision makers of manufacturing enterprises
should give full play to the professional service capabilities of producer service
providers, recognize their own shortcomings, actively cooperate with producer
service providers from the perspective of cost reduction, integrate service elements
into products, improve product quality, and meet the personalized needs of
customers.

Reducing the cost of unilateral service outsourcing can promote the successful
implementation of service outsourcing strategies, and producer service providers
are more susceptible to unilateral service costs and shake the willingness of service
outsourcing. Therefore, decision-makers in manufacturing enterprises should pay
attention to the control of unilateral service costs of producer service providers,
reduce the cost expectations of producer service providers, and enhance the will-
ingness of cooperation. Because the impact of unilateral service outsourcing cost on

Evolutionary Game Analysis of Service Outsourcing Strategy … 271



service outsourcing strategy has a law of diminishing marginal benefits, enterprise
decision makers should pay attention to the control of initial cost of service.
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Variable-Scale Clustering Based
on the Numerical Concept Space

Ai Wang, Xuedong Gao, and Minghan Yang

Abstract Traditional data mining application is an iterative feedback process
which suffers from over-depending on both business and data specialists’ decision
ability. This paper studies the variable-scale decision making problem based on the
scale transformation theory. We propose the numerical concept space to model
significant information and knowledge after business and data understanding. An
algorithm of variable-scale clustering is also put forth. A case study on TYL pro-
duct management demonstrates that our method is able to achieve accessible and
available performance in practice.

Keywords Variable-scale clustering � Concept space � Product management �
Decision making

1 Introduction

Traditional data mining application (see Fig. 1) is an iterative feedback process
accomplished by both business and data specialists [1]. These highly
people-dependent process affects not only the algorithm performance but also
results accuracy. However, seldom studies focus on how to automatically determine
whether next iteration should be launched, rather than human decision making.

Research in decision theory finds that people make decisions by means of mul-
tiple perspectives, hierarchies, and dimensions [2]. Moreover, the problem-solving
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model in cognitive psychology proves that people solving problems through
transforming different analysis dimensions in the problem space [3]. It can be seen
that scale transformation contributes to the intelligent decision making.

Several researches have made some breakthrough in scale transformation anal-
ysis [4, 5]. Figure 2 describes the mechanism of variable-scale decision making.
There are three main phases: (1) Multi-scale dataset establishment. The purpose of
this stage is to model business and data understanding results through the concept
space. (2) Scale transformation process control. This stage aims to obtain better
analysis results through automatically transforming analysis scale (based on the
scale transformation rate). (3) Result satisfaction degree evaluation. Since decision
making prefer to get an acceptable solution for management activities instead of an
unexplainable optimal result, this stage is to discover satisfy results by granularity
deviation.

The current concept space model is built for character type data, which is not
able to solve variable-scale decision making tasks in numerical dataset [6, 7].
Therefore, this paper studies the numerical variable-scale clustering problem for
intelligent decision making.

The main contributions are as follows: First, we establish the numerical concept
space (CSn) to describe numerical dataset. Second, we propose a variable-scale
clustering algorithm in the perspective of scale down transformation. Related
measurements, such as the scale down transformation rate (SDTR) and granular
deviation  ( ), are also improved. Third, a difference management solution of
TYL products is put forth. Experiment shows that our proposed algorithm is able to
obtain accessible and available results in practice.

Problem
Description

Objective 
Determination

Task
Definition

Data
Preparation

Modeling

Evaluation

Deployment

Data

Fig. 1 The application
process of data mining project
[1]
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2 Research Method

2.1 Numerical Concept Space

Concept space consists of two parts, i.e., concept chain and value space (see Fig. 3).
In terms of a data mining project, concept chain is utilized to model the knowledge
of business understanding, while value space aims to describe the information of
data understanding [5].

According to the feature of numerical data, the hierarchy structure of numerical
concept space (CSn) has several principles: (1) there is the partial order relation
between concepts on the lower and higher hierarchy, i.e. CHi 4CH iþ 1ð Þ, (2) con-
cept determines the value on the same hierarchy, i.e., CHi , [ Vij Vij 2 N þ� �

,
(3) value obeys the relation of the concept on the same hierarchy, i.e.,
CHi 4 CHk ! Vij †Vkj

� � ^ ðVij [ VkjÞ.

Fig. 3 The numerical concept space

Fig. 2 The mechanism of variable scale decision making
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Definition 1: The scale down transformation rate (SDTR) is:

SDTR AO;AT
� � ¼

Xm

j¼1
AO AT

j

� ����
���= Uj j ð1Þ

AO AT
j

� �
¼ [fAO

i jAO
i �AT

j g ð2Þ

Where U=AO ¼ AO
1 ;A

O
2 ; � � � ;AO

n

� �
, U=AT ¼ AT

1 ;A
T
2 ; � � � ;AT

m

� �
, and SDTR

AO;ATð Þ 2 0; 1½ �.
It can be seen that original scale AO is more similar to target scale AT when

SDTR AO;ATð Þ grows larger.
Definition 2: Let CI represents a cluster with n instances and m attributes
xij 2 CI
� �

, a is an attribute of CI , CP represents the nearest cluster of CI with l
instances xpj 2 CP

� �
, the granular deviation of scale-down mechanism  ( ) is:

ð3Þ

d xij; xPj
� � ¼

Xn
i¼1

xij � xPj
�� ��=n ð4Þ

G U=að Þ ¼
Xk
l¼1

aij j2=n2 ð5Þ

xPj ¼
Xl

p¼1

xpj=l ð6Þ

Where xPj is the cluster center of CP, d xij; xPj
� �

is the mean deviation towards
xPj, U is the universe of CI , G U=að Þ is the knowledge granularity of U=a
(U=a ¼ a1; a2; � � � ; akf g).

It can be seen that the cluster CI is more satisfy for mangers when
grows larger.

2.2 Variable-Scale Clustering Method

In this section, we improve the original variable-scale clustering algorithm in [5]
from the perspective of scale-down transformation analysis via the numerical
concept space (CSn), scale down transformation rate (SDTR) and granular deviation
 ( ). The pseudo code is shown in Algorithm 1.
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The time complexity of scale-down clustering algorithm is O nktð Þ, where n is the
number of instances, k is the number of clusters, and t is the number of iterations.

2.3 Scale Transformation Theorem

Theorem 1. (Scale Down Transformation Theorem) A cluster that has already
been qualified on a certain scale, is also qualified on the lower scale.

Proof 1. Given a cluster CI , that has already been qualified on the scale AO, a is the
k th attribute of CI (a 2 AO), CP represents the nearest cluster of CI , R0 is the
threshold of AO, consequently, . According to the hypothesis, there is

only one attribute a that transforms to _a. Let R0
�
represents the threshold of the target

scale ATð _a 2 ATÞ, AO<AT ! a\ _a.
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Let
Pm

j¼1^j 6¼k d xij; xPj
� � ¼ b b 2 Nð Þ.

(1) Since U=a ¼ a1; a2; � � � ; alf g, we assume that only the equivalence class al is
divided into the ST of a, i.e., _al and a lþ 1ð Þ

�
.

U= _a ¼ f _a1; _a2; � � � _al; _alþ 1g ¼ fa1; a2; � � � ; _al; _al�1g
al ¼ _al; _al�1:

G U= _að Þ ¼
Pl�1

r¼1
arj j2 þ _alj j2 þ _a lþ 1ð Þ

�� ��2

n2
;

G U=að Þ ¼
Pl�1

r¼1
arj j2 þ alj j2

n2
¼

Pl�1

r¼1
arj j2 þðj _al þj j _a lþ 1ð ÞjÞ2

n2
:

Because _alj j2 þ _a lþ 1ð Þ
�� ��2\ð _alj j þ _a lþ 1ð Þ

�� ��Þ2,

G U= _að Þ\G U=að Þ:

(2) According to the feature of numerical concept space, _xik4xik ! _xik [ xik, and
_xPk 4 xPk ! _xPk [ xPk.
Since \ _xik; _xPk [ and \xik; xPk [ are both stays on the same hierarchy, let
_xik ¼ @xik � Di and _xPk ¼ @xPk � DP, where @[ 1 and D 2 1; @½ �.

d xik; xPkð Þ ¼
Pn
i¼1

xik � xPkj j
n

;

d _xik; _xPkð Þ ¼
Pn
i¼1

_xik � _xPkj j
n

;

d _xik; _xPkð Þ � d xik; xPkð Þ ¼
Pn
i¼1

_xik � _xPk �j jxik � xPkj jð Þ
n

:

(a) If xik ¼ xPk, xik � xPkj j ¼ 0.
Because _xik � _xPkj j � 0, _xik � _xPkj j � xik � xPkj j.
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(b) If xik [ xPk, xik � xPkj j ¼ xik � xPk and _xik � _xPkj j ¼ _xik � _xPk.
Because _xik � _xPkj j � xik � xPkj j

¼ @ � 1ð Þ xik � xPkð Þþ DP � Dið Þ

[ @ � 1ð Þþ DP � Dið Þ

� @ � 1ð Þþ 1� @ð Þ ¼ 0;

_xik � _xPkj j[ xik � xPkj j:

(c) If xik\xPk, xik � xPkj j ¼ xPk � xik and _xik � _xPkj j ¼ _xPk � _xik.

Similarly, _xik � _xPkj j[ xik � xPkj j.
Because 8i i 2 1; n½ �ð Þ; _xik � _xPk �j jxik � xPkj j � 0,
Pn
i¼1

_xik � _xPkj j � Pn
i¼1

xik � xPkj j.
Consequently, d _xik; _xIkð Þ� d xik; xIkð Þ.

(3) Because d _xik; _xPkð Þ� d xik; xIkð Þ and G U= _að Þ\G U=að Þ, .
According to Algorithm 1, ,

R0 � R0
�
:

Besides, ,
Thus, ,

3 Experimental Analysis

In this section, we utilize our proposed method VSC to solve the product man-
agement problem in practice. A large machinery and equipment R&D group
CALVT in China planned to establish a difference management system on TYL
products, which refer to kinds of metal materials that could be applied universally to
various engineering projects.

Figure 4 shows the management framework of TYL products in three dimen-
sions, i.e., volume, variety and value.

According to business and data understanding, we establish the multi-scale
dataset (see Table 1), where inventory represents volume, similarly, average usage
means variety, and price expresses value. Every original scale has three meaningful
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target scales (shown in dark background) following the principles of numerical
concept space.

According to the steps in Algorithm 1, we get the variable-scale decision making
results (see Tables 2, 3 and 4), which includes the center, instance count and
granular deviation of every cluster. At the beginning, we select all the
highest level scale, that is inventory (t), average usage (102 kg) and price (¥/g), in
order to recognize satisfy product clusters efficiently. We discover three qualified
clusters, which account for 38% of the total TYL products. During the second
iteration, we lower the value dimension to price (102 ¥/kg) and also obtain three
qualified TYL clusters. Finally, the remains six instances are divided into two
qualified clusters in the third iteration under lower inventory (102 kg). It can be
seen that none of the products is considered as an isolated outlier, which decreases
the resource consumption in management process.

After considering the characteristics of these eight TYL product groups, different
operation strategies and regulations are able to be designed directly. Cluster 2, 5, 7
have either minimum or maximum volume, compared to other TYL classes. Hence,
fine inventory policies should be proposed towards products. Cluster 4 owns the
highest average usage, while Cluster 3 the lowest. Consequently, termly procure-
ment plan needs to be optimized. Last but not least, Cluster 1, 6, 8 have different
price, especially Cluster 1 (over 8 ¥/g). Relevant TYL product value evaluation
system should be established.

Fig. 4 The TYL product
management framework
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Table 1 The multi-scale dataset
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4 Conclusions

Variable-scale clustering is an emerging research area for intelligent decision
making, which successfully transform the single scale analysis of tradition data
mining application to multiple scale analysis.

The main contributions of our research are as follows. First, we establish the
numerical concept space to describe numerical dataset, where concept chain is
utilized to model the knowledge of business understanding, while value space aims
to describe the information of data understanding. Second, we propose a
variable-scale clustering algorithm in the perspective of scale down transformation.
Related measurements, such as the scale down transformation rate and granular
deviation, are also improved. Third, a difference management solution of TYL

Table 2 First iteration of
variable-scale decision
making

No Inventory AvgUsage Price Count

(10^0 t) (10^2 kg) (10^0 ¥/g)

1 5.29 4.86 8.29 7 1.2520
2 2.75 6.00 3.38 8 0.7084
3 4.64 2.73 3.18 11 0.6972
4 8.40 3.20 3.80 5 0.4828

5 5.73 6.91 4.27 11 0.3668

6 4.25 9.33 4.92 12 0.3288

7 8.67 9.00 4.67 6 0.2753

8 9.38 6.38 5.25 8 0.2178

Table 3 Second iteration of
variable-scale decision
making

No Inventory AvgUsage Price Count

(10^0 t) (10^2 kg) (10^2 ¥/kg)

4 6.80 8.00 66.20 5 1.4440
5 7.33 7.33 50.08 12 1.2736
6 6.68 7.32 37.47 19 0.6595
7 6.67 6.00 12.33 3 0.5118

8 4.67 8.00 28.00 3 0.3175

Table 4 Third iteration of
variable-scale decision
making

No Inventory AvgUsage C2 Count

(10^2 kg) (10^2 kg) (10^2 ¥ /kg)

7 55.33 6.00 12.33 3 1.5400

8 43.00 8.00 28.00 3 1.3367
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products is put forth. Experiment shows that our proposed algorithm is able to
obtain accessible and available results in practice.
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An Empirical Test of Beijing Industry
Transfer Policy

Lu Feng, Kun Zhang, Yingmin Yu, and Jia Zuo

Abstract The rapid development of economic globalization increases the process
of urbanization, which leads to high resource consumption and labor intensity.
Relieving of the non-capital function is a policy guideline proposed by the Chinese
Government to promote the production upgrade and the transformation of economic
development mode of Beijing. As the foundation of Beijing economy, manufac-
turing industry transfer is given increasingly attention by academic circles. By using
District X of Beijing as example, this paper tests current policies with empirical
methods. According to the analysis results, strategies for improving transfer policies
are offered. As a new research perspective, it can be a good solution.

Keywords Industry transfer policy � Public policy analysis � PCA

1 Introduction

As a national political center, economic center and cultural center, Beijing has
achieved remarkable economic development and is a major economic center in the
northern region. In the years of development, a large number of industries have
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accumulated, including some low-end industries with high resource consumption
and high labor intensity. As the positioning of the “four centers” becomes clearer,
it’s imperative to remove the low-end industries, develop high-grade, precision and
sophisticated industries for building a science and technology innovation center [1].

To achieve this goal, many public policies have been published at the municipal
and even national levels to restrict or remove these industries which are not suitable
for Beijing. Especially the Catalogue of Prohibited and Restricted New Additional
Industries (hereafter referred as the Catalogue), which is firstly launched on 2014
and most recently revised on 2018, applies to any new enterprise, in order to
improve the city’s quality, to guarantee the city’s operation and to better serve the
people. More than half of the industry subcategories are covered by the Catalogue,
including 28 manufacturing industry categories out of 31. As an outcome of the
Catalogue, the number of newly-launched enterprises in 2018 in Mining,
Manufacturing, Wholesale and Retail Trades, Agriculture Industry, is less than half
of that in 2013, before the Catalogue was firstly implemented, demonstrating that
the Catalogue effectively controls the non-capital function growth. By the end of
August 2018, a total of 20300 applications for business registration were rejected.

District X is one of the key new regions for the development of Beijing’s
manufacturing industry. In 2015, the industrial added value was 74.73 billion yuan,
accounting for 61.4% of the regional GDP, and accounting for 19.5% of Beijing’s
whole industrial added value. In 2015, there were 274 industrial enterprises above
designated size in District X, with a total industrial output value of 255.55 billion
yuan [2]. Compared with other regions of Beijing, the manufacturing industry in
District X is characterized by high efficiency, excellent structure, green develop-
ment and clustering advantages.

As a manufacturing region, in order to continuously improve the quality of the
regional economy and maintain a high level of development, District X continues to
explore effective ways for the transformation and upgrading of the manufacturing
industry to “change the cage for birds” for successfully completing industrial set-
tlement. The current industry-removing policy is based on the industry divided
according to the final product or service of the enterprise, and fails to directly reflect
the impact of factors such as enterprise production efficiency, resource consump-
tion, and labor intensity. Therefore, this paper draws on the idea of evaluating the
competitiveness of the industry, and through analyzing the empirical data of
manufacturing enterprises in a certain area of Beijing (replaced by District X) as an
indicator, verifies the feasibility of the current manufacturing industry-removing
policy in the area.

2 Literature Review

Industrial restructuring usually comes with the adjustment and change of the city
positioning. Therefore, it has great significance to systematically research the city
positioning for the understanding of industrial transfer policy. In this area, Su
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adopted affluent and authentic historical literatures and gave a detailed city posi-
tioning history of Beijing. She divided this history from the founding of People’s
Republic of China to nowadays into four phases: City layout and positioning before
1949; Exploration of the capital’s positioning during 1949–1979; Definite of cap-
ital’s positioning during 1980–2000 and deepen capital’s positioning after 2000 [3].

The so-called “big city syndromes” is not originated from Beijing, so there are
lots of experiences and bitter lessons to learn. Yang et al. introduced the evaluation
method of population transfer, industrial transfer, land use changes, and researched
the experiences of urban transfer in foreign countries from a contrastive perspective.
For example, London adopts the “Central City-Green Belt-Satellite town” pattern to
accomplish population suburbanization. Paris, Seoul and some other cities all make
sure that their new towns are not too close to the central city and that there’s
convenient traffic between the new town and the central city. As to the method,
some similar policies were implemented, such as infrastructure construction, dif-
ferentiated industry structure, economic methods [4]. Zhang et al. studied Seoul’s
transfer policies, which are institution relocation, masterplan, new town construc-
tion, the practice of moving the capital, transportation policies, and then gave six
suggestions for Beijing: taking regional coordination development into considera-
tion while function transfer, making the city masterplan under integrate leadership
and making sure that it’s operational, controlling the population with business,
improving multicore structure, taking a forward-looking perspective and estab-
lishing transportation network of Beijing-Tianjin-Hebei [5]. Yang summarized
transfer approach from the perspective of population transfer in international cities,
such as Tokyo, Seoul, Hongkong, New York and Paris, made a contrast of
Beijing’s transfer policies to these cities from four aspects, and gave suggestions
based on the contrast [6].

As to non-capital function transfer, the latest researches are mostly done on
background of Beijing-Tianjin-Hebei coordinate development. Zhu stated that the
goal of Beijing-Tianjin-Hebei coordinate development was to build a world-known
megalopolis. The Beijing-Tianjin-Hebei megalopolis should participate global
competition as the highest level of China’s Researching and high-end services, and
should become the growth pole of China in the future [7]. Gu mentioned the
scientific classification of Beijing’s functions is the first step of function transfer.
The step should be taken on three levels: country-level, region-level and city-level.
The problem-orientation principle should be used during this step [8]. Wei also
stated that defining city function should come first during function transfer [9]. Li
put forward the point of view that comparative advantage theory could be used in
function definition [10]. Lu, Yang and Sun had a similar conclusion, and further
stated that industry transfer should achieve a mutually beneficial win-win corpo-
ration through complementarities. So, the major task for Beijing was to transfer its
non-capital functions, and that for Tianjin was to develop high-edge manufacturing
industries with geographic advantages, and for Hebei was to construct infraction
and accept the relocated industries [11]. Song from the perspective of government
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responsibility, draw the conclusion with empirical approach that the government’s
guiding responsibility included incentive and inhibitive responsibilities. Power
division during transfer, financial corporation, reversed transmission are new for the
government today [12].

The non-capital function transfer policies are the object that this paper studies. In
this aspect, Ma proposed three issues influencing Beijing’s industry relocation, and
came up with the policy suggestions: structuring collaborative development
framework, promoting industrial planning in capital region, working on the
mechanism of responsibility division on industry relocation and public service
providing, as well as cultivating human resource in industry recipient cities [13]. Ye
studied industry transfer of Beijing and listed the industries that needs to be
transferred in the secondary and third industry, as well as ways to transfer the
industry [14]. Ding measured the effects of population transfer, industrial transfer as
well as land limit on Beijing’s economy, and the study showed that they have
remarkable effect on the economy, and so Ding suggest that appropriate measures
should be taken to reduce these negative effects during the industry transfer [15].

3 Objectives of Verification

According to the literature, we know that current policies use industry as standard
when it comes to decide the scope to be transferred. However, industry division is
based on the final product or service of an enterprise and usually fails to directly
show the level of production efficiency, resource consuming, labor density etc. of
an enterprise. Using the method of industrial competitiveness evaluation, this paper
will examine current policies with enterprise microdata instead of industry data.

Based on the policy problems constructed in the analysis stage, the quantitative
model of enterprise data in the District X is selected to verify the problem of the
method for dividing the objects’ scope of the removing policy, in order to obtain
more information on the rationality of the problem.

4 Construction of Indicator System

There are three main references for the selection of model indicators. The first are
the statements of industrial characteristics which are not suitable for Beijing. These
characteristics appear in large numbers and are very similar in the policy, indicating
that the value orientation of the policy is very clear and it is very referential. For
example, the new general regulation proposes that enterprises with “high pollution
and high energy consumption and water consumption” should be eliminated on the
spot. The strategic goals for manufacturing proposed in the Beijing Action Plan for
“Made in China 2025” are divided into four categories: innovation ability, quality
efficiency, dual integration, and green development. The second is to refer to the

288 L. Feng et al.



relevant results in existing studies. In the 2016 study, Zhang and others selected
indicators such as the increase rate, operating income profit margin, per capita tax,
energy consumption, water consumption, employment, R&D input strength, and
invention patents of the major and middle categories of the Beijing manufacturing
industry to calculate industry scores and research the removing objects’ scope [16].
Li et al. divided removing objects through policy, economy, and resources [17]. Li
uses indicators such as added value, income, profit, employment, energy con-
sumption, and land use to obtain a list of suggestions for Beijing’s
industry-removing policy through the method of principal component analysis [18].
The third is based on the policy issues constructed at the policy analysis stage.
According to the previous analysis, the industrial remove mainly aims to promote
the manufacturing industry from large-scale growth to high efficiency growth, and
further guide the manufacturing economy to a high-grade, precision and sophisti-
cated structure, through selective remove of manufacturing stocks and strictly
control of the increment. Therefore, when constructing the indicator system, we
should fully consider the factors such as technology, efficiency, and energy con-
sumption etc.

Based on the analysis above, we decide to construct an indicator system which is
consistent with Beijing’s rule as capital. To reveal degree of conformity between
the corporates and the capital role, this indicator system can be divided into 4 first
index signs, namely technical indicator, energy consumption indicator, performance
indicator and output indicator. As shown in Table 1, 8 s index signs are included.

It is critical to set weight of the indicators in a multi-index comprehensive
evaluation method. Be different with other traditional procedures which are sub-
jective, PCA (Principal Component Analysis) is a statistical procedure that uses an
orthogonal transformation to convert a set of observations of possibly correlated
variables. In this paper, we use PCA to set weight.

Table 1 The index of removing urgency degree

Technical indicator Per capita R&D expenditure (ten thousand yuan)
Per capita invention patent (piece)

Energy consumption
indicator

Energy consumption of output value per ten thousand yuan (tons of
standard coal)
Water consumption of output value per ten thousand yuan (cubic
meters)

Performance indicator Per capita corporate tax (ten thousand yuan)
Per capita operating profit (ten thousand yuan)

Output indicator Per capita gross output (ten thousand yuan)
Per capita added value (ten thousand yuan)
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5 Model and Data

The data source is the corporate annual reports of the enterprises in District X. After
sampling out, data of 250 enterprises are available. Considering the disunity of units
and different orders of magnitude, standardized treatment or dimensionless treat-
ment must be used. The standardized values of technical indicator, output indicator
and performance indicator can be computed, which is mathematically expressed as:

zij ¼ aij �min aij
max aij �min aij

ð1Þ

zij is standardized value, aij is original value, i refers to Distinct and j refers to the
number of indicator. The standardized value of energy consumption indicator is
different from other indicators, so it can be mathematically expressed as 1� zij.

After getting the standardized value, we use SPSS 19.0 to analyze the KMO and
Bartlett’s test. The check value of KMO test is 0.616 and P value is 0.000.
According to the judgment standard, PCA can be used in the model [19].

The factor analysis shows that there are 3 factors’ eigenvalue are greater than 1, the
Cumulative Rate Contribute to total variance is 79.33%. Based on the methods of
determining weight, we can get the Removing Urgency Degree indexes’ score. x1 =
0.1167, x2 = 0.1147, x3 = 0.1512, x4 = 0.1507, x5 = 0.1325, x6 = 0.1302,
x7 = 0.0566, x8 = 0.1474 (Table 2).

Table 2 Eigenvalue and variance contribution

The initial eigenvalue Extraction sums of squared loadings

Total % of
variance

Cumulative % of
variance

Total % of
variance

Cumulative % of
variance

1 3.117 38.959 38.959 3.117 38.959 38.959

2 1.853 23.157 62.116 1.853 23.157 62.116

3 1.377 17.214 79.330 1.377 17.214 79.330

4 0.736 9.195 88.524

5 0.548 6.845 95.370

6 0.238 2.977 98.347

7 0.074 0.921 99.2607

8 0.059 0.733 100.000
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6 Results and Analysis

According to the results, we can get the median and the mean of the 250 samples’
scores. The median is 0.3878 and the mean is 0.403. As shown in Table 1, 155
enterprises’ scores are between 0.3 to 0.4, 77 enterprises’ scores are between 0.4 to
0.5, and 22 enterprises’ scores are in others’ interval. Then the industries’ weighted
mean scores can be got based on the enterprises’ scores (Fig. 1).

According to the results shown in Table 3, 6 industries’ scores are higher than
the mean score and 6 industries’ scores are lower than the mean score in the main
industries. The chemical materials and products manufacturing’s score is the
highest because of the cosmetics and inert gas manufacturing’s good performance
in Technology, energy consumption, efficiency. Automobile manufacturing and
medicine manufacturing which have high value-added rate also rank the top in
District X. At the same time, score of the emerging area such as electronic com-
munication equipment and computer manufacturing is lower than mean score
because those enterprises in District X are almost foundries with low per capita
output.

Based on the analysis above, most of the low-scoring industries, which should
be shut down or relocated, are already covered by current policy. That shows the
validity of current policies. Meanwhile, it’s also demonstrated that score of an
industry isn’t determined by its product. For instance, some highest-scoring
industries are prohibited to launch or expand according to the Catalogue of
Prohibited and Restricted New Additional Industries, such as food manufacturing,
printing and recording media reproducing, and chemical materials and products
manufacturing. At the same time, some low-scoring industries are even encouraged
by the government. For example, instrument meter stationery and office machine
manufacturing are one of the high-grade, precision and sophisticated industries
according to relevant policies. Some sub-categories of electronic communication
equipment and computer manufacturing, although low-scoring, are excluded from
the Catalogue of Prohibited and Restricted New Additional Industries. What else
needs to be explained is that all above is about district X and the situation may
differ from other districts of Beijing because of the difference in industry structure.

1
0

155
77

13
3
1

0 50 100 150 200

0.1-0.2
0.2-0.3
0.3-0.4
0.4-0.5
0.5-0.6
0.6-0.7
0.7-0.8Fig. 1 The interval

distribution of the enterprises’
scores in district X
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7 Policy Recommendation on Manufacturing Industry
Removing in Beijing

This paper analyzes the Beijing’s industrial policy history and lists current policies,
and tries to summarize industry relocation experiences with data modeling and case
study. In this part, the paper gives four suggestions on manufacturing industry
relocation policy of Beijing.

7.1 Specify the Policy Issues

“General manufacturing industry” is currently used in the policies to describe a
low-end industry that needs to be shut down or relocated. However, this term is too
vague and general to be put into action, probably leading to failure in the upcoming
policy. To solve this problem, this paper suggests to model with direct indexes such
as labor intensity, resource consumption, R&D and pollution index, etc. [20, 21].
The model could be used to determine whether or not an existing manufacturing
enterprise or industry ought to be removed. The indexes above come from different
government departments, so in the modeling process, cooperation of these
departments will certainly be required. The cooperation includes but not limited to
data sharing.

Table 3 Scores of industries in district X

Code Name Mean scores

14 Food manufacturing 0.4485

23 Printing and recording media reproducing 0.3860

26 Chemical materials and products manufacturing 0.4630

27 Medicine manufacturing 0.4205

33 Metalwork manufacturing 0.3887

34 Universal equipment manufacturing 0.3974

35 Special equipment manufacturing 0.4038

36 Automobile manufacturing 0.4269

38 Electrical machinery and equipment manufacturing 0.4149

39 Electronic communication equipment and computer manufacturing 0.3832

40 Instrument meter stationery and office machine manufacturing 0.3887

41 Others 0.3793
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7.2 Improve Facilities at the Undertake Places
of the Relocated Industries, Especially Taking
the Establish of Xiongan New Area as Opportunity

The Central Committee of the Communist Party of China and the State Council
decided to establish Xiongan New Area in 2017. Under the background of coor-
dinated development of Beijing-Tianjin-Hebei, the establish of Xiong’an New Area
is essential to urban agglomeration in Beijing-Tianjin-Hebei area. Also, one of the
most important functions of Xiong’an New Area is to accept the relieved
non-capital functions of Beijing. Nowadays, high land and resource price is a heavy
burden to many manufacturing enterprises, some of which are high-edge and should
be encouraged. If these companies move to Xiong’an New Area, not only will the
goal of relieving the non-capital function be achieved, these relocated companies
can also develop much better, at least cost-wise.

7.3 Promote Industrialization of Science and Technology,
and Cultivate High-Quality and Cutting-Edge Industries
to Reduce Negative Effects of the Policies

Transformation and industrialization of science and technology is essential to
technical content of economy and to readjusting industrial structure and mode of
economic development [22–24]. The paper suggests that government should learn
from developed countries and introduce policies to promote industrialization of
science and technology. All possible kinds of support should be taken into action,
such as direct financing, credit policy, intellectual property protection, tax cuts, etc.
Business environment is also important for the goal of attracting companies with
high content of science and technology.

7.4 Further Improve Public Policy and Build
the Participatory System of Beijing-Tianjin-Hebei
to Achieve “All-Win”

Instead of “competition over cooperation”, understanding and full cooperation is
crucial for Beijing-Tianjin-Hebei coordinate development and non-capital function
relocation. To achieve this goal, central government order and policy is not enough.
Consensus of “all-participation, all-win system” needs to be reached. This con-
sensus is also foundation of cooperation and guarantee of the Megalopolis in the
long run. Beijing, Tianjin and Hebei should all focus more on their common
interests and maximize these interests in order to get an all-win. There are some
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public policies on tax sharing along the relocation process, but not enough. There’s
still room to implement or improve public policies in the all-win environment,
especially systematic and long-term policies. Besides, negotiation system should be
built to encourage local governments to demand their interests and to negotiate with
each other to maximize and balance the interest. This system has already been used
between different departments within one government and should be used among
different local governments. Hopefully, a competition-cooperation balanced system
will be reached among Beijing-Tianjin-Hebei and the cities within this area will
form a Megalopolis that is competitive world-wise and could participate in inter-
national division in the process of internationalization.
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Optimization of Automated Warehouse
Storage Location Assignment Problem
Based on Improved Genetic Algorithm

Wenyi Zhang, Jie Zhu, and Ruiping Yuan

Abstract Due to increasing in logistics speed, the efficiency requirements of
warehousing are getting higher. Therefore, a storage location assignment model
with the main goal of reducing the time traveling between the I/O point and the slot,
decreasing the distance between correlation of items and ensuring the stability of
shelves is proposed for the optimization of storage location in automated ware-
houses. To solve the model better, it is necessary to change the disadvantage of
traditional genetic algorithm (GA) which is weak local search ability, thus adding
an inversion operation to solve this problem. Two kinds of algorithms were used to
simulate the experiment with the experimental data. After comparing the experi-
mental results, the effectiveness of the improved GA was verified and the opera-
tional efficiency and shelf stability were increased.

Keywords Storage optimization � Inversion � Improved GA
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1 Introduction

The automated warehouse is mainly used in logistics warehousing, which make full
use of the advantages of height and can realize multi-layer storage of items. As the
speed of logistics increasing and the number of express deliveries increasing, the
requirements for warehousing capacity are also greatly improved, so it is necessary
to optimize the storage arrangement of automated warehouses. That is rescheduling
the slot of items in order to achieve the purpose of improving warehouse efficiency
and reducing costs.

Research on the optimization of storage location assignment in automated
warehouses has already achieved some results. Deng et al. [1] mainly consider the
location optimization from the items turnover efficiency with time as a reference,
using GA to solve. Yang et al. [2] constructed a mathematical model with the goal
of minimizing travel time, using a two-layer genetic algorithm to solve. Li et al. [3]
establish a mathematical model from the perspective of items turnover and shelf
stability, and solved by the virus cooperative genetic algorithm. According to the
characteristics of automobile storage, [4] decided to establish a model from the
aspects of storage efficiency and shelf stability, and solved it by using hybrid
genetic algorithm. Wang et al. [5] mainly studied the influence of turnover rate
rules, items weight characteristics rules and items correlation rules to the slot, using
the virus cooperative genetic algorithm to solve. Bie [6] using reducing the trav-
eling distance of the storage, increasing the effective utilization of the shelf to
establish a model, and integrate the Pareto principle into the GA. Jiao et al. [7]
establish a mathematical model from the perspective of reducing the time of
traveling, increasing the stability of the shelf and storing the related items, and
using multi-population genetic algorithm to solve. Kim [8] proposed a model of
MIP problem to minimize the picking period as the objective function, and then use
the improved algorithm based on simulated annealing to solve. Park [9] proposed a
heuristic algorithm based on GA with improved crossover operation to solve the
model of minimizing the moving distance. Pan [10] proposed to establish a
mathematical model by minimizing the difference between the expected quantity
and the actual inventory and the deviation between the workload and the average
workload, using a GA to solve and using the heuristic correction mechanism to
achieve the results.

From the above references, it can be seen that most of the previous studies have
established objective functions to improve the efficiency of warehousing operations
and shelf stability, lack the objective function for the association rules of items. The
algorithms solved basically use traditional GA and are easy to fall into immature
convergence. This paper introduces the minimizing slot distance of the relevant
items as the objective function and adds an inversion operation in the algorithm to
improve the local search ability to prevent into immature convergence.
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2 Storage Allocation Mathematical Model

2.1 Automated Warehouse Storage

The main body of the automated warehouse is composed of shelves, roadway
stacking cranes, loading and unloading workbench, automatic conveyor belt and
operation control system. The shelf is a standard size storage space, mainly used for
the storage of items; the roadway stacking crane runs through the roadway between
the shelves to complete the work of depositing and picking up the goods; the work
of the automated conveyor belt is mainly to transfer the items from I/O point to the
tunnel. As a new technology that combines material handling and warehousing
management, the automated warehouse can not only effectively reduce labor input,
achieve precise operation, but also help to improve warehouse operation efficiency
and reduce logistics costs. This is definitely a core element that stimulates the
competitiveness of the company and fulfills a range of customer needs (Fig. 1).

As the logistics speed is increasing now, the requirements for the storage chain
are increasing, and the overall operational efficiency of the automatic warehouse
must be improved to meet the demand for logistics and storage. Therefore, it is
necessary to establish a mathematical model to optimize the storage allocation in
the automated warehouse, while achieving the two objectives of ensuring shelf
stability and improving operational efficiency.

The allocation of storage refers to the rational planning and use of the storage
space in the warehouse by rationally utilizing the allocation strategy and distribu-
tion principle of the storage space to ensure that the goods are dispatched to the
storage location that is most favorable for picking.

At the same time, as far as the development of logistics technology itself is
concerned, when the degree of automation, information and intelligence of the

Fig. 1 Schematic diagram of
warehouse storage

Optimization of Automated Warehouse Storage Location… 299



storage system is continuously improved, the work intensity of manual work is
largely replaced, and the accuracy and efficiency of manual work are also better.
Higher, so its advantages continue to highlight. At the same time, the replacement
of labor by equipment has greatly reduced the cost of logistics operations. The use
of automated warehouses in the warehousing segment and the rational allocation of
storage can effectively reduce their costs and increase the return on investment.

The operation of the automatic warehouse is only by the stacker and the con-
veyor belt. Therefore, the storage method in this kind of work environment is
mainly to place the items with large turnover rate in the slot closer to the I/O point
and make the correlation items get closer in order to reduce costs during operation.
To ensure shelf stability, high quality items need to be placed on lower layer. It can
be assumed that the items in the warehouse have a unique item number and will not
change with the slots.

2.2 Storage Optimization Model

In order to simplify the problem, the following assumptions were made:

1) Each slot is a square with the same length, width, height and all the items are
adapted to size of slot;

2) Ignore the time when the stacker accesses the items, starts and brakes;
3) Only one item can be stored in one slot;
4) The conveyor moves only in the direction of the x axis with the speed vx; the

stacker moves along y and z axes and the speeds are vy and vz.

In the process of building the storage model, decision variables xij indicates the
line number of i group j item. yij indicates the column number, zij indicates the layer
number. Other parameters are shown in Table 1.

The storage location assignment optimization problem of the automated ware-
house can establish the following mathematical model:

• F1 to reducing distance between I/O point and slots

The most important thing in storage location assignment is to improve the efficiency
of the warehousing. That is minimizing the distance between I/O point and slots.
Considering the distance between the shelves, the unit distance the conveyor travels
on the axis is the sum of the slot length and the distance between the shelves hþ l.

min F1 ¼
Xn
i¼1

Xki
j¼1

pij½xijðlþ hÞ
vx

þ yij � h
vy

þ ðzij � 1Þh
vz

� ð1Þ
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• F2 to reducing the distance between correlated items

Reducing the distance between slots of highly correlated items can reduce the cost
of items traveling. The association rule mining algorithm can solve the items
correlated in the sales order, that is, the items that often appear in the same order
and define the items with high correlation as the same group of items. First, the
average coordinate qi in a group is defined.

qi ¼ 1
ki

Xki
j¼1

½xij; yij; zij� ð2Þ

Define an expression to calculate the sum of the distances between the items and
the average coordinates in the corresponding group.

d ¼
Xn
i¼1

Xki
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½xij � qiðxÞ�2 þ ½yij � qiðyÞ�2 þ ½zij � qiðzÞ�2

q
ð3Þ

Define Q as the total average coordinate of the items for all groups.

Q ¼ 1
n

Xn
i¼1

qi ð4Þ

Table 1 Mathematical model parameter definition

Parameter Description Parameter Description

A The number of shelves h Length width and height of
slot

B Number of slot on one floor of shelf l The distance between shelves

C Layer of shelves Q Mean of qi
vx Conveyor speed x-axis ki The quantity of items in i

group

vy Stacker speed on y-axis qi Average coordinate of all
items in i group

vz Stacker speed on z-axis n Total number of items group

pij Turnover of the i group j item Mij The weight of j items in
group i

d The sum of distances of i group j item items
to the average coordinates

G The distance between the I/O
point and mean of qi

D The sum of distance from average distance
to total average coordinates in n groups
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In order to ensure a certain dispersion between groups, (5) is defined to calculate
the sum of distances from average distance to total average coordinates in n groups.

D ¼
Xn
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½qiðxÞ � QðxÞ�2 þ ½qiðyÞ � QðyÞ�2 þ ½qiðzÞ � QðzÞ�2

q
ð5Þ

Then calculate the distance between the I/O point and the mean coordinates.

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QðxÞ2 þQðyÞ2 þQðzÞ2

q
ð6Þ

In order to ensure that the items can be distributed as close as possible to the I/O
point, and the same group of items are placed on close slots, F2 can be obtained by
combining (3) (4) and (5).

minF2 ¼ dþG
D

ð7Þ

• F3 to ensure shelf stability

In order to ensure the stability of the shelf, it is necessary to place the larger quality
items on the lower layer, and the lighter items on the upper.

minF3 ¼
Xn
i¼1

Xki
j¼1

Mij � zij � h ð8Þ

The final objective function of the storage optimization can be derived from (1),
(7) and (8) as follows.

min F1 ¼
Pn
i¼1

Pki
j¼1

pij½xijðlþ hÞ
vx

þ yij�h
vy

þ ðzij�1Þh
vz

�
min F2 ¼ dþG

D

min F3 ¼
Pn
i¼1

Pki
j¼1

Mij � zij � h

0\xij �Aðxij 2 NÞ ð9Þ

0\yij �Bðyij 2 NÞ ð10Þ

0\zij �Cðzij 2 NÞ ð11Þ

Constraints (9), (10), and (11) represent the range of the slot. xij, yij, zij are all
integers.
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In order to prevent the multi-objective mathematical model from interacting with
each other in the solution, it is necessary to add a corresponding coefficient xs 2
½0; 1� to the objective function in order to get the linear sum. The mathematical
model is expressed as follows:

minF ¼
X3
s¼1

xs � Fs ð12Þ

3 Improved Genetic Algorithm

The crossover and mutation of GA can make chromosomes more diverse. The GA
has good global search ability and higher robustness, but the local search ability is
weak. In order to make up for the defects of GA, the inversion operation is added to
improve the local search ability and achieve better solution (Fig. 2).

3.1 Coding

Coding adopts the decimal non-negative integer method, and slot coordinate con-
sists of three genes, that is, the slot code is prepared according to the x-axis, the
y-axis and z-axis of the slot and each slot has a unique number.

3.2 Population Initialization

The initial population is a two-dimensional matrix composed of NIND chromo-
somes. One chromosome represents the location number of N kinds of items.
A chromosome is composed of randomly generated 3 � N numbers. Where N
represents the type of items and NIND represents the size of the population.

3.3 Fitness

The fitness function of GA is an important condition that can help assess the
complexity of an algorithm and whether a chromosome will be selected in the next
iteration. The model is to solve the minimum value, but the fitness function needs
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the maximum value of the objective function. So it needs to be reciprocal to obtain
the corresponding fitness function.

fit ¼ x1

F1
þ x2

F2
þ x3

F3
ð13Þ

3.4 Select

The selection is to better preserve the excellent individuals in the population,
improve the efficiency of the algorithm, that is, select the individual from the old
population with a certain probability to form a new one to carry out the subsequent
operation of the algorithm, wherein the individual with higher fitness. The higher
the probability of being selected, thus ensuring item convergence of the algorithm.

Start

Coding

Population
initialization

Calculate Fitness

Cross Mutation Inversion

New population

gen MAXGEN≥

Output the most adaptable 
individual

End

Fig. 2 Improved genetic
algorithm
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3.5 Cross

According to the characteristics of the coordinates, a two-point crossover method is
selected for crossover operation, that is, generates two numbers between 1 and
3 � N are randomly as the cross-cut point of the chromosome, and then swap the
part located within the tangent point. Its specific operation is shown in Fig. 3.

3.6 Mutation

Mutation operation is exchanging the selected position, randomly generating two
numbers between1 and 3 � N, then exchanging the codes on the corresponding
positions. Its specific operation is shown in Fig. 4.

Fig. 3 Cross operation

Fig. 4 Mutation operation
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3.7 Inversion

The inversion operation can solve the problem that the local search ability of the
GA is poor and the traditional crossover is difficult to make the offspring inherit the
superior gene from parents. The inversion operation is irreversible. Only the indi-
vidual with increased fitness is accepted, that is, randomly generate two numbers r1
and r2 within the [1, 3 � N] interval, and then flip the chromosome segments in the
middle of r1 and r2. The operation is shown in Fig. 5.

4 Simulation Results and Analysis

The simulation experiment was carried out according to the improved GA flow
shown in Fig. 3. The program design of the improved GA was adopted by
MATLAB 2014a, and the basic optimization parameters were designed according
to Table 2.

This paper selects 30 items in the warehouse, and they belong to 5 different
groups, there are 6 items in one group. The turnover rate and weight information of
the items are shown in Table 3.

In order to compare the traditional and improve GA’s the computational result,
MATLAB is used to record the iterative process of the two algorithms. The
comparison graph is shown in Fig. 6.

It can be seen from the Fig. 6 that the improved GA has a significant downward
trend in the iterative process of the simulation experiment, but the decline trend of the
traditional GA in the iterative process is not obvious, and the computational process
once fell into local optimal solution. It can be known from the data in Table 4 that the
objective function value obtained by the improved GA is more optimized than the
traditional GA, and the storage location assignment can be better accomplished.

From the comparison of the optimized storage allocation and the initial storage
allocation in Table 5, it can be seen that the storage coordinates after the opti-
mization of the improved GA obviously store the storage allocation and the ten-
dency to approach the I/O point, which can prove the improvement. The improved
GA effectively optimizes the storage allocation of automated warehouses.

Fig. 5 Inversion operation
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Figure 7a shows the initial storage distribution graph. The items are placed in a
disorderly manner. The distance from I/O point to slots is far and the distance
between the items in the same group is large. Such storage allocation will increase
the time of items traveling the warehouse, resulting in an increase in storage costs,
which is not conducive to the operation of automated warehouses. Fig. 7b shows
the storage distribution graph after optimization using the improved GA with
coefficient of (0.4, 0.4, 0.2). It can be seen that the placement of the items is more
standardized and convenient than before. Moreover, the distance between the items
and I/O point is smaller. And the distance between the items in the same group is
also smaller. Meanwhile the storage allocation of the items is lower, which can
better ensure the stability of the shelves. In this way, the overall operation safety
can be ensured, and the cost incurred when the items traveling the warehouse can be
reduced. It indicates that the improved GA is effective solved the problem.

Table 2 Parameters of
storage optimization

Parameter Value Parameter Value

X-axis speed 1.5 m/s Line 9

Y-axis speed 1.5 m/s Layer 9

Z-axis speed 1 m/s Iteration number 500

Slot length 1 m Initial population size 200

Slot width 1 m Cross probability 0.9

Slot height 1 m Mutation probability 0.1

Row 9 Generation gap 0.9

Table 3 Item information Group Turnover Quality Group Turnover Quality

1 0.25 670 3 0.15 430

0.2 450 0.3 480

0.2 900 0.15 500

0.15 430 4 0.2 400

0.36 780 0.65 600

0.35 800 0.25 430

2 0.35 350 0.1 360

0.54 580 0.34 560

0.14 450 0.15 780

0.17 400 5 0.35 780

0.15 570 0.25 560

0.14 670 0.45 760

3 0.73 350 0.2 560

0.25 430 0.16 230

0.32 420 0.47 250
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In summary, improving GA has advantages over other algorithms in reducing
the time of items traveling the warehouse, increasing the aggregation of items in the
same group, and reducing the center of gravity of the shelf. From the effect of
simulation experiment, improving GA has certain effect on solving the optimization
problem of automated warehouse storage allocation. This verifies the effectiveness
of improving GA to solve the storage optimization problem.

(a) Genetic algorithm iterative graph

(b) Improved genetic algorithm iterative graph

Fig. 6 Algorithm iteration
comparison graph
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(a) Initial location

(b) Optimized location

Fig. 7 Comparison of
storage distribution before
and after optimization

Table 4 Comparison of GA and improved GA objective function values

Before
optimization

GA Decrease
percentage

Improved
GA

Decrease
percentage

1.40802e + 04 8.7282e + 03 38.01% 4.8036e + 03 65.88%
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5 Conclusions

In this paper, the traveling distance of the items, the position of the items group and
the stability of the shelf are used as the criteria for judging the automated ware-
house, and then the improved GA is used to optimize the storage location
assignment of the automated warehouse. And for the traditional GA is easy to fall
into the local optimal solution, the inversion operation is added to improve the local
search ability of the algorithm. The simulation results show that the improved GA is
better than the traditional GA, which proves that it has certain value and can be
applied to the storage location assignment of the automated warehouse.

Optimization of location allocation needs to consider more optimization prin-
ciples. This paper only considers three optimization principles, but in the reality,
factors such as balancing the workload of each region have not been taken into
account. In the future research work, it is necessary to carry out research on the
target enterprises, take into account more specific and more realistic factors, and
propose more reasonable optimization plans and will continue to consider the
impact of stacker access time and braking time on operational efficiency.

The research of the model solving algorithm needs further study. Multi-objective
optimization problems can also be solved by other algorithms, such as particle
swarm optimization, simulated annealing algorithms and nondominated sorting
genetic algorithms, or by designing a combination of multiple algorithms to solve
the storage allocation problem. In the future research, more attention is paid to the
research on the timeliness of the algorithm, and the running time of the algorithm is
shortened. This aspect can be further studied.

Table 5 Optimized storage
allocation

Group Initial Optimized Group Initial Optimized

1 3,4,2 2,4,1 3 7,8,9 2,1,3

9,2,4 2,4,2 9,1,7 1,5,1

2,6,1 2,2,5 8,2,2 1,1,2

6,9,5 2,4,1 4 9,7,5 2,2,2

8,2,7 2,2,6 2,6,6 3,1,2

1,4,3 2,5,5 9,9,8 2,1,2

2 9,6,9 2,2,1, 1,8,2 1,5,2

5,8,6 3,2,1, 8,4,1 1,1,1

3,8,5 1,4,1, 4,9,2 1,4,2

9,7,7 1,3,2, 5 9,6,5 1,2,2

3,1,1 1,3,1, 9,8,4 1,2,5

2,2,9 1,1,2, 8,5,4 1,2,1

3 3,7,8 1,1,5 7,7,4 1,2,3

9,6,8 1,1,3 8,6,3 1,6,1

6,2,7 2,1,1 7,6,6 1,1,4
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Optimization of Transport Vehicle Path
Based on Quantum Evolution Algorithm

Xiao Zhang, Jilu Li, and Jie Zhu

Abstract The path optimization problem with capacity constraints has always been
a combinatorial optimization problem, and the quantum evolution algorithm has
excellent performance in solving combinatorial optimization problems. Firstly, after
analyzing the traditional path optimization problem and the path optimization
problem with capacity constraints, the distribution center is numbered 0 based on
the customer-based decimal coding method, and the quantum evolution algorithm is
improved according to the capacity constraint method. Fixed quantum rotation
angle to dynamic rotation angle. The improved algorithm is then applied to vehicle
path optimization problems with capacity constraints. Finally, through the
MATLAB and LINGO methods to verify the comparison, it can be concluded that
the improved quantum evolution algorithm can accurately solve the vehicle path
optimization problem, and the improved quantum evolution algorithm has a good
influence on the path optimization problem.

Keywords Quantum evolutionary algorithm � VRP � CVRP

1 Introduction

The study of quantum evolutionary algorithms began in the 1950s. At that time,
scientists in several computer fields independently began to study evolutionary
systems. The idea was to introduce evolutionary processes in nature into the field of
engineering research to solve optimization problems in engineering [1]. After
Benioff and eFynman proposed the concept of quantum computing in the early
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1980s, and demonstrated the high efficiency of quantum computing, quantum
computing has the characteristics of exponential storage capacity, parallelism, and
exponential acceleration. The entanglement, superposition, and interference of the
quantum states in its theory are helpful to solve the problem in intelligent algorithm
calculation [2]. In 1994, Shor proposed a quantum algorithm for the decomposition
of large integer prime factors. In 1996, Grover proposed a quantum search algo-
rithm for a disordered database; Tayaran Shanghai design of a positive West
number adaptive population size adjustment, effectively increase the diversity of
QEA algorithm population [3]. On the basis of the Q-bit probability model, Shen
proposed the encoding method of multiple probability angles. Through the prob-
ability angle encoding, the speed of QEA algorithm is improved, which effectively
reduces the computational complexity of the computer [4]. Ma was adaptive
quantum genetic algorithm using real numbers and Q-bits shows good advantages
in terms of convergence speed and convergence precision [5]. Mou and others used
an improved quantum evolution algorithm in the balance of supply and demand of
vehicles and goods, and proposed an adaptive attenuation method with restraint
punishment, which solved the problem of selecting the optimal quantum individual
when the quantum group had no strong and feasible solution. Improving the exit
mechanism of quantum evolution algorithm by introducing quantum group maturity
[6], quantum evolution algorithm uses quantum rotation gate as an evolutionary
strategy, so that quantum individuals gradually approach the optimal solution, and
the required results are increased in the form of probability, and the unwanted
results are reduced in the form of probability.

Based on the quantum evolution algorithm, this paper seeks the shortest path and
can solve the path optimization problem quickly and effectively. On the basis of the
original, we can improve the quantum rotation angle, change from the original fixed
quantum rotation angle to the dynamic rotation angle, and can more accurately
solve the path optimization problem.

2 QEA Model

In general, a Q-bit can be expressed as follows:

u[ ¼ aj j0[ þ bj1[ ð1Þ

Where a and b are complex numbers, representing the state Probability range of
|0> and |1> . Thus, the |a|2and |b|2 represents the probability size of the Q-bit in
state 0 and state 1, and must satisfy the normalization condition, that is,
|a|2 + |b|2= 1 and the chromosome population in the t generation is:

QðtÞ ¼ fqt1; qt2; . . .; qtng ð2Þ
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n is the population size; t is an evolutionary algebra; qtj is chromosomes, m rep-
resents chromosome length, namely,

qtj ¼
aj1
bj1

aj2
bj2

. . .

. . .

ajm
bjm

� �
; j ¼ 1; 2; . . .; n: ð3Þ

Quantum rotation doors can be described as:

at þ 1 m; nð Þ
bt þ 1 m; nð Þ

� �
¼ cosðlhÞ � sinðlhÞ

sinðlhÞ cosðlhÞ
� �

� at m; nð Þ
bt m; nð Þ

� �
ð4Þ

lh ¼ sða; bÞ � h; sða; bÞ represents the direction of rotation to ensure the con-
vergence of the algorithm; h is the rotation angle, control the convergence speed of
the algorithm, available from Table 1.

x(m, n) represents a bit in the current 0–1matrix chromosome,b(m, n) represents the
correspondingbit in the currentoptimal chromosome, and f(x) is theobjective function.

Table 2 is a transformation on the initial probability matrix. After the above
changes, the probability matrix is updated so that the population continues to evolve
in the direction of the optimal solution.

Table 1 Quantum rotation angles

x(m, n) b(m, n) f(x) < f(b) h s(a, b)

ab > 0 ab < 0 a = 0 b = 0

0 0 F 0 0 0 0 0

0 0 T 0 0 0 0 0

0 1 F 0 0 0 0 0

0 1 T 0.05p −1 +1 ±1 0

1 0 F 0.01p −1 +1 ±1 0

1 0 T 0.025p +1 −1 0 ±1

1 1 F 0.05p +1 −1 0 ±1

1 1 T 0.025p +1 −1 0 ±1

Table 2 Transform matrix table

x(m, n) b(m, n) f(x) < f(b) h lh at bt at + 1 bt + 1

0 0 F 0 0 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0 0 T 0 0 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0 1 F 0 0 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0 1 T 0.05p −0.05p 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0.7090 0.7052

1 0 F 0.01p −0.01p 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0.7075 0.7067

1 0 T 0.025p 0.025p 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0.7061 0.7081

1 1 F 0.05p 0.05p 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0.7052 0.7090

1 1 T 0.025p 0.025p 1=
ffiffiffi
2
p

1=
ffiffiffi
2
p

0.7061 0.7081
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3 CVRP and QEA

3.1 VRP and CVRP

Vehicle Routing Problem (VRP) since 1959 by Danting and Ramser in “The Track
Dispatch Problem” [7], since the article was put forward, it has been the focus of
many scholars and experts. Capacity constrained Vehicle Path Optimization
(CVRP) is a problem in which a known capacity vehicle at a distribution center
delivers services to multiple service demand points [8].

3.2 Evolutionary QEA to Solve CVRP Problems

CVRP can be described as: Distribution services from a distribution center to
S customers with N vehicles. The maximum load of each vehicle is Qn = (1, 2, ….,
n), The demand for each customer is R0j = (1, 2, …, S), The distance from customer
i to j is dij, and the distance from the parking lot to each customer is L0j = (i, j = 1,
2, .., S), Additional Ln is the customers for the n vehicle distribution (Ln = 0 means
that the n vehicle is not used), adopt set C to represent the n path, rni is the order of
the client rni in the path n is i (excluding distribution center), set rn0 = 0 indicate
distribution center, the goal of the solution is to make the total mileage of the
vehicle distribution the shortest under the condition of meeting the constraints. The
constraint conditions are as follows: (1) The total customer demand on each dis-
tribution route does not exceed the rated load of the service vehicle; (2) Each
customer’s needs must be met, and each customer can only be visited once.

The model of CVRP as follows:

min Z ¼
XN
n¼ 1

XLn
i¼ 1

drnði� 1Þrni
þ drnLnrn0 � signðLnÞ

" #
ð5Þ

XLn
i¼ 1

qrni�Qn ð6Þ

0� Ln� S ð7Þ

XN
n¼ 1

Ln ¼ S ð8Þ

Cn ¼ rnijrni 2 1; 2; . . .; Sf g; i ¼ 1; 2; . . .;Lnf g ð9Þ
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Cn1 \Cn2 ¼ /; 8n1 6¼ n2 ð10Þ

signðLnÞ ¼ 1; Ln� 1
0; else

�
ð11Þ

In the model, (5) solves the optimization goal for the algorithm, so that the total
length of the vehicle service path or delivery mileage is the shortest; (6) guarantees
that the total amount of goods required by each customer on each route does not
exceed the load limit of the distribution vehicle; (7) guarantees that the number of
customers on each path does not exceed the total number of customers; (8) means
that each customer is provided with distribution services; (9) represents the cus-
tomer composition of each path; (10) restricts the distribution of each customer only
by one vehicle; (11) indicates that when the number of customers served by the n
car is greater than or equal to 1, that means the car was in the distribution, then sign
(Ln) = 1; when the number of customers served by the n car is less than 1, it means
that the car is not used, then sign(Ln) = 0.

The Q-bit observation model is defined as a two-dimensional Q-bit probability
matrix b of L � L, as follows:

b ¼
b11j j2 b12j j2 � � � b1Lj j2
b21j j2 b22j j2 � � � b2Lj j2
..
. ..

. . .
. ..

.

bL1j j2 bL2j j2 � � � bLLj j2

2
6664

3
7775 ð12Þ

bij
�� ��2ð1� i; j� L; 0� jbijj2� 1Þ represents the probability that the column J

element in line I has a value of 1. b0ijs initial value is taken
ffiffiffi
2
p

=2. By observing b,
the 0–1 observation matrix G can be obtained as follows:

G ¼
G1

G2

..

.

GL

2
6664

3
7775 ¼

g11 g12 � � � g1L
g21 g22 � � � g2L
..
. ..

. . .
. ..

.

gL1 gL2 � � � gLL

2
6664

3
7775 ð13Þ

Gi = [gi1, gi2,…, giL] the value of gijð1� i; j� LÞ is determined by the Q-bit
| u > observation corresponding to bij. That is, by producing a½0; 1� The random

number r that is evenly distributed between them, when r� jbijj2, then gij = 1, or
gij = 0.

Set p ¼ ½p½1�; p½2�; . . .; p½s��ðS� 2þ LÞ be the delivery path or solution for all
participating vehicles, N1 is the number of participating vehicles (1 � N1� N),
S is the length of p, C ¼ c½1�; c½2�; . . .; c½L�

� �
is arranged for customers. In this paper,
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the decimal code based on customer arrangement C is used, and the distribution
center number is 0. The vehicle travels from the distribution center to the customer,
serves a certain number of customers, and then returns to the distribution center.
Since each row in the observation matrix G may contain a plurality of elements of
1, it is not possible to determine the customer arrangement C, so the G needs to be
transformed. Set X be a 0–1 matrix of L � L, each row of X and only one element
in each column is 1. xij (1 � i, j � L) is the i row and j column element in matrix
X ¼ fclc ¼ 1; . . .; L and gic ¼ 1g is a set of 1 corresponding column numbers in
Gi ¼ fclc ¼ 1; . . .; L and gic ¼ 0g is a set of 0 corresponding column numbers in
Gi, gpre i;j ¼ 1=dpre i;j is the reciprocal of the distance between customer pre i and

customer j. (gpre i;j is defined as visibility); = max{jbijj2 � gpre i;j} is a set of j in

jbijj2 � gpre i;j that maximizes the value of j, = max{jbijj2 � gpre i;j} is a set of

j 2 M0
i in jbijj2 � gpre i;j that maximizes the value of j. The symbol “ ← ” ran-

domly selects an element in the right set of the symbol and assigns it to the variable
to the left of the symbol. In order to correctly produce the customer arrangement C,
you first need to convert G to X and then generate C from X. The following steps
can be used to convert G to X:

Step 1: set i = 1, X = G;
Step 2: When there is an element of 1 in Gi (1 � i � L), and m1

i ¼ argj2M1
i

maxfjbijj2 � gpre i;jg, m0
i ¼ argj2M0

i
, maxfjbijj2 � gpre i;jg, pre i ¼ m1

i�1ðm1
0 ¼ 0Þ,

then j0  m1
i , x

0
ij ¼ 1, xij ¼ 0 ðj 2 M1

i � fj0gÞ, xi0j0 ¼ �1 ði0 2 f1; 2; . . .Lg � figÞ.
Step 3: When there isn’t an element of 1 in Gi (1 � i � L), and m0

i ¼ argj2M0
i

maxfjbijj2 � gpre i;jg, m0
i ¼ minfm0

i g, pre i ¼ m0
i�1ðm0

0 ¼ 0Þ, then j0  m0
i ,

xij0 ¼ 1, xi0j0 ¼ �1, ði0 2 f1; 2; . . .Lg � figÞ;
Step 4: set i ¼ iþ 1, if i� L turn to step 2, otherwise set 0 for all elements in G that
are −1 and output X.

Set fun(X, i) be a value function for extracting the column number of elements 1
in line i of matrix X. The following steps can be used to change X to C:

Step 1: set i = 1;
Step 2: c[i] = fun(X, i), i = i + 1;
Step 3: if i� L, then turn to step 2, otherwise output C;

In summary, quantum evolution algorithm solves the process of CVRP [9]:

(1) T = 0, randomly initializing the Q-bit population.
(2) Through the generation, random numbers between the observation populations

are generated and decoded to generate lines.
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(3) For the lines that have been generated, the order within the line is repeatedly
optimized by the closest method.

(4) Individual evaluation, find the current optimal individual.
(5) Determine whether the termination conditions are met. If satisfied, if the

output optimal solution is not satisfied, jump to 6.
(6) Judge whether the disaster conditions are met. If satisfied, save the current

optimal individual, and re-initialize the Q-bit population if it is not satisfied,
jump directly to the next step.

(7) Rotating doors update the Q-bit population, jump to 2 and continue.

The detailed algorithm flow chart is shown in Fig. 1.

Fig. 1 Algorithm flow chart
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4 Experiment and Analysis

4.1 Problem Description

Distribution of goods from distribution center 1 to 30 other cities requires meeting
the needs of each city. The vehicle’s load capacity is limited to 100, and the optimal
route is found so that the final distribution route is the shortest. Distribution is 1,
n31-5 vehicles.

4.2 Problem Solving

The calculation using LINGO shows that the shortest circuit length is 529, and the
optimal path is shown in Table 3.

The initial value is set as follows: evolutionary algebra is 500 generations,
individual population is 50, urban coordinates and local demand are loaded by
data_b.mat file, and vehicle load is 100 tons. The results after running 20 are shown
in Table 4 (decimal digits are omitted here).

From the above 20 operating results, it can be concluded that the optimal result
is the calculation of the serial number of 1, which has the shortest operating dis-
tance. The specific operating route is shown in Table 5, and the road map of the
vehicle is shown in Fig. 2.

The convergence diagram using the quantum evolution algorithm is shown in
Fig. 3. The transverse coordinates in the figure represent evolutionary algebra, and
the longitudinal coordinates represent the best adaptability for each generation.

Table 3 Urban coordinates and requirements

City 1 2 3 4 5 6 7 8 9 10 11 12

x 17 24 96 14 14 0 16 20 22 17 98 30

y 76 6 29 19 32 34 22 26 28 23 30 8

D 0 25 3 13 17 16 9 22 10 16 8 3

City 13 14 15 16 17 18 19 20 21 22 23 24

x 23 19 34 31 0 19 0 26 98 5 17 21

y 27 23 7 7 37 23 36 7 32 40 26 26

D 16 16 10 24 16 15 14 5 12 2 18 20

City 25 26 27 28 29 30 31

x 28 1 27 99 26 17 20

y 8 35 28 30 28 29 26

D 15 8 22 15 10 13 19
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According to the results of the solution, the optimal path uses five vehicles, and
the total distance of the optimal path is 676. The LINGO knows that the exact
optimal distance of the case is 674, so the error is 0.3% < 3%. It can accept the
result. And through observation, only one of the 20 results is 699, the error is more
than 3%. The accuracy rate is higher, which shows that the algorithm has achieved
a better result in dealing with this problem at this time.

Table 4 Optimal path table

Vehicle Path

1 1-35-5-26-6-19-17-22-1

2 1-23-7-10-14-18-8-1

3 1-9-31-24-13-29-27-1

4 1-4-2-20-25-12-16-15-1

5 1-21-28-11-3-1

Table 5 Table of operating results

No. 1 2 3 4 5 6 7 8

Optimal value 676 688 676 690 679 680 699 681

Vehicles 5 5 5 5 5 5 5 5

No. 9 10 11 12 13 14 15 16

Optimal value 682 692 685 688 689 676 690 691

Vehicles 5 5 5 5 5 5 5 5
No. 17 18 19 20
Optimal value 697 693 684 680

Vehicles 5 5 5 5

Fig. 2 Vehicle drive map

Optimization of Transport Vehicle Path … 321



Through analysis, it can be seen that when the number of cities is small, the
quantum evolution algorithm has a strong solving ability, converges faster, and
cooperates with the disaster change function. It is easy to obtain better results, but
as the number of cities increases, its operating speed will become relatively slow.
The algorithm needs to be improved in a new step to make its application more
efficient.
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Order Batching of Intelligent
Warehouse Order Picking System Based
on Logistics Robots
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Abstract Through the analysis of operation process of intelligent warehouse order
picking system based on logistics robots, it is found that reducing the times of shelf
moves and balancing the picking time among different picking stations are key
factors to improve the efficiency of order picking. Based on the correlation of
different orders demand on the same shelf, the order batch model of parallel picking
mode is established. The “order correlation factor” is proposed to describe the
number of items located on the same shelf between two orders, and the longest
picking time of picking stations is minimized to achieve time balance among dif-
ferent stations operated in parallel. An improved dynamic clustering algorithm is
proposed to solve the model, wherein the orders are first clustered according to their
correlation factor, and this is followed by dynamic balancing of the picking time
among the stations. Simulation results show that, compared with order batching
method which only considers reducing the times of shelf moves, the proposed
method is more effective for improving the picking efficiency of one wave.
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1 Introduction

The traditional picker-to-parts picking mode in distribution centers is labor-intensive
and characterized by low picking efficiency and high cost. According to a survey,
traditional manual picking accounts for about 55–75% of the operating costs of a
distribution center [1]. In order to reduce labor costs and improve picking efficiency,
parts-to-picker picking system based on logistics robots has gradually gained
attention and application in e-commerce distribution centers. Amazon’s Kiva system
is a successful application case of this new picking mode [2].

In the parts-to-picker picking system based on logistics robots, the items are
stored on movable storage shelves, also known as inventory pods, and brought to
the order pick stations by logistics robot. Due to the large number of robots which
can transport many inventory pods simultaneously, an order picker can complete
the order in a shorter time and can complete more orders compared to traditional
picker-to-parts systems [3]. The parts-to-picker picking system also provides added
benefits of flexibility and scalability in addition to the associated advantages of
automation. By adding more robots, pods and/or work stations, the throughput
capacity of handling additional orders can be addressed economically and in a
relatively short time span. So, the new picking mode is particularly suitable for
e-commerce distribution centers that handle strong demand fluctuations, large
assortment, and small orders with tight delivery schedules.

The parts-to-picker picking system based on logistics robots heavily influences
all traditional planning problems in warehouses and numerous operational decisions
problems under the new picking mode are yet to be examined in depth, for example
storage allocation, the assignment of orders to picking stations, the allocation of
tasks to robots and the path planning of multi robots. Previous studies [4–7] mainly
focused on storage allocation, task assignment and path planning. In this research,
we specifically investigate the assignment of orders to picking stations in the
picking system based on logistics robots when orders are picking in batches,
namely order batching, in which multiple orders are unified to a batch of orders
jointly assembled in a picking station to improve picking efficiency.

Most studies on order batching are based on the traditional picker-to-parts
picking mode. There are basically two criteria for batching in manual picking: the
proximity of pick locations and time windows. Reference [8, 9] gave a very detailed
review of solution methods to the order batching in manual picking. The order
batching problem is proven to be NP-hard. For larger problem instances the use of
heuristics becomes unavoidable. Heuristics for order batching problem can be
distinguished into five groups: priority rule-based algorithms, seed algorithms,
savings algorithms, data mining approaches, and metaheuristics [10]. Hwang and
Kim [11] develop a cluster analysis based batching algorithm, Chen et al. [12]
proposed a data mining method based on association rules for order batching. Henn
and Wäscher [13] built a mathematical model based on the relative distances among
the goods to achieve the shortest walking distance for the picker, and the solution
was obtained by two modified tabu search algorithms. Menéndez et al. [14]
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proposes several strategies based on the variable neighborhood search methodology
to tackle the order batching problem. Jiang et al. [15] solved the order batching and
sequencing problem with limited buffers with a modified seed algorithm.

Due to the different working ways between the parts-to-picker and
picker-to-parts picking modes, namely, that pickers in the former walk to pick
goods one by one, whereas the logistics robots used in the latter carry shelves to
stationary pickers, the relative distances among goods cannot be used as the pri-
mary consideration during the order batching for the parts-to-picker mode.
Consequently, traditional order batching models in manual picking cannot be
directly applied to the parts-to-picker mode. Compared to the large variety of
research on order batching in manual picking system, the research on order
assignment to picking stations in parts-to-picker mode is very limited. Boysen et al.
[16] constructed a mathematical model of the order picking sequence and
shelf-moving sequence to a station, with the purpose of reducing rack movements
and speeding up order delivery. Wu et al. [17] further tackled order sequencing by
building a mathematical model for decreasing the frequency of bins being moved
around. A modified K-Means clustering algorithm was used to obtain the desired
solution. However, these previous studies only considered the number of shelves
moves in the developed models and algorithms, but did not take the time balance
among picking stations into consideration. In intelligent warehouse system based
on logistics robots, the picking time for stations operated in parallel is ultimately
determined by the station with the longest picking time, and this necessitates time
balance among the stations.

Based on the order batching models and algorithms developed in previous
studies, this paper develops a mathematical model for balancing the picking time
among multiple stations and reducing the number of shelves moves to make order
batching more time-efficient. A modified clustering algorithm, which considers the
order correlation factor and balanced station picking time, is proposed to solve the
model. Simulation experiments are then performed to verify the picking efficiency.

The rest of this paper is organized as follows. Section 2 gives a detailed
description of the order batching problem of robots based order picking system. The
“order correlation factor” is introduced in Sect. 3 and used to describe shelf sharing
by goods of two orders. A mathematical model for more time-efficient order
batching is then developed. Section 4 presents a modified dynamic clustering
algorithm for solving the developed model, while Sect. 5 compares the picking
time, efficiency, and the times of shelf moves using the proposed algorithm with
those using the traditional algorithm. Finally, Sect. 6 presents the conclusions
drawn from the present study and the prospects.
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2 Problem Description

The parts-to-picker order picking system based on logistics robots is mainly
composed of pickers, picking stations, shelves, aisles, cache regions, and logistics
robots, as shown in Fig. 1.

The order picking process based on logistics robots is as follows. Firstly, orders
are batched and merged into pick lists, which are assigned to picking stations. Then
the tasks on pick lists are allocated to logistics robots, which move the corre-
sponding shelves to the designated picking stations, as shown in ① of Fig. 1. After
pickers at the station pick the target tasks on the shelves, the logistics robots
transport the shelves back to their original locations, as in② of Fig. 1. The logistics
robots go on to execute next task, as in ③ of Fig. 1. This is continued until all the
assigned tasks are performed.

E-commerce orders are usually of large-variety, small-batch and high-frequency,
so wave-picking is usually adopted with the purpose of improving picking effi-
ciency. Wave-picking is to gather orders together within a certain period for picking
[18]. That is, orders arrive at the order pool continually, and then a certain quantity
of subsequent orders is removed as one wave. In this method, the number of orders
in a wave is first determined, and the orders are then divided into batches based on
certain rules, and one batch is distributed to one picking station. The orders in the
same batch are merged into a pick list with many tasks, which are the items to be
picked. After order batching, the tasks are subsequently assigned to robots that
perform the picking. The order batching process is illustrated in Fig. 2.

In application, e-commerce orders are numerous, and the relationship among the
orders, picking stations, and shelves is complex. A reasonable distribution of
arriving orders to stations is thus important to achieve high picking efficiency.
A robot needs to move the entire shelf to picking stations, so it is better to pick as
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Fig. 1 Schematic diagram of intelligent warehouse picking system
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many as items for a single shelf move. Therefore, the orders which consist of items
on the same shelf should be assigned to one station, which obviously can reduce the
times of shelve moves. So, minimization of the times of shelf moves can improve
the picking efficiency. In addition, the parallel operation of multiple stations is
usually adopted in intelligent warehouses. So, the time required to complete the
picking for a wave of orders is determined by the station with the longest picking
time, inappropriate order batching may cause unevenly distributed busy or idle
times of the pickers. Balancing the picking time among different stations is thus also
important to improve the order picking efficiency.

3 Model Formulation

3.1 Model Assumptions and Parameter Definitions

Based on an analysis of the work flow in an intelligent warehouse system based on
logistics robots, the following assumptions are made in the modeling:

• Relationship among orders, tasks (items), and pick lists: an order may entail
multiple tasks, but a task can only be included in one order. A task is an
indivisible unit. A pick list contains at least one order and multiple tasks; a pick
list may thus be considered as a large order.

• Relationship between a pick list and picking station: In wave-picking, there is
only one pick list for each picking station.

• Relationship among shelves, tasks, and picking stations: A shelf may store items
for multiple tasks, but can serve only one picking station at a time. The location
of the shelf for a picking task is known. A picker works at only one station. The
picking time for each task is the same for all pickers.

• All the logistics robots run at the same uniform speed.

Order
batching

Order
merging

Picking
station3

Picking
station2

Picking
station1

Picking
station1

Picking
station2

Picking
station3

Fig. 2 Order batching
process
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Definitions of the parameters and variables used to develop the order batching
model are as follows:

O: represents the set of orders, O ¼ o1; o2; . . .; omf g. m is the total number of
orders of one wave.

P: represents the set of shelves, P ¼ p1; p2; . . .; pnf g. n is the total number of
shelves.

Ai: represents the set of tasks included in order oi, Ai ¼ ai1; ai2; . . .; ai Aij j
� �

. Aij j
is total number of tasks (items) included in order oi.

s: represents picking station, s ¼ 1; 2; . . .h, h is the total number of picking
stations.

Os: represents the set of orders allocated to station s, Os ¼ os1; os2; . . .;f
os Osj jg. Osj j is the total number of orders in Os.

daijs: distance between the shelf of task aij and picking station s.

v
0
: running speed of logistics robots.

t
0
: picking time of a task by a picker.

q
0
s
: maximum number of orders received by station s

caijpk ¼
1; if task aij is located on shelf pk
0; otherwise

�

xis ¼ 1; if order oi is assigned to pickingstation s
0; otherwise

�

3.2 Mathematical Model of Order Batching

Based on the common demand for a shelf by different orders, an “order correlation
factor” is proposed in this sector to describe the occupation of the same shelf by
goods from different orders. The “order correlation factor” is then used to develop a
mathematical model of order batching which can reduce the times of shelf moves
and balance the picking time among stations.

The correlation factor of each two orders is denoted by Qoiol , which indicates the
number of any two items from order Oi and order Ol that are located on the same
shelf. ai@ and alb represents a task from order oi and order ol respectively. When the
items of these two tasks are both located on shelf pk, we say these two tasks are
correlative tasks. Qoiol is defined as the total number of correlative tasks of these
two orders.

Qoiol ¼
Xn

k¼1

XAij j

@¼1

XAlj j

b¼1

cai@pkcalbpk

 !

; i 6¼ l ð1Þ
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The correlation factor between order oi and picking station s is denoted by Qis,
which is the sum of the correlation factor between order oi (unassigned order) and
the orders in Os (the set of orders assigned to station s). Qis is defined as follows:

Qis ¼
XOsj j

w¼1

Qoiosw ð2Þ

The picking time of a task mainly consists of two parts: (1) the logistics robots
travel time. t1 is the time required to transport the shelf to the appropriate picking
station, and t2 is the time required to return the shelf back to its original location
after completion of the picking. Here, the distances covered in the transportation of
the shelf in both ways are assumed to be equal, and referred to as the Manhattan
distance. So, in the assumption, it is obvious that t1 ¼ t2. (2) The picking time t0,
which is the time required to pick the items by the picker. The time cost taij of task
aij can be expressed as:

taij ¼ t1 þ t2 þ t0 ¼ 2� daijs
v0

þ t0 ð3Þ

The time cost tis of order oi when it is allocated to station s is:

tis ¼ ð
XAij j

j¼1

taijÞ � ð Aij j � QisÞ= Aij j ð4Þ

The picking time at station s is given by:

ts ¼
Xm

i¼1

tis � xis ð5Þ

The objective is to minimize the picking time at the station with the longest
picking time:

f ¼ min max
s

ts ¼ min max
s
ð
Xm

i¼1

tis � xisÞ ð6Þ

s.t.

Xh

s¼1

xis ¼ 1;8i 2 f1; 2; . . .;mg ð7Þ

1�
Xm

i¼1

xis � q
0
s; 8s 2 f1; 2; . . .; hg ð8Þ
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Equation (7) imply that an order can only be assigned to one station.
Equation (8) shows that at least one order is allocated to each station, with the
maximum number of allocated orders not exceeding the capacity of the cache
region. The proposed order batching model for logistics robot based order picking
system uses the time cost as the order allocation criterion, with comprehensive
consideration of reducing the times of shelf moves and balancing the picking time
among stations.

4 Improved Dynamic Clustering Algorithm for Solving
Order Batching Problem

The order batching problem is a NP-hard problem of combinatorial optimization,
which is difficult to optimally solve using an exact algorithm. This combinatorial
optimization problem can be converted into a clustering problem. There are many
different solving methods for clustering problems. Among them, dynamic clustering
algorithm can modify and optimize clustering results on the basis of classification
[19, 20]. So, the dynamic clustering algorithm is improved and used in this study to
solve order batching model. The advantages of this algorithm lie in: (1) It ensures
that the number of orders in a wave will not be too large due to the limit of the
cache region, and the clustering algorithm is particularly good for medium-scale
problems. (2) While the clustering algorithm does not guarantee optimal final
results, it offers fast computation. (3) The present study considers both the order
correlation factor and balance of the picking time among stations, and thus requires
adjustment of the results, which necessitates solving the model by dynamic cluster
analysis.

In our method, firstly the generation of the initial cluster centers and the clus-
tering rules is improved according to the batching problem, and then the solutions
are dynamically adjusted by balancing the picking time among stations to get better
order batching solutions. The specific steps of the improved clustering algorithm are
as follows:

4.1 Initial Clustering Based on Order Correlation Factor

Step 1: Generation of the initial cluster center for each picking station.

(1) The order correlation factors between each two orders are calculated by (1).
The order with the largest sum of order correlation factor is taken as the initial
cluster center a, and is arbitrarily assigned to a station.
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(2) Using the initial cluster center a as the starting point, the order with the least
order correlation factor with a is set as the initial cluster center b, and is
randomly assigned to any available station.

(3) a and b are combined and the order that has the least order correlation factor
with them is set as the initial cluster center c, and is randomly assigned to any
available station.

(4) Repeat (3) until all the picking stations are assigned an initial cluster center.
The algorithm then proceeds to Step 2.

Step 2: Clustering rules for orders

(1) Calculate the number of orders of each cluster center, if it has not reached the
maximum capacity of the corresponding order cache region, the cluster center
is available and can accept new orders. Else, the cluster center is unavailable.

(2) The correlation factors between a remaining order and available cluster centers
are calculated by (2). An order is assigned to and merged with the cluster center
with which it has the largest correlation factor. If the correlation factors are the
same, the order is assigned to the cluster center with the shortest picking time to
balance the picking time among stations.

(3) Repeat (1) and (2) until all the orders are distributed. The algorithm then
proceeds to next step for time balance adjustment.

4.2 Dynamic Clustering Algorithm for Balancing
the Picking Time among Stations

Step 3: Time balance between stations

(1) Based on the clustering results and the picking times of the different stations
calculated by (5), the station with the longest picking time t1 is set as station s1.

(2) The correlation factors between each two order at station s1 are calculated by
(1). The order with the smallest sum of correlation factors is identified as ol.

(3) The correlation factors between order ol and other available cluster centers are
calculated by (2).

(4) Order ol is merged with the available cluster center with the largest correlation
factor. Recalculate the longest picking time t2. If t2\t1, Order ol is reassigned
to the available the station with the largest correlation factor and return to (1).
Otherwise, try to assign order ol to the available station with the second largest
correlation factor, and so on. If all failed, the order batching terminates.
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5 Simulation Analyses

An e-commerce company A is used to assess the validity of the proposed order
batching model and algorithm. The orders received by company A are highly
varied, with small-batch and high frequency. The company utilizes logistics robots
based intelligent warehouse picking system with a total storage area of 6000 m2

divided into four identical zones. There are 800 shelves and 2000 categories of
goods per zone, with each shelf holding 10–15 items. The warehouse is equipped
with three picking stations, each having a cache capacity of 12 orders per wave. The
number of tasks for each order varies from 1 to 8. The warehouse is equipped with
logistics robots that move at a speed of 2 m/s. The path between each shelf and
station is known and fixed. The picking efficiency of the pickers is 4 s/item.
MATLAB 7.11 is used in this study to perform multiple simulation iterations on
orders of different quantities (100, 200, …, 1000).

The proposed order batching optimization algorithm (here referred to as
Algorithm 2) comprehensively considers the reduction of the times of shelf moves
and balancing of the picking time among the stations to minimize the time cost.
Conversely, the algorithm (referred to as Algorithm 1) which comes from [10] only
considers the reduction of the times of shelf moves. In Algorithm 1, the correlation
is calculated for pairs of orders to identify and merge the pair with the largest
correlation, with the merged order assigned to the first picking station. The corre-
lation is then computed again for the merged order and the other orders, and the
orders with the largest correlation factor are merged and assigned to the first picking
station. The procedure is repeated until the orders of first station reach its limit, and
the remaining orders are distributed to other stations in a similar way.

The results of the two methods were compared to assess the validity of the
proposed model and algorithm. In each case, the picking time of the station with the
longest picking time was adopted as the total picking time.

The two algorithms were respectively used to perform multiple simulations for
different quantity of orders to determine the picking time and the times of shelf
moves. The results are shown in Fig. 3 and Fig. 4 respectively. Time difference and
order quantities assigned to different stations for the two algorithms in the case of
600 orders is presented in Table 1. Time difference is the largest picking time minus
the picking time of each picking station. The following can be observed from
Fig. 3, Fig. 4 and Table 1:

(1) Figure 3 and Fig. 4 show that, with increasing order quantity, there is a
decrease in the increase rate of both the times of shelf moves and the order
picking time for both algorithms. This implies reasonable order batching can
improve picking efficiency.

(2) Though the times of shelf moves is almost the same for both algorithms as
shown in Fig. 3, the picking time for Algorithm 2 is less than that for
Algorithm 1 in a given scenario, as shown in Fig. 4. And with the increase of
order quantity, the efficiency of algorithm 2 is more obvious.
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(3) It can be observed from Table 1 that the picking time differences between
stations of Algorithm 1 are greater than those of Algorithm 2. That is because
Algorithm 1 only considers the number of shelves moves, but as noted earlier,
the picking time is determined by the station with the longest picking time. So,
while Algorithm 1 affords savings in the number of shelves moves, it offers no
advantage with regard to the picking time. And it also could cause uneven
distributions of the busy and idle time of the pickers.
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Table 1 Picking time differences (in seconds) and order quantities assigned to different stations
for the two order batching algorithms

Order batching
algorithm

Picking station 1 Picking station 2 Picking station 3

Time
diff.

Order
qty.

Time
diff.

Order
qty.

Time
diff.

Order
qty.

Algorithm 1 1792 200 0 200 783 200

Algorithm 2 169 195 0 207 57.92 202
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6 Conclusions and Prospects

This study considered the order batching problem in intelligent warehouse picking
system based on logistics robots. Through an analysis of the work flow, reduction
of the times of shelf moves and balancing of the pick time among stations were
identified as two important factors to improve the order batching efficiency. An
“order correlation factor” was introduced to characterize the situation in which
goods of two orders occupied the same shelf. A detailed mathematical model of the
order batching was also developed and solved by a modified dynamic clustering
algorithm. Simulation experiments were performed to compare the developed
model and algorithm with an existing order batching algorithm. Based on the
observations, the following conclusions were drawn: (1) an appropriate order
batching method improves the picking efficiency; (2) reduction of the times of shelf
moves and balancing the picking time among stations are equally important to order
batching; (3) with increasing order quantity, the proposed order batching method
produces more obvious improvements in the order picking efficiency compared
with the existing algorithm.

Further study is, however, required to investigate the effects of dynamic
uncertainty factors on the time cost during the operation of logistics robots, i.e.,
considering the time cost as a random variable rather than a fixed value. This would
facilitate improvement of the dynamic adaptability in the implementation of
logistics robot based picking systems. Item (3) in the preceding paragraph also
requires deeper examination, taking into consideration dynamic uncertainties of
picking tasks.
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Resource Allocation with Carrier
Aggregation in Wireless Ad Hoc
Networks

Tingyu Yang, Yanfei Liu, and Wentao Lu

Abstract Carrier aggregation (CA) has become one of the promising technologies
in long term evolution-advanced (LTE-A) due to its ability to provide higher data
rates. All previous research is based on cellular systems. But in this paper, resource
allocation with carrier aggregation in wireless ad hoc networks is studied. Wireless
ad hoc networks are multi-hop networks compared to one-hop cellular networks.
Therefore, the innovation of this paper is that we established a new model in which
the hop count and the frequency reuse which aims at maximizing system
throughput are considered. At the same time, the model also incorporates adaptive
modulation coding and guarantees the minimum transmission rate requirement of
each node. Then we formulate the resource allocation problem as a 0–1 integer
linear programming problem and solved by the branch implicit enumeration
algorithm (BIEA). Simulation results show that resource allocation with carrier
aggregation can achieve higher system throughput in wireless ad hoc networks, and
the proposed algorithm can also meet the quality of service (QoS) requirements of
each node.
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1 Introduction

Wireless ad hoc networks have the characteristics of fast and flexible networking,
dynamic topology changes, multi-hop, and strong resistance to damage. They have
appeared in a wide variety of applications such as the military, disaster relief,
sensing, monitoring and etc. [1]. With the continuous expansion of ad hoc networks
and the increasing demand for node services, mobile data traffic has grown expo-
nentially [2]. In order to improve system capacity and the transmission rate of each
node, a large amount of spectrum resources is needed to solve the problem.
However, it is difficult to find a whole continuous large bandwidth spectrum with
severe electromagnetic interference. Carrier aggregation (CA) proposed by 3GPP
can increase system bandwidth by aggregating multiple continuous or discrete
frequency bands, thereby achieving faster data transmission rate and higher spec-
trum utilization [3].

A lot of research on resource allocation with CA has been carried out in LTE-A.
Initially, the authors considered component carrier (CC) selection and resource
block (RB) allocation separately, resulting in lower network performance [4]. Liao
et al. [5], proposed the greedy algorithm that takes into account joint allocation of
CCs and RBs and modulation and coding schemes (MCS). An efficient RB allo-
cation algorithm was proposed, which allocates CC, RB and MCS according to the
users’ CA capability [6]. A large-scale CA scenario was considered in [7] and a
continuous geometric programming approximation method was used to solve the
resource allocation problem. The authors considered the quality of service
(QoS) mechanism of different traffic types and used different utility functions for
heterogeneous traffic [8]. They proposed a two-step resource allocation algorithm
including resource grouping. The utility proportional fair method [9] was used to
guarantee the minimum QoS of each user according to the utility percentage of the
percentage of the application run by the user and the priority criterion of the
application type.

So far, the above research has been directed to single-hop cellular networks. In
these scenarios, any RB can be assigned exclusively to maximum one user
equipment. In contrast, wireless ad hoc networks are multi-hop systems, so the
contribution of this paper is to consider its multi-hop characteristics. At the same
time, in order to maximize system throughput, we also introduced frequency reuse
factors into the model. That is, one resource block can be simultaneously allocated
to multiple nodes. CCs, RBs and MCS are jointly allocated and the minimum
transmission rate requirement of each node is guaranteed. We transform the
resource allocation problem into a 0–1 integer linear programming problem and use
the branch implicit enumeration algorithm (BIEA) to solve it.
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2 System Model and Problem Formulation

2.1 Three-Hop Multiplexing Mechanism

The three-hop multiplexing mechanism in wireless ad hoc networks is specifically
analyzed in [10]. And the authors use channel utilization as an indicator of per-
formance analysis.

The data transmission rate of control slots RC and data slots RD can be calculated
according to Shannon’s theorem.

RC ¼ BC log2 1þ SIRcð Þ

RD ¼ BD log2ð1þ SIRDÞ

BC and BD represent the bandwidth of control slots and data slots respectively.
The signal-to-interference ratios of control slots and data slots are SIRC and SIRD.

The amount of data transmitted in each control and data slot is denoted by LC
and LD. Then the interval tC of each control slot and the tD of each data slot are
expressed as follows

tC ¼ LC
RC

tD ¼ LD
RD

In the frame structure, each frame contains C control slots and D data slots. The
expression of channel utilization in a network that does not involve frequency reuse
is given by

g ¼ DtD
CtC þDtD

Under the multi-hop external frequency reuse mechanism, the channel utilization
with the reuse coefficient n is

g ¼ n
C
D
LC
LD
log 1þ SIRD

1þ SIRC
þ 1

It can be seen that the channel utilization is related to the ratio of the number of
control slots to the number of data slots (C-D ratio), the length of control message
and data message, the signal-to-interference ratios of control slots and data slots and
multiplexing coefficient. Among these the C-D ratio is related to the number of
neighbor nodes maintained [11].
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By simulating and analyzing the relationship between channel utilization and the
number of neighbor nodes maintained [10], it can be concluded that the three-hop
multiplexing mechanism can obtain the highest channel utilization. Therefore, we
choose the three-hop frequency reuse mechanism to build our system model.

2.2 System Model

We consider the ad hoc network based on the OFDM system consisting of K nodes
as K ¼ f1; 2; . . .;Kg: Also the network has M orthogonal CCs as
M ¼ f1; 2; . . .;Mg. Each CC can be consisted of a different number of RBs. The set
of RBs is modelled as B ¼ f1; 2; . . .;Bmg and the frequency outside j hop can be
reused. lk;m;b ¼ 1 takes a value of 0 or 1. lk;m;b ¼ 1 indicates that the bth RB on the
mth CC is assigned to the kth node, and lk;m;b ¼ 0 indicates the opposite. The MCS
is shown in Table 1, where i ¼ f0; 1; . . .; Ig represents the index of the modulation
and coding scheme. We propose six schemes. The first scheme means that the RB
has a low signal-to-noise ratio and is no longer able to transmit information, so it is
not assigned to any nodes.

We consider the chain network topology. The model after applying the three-hop
multiplexing mechanism is shown in Fig. 1. F(1), F(2), and F(3) are frequency sets
composed of RBs that have different center frequency points, that is, any two of the
three sets intersect as an empty set. The total frequency set can be expressed as

F ¼ fFð1Þ;Fð2Þ; . . .;FðKÞgð1�K� jÞ
fFð1Þ;Fð2Þ; . . .;FðjÞgðK[ jÞ

(

and any two sets in F intersect as an empty set. In Fig. 1, node 1, 4, and 7 share the
same frequency set, node 2 and 5 share the same frequency set, and nodes 3 and 6
share the same frequency set. Starting from node 1, each j node is a group, and the
remaining less than j nodes are a group. For example, nodes 1, 2 and 3 are a group,
node 4, 5, and 6 are a group. The frequency set allocation of the remaining nodes is
analogized according to this rule.

Table 1 Modulation and
coding scheme

i Modulation Code rate

0 Out of range

1 QPSK 1/2

2 QPSK 3/4

3 16QAM 1/2

4 16QAM 3/4

5 64QAM 3/4
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2.3 Problem Formulation

We set the system throughput as the objective function, and the system throughput
can be defined as:

T ¼
XK
k¼1

XM
m¼1

XBm

b¼1

XI

i¼1

lk;m;br
ðiÞ
b ð1Þ

rðiÞb is the transmission rate of the bth RB on the mth CC when using the ith

modulation and coding scheme, which can be expressed as:

rðiÞb ¼ 1
ts
Ri log2ðMiÞ � Nsc � No ð2Þ

i ¼ 0 means that the RB does not carry data, and the RB transmission rate is zero
at this time. ts represents the time of one slot. Ri is the coding rate. Mi refers to the
modulation order. The meaning of Nsc is the number of subcarriers included in one
RB. And No represents the number of OFDM symbols contained in one RB in time
domain. The constrained joint optimization problem with the goal of maximizing
the system objective function T can be defined as follows:

maxT ¼ max
XK
k¼1

XM
m¼1

XBm

b¼1

XI

i¼1

lk;m;br
ðiÞ
b ð3Þ

subject to the following constraints:

Xðzþ 1Þj

k¼1þ jz

lk;m;b � 1 for z 2 N;K� (z + 1)j ð4Þ

XK
k¼1þ jz

lk;m;b � 1 for z 2 N;K\(z + 1)j ð5Þ

Node 2Node 1 Node 4Node 3 Node 6Node 5 Node 7 Node n

 F(1)            F(2)             F(3)           F(1)            F(2)             F(3)            F(1)

Fig. 1 System topology
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lk;m;b ¼ lðkþ jÞ;m;b ¼ lðkþ 2jÞ;m;b ¼ . . . ¼ lðkþ vjÞ;m:b; v 2 N ð6Þ

lk;m;n 2 f0; 1g ð7Þ

XM
m¼1

XNm

n¼1

lk;m;nr
ðiÞ
n �Rk ð8Þ

(4) and (5) indicate that the bth RB on the mth CC is allocated to at most one node
in each group of nodes. (6) ensures that the bth RB on the mth CC is assigned to the
corresponding node in each group of nodes. (7) illustrates that lk;m;b is a binary
variable whose value can only take 0 or 1. (8) guarantees the minimum rate
requirement of each node.

3 Branch Implicit Enumeration Algorithm

The simplest and easiest way to solve 0–1 integer linear programming is exhaustive
algorithm. It checks each combination of decision variables that are 0 or 1 in order
to obtain the optimal solution of the objective function value. However, this method
has a large amount of computation and needs to check 2n combinations of variable
values. The branch implicit enumeration algorithm greatly reduces the amount of
computation by hiding some cases that do not require enumeration. The specific
implementation steps of this algorithm are as follows:

3.1 Model Standardization

Convert (3), (4), and (5) into

minð�TÞ ¼ minð�
XK
k¼1

XM
m¼1

XBm

b¼1

XI

i¼1

lk;m;br
ðiÞ
b Þ ð9Þ

�
Xðzþ 1Þj

k¼1þ jz

lk;m;b ��1 ð10Þ

�
XK

k¼1þ jz

lk;m;b ��1 ð11Þ
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Let the number of total RBs be B. And the set of decision variables is labelled as
U ¼ l1; l2; . . .; lK�Bf g. For each element in the set, let l1 ¼ 1� l01, l2 ¼ 1� l02,
…, lK�B ¼ 1� l0K�B and substitute them into (9), (10) and (11). Then, the vari-
ables in the objective function are arranged according to the coefficients from large
to small. Accordingly, the order of the variables in the constraint condition is
consistent with the order of the variables in the objective function.

3.2 Determine the Basic Scheme

Let l01 ¼ l02 ¼ l03 ¼ . . . ¼ l0K�B ¼ 0 as the benchmark scheme, and check whether
the scheme satisfies all the constraints. If it is satisfied, the scheme is tentatively
determined as the optimal solution of the objective function; if not, the next step is
performed.

3.3 Branch and Select the Best

Specify a variable as a fixed variable and the remaining variables as free variables.
The problem is divided into two sub-problems. The fixed variable in one
sub-question takes 1 and the fixed variable in the other sub-question takes 0, and the
free variables take 0. Find the target function value and check whether the value of
the variable can satisfy the constraint, and then decide whether to continue the
branch according to the following principles:

(1) When a sub problem of a branch is a feasible solution, the branch stops con-
tinuing to branch. The branch with the smallest value of the objective function
in all feasible solutions is retained, and the branch with large boundary value in
the feasible solution is removed.

(2) Regardless of whether it is a feasible solution, the branch is stopped as long as
the boundary value of the branch is greater than the boundary value of the
remaining feasible solution.

(3) Some variables in the branch have been determined, and the branch is stopped
when at least one of the constraints is not satisfied, regardless of the value of the
other variables.

In addition to the above three cases, continue to branch until all the branches
except the reserved branch have been removed. The feasible solution that is retained
at this time is the optimal solution of the objective function.
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4 Simulation Results

The simulation parameters are shown in Table 2. Each node is evenly distributed in
the system and has the same transmission power. Rayleigh fading channel is
selected as the channel model. First, we consider the spectrum utilization in both
single-band and multi-band scenarios and the system throughput under different
number of nodes and number of CCs. The single band consists of four consecutive
CCs in the 2.4 GHz band. The bandwidth of the four CCs is 3 M. The multi-band is
composed of two consecutive CCs in the 2.4 GHz band and two consecutive CCs
in the 900 MHz band. The bandwidth of the four CCs is also 3 M. Meanwhile, the
system throughput of the ad hoc network and the cellular network which use the
same algorithm is compared. Secondly, the throughput under the node index is
given to verify whether the minimum transmission rate requirement of each node is
guaranteed. Finally, the effect of different frequency reuse coefficients on system
throughput is provided.

Figure 2 shows that the system throughput with different aggregation bands and
number of nodes. The reason why the multi-band has higher throughput than the
single band in the same network environment is that the low frequency band of
900 MHz has better channel conditions, so that the nodes have good signal-noise
ratio. Therefore, some nodes can choose high order modulation and higher coding
rate. When the number of CCs is constant, as the number of nodes increases, the
system throughput increases. This is because a larger number of nodes will enhance
the diversity effect of multiple nodes.

We also analyze the system throughput with different aggregation bands and
number of CCs. As shown in Fig. 3, in the case of a certain number of nodes, the
more CCs, the greater the system throughput. This is because the number of CCs
increases, that is, the number of RBs increases, which enhances the selectivity of
the nodes for RBs with better channel conditions.

Table 2 Simulation
parameters

Parameter Numerical value

K 10

M 4

B 15

Carrier frequency 900 MHz, 2.4 GHz

Maximum transmission power 46 dBm

TTI length 1 ms

Multiplexing mechanism three-hop

Channel model Rayleigh fading channel
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Fig. 2 System throughput with different aggregation bands and number of nodes

Fig. 3 System throughput with different aggregation bands and number of CCs
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Figure 4 and Fig. 5 mainly analyze system throughput with different network
environments. In Fig. 4, since the co-frequency multiplexing factor is considered in
the ad hoc networks, when the number of nodes in the networks is greater than

Fig. 4 System throughput with different network environments and number of nodes

Fig. 5 System throughput with different network environments and number of CCs
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three, the ad hoc networks are equivalent to indirectly having more available RBs
than the cellular networks, thus having higher throughput. It can also be seen from
Fig. 5 that the system throughput is higher due to the co-frequency multiplexing
factor of the ad hoc networks. It is proved once again that the more nodes and CCs,
the higher the system throughput.

As shown in Fig. 6, comparison of spectral efficiency between multi-band and
single band is given. When the number of nodes is fixed, multi-band CA achieves
higher total spectral efficiency than single-band CA.

Considering that there are 10 nodes in the system, the minimum transmission
rate requirement for each node in Fig. 7 is compared with the actual transmission
rate of each node after applying the BIEA. The comparison results illustrate that the
designed algorithm can meet the minimum transmission rate requirement of each
node.

Figure 8 shows the effect of different hop frequency reuse factor on system
throughput. The result shows that the smaller the reuse hop count, the higher the
system throughput. This is because the system with lower frequency reuse coeffi-
cients indirectly have more RBs than the systems with higher frequency reuse
coefficients.

Fig. 6 Comparison of spectral efficiency between multi-band and single band
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Fig. 7 Comparison of the minimum transmission rate of each node with the actual transmission
rate

Fig. 8 Effect of different hop frequency reuse factor on system throughput
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5 Conclusion

In this paper, we establish a frequency reuse model for resource allocation with CA
in ad hoc networks. The model is based on the multi-hop frequency reuse mech-
anism and takes into account the minimum transmission rate requirement of each
node. The model is transformed into a 0–1 integer linear programming model. It is
solved by the BIEA and measured by system capacity and spectral efficiency. The
results show that CA technology can improve system throughput and spectrum
efficiency. When the number of CCs is constant, the more nodes, the greater the
system throughput. When the number of nodes is constant, the more CCs, the
greater the system throughput. Compared with the resource allocation with CA in
cellular networks, wireless ad hoc networks obtain higher system throughput by
considering multi-hop frequency reuse factor. The BIEA proposed in this paper
solves the 0–1 integer linear programming problem well and can also satisfy the
QoS requirements of each node.
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Secure Routing Based on Trust
Management in Ad-Hoc Networks

Jia Ni, Wenjun Huang, and Wenqing Zhang

Abstract Malicious nodes attack brings efficiency decline of routing protocols in
multi-hop ad-hoc networks, especially when the network resource is limited. To deal
with this challenge, a secure routing mechanism T-AODVwith low routing overhead
is proposed, in which trust management is deployed. The impact of time attenuation
factor and trust-threshold over the performance of T-AODV is analyzed under two
attack mode: black hole attack (BLA) and on-off attack. Simulation results show
it can resist internal attacks when malicious nodes work and improve security of
network. T-AODV with appropriate protocol parameters can significantly improve
the ability against internal attacks, especially BLA and on-off attack.

Keywords Trust management · Black hole attack · Internal attacks · On-off
attack · Securing routing

1 Introduction

Ad-Hoc network, it is a typical decentralized self-organizing network, rely on collab-
oration between nodes. There may be selfish and malicious behavior in the limited
resources network. BLA is a typical internal attacks [1], where malicious nodes will
discard all packets routed by themselves. Bad mouthing attack [2] is also a com-
mon internal attack as malicious nodes can pollute ordinary nodes and hinder data
transmission. Other internal attacks like on-off attack, conflicting behavior attack,
collusion attack, etc., affect the network throughput, packet loss rate, delay etc.
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Trust management [3] is usually used to handle internal attacks in ad-hoc network
[4], point-to-point network andWSNnetwork [5]. Trust management identifiesmali-
cious nodes by evaluating the trust of positive behaviors (forwarding data) and nega-
tive behaviors (dropping data packets). In reference [1], Active-Trust scheme based
on active detection of trust security routing mechanism was proposed, which can
actively detect the security and reliability of the path by consuming the energy of the
monitoring node, so as to create as many secure routes as possible. This mechanism
can detect the BLA caused by malicious nodes in advance. However, on-off attack
that nodes discarding data after gaining high trust through good behavior in the early
stage of data transmission cant be recognized and processed. In reference [2], a rec-
ommendation based trust management mechanism is proposed to filter misbehaving
nodes, and the robustness and stability of this model in MANET are verified in the
topological changes frequently scenarios.

In reference [6], authors proposed themulti-objective optimization algorithm con-
sidering the link factors, distance, energy, link lifetime, which could optimize data
transmission delay, delivery rate and other indicators on the premise of ensuring secu-
rity. In reference [7], the sensitivity of trusted routing schemes based on attack pattern
discovery is analyzed by setting different parameters in different attack modes. It is
concluded that trust update interval and trust threshold will affect network perfor-
mance, and the parameters of different networks should be adjusted in consideration
of attack modes.

The selection of protocol parameters is very important for trust management
mechanism. If the trust threshold is wet too high, the non-malicious packet loss
behavior of non-malicious nodes can easily be misjudged as malicious nodes, and
the re-routing will cause unnecessary additional overhead. If the threshold of trust
is too low to identify malicious nodes in time, the network performance will be
degraded. However, few papers have analyzed the selection of protocol parameters.
Aiming at malicious node attacks and combining AODV with trust management,
a secure routing mechanism T-AODV that can resist black hole attacks and on-off
attacks with low routing overhead is proposed. The influence of trust threshold and
time attenuation factor on network performance under different scenarios is analyzed.
The main contributions are as follows:

(1) A secure routing mechanism T-AODV that guarantees the overall performance
of the network with low routing overhead under internal attacks is proposed.

(2) Analyses the influence of T-AODV trust threshold and time attenuation fac-
tor protocol parameters on the overall performance of the network in different
network scenarios in this paper.

2 Trust Management Mechanism

To identify malicious nodes, usually establish a trust model, evaluate the positive and
negative behaviors of nodes and calculate node’s trust degree. Trust model mainly
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consists of direct and indirect trust value. Through promiscuous mode, upstream
node can directly monitor whether the downstream node has completed the data
forwarding, then calculation the direct trust value. Data upstream nodes can directly
monitor the downstream nodes to evaluate whether the packets forwarded by the
nodes are valid packets in the network, so as to avoid malicious nodes forwarding
useless packets to deceive trust. Indirect trust is a trust table that interacts with
neighbor nodes. In sparse data situation, nodes not on data transmission link can
quickly obtain trust information through interacting with neighbor nodes.

Ti j is node j’s trust value in node i’s record, can be computed by (1):

Ti j = δ · T D
i j + (1 − δ) · T I

i j (1)

where T D
i j represents node j’s direct trust value in node i’s record, T I

i j is the node j’s
indirect trust value of node j in node i’s record, δ ∈ (0, 1) is proportion of trust.

2.1 Direct Trust Mode

Beta reputation model [8], which has the property of conjugate priori can be used to
predict the probability of node forwarding data, can be used to calculate direct trust.
It can be considered that the behavior of node forwarding data packet obeys beta
distribution Beta (a = f, b + d), in which a, b represents initial trust, f represents
number of node forwards, d represents number of packet losses. Based on this, the
trust degree of neighbor nodes is constructed. Probability density function of beta
distribution:

p (x) = � (a + b)

� (a) � (b)
xa−1(1 − x)b−1, 0 < x < 1 (2)

fi j (tc) is the sum of forwards data by node j in node i’s record at tc. di j (tc) represents
the sumof losses data by node j in node i’s record at tc, c represents number of records.
To resist on-off attack [9],we use time attenuation factor eαt which can timely identify
on-off attack and timely update data to avoid misjudgment of behaviors of nodes
based on outdated historical data:

fi j (tc) = e−α(tc−tc−1) fi j (tc−1) + � fi j (3)

di j (tc) = e−β(tc−tc−1)di j (tc−1) + �di j (4)

where α is positive behaviors time attenuation factor, β is negative behaviors time
attenuation factor. In order to punish negative behaviors of nodes, the forgetting
speed of negative behaviors of nodes should be lower than that of positive behaviors
of nodes. So α, β should be satisfied α > β > 0. � fi j , �di j represent whether
the node forwards the packet. If node i detects node j forwarding the packet, then
�di j = 0, � fi j = 1. Otherwise �di j = 1, � fi j = 0. In order to avoid misjudging
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packet loss caused by channel quality, detection of channel quality is introduced.
When channel quality SNR < Cth , considering listening result is invalid. In this
case �di j = � fi j = 0.

According to the beta trust model, the mathematical expectation of beta distribu-
tion represents the direct trust value:

T D
i j = a + fi j

a + b + di j + fi j
(5)

2.2 Indirect Trust Model

Indirect trust T I
i j is node j’s trust value in other nodes’ record that in node i’s com-

munication range Di . In order to avoid defamation and collusion attacks, reference
[2] proposed filter out the untrustworthy by using confidence degree and deviation
degree.

Vik is the confidence degree of k for i, can be computed by (6):

Vik = 1 − √
12σik = 1 −

√
12 fikdik

( fik + dik)
2 ( fik + dik + 1)

(6)

Qik is the deviation degree of k for i, can be computed by (7):

Qik = ∣∣T D
i j − T I

k j

∣∣ (7)

When Vik is within the confidence interval [dmin , dmax ] and Qik is less than the
deviation threshold dth , T I

k j is the effective value, recommended coefficient ηik = 1.
Otherwise, ηik = 0.

T I
i j can be computed by (8):

T I
i j =

∑
k∈Di\{ j}

(
ηikT I

k j

)

∑
k∈Di\{ j} ηik

(8)

2.3 Routing Mechanism Based on Trust Management

The routing mechanism mainly improves AODV by combining trust management,
and chooses the route according to the principle ofmaximumpath trust andminimum
hops. Assuming there are six randomly distributed nodes in network, through the
interaction of HELLO messages, the nodes in the network establish the initial trust
list of neighbors and initialize the trust degree to 0.5, as shown in Fig. 1.
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Fig. 1 Network
initialization diagram.

When node 0 has data sent to node 5, node 0 queries whether there is a path to
the node 5. If no node 0 broadcast RREQ. Through RREQ message it is found that
the path of 0–5 are 0,2,5 which trust is 0.25 with 2 hops, 0,1,5 which trust is 0.25
with 2 hops, 0,3,4,5 which trust is 0.125 with 3 hops. The route finding process is
completed by selecting path 0,2,5 based on the principle of maximum link trust and
minimum hops.

After the completion of road construction, node 0 selects node 2 to forward packets
to node 5. After forwarding data packet to node 2, it starts the promiscuous mode to
monitor node2 and calculate node 2 trust value according to Algorithm 1.

Algorithm 1 Direct trust update
1: Query trust list, if no establish it
2: if Node k is not the destination node then
3: if ks trust more than trust-threshold then
4: The state of detection is true
5: else
6: Send RERR message
7: end if
8: end if
9: Forward data()
10: Open timer of detection
11: while Timer of detection do
12: if Data forward by k then
13: fik (tc) = e−α(tc−tc−1) fik (tc−1) + 1
14: dik (tc) = e−β(tc−tc−1)dik (tc−1)

15: else
16: fik (tc) = e−α(tc−tc−1) fik (tc−1)

17: dik (tc) = e−β(tc−tc−1)dik (tc−1) + 1
18: end if
19: if ks trust less than trust-threshold then
20: send RERR message
21: end if
22: end while
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If the trustworthiness of node 2 is normal forwarding, the trustworthiness will
accumulate while the trustworthiness decrease if node 2 drops packets. When the
trustworthiness of node 2 is lower than the threshold of trustworthiness, node 0 will
redirect and choose the path 0,1,5.

When node 0 monitors node 2, value of T D
02 updates. To reduce routing overhead,

node 0 adds the changed trust list entries to the HELLO message payload and com-
pletes the trust information interaction with the neighbor node through the HELLO
message, as Algorithm 2 shows.

3 Simulation Results and Analysis

NS2 is used for analyzing the performance of T-AODV in identifying and dealing
with internal attacks, and we analyze the impact of protocol parameters on network
performance in varies network scenarios by changing the threshold and other param-
eters. In an area of 1000mx1000m, 36 nodes are randomly distributedwhich execute
T-AODV or AODV. In part A and part B, all the malicious nodes start dropping pack-
ets at the same time, but in part C, malicious nodes is set as normal participation
in data transmission for a period of time to simulate the on-off attack in the net-
work, and then the malicious packet loss behavior can be started after obtaining a
high degree of trust, malicious nodes start working in different time. Table1 are
experiment parameters.

Algorithm 2 Indirect trust update
1: Query whether the trust table of node k, if no establish it
2: if Vik ∈ [dmin, dmax] then
3: for each k ∈ Di\ { j} do
4: Gets the list of interactions carried by the HELLO message

5: if Qik =
∣∣∣T D

i j − T I
k j

∣∣∣ ≤ d then
6: ηik = 1
7: else
8: ηik = 0
9: end if
10: end for
11: else
12: ηik = 0
13: end if
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Table 1 Experiment parameters

Parameter Value

Coverage area 1000m × 1000m

MAC layer protocol IEEE802.11

Communication range 400m

Traffic type CBR-UDP

Packet size 500–800bits

Number of node 36

Packet interval 0.2s

Number of traffic 4

Hops of traffic 1–3hops

Simulation time 200s

Initial trust 0.5

Confidence interval [0.5,0.9]

Deviation degree 0.4

3.1 Misjudgment Performance Analysis Without Malicous
Nodes

This part analyzes the performance of T-AODV and AODV by varying values of
trust-threshold in the case of non-malicious and α = 0.2, β = 0.1.

In Fig. 2, blue line represents performance of AODV and green line represents
performance of T-AODV. It shows that the performance of T-AODV is slightly lower

Fig. 2 Network
performance with
non-malicious.
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than that of the AODV in the case of no malicious nodes. Some nodes may drop
packets because of limited network resources and link conflicts. It increases the
probability that a node will be misjudged as malicious, resulting in additional over-
head.When the threshold is set to 0.3, T-AODV is close to the performance of AODV
in the network with non-malicious.

3.2 Varying Trust Threshold

This part analyzes the performance of T-AODV and AODV by varying values of
trust-threshold and the proportion ofmalicious.Malicious nodes start to drop packets
at the same time, α = 0.2, β = 0.1 in the network. Figures3, 4, 5, 6 are simulation
results. As simulation results shows, when network is under internal attack caused by
malicious nodes,AODVprotocol is unable to identify themalicious nodes and restore
data transmission, while T-AODV protocol can identify malicious nodes and restore
data transmission. Compared with AODV, T-AODV increases routing overhead and
delay, but can significantly improve network delivery rate and throughput.

With proportion of malicious nodes increasing, the overall performance of T-
AODV shows a trend of decline as more network resources are needed to deal with

Fig. 3 Delivery rates of AODV and T-AODV.

Fig. 4 Delay rates of AODV and T-AODV.
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Fig. 5 Overhead of AODV and T-AODV.

Fig. 6 Throughput of AODV and T-AODV.

the adverse effects caused bymalicious nodes.Whenmalicious nodes in all available
paths between source and destination nodes, the data transmission cant be repaired.

It also shows that in different network scenarios, the selection of trust threshold
will affect the network performance. When malicious nodes’ proportion is 0.2, 0.3
and 0.4, the threshold of trust is 0.25, 0.3 and 0.4, and the overall performance of the
network is better.

The selection of the optimal trust threshold increases with malicious nodes’ pro-
portion increases, because it is necessary to set higher trust-threshold to identify
malicious nodes as early as possible in a scenario with a high malicious nodes’ pro-
portion. But when malicious nodes’ proportion is low, we should set a moderate
trust-threshold to avoid the situation where a node is misjudged as malicious node
due to an excessively high trust-threshold. The trust threshold is closely tied to net-
work state. To ensure network performance, different network scenarios should be
evaluated first and then appropriate threshold is selected.
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3.3 Varying Time Attenuation Factor Under Different Trust
Threshold

This part analyzes the performance of T-AODV and AODV by varying values of
time attenuation factor under different threshold. Malicious nodes’ proportion in the
network increases by 0.1 per 10s, until reaches 0.4 . The simulation results are shown
in Fig. 7, red line represents the AODV and the other lines represent T-AODV under
different trust threshold.

Values of [α, β] are [(0.98,0.96) (2.0,1.0) (3.0,1.0) (4.0,1.0) (5.0,1.0)] in Fig. 7.
When value of [α, β] is [0,0] and threshold is 0.25, value of delivery rate is 0.7497,
value of delay is 0.031239s, value of overhead is 0.1192, and value of throughput
is 83.1583kb/s. When value of [α, β] is [0.98,0.96] and threshold is 0.25, value of
delivery rate is 0.7770, value of delay is 0.031648s, value of overhead is 0.1707,
and value of throughput is 85.5864kb/s. As it shown in Fig. 6, when the value of
[α, β] is [0.98,0.96], the overall performance of the network reaches the optimal
level and its higher than that without time attenuation factor. The simulation results
show that the α/β ratio should not be too large, otherwise the network performance
will decline. The numerical selection of the time attenuation factor will obviously
affect the overall network performance. When the numerical selection of the time
attenuation factor is appropriate, the overall network performance will be improved;
on the contrary, the inappropriate selection of the time attenuation factor will lead to
the decline of the overall network performance.

Fig. 7 Vary time attenuation factor.
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4 Conculsion

This paper mainly focuses on themalicious node attack inmulti-hop ad-hoc network,
proposes a secure routing mechanism T- AODV based on AODV and trust manage-
ment, and analyzes the performance of T-AODV and AODV by varying values of
time attenuation factor and trust-threshold under BLA and on-off attack. Simulation
results show it can resist internal attacks caused bymalicious nodes and improve net-
work’s security. Protocol parameters as trust threshold and time attenuation factor
will have a marked impact on the network, which lies a solid foundation for future
researches on adaptive parameter selection under dynamic network situation.
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Inventory Optimization
of General-Purpose Metal Materials
Based on Inventory Time Series Data

Tingting Zhou and Guiying Wei

Abstract In this paper, a time series-based inventory optimization management
model is established based on the purchase data of general-purpose metal materials
in the supply chain system of a certain aerospace enterprise logistics center, then the
rules of inventory management for general-purpose metal materials are determined.
In order to establish new ordering rules, firstly, an ordering strategy diagram is
sketched to help analyze the actual operation mechanism of the general-purpose
metal material inventory. Secondly, an inventory optimization management model
is constructed by using the inventory data for nearly three years of the supply chain
system in the logistics center as a dynamic driver. Then, a grid search algorithm is
used to solve the problem, and new reorder points and replenishment ordering
quantitives of the general-purpose metal materials are obtained. These new results
can fill the gaps in management rules for some general-purpose metal materials and
further correct the management rules previously formulated by managers through
empirical rules. The experimental results show that the proposed method greatly
improves the inventory turnover of general-purpose metal materials and makes the
ordering strategy more scientific.

Keywords Supply chain system � Time series � Ordering strategy � Grid search
algorithm � Inventory optimization

T. Zhou � G. Wei (&)
Donlinks School of Economics and Management, University of Science and Technology
Beijing, Beijing, China
e-mail: weigy@manage.ustb.edu.cn

T. Zhou
e-mail: 1105220939@qq.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2020
J. Zhang et al. (eds.), LISS2019,
https://doi.org/10.1007/978-981-15-5682-1_27

363

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_27&amp;domain=pdf
mailto:weigy@manage.ustb.edu.cn
mailto:1105220939@qq.com
https://doi.org/10.1007/978-981-15-5682-1_27


1 Introduction

Metal materials, as an important part in the procurement process of model used
materials in a certain aerospace enterprise, have a great impact on the supply of
model used materials. At present, metal materials management is divided into the
management of general-purpose metal materials and non-general-purpose metal
materials. General-purpose metal materials refer to metal materials for multi-model
use, which with stable quality, controllable delivery cycle, low risk of inventory
loss and high frequency of use [1, 2].

At present, in the management of materials, there is a lack of rules to accurately
judge the general-purpose metal materials, which leads to the subjective impression
of managers easily mixed in the process of identifying general-purpose metal
materials and affects the accuracy of identification. Therefore, in the inventory
management of general-purpose metal materials, it is necessary to establish an
ordering strategy and inventory optimization model that can optimize the inventory
level of general-purpose metal materials, which has certain theoretical significance
and practical application value for improving inventory turnover.

Researches on inventory management started early in Western countries. Since
the 1950s, foreign scholars have studied inventory management and formed the
theory and implementation method of inventory optimization. In 1951, Dickie
applied Activity Based Classification method to management, which was called
ABC method. In 1963, Peter Drucker extended ABC method to all social phe-
nomena, which made ABC method widely used in enterprise management. As an
important method for inventory range division and reasonable classification, ABC
method classifies a wide variety of inventory according to the proportion of the
number of categories and amounts, and improves the efficiency of inventory
management with different management methods. With the application of com-
puters in inventory management in the 1960s, Joseph and Orlicky divided materials
into independent and related requirements according to the nature of demand, and
formed a kind of material demand plan based on computer to compile production
plan and implement production control. Cetinkaya and Lee aimd at two-echelon
supply chain, assuming that the retailer’s demand obeys Poisson distribution, while
the supplier makes joint replenishment with retailers whose geographical location is
close to and whose demand nature is similar. Cachon discussed the use of VMI to
coordinate the inventory management of a single supplier and multiple retailers in
the supply chain. The results showed that VMI alone can not guarantee the inte-
gration of all links in the supply chain unless all members of the supply chain are
willing to pay a fixed transportation cost [3–5].

China’s inventory management is still in accordance with the traditional way.
Small companies have a weak management force and a low starting point. Their
internal management mode was loose and extensive, and there was no awareness of
the necessity of enterprise inventory control in the process of operation; Domestic
scholars began to study storage theory in the 1980s. Through the analysis of EOQ,
MRP, MRPII and JIT inventory control strategy, Zhao proposed that the inventory
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management model must be based on the actual situation of the enterprise and adopt
the most suitable enterprise itself, only in this way can the inventory management
level be truly improved [6]. Xie put forward that the inevitable choice for enter-
prises to reduce logistics costs is to implement supply chain inventory management.
Then he analyzed the existing problems of supply chain inventory and put forward
solutions to these problems. i.e., supply chain inventory management implements
VMI, JMI, 3PL and other modes, under which, enterprises can achieve the goal of
reducing logistics costs [7]. Da et al. studied a special EOQ problem. Assuming that
the purchase price decreases with time exponentially and the demand increases with
time, an algorithm for finding the optimal service level and the number of purchases
was proposed [8]. Through studying bullwhip effect and optimal batch size, Liu
summarized and analyzed the factors affecting the inventory cost of supply chain,
and put forward some measures such as choosing suitable suppliers and imple-
menting JIT management mode, which improved the efficiency of supply chain and
reduced the inventory cost [9]. On the basis of full analysis of the use frequency and
consumption of general-purpose materials, Quan put forward a rolling stock
preparation method. By establishing reasonable safety stock, reorder point and
order batch, the method makes the safety stock act as buffer stock of urgently
needed materials, and effectively improves the timeliness of supply of
general-purpose materials [10].

In recent years, the inventory level control of space manned rocket materials has
attracted extensive attention from academia and business managers. However, the
current situation shows that the inventory management method of such heavy
industry enterprise still relies on the management of empirical rules to a large
extent, and this ambiguous management method lead the inventory to deviate from
the normal level, occupying a large amount of fluid capital. Therefore, it is nec-
essary to establish a scientific inventory management rule which is in line with the
actual operation mechanism of the logistics center of aerospace enterprises, and to
control the inventory of metal materials in a high degree.

The paper is organized as follows: In Sect. 2, a material ordering strategy diagram
is introduced, and the data preprocessing is carried out, then basing on what, the
Inventory optimization model of general-purpose metal materials is established. In
Sect. 3, The Grid Search Algorithm is chose to stimulate the model and analyze the
results of experiment. In Sect. 4, as a conclusion, this paper discusses the significance
of establishing scientific inventory management rules of general-purpose metal
materials and the shortcomings of the experiment.
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2 Establishment of an Optimized Inventory Management
Model for General-Purpose Metal Materials

2.1 Inventory Management Ordering Strategy

The inventory management indicators include: inventory cost, inventory turnover
rate, customer service level and on-time delivery rate. Because of the situation that the
logistics center of the aerospace enterprise must meet the supply of materials required
by the downstream departments in a timely and sufficient manner, this study intends
to establish an inventory management optimization model from the perspective of
improving inventory turnover, and then control the inventory. Firstly, the following
five hypotheses are made to facilitate the development of research activities:

(1) Materials arrive in bulk, not in succession;
(2) Carry out ordering and stock-taking when demand occurs;
(3) Enterprise capital is sufficient, there will be no shortage of funds affecting the

situation of ordering;
(4) Inventory cost is calculated from the average of the initial inventory and the

end inventory;
(5) At the beginning of the model, there is no undelivered materials (i.e. the

quantity of goods in transit is 0).

Based on the above five assumptions and the actual operation mechanism of
logistics center inventory, the following ordering strategy chart is established, as
shown in Fig. 1.

In Fig. 1, t0 is the initial state and the corresponding inventory level is I0;
horizontal line S represents the reorder point of materials, i.e., when the inventory
level is lower than S, the ordering will be arranged; the replenishment ordering
quantity of each ordering is constant variable �Q, which is shown in the figure as a
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Fig. 1 Ordering strategy
diagram
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vertical red line segment; the arrival cycle of each ordering is constant variable T;
when the demand occurs, the quantity of goods is needed to be counted at the same
time as the allocation of goods. When the inventory level is lower than the reorder
point S, the ordering will be made. Among them, t2 is the time point when the
materials are out of stock from the warehouse and the inventory level decrease; t2,
t4, t6, t7 are all the ordering time points, while t3, t5, t7, t8 are all the arrival time
points of materials.

As a means of describing the inventory situation of logistics center,
general-purpose metal material ordering strategy diagram clearly illustrates the
importance of reorder point and replenishment ordering quantity for inventory
control. And this discrete inventory level curve is more in line with the actual
inventory status, besides, the inventory management optimization model estab-
lished on the basis of this theory will be more scientific and realistic.

2.2 Data Preprocessing

In this study, 13 business data tables of ERP management system of logistics center
of aerospace enterprise were selected. The original business data from January 1,
2015 to May 1, 2018 covered about 205 attributes related to the whole process of
metal materials from ordering to warehousing, totaling more than 310,000 data.
These raw data basically contain all the information used for analysis, but there are
still some problems as follows:

(1) Data volume is large, data redundancy and duplication are serious, and the
correlation between data tables is poor.

(2) The original data contains 205 attributes, which makes it impossible to
identify the attributes of inventory turnover rate quickly and accurately.

(3) Each data serves the actual business. Generally, one data can not be uniquely
identified by one or two certain attributes, which is inconvenient to use.

So is necessary to process the original data. In order to facilitate the solution pf
monthly average inventory turnover rate of general-purpose metal materials, 12
attributes need to be obtained: materials number i, total number of months M,
month serial number j, days of month Nj, date sorting k, whether demand occurs Ti

k,
time when requirements occur tik, outbound unit price pik , actual outbound quantity
Qi

k, average arrival cycle �Ti, average warehousing unit price �Pi and initial inventory
Ii0 et al., where I, M, j, Nj, k, �Ti, �Pi, Ii0 are constant values, T

i
k is (0–1) matrix, tik, p

i
k,

Qi
k are all numerical matrixes. The following is the processing description of each

attribute value:

(1) i: Number the 422 general-purpose metal materials of the original data file.
(2) M, j, Nj, k: M means the total number of months in the original data; j means

the serial number of months, j 2 [1, M]; Nj means days of the j-th month; And
k is the order of historical time, counted by days.
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(3) �Ti: The arrival cycle is the difference between the arrival date and the
reviewing date of order, and the average of the arrival cycle of each material in
the historical time series is represented by �Ti.

(4) �Pi: The average warehousing unit price is the average of all warehousing unit
prices of each material in the historical time series.

(5) Ii0: Screen out the demand occurrence date of each material when the demand
arises for the first time, and filter out the inventory at the beginning of the
month corresponding to the date as the initial inventory of the i-th material.

(6) Ti
k: It indicates whether demand of the i-th material occurs on the k-th day of

the historical time series. Ti
k ¼ 0, indicates that no demand has occurred, while

Ti
k ¼ 1, indicates that demand has occurred, so whether the demand has

occurred is represented by a (0–1) time series matrix.
(7) tik: It means the time when all the requirements of each material occur in the

historical time, accurated to the k-th day of the historical time series;
(8) pik, Qi

k: They are both time-series matrices, respectively representing the
outbound unit price and actual outbound quantity of the i-th material on the k-
th day of the historical time series.

After data preprocessing, the total amount of data and the number of attributes
are obviously much less than the original data, as shown in Table 1. A large amount
of redundant information is removed, and the processed data features are obvious
and can be accurately used to solve the inventory turnover rate. Table 2 is a
summary of the attributes, used to solve the inventory turnover rate.

Table 1 Data prepeocessing
results

Raw data Processed data

Data size Over 31000 1768

Total number of attributes 205 12

Table 2 Inventory turnover
solution attributes

Attribute symbol Attribute name

i Materials number

M Total number of months

j Month serial number

Nj Days of month

k Date sorting
�Ti Average arrival period
�Pi Average warehousing unit price

Ii0 Initial inventory

Ti
k Whether demand occurs

tik Time when requirements occur

Qi
k Actual outbound quantity

pik Outbound unit price
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2.3 Establishment of Inventory Management Optimization
Model

According to the result of data preprocessing and the material ordering strategy
diagram, first of all need to determine the initial inventory Ii0 of each material, then
introduce two control variables: reorder point Si and replenishment ordering quantity
�Qi. Assume that each inventory liquidation time point is the time point when demand
occurs. Compare the inventory Iik with the next actual demand Qi

kþ 1 in the historical
time series, and constantly adjust Si and �Qi to make sure Iik [Qi

kþ 1 be satisfied, until
the whole process of historical inventory level is simulated successfully and the
demand of each allocation is met finally. All above is defined as a constraint.

Secondly, the maximum monthly average inventory turnover rate ðITOi
AÞ is cal-

culated as the optimal objective function for each general-purpose metal material.
The solution equation of inventory turnover rate is as follows: inventory turnover
rate = cost of materials sold/average inventory cost, the monthly cost of materials
sold is calculated by multiplying the outbound unit price of several times a month
with the actual outbound quantity. The average monthly inventory cost is equal to
each warehousing unit price times the average monthly inventory quantity, averaging
the inventory quantity at the beginning of each month and the inventory quantity at
the end of each month. Then average the inventory turnover rate ofM months in the
historical time to obtain the monthly average inventory turnover rate. The following
is the dynamic programming equation for solving the reorder point and the replen-
ishment ordering quantity of general-purpose metal materials. In the equation, aj is
the beginning date of the j-th month and bj is the end date of the j-th month.

Objective Function:

Max ITOi
A

� � ¼

PM
j¼1

Pbj
k¼aj

Pi
k �Qi

k

Pi
j Iij1 þ IijNj

� �
=2

M
ð1Þ

Constraints:

Iik �Qi
kþ 1 ð2Þ

In this constraint, there are three points about the updating of inventory Iik as
follows:

(1) As for the inventory of the i-th material after being shipped out on the k-th day,
if Iik is greater than Si, then no replenishment is needed, b ¼ 0 (b ¼ 0, no order
is made; b ¼ 1, order), the order time point tib = null; while if Iik\Si ,replen-

ishment is needed, then b ¼ 1, tib ¼ tik, t
i
b and b are process variables. Among

them, tik is the demand occurrence date on the k-th day of the i-th material.

Inventory Optimization of General-Purpose Metal Materials … 369



(2) If the i-th material has been ordered before the k-th day, i.e. b ¼ 1. If
tik � tib þ �Ti, then update Iik ¼ Iik�1 þ �Qi � Qi

k in time, and update b ¼ 0,

tib ¼ null; while if the i-th material has been ordered before this date and the

order has not yet arrived, i.e., tik\ tb þ �Ti then update Iik to be: Iik ¼ Iik�1 � Qi
k.

(3) The month beginning inventory of the i-th material in month j is equal to the
month end inventory of the i-th material in month j − 1.

To sum up, the updated equation for inventory is shown as follows:

Iik ¼

Iik�1 þ �Qi � Qi
k b ¼ 1; Ti

k ¼ 1; tik � tib þ �Ti
� �

Iik�1 þ �Qi b ¼ 1; tik � tib þ �Ti; Ti
k ¼ 0

� �

Iik�1 ðb ¼ 1; tik\tib þ �Ti; Ti
k ¼ 0; or b ¼ 0;Ti

k ¼ 0Þ
Iik�1 � Qi

k ðb ¼ 1; tik\tib þ �Ti; Ti
k ¼ 1; or b ¼ 0; Ti

k ¼ 1Þ

8>>>>>><
>>>>>>:

ð3Þ

Iij0 ¼ Iij�1ð ÞNj
ð4Þ

3 Simulation and Result Analysis

Nowadays, many algorithms can be used to solve the optimal value of the model.
According to the development history of the algorithms, they can be divided into
traditional algorithms and modern optimization algorithms. According to the ana-
lytic expression of the objective function, the traditional optimal algorithm could
obtain the global minimum of the objective function, which mainly includes sim-
plex method, steepest descent method, Newton method, common roll gradient
method and so on. Modern optimization algorithms are mainly designed to solve
the problems that traditional optimization algorithms are difficult to solve. Modern
optimization algorithms are mainly some direct methods, such as pattern search,
Rosenbrock algorithm, Powell method, especially stochastic intelligent optimiza-
tion algorithms, such as evolutionary algorithm, neural network, swarm intelligence
algorithm, simulated annealing algorithm, particle swarm optimization algorithm,
etc. Particle swarm optimization algorithm is more prominent in solving the optimal
value of the model, and its calculation speed is very fast, it can converge to the
optimal solution in a relatively short time with a relatively high efficiency.
However, due to the influence of its own computational characteristics, the result of
particle swarm optimization is likely to be a local optimal value, and cannot get the
best global optimal value. In the traditional algorithm, the grid search algorithm has
greater advantages in solving the optimal solution of the model. It much suits the
situation in this study, that the solution of model must be global optimal solution
and high accuracy requirements.
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The grid search method is an exhaustive search method for specified parameter
values. It optimizes the parameters of the estimated function through cross-validation
to obtain the optimal learning algorithm. Nowadays, many heuristic algorithms are
prevalent. A lot of experiments prove that the optimal solution determined by grid
search algorithm is generally global optimal solution. Because of its comprehensive
search performance and independent of each group of parameters, it often does not
fall into local extreme value. Therefore, this study chooses to use grid search algo-
rithm to simulate inventory optimization model.

First of all, the traversal space pi and qi are set for the two parameters of reorder
point Si and replenishment ordering quantity �Qi, which are used as the input values
of the optimal inventory management model. Secondly, select the initial inventory
I0 as the initial inventory level of the simulation, Thirdly, take the known param-
eters Qi

k, p
i
k, �P

i, �Ti, tik, Nj, M, Ti
k as input variables and tib, b as process variables, all

of what are simultaneously put into the grid search algorithm to traverse the optimal
solution to obtain Si and �Qi, and then achieving the maximum value of ITOi

A. The
steps for solving the inventory optimization model using the grid search algorithm
are presented in Fig. 2 below.

No

No

Yes

Yes

Input , , , , Nj,
M, , .

Start

Simulat Inventory Time Series Matrixs , , .

Determine whether
satisfies ?

Update at each time point.

Calculate monthly inventory turnover rate.

End

Select a solutions of and for traversal.

Are all months M simulated?

Get and the values of and .

Fig. 2 Input and output data
solving model based on grid
search algorithms
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This paper uses MATLAB language to compile simulation experiments. Driven
by all attributs and data after data preprocessing, with Iik �Qi

kþ 1 as the constraint
condition, and aiming at maximizing the monthly average inventory turnover rate
of each material, a 40-month simulation experiment was conducted on the inven-
tory optimization model of 422 general-purpose metal materials by adjusting the
input solution of the traversal space pi and qi. The optimal solution of reorder point
Si and replenishment ordering quantity �Qi, and the optimal value of monthly
average inventory turnover rate for each general-purpose metal material are
obtained, then by comparing with the monthly inventory turnover rate under the
original inventory management rules, the overall increase rate of the average
monthly inventory turnover rate of general-purpose metal materials is obtained. The
result obtained by the grid search algorithm is shown in Fig. 3 and the result of old
management rules is shown in Fig. 4.

In the original data of 422 general-purpose metal material, 280 of which had no
inventory management rules in the past, i.e., there was no fixed ordering strategy
and the ordering arrangement was usually made by the managers according to
experience, causing the inventory data were confused, and the inventory recorded
could not correspond to the actural ordering quantity and actural allocation quantity,
so the old inventory turnover rate could not be calculated scientifically and regarded
as the empty value. Here, for these general-purpose metal materials without the old
inventory management rules, the inventory turnover rate obtained by the new
inventory management rules is regarded as infinite and far superior to the empty
value. As for the remaining 142 of general-purpose metal materials, according to
the original inventory management rules, the simulation results show that 88 of

Fig. 3 Monthly average inventory turnover rate solved by grid search algorithms
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them cannot meet the actual demand, and their inventory turnover rate cannot be
solved, which is regarded as empty value. Then corresponding to the new inventory
management rules, the increase rate of the inventory turnover rate is also regarded
as infinite. Therefore, under the old inventory management rules, only 54 of
general-purpose metal materials can be solved the average monthly inventory
turnover rate, while results of the other 368 materials is regarded as 0.

Under the old inventory management rules, the average monthly inventory
turnover of 54 general-purpose metal materials is concentrated between (0, 0.3) and
the overall average monthly inventory turnover rate OITOA (OLD) is 0.08430.
While under the simulation experiment of grid search algorithm, 54 of general-
purpose metal materials have not found new inventory management rules and
monthly average inventory turnover rate. The ITOA of the remaining 368
general-purpose metal materials has been greatly improved, basically maintained in
the range of (0, 1). The monthly average inventory turnover rate of nearly 10 of
materials has exceeded 10, the maximum value has reached 26.12458, the overall
monthly average inventory turnover rate OITOA (GSA) is 0.59765. The overall
increase rate between OITOA (OLD) and OITOA (GSA) is 7.08956 times. The
effect is very ideal, as shown in Table 3.

Fig. 4 Monthly average inventory turnover rate solved by old inventory management rules

Table 3 The overall improvement of ITOA

Indicator name OITOA(OLD) OITOA(GSA) Overall increase rate

Indicator value 0.08430 0.59765 7.08956
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4 Conclusion and Prospect

Under the background of scale adjustment and production mode transformation of
aerospace enterprises, this paper studies the material inventory management model
of a aerospace enterprise, and designs the inventory management strategy and
optimization model of general-purpose metal materials. Under the environment of
MATLAB, driven by the time series data of inventory, this paper explores the
inventory management rules which can fully meet the customer’s demand of
general-purpose metal materials, and greatly improving the inventory turnover rate
of general-purpose metal materials, then determining more scientific reorder points
and replenishment orderings for all general-purpose metal materials. The achieve-
ments of this research are as follows:

(1) As an important part of material purchasing, general-purpose metal materials
have a great influence on supply for model used materials. By putting forward
new inventory management rules for each general-purpose metal material, the
inventory level of general-purpose metal materials can be controlled more
scientifically, and it can be more adapted to the situation of high-density
launching mission of aerospace model, and enhance the active supply capacity
further.

(2) Through the analysis and feature identification of the inventory data of
general-purpose metal materials, the supply and demand situation of
general-purpose metal materials can be more clearly defined, which can lay a
foundation for the differentiated management of general-purpose metal
materials in combination with the supply chain system. And it can play an
important role in helping enterprises carry out inventory management reform
and save the cost of inventory occupation in the future.

In this paper, the ordering rules of each general-purpose metal materials have be
obtained successfully, while the association of combined ordering between
general-purpose metal materials has not be considered. Therefore, we can carry out
a deeper study on the basis of this study in the future to seek the correlation of
ordering rules between materials. In addition, due to the limited research data in this
experiment, it is necessary to seek more related attributes of ordering and logistics
to improve the model and conduct further simulation. Inventory management
optimization has always been a topic of concern for enterprises. In the future, I
believe more methods will be put forward and improved to solve practice business
problems.
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Passenger Travel Mode
Decision-Making Research in Transport
Corridor Based on the Prospect Theory

Yunqing Feng, Xirui Cao, and Xuemei Li

Abstract The passengers’ travel decision-making process can be regarded as
limited rational decision-making behavior under the certain and uncertain com-
prehensive condition. In this study, in consideration of the different types of pas-
sengers’ heterogeneity characteristics, the passengers are divided into 5
heterogeneous categories according to the travel purpose. The heterogeneous pas-
sengers’ prospected comprehensive evaluation to the high-speed railway, common
railway, highway and aviation are used as the reference point. The frequency
distributions of these heterogeneous passengers’ actual evaluation score to the 4
travel modes, which are obtained through questionnaire investigation, are used as
the probability distribution. The prospect theory is used to establish a passenger
travel mode decision-making model to calculate the 5 kinds of heterogeneous
passengers’ comprehensive prospect value to the 4 travel modes. Besides, com-
bined with the Logit model, the 5 kinds of heterogeneous passengers’ fuzzy choice
probability to the 4 modes are calculated and a comparative analysis has been made
to reflect the heterogeneous passengers’ fuzzy travel choice preference.

Keywords Integrated transportation � Prospect theory � Travel decision-making �
Passenger corridor � Reference point
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1 Introduction

In recent years, the high-speed railway’s booming development provides a new
travel choice for the people and changes the passengers’ travel behavior, which has
broken the equilibrium of the original passenger transport marketing and changed
the passenger share. Besides, with the continuous improvement of income level, the
ticket price is no longer the only decisive factor for passengers’ travel choice. The
indexes such as the passengers’ value of time, the comfort of transportation
products, Convenience and safety have also become important factors affecting the
passengers’ choice of different travel modes. Therefore, to research the passengers’
travel decision-making behavior under the comprehensive effect of multiple factors
has an important significance to construct a comprehensive transportation corridor
with reasonable resource allocation and equilibrium passenger share.

2 Research Status of the Passengers’ Travel Choice
and Decision-Making Behavior

The study of passenger travel decision-making behavior can be divided into 2
aspects: the passenger share research based on the expected utility theory, the
passengers’ travel decision-making behavior research based on the limited
rationality.

2.1 The Passenger Share Research Based on the Expected
Utility Theory

The expected utility theory (EU) was proposed by Morgenstern and von Neumann
in 1944, which has put forward the hypothesis that the decision makers are always
rational and describes the decision-making behavior of “rational people” under risk
conditions [1]. In the 1970s, econometric economist McFadden introduced the EU
into the study of travel mode partition and put forward the Logit model based on the
stochastic utility theory [2]. Since then, the passenger share and travel behavior
research have been carried out one after another [3]. However, the premise of the
expected utility theory supposes that the decision maker (passenger) is an individual
with complete rationality under the condition of certainty, who has complete
information in the decision-making process, can exhaust all alternatives, and select
the best one based on the accurate evaluation of all alternatives. In reality, the
external information is usually inadequate and the passengers are not pure rational
people. Their decision-making is also affected by complex psychological mecha-
nism. The emotion, intuition, comprehension ability, attitude factors often influence
and even dominate the passengers’ personal decision. Therefore, the expected
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utility theory can’t reflect the decision makers’ attitude to subjective factors, such as
risk, and does not consider the ambiguity of individual utility and subjective
probability in real life.

2.2 The Bounded Rational Behavior Research

The bounded rationality research was first put forward by Simon in 1947. He
believed that it was impossible for people to obtain all the necessary information to
make rational decisions. In actual decision-making, people only have limited
rationality. The result of decision-making was a “satisfactory” scheme chosen under
limited conditions rather than the optimal scheme. Based on Simon’s research,
Kahneman and Tversky introduced the decision maker’s preferences into
decision-making process and put forward the prospect theory (PT) [4] from the
bounded rationality prospect in 1979. This theory transformed the decision-maker’s
preference into the choice of reference point and setting of weighting function and
value function parameters, which researched the decision maker’s irrational deci-
sion behavior under uncertainty conditions starting from the people’s actual deci-
sion behavior. Compared with the EU theory, the PT was put forward according to
a large number of actual investigation and experimental analysis, which more
accurately describes the decision makers’ judgment and decision-making behavior
under uncertainty. At present, it has been widely used in the research of travel route,
travel mode choice and departure time. In the travel route choice research,
Katsikopoulos et al. [5] first used the prospect theory in the traffic domain and made
a stated preference experiment investigation for the traveler’s route choice behavior.
Avineri et al. [6] studied the effect of the loss and gain perception on the route
choice decision-making process and test the possibility of using the cumulative
prospect theory to express the stochastic user equilibrium in the framework of PT.
Xu [7] combined the passenger’s route choice and network randomness and
established an equivalent variational inequality model under network stochastic
user equilibrium based on cumulative PT. Connors et al. [8] used the cumulative PT
to set up a general network equilibrium model and researched the route choice
behavior based on risk perception. Based on the cumulative PT, Liu et al. [9]
established a traveler perceive utility model under the condition of continuous
random distribution for the route travel utility. In the departure time research, Jou
et al. [10] have used the PT to analyze the departure time choice problem under the
uncertain traffic network environment. Xia et al. [11] have used the arrival time as
the reference point for route choice and discussed the setting method of different
reference point for commuters. In the travel mode choice research, Luo et al. [12]
have analyzed the decision process of resident travel mode choice and established
the prospect function travel mode choice model according to the travel character-
istics of the residents.

The EU is mainly used to describe people’s rational behavior, and can make
correct analysis of some simple decision-making problems. The PT is a description
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of actual behavior, which can describe complex human decision-making behavior
under uncertain circumstances. Therefore, the behavioral decision-making model
based on the PT has important guiding significance for the study of human
decision-making behavior in reality.

3 Passenger Travel Decision-Making Factor Analysis

In recent years, the passengers’ requirements for travel quality are no longer simply
to accomplish the purpose of travel, but to pay more attention to the various
services enjoyed during travel. To analyze the influencing factors of passenger
travel decision-making and establish the index system of influencing factors of
passenger travel decision-making can help transport departments to find out what
can be improved, which is of great significance to improve the passenger’s transport
service quality and enhance the attractiveness of passenger flow.

Passenger travel decision-making process is a comprehensive decision affected
by multiple factors. Most of the existing research analyzes the passenger travel
decision-making factor from the passenger satisfaction prospective. “Passenger
satisfaction” is the result of comparison for the railway passenger service perfor-
mance and passenger expectations. Whether the railway passengers are satisfied
with the railway transport service lies in two aspects. The first is that whether the
passenger is satisfied with the transportation service purchased. The second is
whether the passengers’ paying worth the money. Li [13] studied the passengers’
basic requirements on the railway transport service quality from safety, function,
service and time and considerate. Shi et al. [14] put forward that the influence
factors of passenger travel satisfaction mainly include three aspects: Travel time,
cost and comfort. He et al. [15, 16] selected the economy, rapidity, comfort, con-
venience, safety as the factors affecting the passenger travel demand. Based on this,
Deng et al. [17] added the service, hardware facilities, staff quality and service
supervision to research the impact on the passenger travel choice. Jiang et al. [18]
selected the speed, comfort, ticket price, convenience and security as the main
factors that affect the passengers’ travel decision-making and calculated the weight
of each factor. This paper quotes Jiang’s index system and summarize the factors
that influence the passenger travel decision-making into 5 aspects: Ticket price
(PRI), comfort (Com), speed (SPE), convenience (Con) and Security (Sec). The
comfort factor includes 4 indexes: Service Quality of the Train (Com1), Waiting
Room Environment and Congestion Degree (Com2), Train Stationary (Com3) and
Carriage Environment and Congestion Degree (Com4). The convenience factor
includes 4 factors, Convenience of Buying the Tickets (Con1), Convenience of
Departure to Station (Con2), Convenience of In and Out the Station (Con3) and
Convenience of Leaving the Station (Con4). The security factor includes 3 indexes,
Security of the Carry-on Items (Sec1), Personal Safety (Sec2) and Security of the
Train (Sec3).
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4 The Passenger Perception Difference Decision-Making
Model Based on the PT

4.1 Overview of the PT

The PT selects the human in reality as the subjects and units the rational profit and
value perception into an individual, which reveals the individual’s decision-making
mechanism under the risk and uncertainty conditions and well describes the peo-
ple’s bounded rationality characteristics.

This theory divides the risk decision-making into editing and evaluation process.
In the editing phase, the individual collects and processes the evaluation framework
and reference information. In the evaluation stage, the individual makes a judgment
for the information depends on the value function and decision weights function.
The value function has three characteristics. (1) People are risk averse when con-
fronted with gains. (2) People are risk seeking when confronted with losses.
(3) People are more sensitive to losses than gains. Therefore, people are reluctant to
take risks and be more cautious when faced with gains. They will be more inclined
to take risks when faced with losses. People’s sensitivity on the loss and gain are
different. Pain from the loss greatly exceed to the happiness from the gain. The
formula and diagram of the value function is shown as follow in Fig. 1.

Δx > 0 means the decision-maker is faced with gains. Δx < 0 means the
decision-maker is faced with losses. a; b represents the risk preference and risk
aversion coefficient respectively. Higher value of these parameters means people are
more prone to take risks. The curve is convex curve and the decision-maker is risk
seeking when facing with loss. The slope in loss in bigger than in gain and the curve
is steeper, which means that decision-maker is more sensitive to losses than gain.

vðDxÞ ¼ xa if Dx� 0
�kð�xÞb if Dx\0

� �
0\a; b\1; k[ 1ð Þ ð1Þ

GainLoss

Effect
(Value)

Reference
PointO

Fig. 1 Diagram of the value
function
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The equation and diagram of the decision weights function is shown as follow in
Fig. 2.

pðpÞ ¼ pþ ðpÞ ¼ pc=½pc þð1� pÞc�1c Gain

p�ðpÞ ¼ pd=½pd þð1� pÞd�1d Loss

(
ðc[ 0; d[ 0Þ ð2Þ

The decision weighting function is not a probability but a nonlinear function of
probability p. In the prospect theory, for an uncertain event (x1; p1; x2; p2; . . .xn; pn),
the probability of result xn is pn � p1 þ p2 þ . . .þ pn ¼ 1. The prospect effect of the
event can be expressed as follow.

f ðx1; p1; x2; p2; � � � ; xn; pnÞ ¼
Xn
i¼1

pðpiÞvðxiÞ ð3Þ

4.2 Reference Point Setting of the Heterogeneous
Passengers

(1) Classification of the heterogeneous passengers

The passengers can be divided into different types according to different travel
demands. This paper reference Aike Jiang’s research and divide the passenger into
5 types by travel purpose: Business, Traveller, Commute, Student and Migrant
Worker. According to Aike Jiang’s r research, the weights of each factor under
different types of passengers are shown in Table 1 as follow.

0.6

0.8

1.0

0.4 1.00.80.60.2

0.2

0.4

0.0
p

( )ipππ

Fig. 2 Diagram of the
decision weighting function
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(2) Passenger travel expected perceptual evaluation questionnaire survey

In some extent, the passengers’ travel choice is dependent on the expected
perceptual evaluation. This study selects the satisfaction as the passenger perception
evaluation factor and establishes a questionnaire for the passenger expected per-
ceptual evaluation. We can get the passengers’ expected perceptual evaluation data
from the passengers’ satisfaction evaluation on the rapidity, comfort, economy,
convenience, safety, service and punctuality factor.

The questionnaire mainly includes two parts. The first part is the basic personal
information, including gender, age, occupation, income level, travel purpose, travel
expenses, travel mode, seat type, etc. The passenger travel type can be divided
reasonable according to the basic personal information survey. The second part is
the passengers’ expected perceptual evaluation on economic, rapidity, comfort,
convenient, safety, service, punctuality factors and the whole travel satisfaction
evaluation. The measurement of each index all adopts the Likert 5 scale design. The
respondents (passengers) should choose the appropriate perceptual evaluation
according to their own travel experience. Different values reflect the different sat-
isfaction degree. The higher the value is, the more satisfied the passenger is. The
specific rating scale is as follow.

Table 1 Weights of different factors for the passengers with different travel purpose

Factors Weights

Business Traveller Commute Student Migrant worker

Ticket price 0.175 0.179 0.183 0.204 0.239

Speed 0.197 0.159 0.229 0.172 0.174

Comfort 0.203 0.22 0.144 0.187 0.187

Com1 0.06 0.058 0.043 0.046 0.039

Com2 0.048 0.052 0.025 0.051 0.05

Com3 0.054 0.048 0.041 0.04 0.042

Com4 0.041 0.062 0.036 0.049 0.057

Convenience 0.193 0.182 0.183 0.2 0.201

Con1 0.039 0.051 0.039 0.063 0.061

Con2 0.041 0.042 0.06 0.046 0.046

Con3 0.052 0.04 0.05 0.052 0.048

Con4 0.061 0.049 0.033 0.038 0.047

Security 0.232 0.259 0.261 0.238 0.199

Sec1 0.08 0.087 0.086 0.085 0.074

Sec2 0.083 0.09 0.103 0.082 0.078

Sec3 0.069 0.083 0.072 0.071 0.046
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Very dissatisfied-1 points. A little dissatisfied-2 points. Generally satisfied-3
points. A little satisfied-4 points. Very satisfied-5 points.

(3) Reference point setting based on the expected perception

The reference point is a key factor to measure the individual’s gain or loss in the
editing stage of prospect theory and play a key role in the value function. Different
reference point will affect the individual’s judgment to gain or loss. The traditional
reference point selection method assumes that all of the traveler’s reference point is
the same. In reality, the heterogeneous passengers’ expected perceptual evaluations
on travel modes evaluation is different because of the differences in income levels,
travel preferences, etc. therefore, the reference point is also different. The passen-
gers can be divided into 5 categories according to the travel purpose: traveller,
business, commute, migrant workers, students. They all have different weight and
expected perceptual evaluation on each travel decision factor. Therefore, the
heterogeneous reference point can better describe the diversity and individuality of
the passenger travel decision behavior in the real environment.

Suppose c = {cPRI, cSpe, cCom, cCon, cSec} is the set of factors that influence the
passenger travel decision-making. Pij means that the passengers’ travel type is i and
the travel mode is j. v0ijk stands for the mean expected perceptual evaluation of

passenger Pij for the travel decision influencing factor k. vRPi;j stands for the expected
comprehensive perception evaluation reference point of passenger Pij.

vRPi;j ¼
X
k2c

v0i;j;k � wi;j;k ð4Þ

4.3 The Passengers’ Travel Decision-Making Model Based
on the Perception Difference

In the evaluation stage, the decision maker calculates the comprehensive prospect
value under the condition of gains or losses and makes a decision by establishing
the value function and decision weights function.

(1) Travel decision value function-v(Δx)

Make a questionnaire survey for the passenger actual perception and use the
survey data as the passengers’ actual perception evaluation. Use the heterogeneous
passengers’ perception difference (Δx) between the actual perception and compre-
hensive expected perception evaluation to measure the passenger gain or loss and
establish the travel decision value function.

vðDxijmÞ ¼ ðDxijmÞa if Dxijm � 0
�kð�DxijmÞb if Dxijm\0

� �
0\a; b\1; k[ 1ð Þ ð5Þ
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Dxijm ¼ vi;j;k¼m � vRPi;j ¼ m�
X
k2c

v0i;j;k � wi;j;k ð6Þ

Δxijm means that the perception difference of passenger Pij compared with the
reference point vRPi;j when the actual evaluation is m (m = 1, 2, 3, 4, 5). Δxijm > 0
means that the passenger i is perception gained for travel mode j. Δxijm < 0 means
that the passenger i is perception lossed for travel mode j. According to the research
[19], a = 0.37, b = 0.59, k = 1.51.

(2) Travel decision weighting function-p(p)

Use the various types of passengers’ actual evaluation score frequency distri-
bution for different travel modes as the probability distribution of the actual eval-
uation. Suppose pijm is the probability of getting the actual evaluation score
m (m = 1, 2, 3, 4, 5) for the passenger j to travel mode i. The probability distri-
bution of getting the actual evaluation score is pðvij¼mÞ ¼ pijm. Based on the pas-
senger perception evaluation probability distribution, the passenger travel decision
weight function is shown as follow.

pðpijmÞ ¼ pþ ðpijmÞ ¼ pcijm=½pcijm þð1� pijmÞc�
1
c

p�ðpijmÞ ¼ pdijm=½pdijm þð1� pijmÞd�
1
d

(
ðc[ 0; d[ 0Þ ð7Þ

(3) Comprehensive prospect value evaluation for the heterogeneous passengers

Based on the establishment of heterogeneous passengers’ perception evaluation
reference point, travel decision value function and decision weights function, the
PT is used to calculate the comprehensive prospect value of the passenger with
travel type i for travel mode j.

fij ¼
X5
m¼1

pðpijmÞvðDxijmÞ ð8Þ

The technology roadmap of the passengers’ travel mode choice based on the PT
is shown in Fig. 3.
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5 Case Analysis of the Passengers’ Travel Mode Choice -
Empirical Research of the Beijing-Shanghai Line

The Beijing-Shanghai passenger corridor has the most development potential in
economic and has total four travel mode, HSR, traditional rail, road and air.
Therefore, selecting the Beijing-Shanghai Line as the research object to research the
change of the passengers’ travel preference and the passenger share before and after
the operation of the HSR is representative to study the effect of HSR to other travel
modes.
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5.1 Statistical Analysis of the Questionnaire
for the Passengers’ Travel Perceptual Evaluation
in the Beijing-Shanghai Line

The investigation totally sent 1200 questionnaires and 1020 valid questionnaires
were collected. The Chronbach’s Alpha value of each factor is shown in Table 2.

From Table 2 we can see that the coefficient of all the measuring factors is
higher than 0.75, which means that each factor has a high level of reliability and the
measured results are stable and reliable. Use the KMO and Bartlet test to make the
validity test. The results are shown in Table 3. From Table 3, the KMO test value is
0.847 and the Bartlett test significant probability is all less than 0.05, which explain
that the research data is effective and suitable for further analysis.

5.2 The Passenger Travel Mode Choice Behavior Analysis
in the Beijing-Shanghai Line

Use the heterogeneous passengers’ weight on different factors in Table 1 and
combine the formula (4) to calculate the heterogeneous passengers’ reference point
vRPij and probability distribution of actual comprehensive evaluation. The result is
shown in Table 4.

Table 3 Validity test value of each factor

Kaiser-Meyer-Olkin measurement The sphericity test of Bartlett

Approximate chi square df Sig.

0.847 1438.15 176.00 0.00

Table 2 Reliability analysis test value of each travel influence factor

Factors Cronbach’s alpha Factors Cronbach’s alpha

Ticket price 0.784 Convenience 0.814
Speed 0.847 Safety 0.866
Comfort 0.836 Overall evaluation 0.812
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For the business passengers, use the comprehensive prospect value formula to
calculate the heterogeneous passengers’ comprehensive prospect effects as follows.

f HSRBusiness ¼
X5
i¼1

pðpvHSR¼i
BusinessÞvðDxvHSR¼i

BusinessÞ ¼ �0:2717

f RailBusiness ¼
X5
i¼1

pðpvRail¼i
BusinessÞvðDxvRail¼i

BusinessÞ ¼ �0:7352

f RoadBusiness ¼
X5
i¼1

pðpvRoad¼i
BusinessÞvðDxvRoad¼i

BusinessÞ ¼ �0:9845

f AviationBusiness ¼
X5
i¼1

pðpvAviation¼i
Business ÞvðDxvAviztion¼i

Business Þ ¼ �0:1271

Table 4 Heterogeneous passengers’ reference point and probability distribution of actual
comprehensive evaluation

Type Mode RP(vij
RP) Probability distribution vij

p(vij = 1) p(vij = 2) p(vij = 3) p(vij = 4) p(vij = 5)

Business HSR 3.34 2.98% 9.26% 34.10% 41.77% 11.89%

Rail 3.2 11.64% 24.18% 34.92% 21.48% 7.78%

Road 3.02 18.93% 41.63% 29.46% 7.54% 2.44%

Avia 3.11 4.31% 10.59% 31.23% 33.26% 20.61%

Traveller HSR 3.21 3.28% 10.13% 35.74% 33.69% 17.16%

Rail 3.07 5.25% 15.16% 39.34% 30.41% 9.84%

Road 3.18 13.33% 25.57% 37.87% 20.33% 2.90%

Avia 3.36 18.20% 25.98% 31.80% 16.23% 7.79%

Commute HSR 3.28 0.98% 26.23% 32.95% 25.90% 13.94%

Rail 2.98 11.31% 17.54% 33.70% 23.11% 14.34%

Road 3.16 7.62% 12.62% 22.62% 42.38% 14.76%

Avia 3.7 20.16% 15.25% 23.11% 23.61% 17.87%

Migrant workers HSR 3.48 4.50% 18.23% 52.95% 20.90% 3.42%

Rail 3.08 3.31% 12.54% 32.31% 33.11% 18.73%

Road 3.12 7.62% 17.62% 27.63% 37.38% 9.75%

Avia 3.79 23.16% 45.25% 23.11% 5.61% 2.87%

Student HSR 3.32 2.98% 11.23% 22.95% 43.90% 18.94%

Rail 3.1 1.31% 7.54% 28.61% 58.11% 4.43%

Road 3.16 2.62% 2.62% 22.62% 57.38% 14.75%

Avia 3.64 15.17% 40.25% 28.11% 13.61% 2.87%
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combine the prospect value and the Logit model to calculate the business pas-
sengers’ fuzzy choice probability on three travel modes (railway, road, aviation)

pRailBusiness, p
Road
Business, p

Aviation
Business before the operation of the HSR.

pRailBusiness ¼ ef
Rail
Business=ðef RailBusiness þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:2765

pRoadBusiness ¼ ef
Road
Business=ðef RailBusiness þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:2155

pAviationBusiness ¼ ef
Aviation
Business =ðef RailBusiness þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:508

The business passengers’ fuzzy choice probability on the four travel modes

(HSR, railway, road, aviation) pHSRBusiness

0
, pRailBusiness

0
, pRoadBusiness

0
, pAviationBusiness

0
after the

operation of HSR are as follow.

pHSRBusiness

0 ¼ ef
HSR
Business=ðef HSRBusiness þ ef

Rail
Business þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:3053

pRailBusiness

0 ¼ ef
Rail
Business=ðef HSRBusiness þ ef

Rail
Business þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:1921

pRoadBusiness

0 ¼ ef
Road
Business=ðef HSRBusiness þ ef

Rail
Business þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:1497

pAviationBusiness

0 ¼ ef
Aviation
Business =ðef HSRBusiness þ ef

Rail
Business þ ef

Road
Business þ ef

Aviation
Business Þ ¼ 0:3529

Similarly, use the prospect theory to calculate all the passengers’ comprehensive
prospect value and the fuzzy choice probability. The result of before and after the
HSR operation is shown in Tables 5 and 6 correspondingly.

According to Tables 5 and 6, to draw the heterogeneous passengers’ travel
preference comparison chart shown in Fig. 4. From Fig. 4, we can see that the
business passengers mainly prefer the aviation travel before the operation of HSR.
They have a low preference on railway and road. The passenger of Traveller and
Commute mainly prefer the railway travel. They have a low preference on road and
aviation. Both of the migrant workers and students prefer railway and road. They
have a low preference on aviation. From the horizontal contrast of the travel mode
preference, the passenger who prefers the railway most is the migrant worker. The
business has the least preference. The passenger who prefers the road most is the
student. The business passenger has the least preference. The passenger who prefers
the aviation most is the business people. The migrant worker has the least prefer-
ence. After the operation of HSR, the business passengers mainly prefer the avia-
tion and HSR. They have a low preference on railway and road. The passenger of
Traveller and Commute mainly prefer the railway travel. They have a low prefer-
ence on road and aviation. Both of the migrant workers and students prefer railway
and road. The migrant workers mainly prefer the railway. The students mainly
prefer the road.
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Table 5 The passengers’ comprehensive prospect value and the fuzzy choice probability on three
travel modes before HSR operation

Type Comprehensive prospect value Fuzzy choice probability

Railway Road Aviation Railway Road Aviation

Business −0.7354 −0.9845 −0.1271 0.2765 0.2155 0.508

Traveller −0.2728 −0.8466 −1.0528 0.4946 0.2787 0.2267

Commute −0.015 −0.2836 −1.0098 0.4685 0.3582 0.1733

Migrant
worker

−0.1022 −0.382 −1.7382 0.5127 0.3875 0.0998

Students −0.006 0.107 −1.4421 0.4242 0.4749 0.1009

Table 6 The passengers’ comprehensive prospect value and the fuzzy choice probability on four
travel modes after HSR operation

Type Comprehensive prospect value Fuzzy choice probability

HSR Rail Road Aviation HSR Rail Road Aviation

Business −0.271 −0.735 −0.984 −0.127 0.305 0.192 0.149 0.353

Traveller −0.199 −0.272 −0.846 −1.052 0.347 0.322 0.181 0.148

Commute −0.399 −0.015 −0.283 −1.009 0.241 0.355 0.271 0.131

Migrant
worker

−0.844 −0.102 −0.382 −1.738 0.196 0.412 0.312 0.081

Student −0.189 −0.006 0.107 −1.442 0.260 0.313 0.351 0.074

Fig. 4 Heterogeneous
passengers’ travel preference
comparison chart before and
after the HSR operation
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From the horizontal contrast of the travel mode preference, the passenger who
prefers the HSR most is the passenger of commuting. The migrant workers have the
least preference. The passenger who prefers the railway most is the migrant
workers. The business passengers have the least preference. The passenger who
preference the road most is the student. The business passenger has the least
preference. The passenger who preference the aviation most is the business people.
The students have the least preference.

The heterogeneous passenger’s overall preference comparison chart before and
after the operation of HSR is shown in Fig. 5.

On the whole, before the operation of the HSR, the descending order of the
passengers’ travel preference on the 3 travel modes is railway > road > aviation.
After the operation of the HSR, the descending order of the passengers’ travel
preference on the 4 travel modes is railway > HSR > road > aviation. Therefore,
the operation of the HSR has an impact on the passengers’ travel preference. Each
type of passenger’ preference comparison chart is shown in Fig. 6.

From Fig. 6 it can conclude that the operation of the HSR attracts a large number
of business passengers to change their travel preference from aviation to HSR,
which reduces the passengers’ travel preference on aviation. The traveller passen-
gers’ travel preference has been changed from railway to HSR. A part of passengers
for commuting have turned to HSR, but the railway is still their most preferred
travel mode. Some of the migrant worker and student passengers changed their
travel preference from railway and road to HSR. But the migrant workers still
preference the railway and road. The students’ preference changed from road and
railway to HSR, railway and road. The migrant worker and student passengers’
preference on aviation changed a little. Therefore, the operation of the HSR has
influenced all the passengers’ preference. The most influenced passengers are the
business and traveller passengers. The most influenced travel mode is the aviation.
The least influenced passengers are the migrant workers. The other 3 types of
passengers have been influenced a little by the high-speed railway’s operation.

Fig. 5 Passenger’s overall preference comparison chart before and after the HSR operation

Passenger Travel Mode Decision-Making Research … 391



6 Conclusion

The operation of theHSR influenced the heterogeneous passengers’ travel preference.
From the overall perspective, before the operation of theHSR, the descending order of
the passengers’ travel preference on the 3 travel modes is railway > road > aviation.
After the operation of the HSR, the descending order of the passengers’ travel pref-
erence on the 4 travel modes is railway > HSR > road > aviation. Therefore, the
operation of the HSR generates a great impact on the travel mode of aviation and
makes a large number of passengers change their travel preferences from the road and
aviation to HSR.

From each passenger’ preference prospective, the operation of the HSR has the
most impact on the business and traveller passengers’ travel preference and changes
their travel preference from aviation to HSR. A part of passenger of commuting and
students also choose HSR as their travel mode, but not the main travel mode.
The HSR and their original preference undertake the main passenger flow together.
The HSR has little impact on the migrant workers’ travel preference. Most of them
still choose their original travel preference (railway).

From the impact on the travel mode prospective, for the business passengers, the
HSR mainly influences the travel mode of aviation. For the traveller passengers, the
HSR mainly influences the travel mode of railway. For the students and the pas-
senger of commuting, the HSR mainly influences the travel mode of railway and
road and has little impact on the aviation.

Business
(Before/After)

Traveller
(Before/After)

Commute
(Before/After)

Migrant Workers
(Before/After)

Business
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0.312 
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Fig. 6 Each type of passenger’ preference comparison chart

392 Y. Feng et al.



References

1. Neuman, J. V., & Morgenstern, O. (1944). Theory of games and economic behavior. Upper
Saddle River: Princeton University Press.

2. McFadden, D. (1974). Conditional logit analysis of qualitative choice behavior.
In P. Zarembka (Ed.), Frontiers in econometrics (pp. 105–142). New York: Academic Press.

3. Zhang, J. N., & Zhao, P. (2012). Research on passenger choice behavior of trip mode in
comprehensive transportation corridor. China Railway Science, 33(3), 123–131.

4. Kahneman, D., & Tversky, A. (1979). Prospect theory: an analysis of decision under risk.
Econometrica, 47(2), 263–291.

5. Katsikopoulos, K. V., Duse-Anthony, Y., Fisher, D. L., et al. (2000). The framing of drivers’
route choices when travel time information is provided under varying degrees of cognitive
load. Human Factors: The Journal of the Human Factors and Ergonomics Society, 42(3),
470–481.

6. Avineri, E. (2006). The effect of reference point on stochastic network equilibrium.
Transportation Science, 40(4), 409–420.

7. Xu, H. L., Zhou, J., & Xu, W. (2011). Cumulative prospect theory-based user equilibrium
model for stochastic network. Journal of Management Sciences in China, 14(7), 1–7.

8. Connors, R. D., & Sumalee, A. (2009). A network equilibrium model with travellers’
perception of stochastic travel times. Transportation Research Part B: Methodological, 43(6),
614–624.

9. Liu, Y. Y., Liu, W. M., & Wu, J. W. (2010). Route choice model of traveler based on
cumulative prospect theory. Journal of South China University of Technology (Natural
Science Edition), 38(7), 84–90.

10. Jou, R. C., Kitamura, R., Weng, M. C., et al. (2008). Dynamic commuter departure time
choice under uncertainty. Transportation Research Part A: Policy and Practice, 42(5), 774–
783.

11. Xia, J. J., Juan, Z. C., & Gao, J. X. (2012). Travel routing behaviors based on prospect theory.
Journal of Highway and Transportation Research and Development, 42(5), 126–131.

12. Luo, Q. Y., Wu, W. J., Jia, H. F., & Hu, P. F. (2012). Analysis of residents travel mode choice
based on prospect theory. Journal of Transport Information and Safety, 42(5), 37–40.

13. Li, Y. W. (2002). Railway passenger satisfaction survey analysis. Railway Economics
Research, 33–35.

14. Shi, F., Deng, L. B., & Huo, L. (2007). Boarding choice behavior and its utility of railway
passengers. China Railway Science, 28(6), 117–121.

15. He, Y. Q., Mao, B. H., Chen, T. S., & Yang, J. (2006). The mode share model of the
high-speed passenger railway line and its application. Journal of the China Railway Society,
28(3), 18–21.

16. Feng, Y. Q., Li, X. W., & Li, X. M. (2011). Comprehensive evaluation of the railway
passenger’s satisfaction based on rough set and entropy. In International Conference on
Enterprise Information Systems, SAIC, HCL, (pp. 629–635).

17. Deng, J. B., & Li, X. Y. (2012). Research on the railway passenger satisfaction based on
neural network. Journal of Qiqihar University (Natural Science Edition), 28(2), 73–75.

18. Jiang, A. K., Feng, Y. Q., Li, X. M., & Li, X. W. (2013). Railway passenger’s satisfaction
evaluation based on entropy method and fuzzy theory. In 2013 International Conference on
Logistics, Informatics and Services Sciences, no. 1, (pp. 578–583).

19. Xu, H. L., Zhou, J., & Xu, W. (2011). A decision-making rule for modeling travelers’ route
choice behavior based on cumulative prospect theory. Transportation Research Part C, 19(2),
218–228.

Passenger Travel Mode Decision-Making Research … 393



Price Risk Measurement Model
of Pledge Financing of Lending
Institution in Natural Rubber Supply
Chain Based on VaR-GARCH Method

Xuezhong Chen, Yang Liu, and Anran Chen

Abstract Enterprises that carry out inventory pledge business will face a variety of
risks. Among them, the price risk of inventory is a risk that is difficult to prevent
and control, because it is affected by many factors such as macro environment and
market price fluctuations and supply and demand balance. Based on the analysis of
the statistical characteristics of inventory yield, the risk of natural rubber is studied,
and the VaR-GARCH(1,1)-GED model is constructed to measure the yield risk of
the inventory. The following conclusions are drawn: (1) The higher the confidence
level, the higher the risk control requirements and the smaller the business risk;
(2) The proposed method improves the calculation of VaR and its accuracy and
provides a more comprehensive estimate of the characteristics of spikes that occur
in extreme fluctuations of the inventory. The more extreme the reality, the more
serious the error will occur, which will lead to unnecessary losses for financing
companies.
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1 Introduction

As a new type of financing, supply chain finance effectively solves the problem of
financing difficulties for small and medium-sized enterprises in the upstream and
downstream of the supply chain. In recent years, the inventory pledge financing
business integrating logistics and financial services has developed rapidly in China
and the development mode has gradually diversified. With the rapid growth of
China’s third-party logistics enterprises and the continuous improvement of busi-
ness functions, logistics enterprises play an increasingly important role in the
inventory pledge financing business, and a new model of inventory pledge
financing with logistics enterprises as the main body of lending is gradually
emerging. In the inventory pledge financing model, the fluctuation of the inventory
price during the pledge period will affect the balance between supply and demand,
and affect the income of the loan enterprise, and generate default risk, and bring
losses to the logistics enterprises. This paper uses the VaR indicator of risk man-
agement in the economic and financial systems to measure the price risk of pledge
financing of lending institution in natural rubber supply chain.

2 Literature Review

The concept of risk value was proposed in 1993 and has been widely used as a tool
for risk analysis and measurement [1]. VaR (Value at Risk), translated as “risk
value” or “insurance value”, refers to the highest loss of financial assets or port-
folios at a specific level of confidence and target period, or refers to the potential
loss of financial assets combining the probability distribution of random variables
with the monetary unit of measurement.

Since the return rate of assets does not obey the independent normal distribution
under the assumption of effective financial market, VaR has many characteristics
including a certain volatility agglomeration and the feature of sharp peak and fat
tail. The generalized autoregressive conditional heteroscedasticity model (GARCH)
can effectively describe the feature of the agglomeration of the return rate of assets
[2]. Ricardo (2006) uses the GARCH family model to predict the VaR of the asset’s
return thick-tailed distribution and measure the maximum loss that may be
encountered in the future [3]. Chen and Panjer believe that the market credit spread
data and the simple model can be used to obtain the information on the default
strength of the trusted company, and the structural model can obtain the complete
information of the value of the company’s assets and the obstacles of default, so as
to evaluate the credit status of the trusted company. This method uses the JLT
(Jarrow-Lando-Turnbull) model to describe the change in credit rating and simu-
lates the VaR risk value of the portfolio investment to manage the transmission of
financial risk [4]. Gu by comparing the theory and technology of financial risk
management in different periods, proposes that the VaR method not only has a good
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effect in managing financial market risks, but also can be further extended to
manage financial credit risk, financial liquidity risk and financial operation risk [5].
Guo also studies the application of VaR risk management model in financial risk
management. The most typical feature of VaR is that it can calculate not only the
risk of a single financial instrument, but also the risk of multiple financial instru-
ment portfolios. However, for low-probability financial risks, the VaR method has
the drawback that the VaR method cannot fully use the information in the data, so it
is necessary to use the method of extreme event processing to give a relatively high
confidence VaR estimate [6]. Rosenberg and Schuermann give a comprehensive
VaR metric “H-VaR” for credit risk, market risk and operational risk from the
overall perspective of financial risk management [7]. Wei and Zheng give the main
management techniques of financial risk from the financial engineering perspective,
including the combination of risk diversification, the hedging method of transfer
risk and the insurance law to avoid risks, and they also applies financial risks
management techniques to the supply chain management [8]. To keep the condi-
tional variances generated by the GARCH(p,q) model nonnegative, Bollerslev
imposed nonnegativity constraints on the parameters of the process. Nelson, Daniel
and Cao show that these constraints can be substantially weakened and so should
not be imposed in estimation. They also provide empirical examples illustrating the
importance of relaxing these constraints [9]. Österholm investigates the relation
between treasury yields and corporate bond yield spreads. This is done by esti-
mating VaR models on monthly Australian data from January 2005 to March 2017.
The results suggest, in line with mainstream theoretical models, that a higher risk
free rate compresses the corporate bond yield spread and a higher corporate bond
yield spread lowers the three-month treasury bill rate [10]. Ayturk investigates the
relationship between government borrowing and corporate financing decisions in
15 developed European countries for the period of 1989–2014. A robust negative
relationship between government borrowing and corporate debt in developed
European countries is found. However, any significant relation between govern-
ment debt and equity is not identified [11].

3 Model Algorithm

3.1 Calculation Method of Yield

Assume that the inventory pledge t-day transaction price is spt, and the market price
on t − 1 is spt�1, logarithmic yield sequence {rt} can be obtained from (1).

rt ¼ lnspt � lnspt�1 ð1Þ

Price Risk Measurement Model of Pledge Financing … 397



3.2 Calculation of the Volatility of the Pledge Yield Rate

The volatility of the yield pledge rate of the inventory, i.e., the standard deviation
(r) of the rate of return on the continuous compound interest rate per unit time. The
source of volatility estimates is historical data or option prices. This paper intends to
use the GARCH family model to predict the volatility of the rate of return.
The GARCH model has the following characteristics.

(1) The GARCH model can describe the time-varying characteristics of the
volatility of financial assets.

(2) The GARCH model has the feature of mean regression.
(3) The GARCH model effectively avoids a large number of estimations for

high-order terms in the ARCH model.
(4) GARCH is a symmetric model. When p = 1, q = 1, GARCH(1,1) can effec-

tively capture the agglomeration of the return on assets.

The GARCH model is built according to the following mean and conditional
equations.

rt ¼ lt þ et ð2Þ

r2
t ¼ xþ ae2t�1 þ br2

t�1 ð3Þ

Where, lt ¼ qrt�1 is conditional mean of yield, object to AR(1) process, et ¼
rtzt is random disturbance, r2

t is conditional variance, r
2
t�1 is forecast variance of

the previous period, x is a constant term, a is the ARCH coefficient estimate, b is
the GARCH coefficient estimate, so u ¼ aþ b is the durability, then the long-term
unconditional variance of GARCH(1,1) is as follows.

h ¼ x
1� aþ bð Þ ð4Þ

When modeling with the GARCH model, it is usually assumed on the premise of
normal distribution, but the financial time series usually has the characteristics of
sharp peaks and fat tails. The generalized error distribution (GED) can better fit the
fat tail problem of the yield series, and can adjust the parameters to reflect the fat
tail characteristics of the financial assets yield.

In order to make comparison choices in the GARCH family model, we try to fit
the volatility with EGARCH (1,1) and TGARCH (1,1) at the same time.

The EGARCH model, known as the exponential GARCH model, can better
reflect the asymmetric characteristics of volatility fluctuations. It was proposed by
Nelson to adjust the response of heteroscedasticity to the shocks of positive and
negative information [12].
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The EGARCH(1,1) formula is as follows.

rt ¼ lt þ et ð5Þ

ln r2
t

� � ¼ xþ a
et�1

rt�1

����

�����
ffiffiffi
2
p

r !

þ b ln r2
t�1

� �þ c
et�1

rt�1
ð6Þ

Where, a, b has no restricted condition, r2
t is a positive number, the model can

be applied in a wider range.
The GARCH model cannot reflect the defect of the leverage effect of financial

sequence. Glosten et al. improved the GARCH model and proposed the TGARCH
model [13]. The formula for TGARCH(1,1) is as follows.

rt ¼ lt þ et ð7Þ

r2
t ¼ xþ ae2t�1 þ ce2t�1It�1 þ br2

t�1 ð8Þ

Where, Ik ¼ 1; ek\0; Ik ¼ 0; otherwise, ek\0 means negative information,
ek � 0 means positive information.

The Mathematical definition of VaR is as follows.

p X[VaR cð Þð Þ ¼ 1� c ð9Þ

Here, p denotes the probability of occurrence of some event, X is defined as the
loss of the pledge during the target period, c is the confidence level, and VaR(c) is
the value at risk in the confidence level c. The calculation formula for VaR is as
follows.

VaR ¼ pr zc
ffiffiffiffi
T

p
ð10Þ

Where, p is the value at the beginning of an asset, r is the variance, zc is the
lower quantile, and T is the holding period.

Measurement of VaR is usually characterized by a probability distribution and a
monetary unit of measure. When VaR is measured, the agglomeration and spike-tail
characteristics of the asset return and the leverage effect should be considered, so
the student distribution and the generalized error distribution are used for fitting.
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4 Empirical Analysis

4.1 Statistical Analysis of Sample Data

The data as shown in Fig. 1 in this article is taken from the trading price of natural
rubber daily from January 17, 2017 to December 29, 2017, except for the rest day
of the exchange. There are 234 observation points in total, all of which are from the
website of Shanghai Futures Exchange. Data processing and analysis software is
Excel and Eviews.

As can be seen from Fig. 1, the fluctuation rate of natural rubber has a certain
correlation, and the yield has a certain agglomeration effect, that is, large fluctua-
tions will be followed by large fluctuations, and small fluctuations will be
accompanied by small fluctuations. The phenomena of results of application is in
accordance with the theoretical analysis.

As shown in Fig. 2, natural rubber fluidity index is

ps ¼ spmax � spmin
sp

ð11Þ

While mean is 0.0298, standard deviation is 0.01369. The outliers are small,
indicating that the market liquidity is relatively stable and the VaR model can be
used for further analysis.
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Fig. 1 Natural rubber trading price time series
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4.2 Natural Rubber Yield Sequence Volatility Analysis

(1) Natural rubber yield stability test

In this paper, the unit root ADF test method is selected to perform the time series
stability analysis. The single root test results in Table 1 show that the t statistic is
−10.29793, which is less than the critical value at each significant level, and the
P value is <0.05. The natural rubber yield sequence can be considered as stable, so
the GARCH model can be fitted.

(2) Natural rubber yield normal distribution test

In Fig. 3, during the sample period, the average yield of natural rubber was
−2.21E−03 with a standard deviation of 0.016. The skewness is −0.477, which is
less than zero and exhibits a left-biased feature. The kurtosis is 3.957, which is
greater than the normal distribution kurtosis K = 3, showing the characteristics of a
sharp peak and fat tail. The Jarque-Bera statistic is 17.84 and the P value is
0.000134, rejecting the assumption that the yield rate series follows a normal
distribution.

(3) Natural rubber yield heteroscedasticity test

From the time series of the mean residual of the yield as shown in Fig. 4, the
fluctuation of the residual sequence of the natural rubber yield mean equation has
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Fig. 2 Natural rubber yield liquidity index statistics

Table 1 Natural rubber yield
sequence ADF single root test
results

t-Statistic Prob.*

Augmented Dickey-Fuller test
statistic

−10.29793 0.0000

Test critical values 1% level −2.574968

5% level −1.942199

10% level −1.615787
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obvious agglomeration effect, and the volatility of the yield has the conditional
heteroskedasticity.

The residual squared autocorrelation test is performed on the mean equation and
the Grange multiplier test (ARCH-LM test) is performed on the mean equation to
test the heteroscedasticity.

As shown in Fig. 5, the 3rd-order autocorrelation and partial autocorrelation
coefficients are not significantly zero, and the Q statistics are large. It can be
considered that the residual square has autocorrelation, i.e., the mean equation has
heteroscedasticity.

The F statistic is 1.391916, the accompanying probability is 0.2460, the T � R2

value is 4.17256, and the ARCH effect exists in the residual of the yield series as
shown in Table 2. The volatility can be modeled by using GARCH.
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Fig. 4 Residual timing chart of the mean value equation of natural rubber yield
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4.3 GARCH Model and Parameters Determination

After the above analysis, the natural rubber yield rate is in line with the GARCH
model. The results of fitting three GARCH models by Eviews6.0 are shown in
Table 3.

Fig. 5 Residual squared autocorrelation test

Table 2 ARCH-LM test F-statistic 1.391916 Prob. F(3,226) 0.2460

Obs*R-squared 4.172560 Prob. ChiSquare
(3)

0.2434
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It can be seen from Table 3 that the values of parameter c are 0.0064 and 0.0702
respectively in EGARCH(1,1) and TGARCH(1,1), which are not significant and
have certain influence on the model, therefore GARCH(1,1) modeling is selected.
The results of GARCH(1,1) under three distribution hypotheses are estimated by
Eviews in Table 4.

As shown in Table 4 the parameters in the two models are significant. The
coefficient a reflects the influence of historical fluctuations on future fluctuations.
The larger the value of b indicates that the initial volatility has a longer-lasting
effect and long-term memory. From the fitting results, the values of AIC and SC are
the smallest under the GED distribution hypothesis, and each parameter is signif-
icant, indicating that the GARCH(1,1)-GED model is more suitable for fitting the
characteristics of natural rubber yield rate sequence. Therefore, the mean equation
and the conditional variance equation are as follows under the GED distribution.

rt ¼ 3:75E�004rt�1 þ et ð12Þ

Table 3 Estimation results of three garch model

Parameters GARCH(1,1) TGARCH(1,1) EGARCH(1,1)

q 0.0016 0.1082 0.0016

x 0.0038
(0.0000)

0.00037
(0.0002)

12.7675
(0.0000)

a 0.1197
(0.0424)

−0.5515
(0.0984)

0.1673
(0.1055)

b 0.5755
(0.0567)

0.1179
(0.0480)

0.2415
(0.0170)

c 0.2773
(0.0064)

0.5221
(0.0702)

AIC −5.41 −5.41 −5.42

SC −5.35 −5.35 −5.35

Table 4 Estimation results of ARCH(1)-GARCH(1,1) model parameters under three distribution
hypotheses

Parameters Normal distribution Student’s distribution GED distribution

q 0.0016 0.0006 0.000375

x 0.0038
(0.0000)

0.0004
(0.0069)

0.0004
(0.0066)

a 0.1197
(0.0424)

0.1431
(0.1240)

0.1505
(0.1146)

b 0.5755
(0.0567)

0.5594
(0.1297)

0.5217
(0.2086)

AIC −5.41 −5.44 −5.46

SC −5.35 −5.37 −5.39
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d2t ¼ 0:0004 þ 0:1505e2t�1 þ 0:5217d2t�1 ð13Þ

u ¼ aþ b ¼ 0:1509\1, satisfying the stationary condition of the GARCH
model. The unconditional variance of the random error term et converges to h.

h ¼ x
1� aþ bð Þ ¼ 0:0047 ð14Þ

The autocorrelation test was performed on the residual square of the model after
fitting. Table 5 shows the ARCH LM test results of the residual of the AR(1)-
GARCH(1,1)-GED model after fitting. The LM statistic is less than the critical
value. There is no autoregressive conditional heteroscedasticity in residuals, i.e., the
original hypothesis is accepted, and the existence of homovariance is considered,
and the model is predictable.

4.4 VaR Calculation Results

The results obtained in Table 6 are consistent with the hypothesis according to the
theory.

When the confidence is improved, the calculated VaR result becomes larger,
indicating that the improvement of the confidence level requires an increase in the
risk control level of the inventory.

Table 5 AR(1)-GARCH
(1,1)-GED fitting ARCH LM
test results

F-statistic 0.31851 Prob. F(3,226) 0.8120

Obs*R-squared 0.96835 Prob. ChiSquare(3) 0.8089

Table 6 Results of VaR
calculation for AR(1)-
GARCH(1,1)-GED model
under different confidence
levels

VaR 95% 99%

Maximum 0.093944 0.132505

Minimum 0.033906 0.047823

Means 0.061192 0.088852
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5 Conclusion

This paper calculates the daily return rate VaR value of the inventory pledge
combination based on the AR(1)-GARCH(1,1)-GED model. Finally, by comparing
the experimental results, the following conclusions are drawn:

The GARCH(1,1) model of GED distribution can better fit the selected data
compared with the GARCH model of the student distribution, the GARCH model
of the normal distribution, the EGARCH model of the normal distribution, and the
TGARCH model of the normal distribution. The higher the confidence level, the
higher the risk control requirements and the smaller the business risk.

Compared with the traditional VaR calculation method, the method that this
paper proposed improves the calculation of VaR and improves its accuracy. This
method provides a more comprehensive estimate of the characteristics of spikes that
occur in extreme fluctuations of the inventory. In contrast, the traditional VaR
calculation based on the time series normal distribution hypothesis and the linear
correlation hypothesis of the portfolio will underestimate these problems and thus
the accurate judgments cannot be made. The more extreme the reality, the more
serious the error will occur, which will lead to unnecessary losses for financing
companies.
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Modeling and Analysis on the Capacity
of Centralized Directional Multi-hop Ad
Hoc Networks

Ying Liu and Hao Xing

Abstract Directional antenna technique enables multi-hop ad hoc networks to
achieve a better anti-interference ability with higher signal intensity. In the mean
time, it is safer and more efficient to communicate by directional antennas. However,
there are few performance models and analyses for centralized directional multi-hop
networks in existing research, and there is no theoretical basis for the design of pro-
tocol parameters. This paper targets the theoretical framework of multi-hop ad hoc
networks with directional antennas, and analyses the effect of protocol parameters on
the average network interference based on the hard core point process (HCPP). The
throughput capacity of the network is further derived. The influence of the density
of nodes, the number of antenna beams and the maintained neighbor hops on system
performance is analyzed by simulation. The optimal design of protocol parameters
is given.

Keywords Multi-hop ad hoc · Centralized · Directional antenna · Interference ·
Capacity

1 Introduction

Wireless multi-hop ad hoc network is a reliable wireless network architecture which
has the advantage of self-organization, self-recovery and self-configuration. So it has
been widely used in military, vehicular and emergency communications. In recent
years, centralized scheduling mechanisms are more used in wireless multi-hop net-
works.Because this kindof networkhas a base stationwhich canmanage anddispatch
the whole network resources [1, 2].

In traditional centralized multi-hop ad hoc networks, the deterioration of channel
quality and the interference between links will affect the sending and receiving of
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messages, which seriously degrades the performance of the network. Directional
antennas are proposed for centralized ad hoc networks in order to meet the demands
of reducing interference and improving throughput capacity [3–5]. Compared with
omnidirectional antennas, they have higher sending and receiving gains in some spec-
ified directions. In other directions, it can be reduced to almost zero under ideal con-
ditions. The directional antennas have stronger signal intensity and anti-interference
ability than omnidirectional antennas, which makes the communicate process safer.
At the same time, directional antennas can also realize spatial multiplexing, thus
increasing system capacity in limited space [5]. However, little theoretical analysis
supporting for the protocol design of centralized directional ad hoc networks has
been done so far. Performance modeling and analyzing of the centralized directional
ad hoc networks for rational protocol parameters design has become a problem to be
studied.

Capacity is one of the important indicators tomeasure the performance of wireless
networks. On the research of wireless multi-hop ad hoc network capacity, Gupta [6]
proposed the concepts of throughput capacity and transmission capacity and pointed
out that when capacity analysis is promoted to the network level, people should
focus on exploring the interference caused by spatial multiplexing. The theory laid
the foundation for later research. Motivated by this, in this paper, a novel model
of the throughput capacity is proposed based on centralized directional scheduling
scheme, which considers the average network interference.

The structure of the rest of this paper is organized as follows. Section2 reviews
the related work. Section3 describes the centralized directional multi-hop network
protocol. Section4 is devoted to the modeling and analysis of average interference
and net throughput with the simulation results. Section5 concludes the paper.

2 Related Work

At present, the throughput model of directional scheduling mechanism is relatively
simple. Yi [7] studies the capacity of Ad Hoc wireless networks when the beam
width of directional antenna is approximately reduced to 0, which means wireless
network can be equivalent to wired network. The article considered an over-ideal
situation. Grossglauser [8] proposed the capacity of ad hoc networks with mobile
nodes under the limits imposed by the interference model. This paper focuses on
the mobility of nodes, and obtains an asymptotic throughput capacity under ideal
conditions. Reference [9] studies a hypothetical interference cancellation technology,
which proves that the improvement of transmission capacity of wireless ad hoc
network is proportional to the size of interference cancellation area. This interference
cancellation mechanism has certain reference significance for the design of protocol
parameters in centralized multi-hop ad hoc networks, but the influence of antenna
beam numbers should also be considered.

Stochastic geometry theory, especially the point process theory, provides an effec-
tive tool to model the randomness of spatial distribution of nodes in a wireless
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communication networks. The hard core point process (HCPP), introduced byMatrn
in [10], is one of the most popular model. Different from the traditional Poisson point
process (PPP), HCPP conditions on having aminimumdistance to separate the points
of the process [11].

In this paper, we adopt the HCPP model of stochastic point process to analyze the
interference. A throughput model based on average interference is further derived.
We analyze the relationship among network node density, maintained neighbor range
and the numbers of antenna beam through simulation results, andpresent a best design
of protocol parameters in a certain network node density.

3 Overview of Centralized Directional Multi-hop
Networking Protocol

We consider a multi-hop network in which nodes are presented in tree structure.
As shown in Fig. 1, centralized directional multi-hop network is composed of a
base station and user stations. Base station is the original node and responsible for
establishing the network. It helps for the resource scheduling of all nodes in the
network. At the same time, as a root node, it forms a scheduling tree with user
stations.

In Fig. 2, under TDMA-based centralized scheduling, eachMAC frame is divided
into control slots and data slots. Control slots are used to transmit control signals
including network entry (NENT) message, network configuration (NCFG) message,
position probe (PROB) message, centralized schedule configuration (CSCF) mes-
sage, centralized schedule request (CSCR) message and centralized schedule grant
(CSCG)message, while data slots are used to transmit users’ traffic.Whether control
signals or data messages, their transmission time is allocated in slots. Each node in
the network needs to maintain its neighbor nodes within several hops from itself.
When the node sends messages, the neighbor nodes within its maintenance range
can not send messages at the same time.

Centralized directional multi-hop protocol specifies that each node is equipped
with an omnidirectional antenna and a directional antenna. The omnidirectional
antenna is used for general control signals, and the directional antenna is used to
locate nodes and transmit data. The first node establishes the network, and then it
periodically broadcasts NCFG messages. New nodes synchronize with the network
by scanning NCFGmessages and request to join the network by sending NENTmes-
sages. To communicate with a directional antenna, the location of the target node
must be determined first. PROBmessages are sent by directional antenna in turn. The
target node judges the beam number by receiving the PROB message, and informs
the sending node in the next omnidirectional control message. Packet transmission
in the network is based on the process of “configuration-request-confirmation”. The
base station sends CSCF messages, and other nodes forward CSCF with scheduling
tree information to the whole network. Then the nodes in the scheduling tree send
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Fig. 1 Centralized scheduling tree architecture

Fig. 2 Centralized directional MAC layer frame structure

CSCR messages to the parent nodes, aggregate the CSCR with the request informa-
tion of each node until the base station receives. Finally, the base station sends CSCG
messages, and other nodes forward the CSCG with the result of resource allocation
in turn until the whole network receives it.

4 Performance Modeling and Analysis

Motivated by the aforementioned protocol, we utilize Hard Core Point Process
(HCPP) theory to quantify the link interference intensity in different maintained
neighbor range and directional beam numbers. In addition, we propose an effective
throughput model based on interference.
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4.1 Density of Interference Nodes

Paper [12] establishes a distributed omnidirectional multi-hop ad hoc network inter-
ference model based on stochastic point process theory. In this paper, the influence
of directional antenna beam on interference is considered, and the centralized multi-
hop ad hoc network protocol is introduced to analyze the capacity of centralized
directional multi-hop network.

On the basis of PPPprocess,HCPPprocess can be obtained by diluting the original
node density according to certain rules. The main steps of the algorithm include:

1) Firstly, a Poisson point process �P with a density of λP is generated.
2) Attach a random tag mx ∈ U [0, 1] to each point x ∈ �p.
3) For each point in circle B (x, δ), if the tag of point x ∈ �p is the smallest, it is

retained and the rest of the nodes are deleted.

U [0, 1] indicates a uniform distribution with the range of 0 to 1. δ is the smallest
distance between two sending nodes namely the dilution radius. In Fig. 3, the black
nodes are retained because they have the minimum values in the range they maintain.
While those white nodes whose values are not the minimum are deleted by HCPP.

The model formed by all the retained points is the HCPP process. The density
of remained points can be regarded as the density of the interference nodes after
interference cancellation, which can be concluded as followed [10]:

Fig. 3 Schematic diagram of HCPP
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λHS = 1 − exp(−λpπδ2)

πδ2
(1)

δ directly determines the “dilution” of HPPP and has a great influence on the
distribution of interference nodes. The larger the value of δ, the smaller the probability
of each node being retained, the lower the density of interference nodes. However,
if the value of δ is too large, the number of nodes that can send data at the same
time in the network will be greatly reduced, which will lead to the decline of spatial
reuse and reduce the network capacity. Therefore, it is of great significance to find
the most suitable value of δ.

In centralized scheduling mechanism, the node maintains the neighbor nodes
within the H-hop range, and the dilution radius can be expressed as:

δ = Hr (2)

r is the transmission range of the node.
The transmitting direction of nodes equipped with a directional antenna has an

antenna beam width, and only the nodes covered by the antenna beam will be inter-
fered. We assume that the antenna direction of nodes in space obeys random distri-
bution. Some nodes are selected from HPPP with density of λ by probability k and
constitute a new HPPP with the density of λk . If the number of beam directions of
each node is N , the node density in one direction becomes 1/N of the original HPPP
process. So the density of interference nodes in the directional ad hoc network is:

Fig. 4 The interference nodes density versus network node density
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Fig. 5 The interference nodes density versus antenna beams

λHM = 1 − exp(−λpπH 2r2

N )

πH 2r2
(3)

The number of beams, the number of neighbor maintenance hops and the initial
node density all affect the distribution of interference nodes after dilution. In Fig. 4,
when the node density exceeds a certain threshold, the interference node density
tends to be stable. Because most of the nodes are in the range node maintenance, so
they are diluted out.

Based on the centralized directional multi-hop network protocol, we exclude the
initial node density and analyze the influence of the number of antenna beams and
the number of neighbor maintenance hops on the interference node density in Fig. 5.

With the increase of neighbor maintenance hop H , the interference avoidance
mechanism in the protocol plays a more and more important role in the interference
node density. As the number of antenna beams increases, the density of interference
nodes decreases gradually, because narrow beams reduce the effect of omnidirec-
tional interference. However, with the increase of maintenance hops, the influence
of antenna beams becomes weaker, because the larger the maintenance area is, the
fewer interference nodes remain in the network.
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4.2 Average Interference Intensity

Based on the density of interference nodes, we further derive the average interference
intensity. Under the interfere avoidance mechanism, the non-interference area is not
circular any more. If the distance between sender and receiver is s, the union area of
the two circles is [13]:

Vδ(s) =
{

2πδ2, s ≥ 2δ

2πδ2 − 2δ2 arccos( s
2δ ) + s

√
δ2 − s2

4 , δ ≤ s < 2δ
(4)

Through the dilution of HCCP process, the probability that two nodes with dis-
tance of can coexist at the same time is as follows:

k(s) = Vδ(s)(1 − exp(−λpπδ2/N )) − πδ2(1 − exp(−λpVδ(s)/N ))
1
2λpπδ2Vδ(s)[Vδ(s) − πδ2] (5)

In order to show the relationship between the two nodes, paper [14] mentions the
spatial correlation function between any two nodes is:

g(s) = λp
2k(s)

λHM
2 (6)

λHM is the density of interference nodes after HCPP process. If the distance
between sender and receiver s ≥ 2δ, they are out of each other’s clearance area.
The two nodes are independent in space, g(s) = 1. If δ ≤ s ≤ 2δ, there is a positive
correlation between nodes, g(s) > 1.

Set a wireless network �, the sending node is the origin o ∈ �, and the receiving
node is located in zo = {dcosθo, dsinθo} /∈ �. d denotes the distance between the
receiving node and the sending node, and θo denotes the direction of the receiv-
ing node. The expected interference intensity of the receiving node is expressed as
follows:

E(I ) = Eo[
∑
xi∈�

hxi zo l(xi − zo)] (7)

hxi zo is the average power attenuation coefficient per unit distance, l(·) is the path
loss model, l(xi ) = ‖xi‖−α , the path loss index α > 2. The interference value can be
expressed by the correlation function g(s):

Eo(I ) = 2πλHM

∞∫
0

l(s)g(s)sds (8)
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Nodes are divided into two parts according to spatial correlation:

Eo(I ) = Eo(Iδ≤s<2δ) + Eo(Is≥2δ)

= 2πλHM

2δ∫
δ

l(s)g(s)sds + 2πλHM

∞∫
2δ

l(s)g(s)sds
(9)

In interval [2δ,∞), g(s) = 1, the above formula can be further calculated:

Eo(I ) =
⎧⎨
⎩2πλHM

2δ∫
δ

l(s)g(s)sds+ 2πλHM
α−2 (2δ)2−α , α > 2

∞ , α = 2
(10)

It is very complicated to calculate the interference. We introduce the approximate
upper bound of the correlation function to simplify the calculation.

g(s) <
g(2δ)−g(δ)

δ
s + 2g(δ) − g(2δ)

= 1−g(δ)
δ

s + 2g(δ) − 1
(11)

Average interference intensity can be obtained from (3) (4) (10) (11):

Eo(I ) = 2πλHM

2δ∫
δ

l(s)( 1−g(δ)
δ

s + 2g(δ) − 1)sds

+ 2πλHM

∞∫
2δ
l(s)sds

(12)

Eo(I ) depends on node density λHM and dilution radius δ. In the protocol, these
two parameters are closely related to node maintenance neighbor hop H , antenna
beam number N and node density λP .

We set the transmission range of the node r = 100 and the path loss index α = 4.
The average interference of the node is obtained by numerical simulation as shown
in Fig. 6. The influence of neighbor maintenance hops and antenna beam numbers on
the average interference is the same as that of the interference node density in Fig. 5,
because the average interference is directly related to the interference node density.

4.3 Net Throughput Capacity

The average throughput capacity of the network refers to the average maximum
transmission rate of each node in the network. The nodes in the wireless multi-
hop network are equal and independent of each other. Therefore, we use the HCPP
process to describe the average interference intensity of each node in the interference
cancellation area.
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Although Shannon information theory is based on the point-to-point commu-
nication system where noise is the main interference in the network. For wireless
multi-hop networks, each independent node is regarded as one end of the point-to-
point system, while other interference nodes in the network are regarded as the other
end of the system. The average interference of the interference nodes is regarded
as noise. We can still analyze the throughput capacity with the help of the classical
Shannon information theory.

On the premise that the same transmission power is used in the whole network
node, the signal-to-interference-plus-noise ratio(SINR) can be simplified as follows:

SI N R = S

I + N
≈ S

I
= d−α

Eo(I )
(13)

According to Shannon’s theorem, the maximum information rate which can be
transmitted in channel is determined by the following formula:

R = Blog2(1 + d−α

Eo(I )
) (14)

We set the bandwidth to B = 10, and get the relationship between the node
throughput capacity and the number of antenna beams under different neighbor
maintenance hops as shown in Fig. 7. It can be seen that the increase of maintenance

Fig. 6 The average interference versus antenna beams
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Table 1 The structure of control message

Struture FRH CMD INT GMH CMH MSG CRC FRI

Length/byte 1 1 14 4 1 Data 4 1

hops and antenna beams leads to the decrease of interference in the network, which
leads to the optimization of capacity.

Messages in the network include control messages and data messages. Net
throughput of nodes refers to the maximum sending rate of data messages, that
is, the average throughput minus the overhead of control messages. According to
the centralized directional wireless multi-hop ad hoc network protocol, control mes-
sages include NENT, NCFG, PROB, CSCF, CSCR and CSCG. The control message
structure is shown in the following Table1.

Each part represents FrameHeader, Control Header, InterfaceMessage, Common
MAC Header, Control Sub-header, Message Body, Cyclic Redundancy Check and
Frame Tail respectively. The length of message body needs to be designed according
to specific network requirements. The length of various control messages is related
to the state of the network and protocol parameters.

The protocol specifies that the length of NENT is fixed at 29 Byte.

Fig. 7 The average throughput capacity versus antenna beams
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Lnent = (3 + 26) · 8 = 232 bits (15)

NCFG messages contain neighbor node information within the maintenance
range. The number of neighbor nodes can be expressed as node density (πλpH 2r2).

Lncf g = [
17 + (

πλpH
2r2 − 1

) + 26
] · 8

= 8πλpH
2r2 + 336 bits

(16)

The total length of PROB messages is affected by both the number of neighbor
nodes and the antenna beams N .

L prob = [
6 + N · (

πλpH
2r2 − 1

) + 26
] · 8

= 8N · (
πλpH

2r2 − 1
) + 256 bits

(17)

The number of nodes in the network is expressed by uNodeNum. The length of
CSCF messages is related to the number of nodes working in the network.

Lcsc f = (4 · uNodeNum + 26) · 8
= 32uNodeNum + 208 bits

(18)

The length of the CSCR message is related to the number of services in the
network. Assuming that there is only one service request in the network, the length
of the CSCR message is:

Lcsc r = {
uNodeNum

[
5 × (λpπr

2 − 1) + 2
] + 26

} · 8
= 8 · (5λpπr

2 − 3) · uNodeNum + 208 bits
(19)

The protocol specifies that the length of CSCG is fixed at 45 Byte.

Lcsc g = (19 + 26) · 8 = 360 bits (20)

Total overhead per unit time can be further deduced.

Roverhead = 1

T

(
Lnent + Lncf g + L prob + Lcsc f + Lcsc r + Lcsc g

)
(21)

We assume that the number of nodes in the network uNodeNum is 100 and
the scheduling period length is T . The relationship between the overhead of control
messages and the number of antenna beams and the number of neighbor maintenance
hops is shown inFig. 8.The increase of the number of antennabeamsandmaintenance
hops will lead to the corresponding increase of the length of control messages, which
will give rise to the increase of control overhead.
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Fig. 8 The control overhead versus antenna beams

The less signaling overhead, the better for wireless networks. Therefore, the deter-
mination of the number of maintenance hops and antenna beams in the protocol
should be considered from the perspective of the net throughput capacity.

Net throughput of nodes refers to the average throughput minus the overhead of
control messages.

S = R

πδ2λp − 1
− Roverhead (22)

The relationship between the net throughput capacity and the number of antenna
beams under different maintenance hops is shown in Fig. 9. With the increase of
antenna beams, the net throughput first reaches its peak value and then decreases.
When the number of antenna beams is 3 and the neighbors are maintained for 4
hops, the net throughput reaches the maximum. We can reasonably design protocol
parameters based on the simulation results.
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Fig. 9 The net throughput capacity versus antenna beams

5 Conclusion

In this paper, we address the interference in centralized directional multi-hop ad hoc
networks. Starting from the HCPPmodel, we derive the analytical expression for the
interference as a function of the node density, maintained neighbor hops and antenna
beams. The analysis results show that expanding themaintained area of neighborhood
and adding antenna beams are the inevitable choices to resist interference. On this
basis, we put forward the net throughput of nodes considering the impact of control
overhead on the system. The simulation results show that nodes maintain 4 hops
of neighbors and use 3 antenna beams in the design of the centralized directional
wireless multi-hop ad hoc network protocol, which not only does not occupy too
much spectrum resources, but alsomaximizes the net throughput. This paper provides
theoretical guidance for the design of centralized directional wireless multi-hop ad
hoc network protocol.
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Vehicle Scheduling Problem of Logistics
Companies Under Genetic Tabu Hybrid
Algorithm

Wei Xu, Wenli Liang, and Qinqin Yu

Abstract Vehicle Scheduling Problem (VSP) plays a very important role in the
logistics distribution process. This paper proposes a two-stage algorithm. In the first
stage, the fuzzy clustering algorithm is used to divide the customer group into
multiple small-scale groups according to different clustering index factors. In the
second stage, a new genetic tabu hybrid algorithm was used to solve the vehicle
scheduling scheme in each customer class. In addition, a new heuristic crossover
operator and inversion mutation operator are used in the genetic tabu hybrid
algorithm, which can not only preserve the excellent genes of the parent chromo-
some, but also generate new individuals quickly. Finally, H Logistics Company is
used as an analysis case to solve the optimal distribution plan for 120 customer
points. Comparing the results obtained by the algorithm described in this paper with
the traditional genetic algorithm, it is concluded that the genetic tabu hybrid
algorithm is better than the traditional genetic algorithm.

Keywords Vehicle scheduling problem � Genetic tabu hybrid algorithm � Fuzzy
clustering algorithm
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1 Introduction

At present, the logistics industry, as an emerging industry, is developing rapidly.
The logistics and transportation costs of enterprises take up a large proportion of the
total costs. Reducing the transportation costs will promote the growth of the ben-
efits of enterprises. Nowadays, logistics integrates energy saving, high efficiency
and economy as the overall goal of development. In order to achieve the optimal
distribution, it is necessary to optimize between the distribution vehicles and cus-
tomers. At present, the country proposes sustainable economic development, and
logistics enterprises should also respond to the proposed environmental protection
laws and regulations, and make changes to the development model. Logistics
enterprises should achieve energy saving and emission reduction, and should design
the optimal transportation route in the distribution area.

Vehicular scheduling problem (VSP) was first proposed by Dantzig and Ramser
in 1959, providing thoughts and methods for the future improvement of algorithm
in [1]. The current scholars’ research results are as follows: Desrochers and
Verhoog research on VSP based on various vehicle types. This model uses a variety
of vehicles with different loadings for transportation, so as to reduce vehicle waste
and to meet the maximization of benefits in [2]. Moghaddam et al. established a
mathematical model to meet random needs, which can satisfy diversified customer
demands and increase customer satisfaction in [3]. Yang established a vehicle
scheduling model with the objective function of the least total postal cost and the
least penalty cost, taking into account the regional division, the route of postal
vehicles and the number of postal vehicles in [4]. Ren et al. emphasizes the factors
in the cost and the time, and puts forward a vehicle scheduling model, which meets
the emergency time constraint and costs minimum in [5]. Balázs and Miklós present
heuristic methods for the vehicle scheduling problem that solve it by reducing the
problem size using different variable fixing approaches [6]. Li in [7] proposed a
multi-objective function, in which the three-layer targets respectively are the lowest
transportation cost, the largest vehicle load and the shortest transportation distance.
Because the path planning problem is NP problem and the calculation amount is
huge, most scholars inclined to use heuristic algorithm to solve this kind of
problem. Heuristic algorithms mainly include simulated annealing algorithm, dis-
tribution estimation algorithm, tabu algorithm, ant colony algorithm, genetic
algorithm, et al. [8]. In this paper, a two-stage algorithm is proposed based on the
above research status. In the first stage, the fuzzy clustering algorithm is used to
divide the customer group into several small groups according to different clus-
tering index factors. In the second stage, a new genetic tabu hybrid algorithm is
applied to solve each customer class’s vehicle scheduling scheme.
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2 Soft Time Window Vehicle Scheduling Problem
and Mathematical Model Establishment

Vehicle distribution is a typical optimization problem in the operation of third-party
logistics, its delivery shall be made according to the customer requirements of the
delivery time, shipping mode and demand. Vehicle routing problem can be divided
into vehicle scheduling problem with time window and vehicle scheduling problem
without time window according to whether the delivery time is required. For the
vehicle scheduling problem with time windows, customers have clear regulations
on the delivery time [9]. According to the requirements of time regulations, they
can be divided into vehicle scheduling problem with hard time window (VSPHTW)
and vehicle scheduling problem with soft time window (VSPSTW) [10, 11].
The VSPHTW is very strict with the time requirement. If the delivery is made
outside the required delivery time, the goods will be refused to be received, which
will cause huge economic losses to the logistics company [12]. VSPSTW also has
clear provisions for the delivery time, the goods delivered outside the specified
delivery time can be accepted, but will be to the delivery vehicle for some economic
compensation [13]. At present, with the rise of logistics companies, the competition
between logistics companies is getting stronger, in order to improve their com-
petitiveness, they are increasingly demanding delivery times.

2.1 Vehicle Scheduling Problem with Soft Time Window

The VSPHTW has strict requirements on the concept of arrival time of delivery,
which weakens the possibility of dealing with emergencies. While the VSPSTW is
relatively more reasonable, the delivery car can deliver goods outside the window
of the specified delivery time, the penalty cost is much less than the hard time
window, relatively more relaxed. Figure 1 shows the penalty cost of the soft time
window.

M

P(t)

t

Fig. 1 Soft time window
penalty cost diagram
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As shown in Fig. 1, the vehicle delivery time period ai; bi½ � of the soft time
window represents the optimal delivery interval required by the customer, where ai
represents the optimal earliest delivery time and bi represents the optimal latest
delivery time. This period of time is the most appropriate delivery time for during
this time goods delivery deserves no penalty cost. If the delivery time is earlier than
the optimal earliest time ai or later than the optimal latest time bi, the customer can
reluctantly accept the delivery of goods, but there will be a corresponding penalty
cost. If the delivery vehicle delivers the goods before ai, the customer will accept
the goods, and the corresponding penalty coefficient is pe. If the delivery vehicle
delivers the goods after bi, great economic loss will be generated due to lateness, so
the corresponding penalty coefficient is pl, and the penalty coefficient is pe\ pl.

2.2 Establishment of Mathematical Model

The VSPSTW is generally expressed as: logistics distribution center has k distri-
bution cars with the same load capacity. The maximum loading capacity for each
car is q, there are totally n customer points for delivery, set V ¼ 1; 2; � � � ;mf g for
collection vehicles, N ¼ 0; 1; 2; � � � ; nf g represent the points of collection and
distribution centers for all customers, 0 represents distribution center, 1; 2; . . .; n
represent customer points, the quantity of delivery required by the ith customer
point is di ði ¼ 1; 2; � � � ; nÞ, max di � q, d0 ¼ 0. Each customer can only be
delivered by one vehicle, each vehicle starts to distribute goods from the logistics
company goods centralized point of delivery, when finish to deliver the customer’s
order the vehicle will return to the starting point. lij represents the distance between
any two customers in set N, Cv represents the costs of the unit distribution distance
of the delivery vehicle, and Cf represents the starting cost of the delivery vehicle.
As long as one more vehicle is used, there will be an additional starting cost. Cij

means the delivery fees of vehicles driving from customer i to customer j,
Cij ¼ Cvlij. Tk

i represents the starting departure time of delivery vehicle k, and need
to start within the time window ai; bi½ �. If the delivery vehicle arrives at customer i
before ai, it needs to wait at i, if it is later than bi, the service will be delayed, and
both early arrival and late arrival will result in a certain amount of fine. Tk

ij repre-

sents the driving time of vehicle k from customer i to customer j. ski represents the
service time of vehicle k for customer i. Set sk0 ¼ 0, variable xkij ¼ 0 or 1. If the

vehicle arrive at customer j after service customer i, xkij ¼ 1, otherwise xkij ¼ 0. Then
the vehicle route scheduling problem with soft time window can be expressed by
mixed integer programming as follows:

Z ¼
Xn
i¼1

Xm
k¼1

Cf x
k
0i þ

Xn
i¼0

Xn
j¼0

Xm
k¼1

Cijx
k
ij þ

Xn
i¼0

Xm
k¼1

PTk
i
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s. t.

Xn
i¼1

Xm
k¼1

xkij ¼ 1; 8j 2 C; 8k 2 V ð1Þ

Xn
i¼1

di
Xn
j¼0

xkij � q; 8k 2 V ð2Þ

Xn
j¼1

xk0j ¼ 1; 8k 2 V ð3Þ

Xn
i¼0

xkih �
Xn
j¼0

xkhj ¼ 0; 8k 2 V ; 8h 2 C ð4Þ

Xn
i¼1

xki0 ¼ 1; 8k 2 V ð5Þ

Tk
j ¼ Tk

i þ Tk
ij þ ski ; 8i j 2 N; 8k 2 V ð6Þ

PTk
i ¼ maxfpeðai � Tk

i Þ; 0; plðTk
i � biÞg; 8k 2 V ; 8i;2 N ð7Þ

Cij ¼ Cvlij; 8k 2 V ; 8k 2 V ð8Þ

xkij 2 0; 1f g; 8k 2 V ; 8k 2 V ð9Þ

The objective function is divided into two parts: minimum shipping cost and
minimum penalty cost. The former including the fixed starting cost of delivery
vehicles and expenses incurred in transit. The fixed cost per vehicle is the same, so
more delivery vehicles are used, the total fixed cost is higher. The expenses incurred
in the course of transportation are related to the transportation distance and the
volume of vehicles; The later including the soft time window has clear requirements
on the delivery time, and it is best to deliver within the service time window, but it
also allows delivery vehicles to deliver earlier than the best earliest time ai and later
than the best latest time bi. If the delivery is carried out outside the delivery time
window required by the customer, the delivery vehicle shall be subject to a fee
penalty.

In the above model, (1) to (8) are constraints. Formula (1) indicates that each
customer can only be accessed once. Formula (2) indicates that the delivery vehicle
cannot be overloaded, and the delivery quantity of each vehicle to the customer
shall not be greater than the loading capacity. Formula (3) indicates that delivery
vehicles are delivered from the centralized point of logistics. Formula (4) is that the
cars arriving and departing from each customer are the same. Formula (5) refers to
the centralized return to the origin after each vehicle delivers the goods. Formula (6)
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represents the time when vehicle k arrives at customer j. Formula (7) represents the
penalized of delivery vehicle k’s early or late arrival during its delivering time; pe,
pl are punish coefficients, set the coefficient as positive number. In general, it is
better to make delivery before the service time than after the end time. Therefore,
the penalty for early arrival is less than that for late arrival, as the pe\pl. Formula
(8) represents the costing incurred by the delivery vehicle driving on the way,
which is related to the driving distance. Formula (9) is an integer constraint.

3 Fuzzy Clustering Analysis

Clustering analysis is to classify elements with the same attributes according to the
characteristics of some elements. In this way, the elements of the same category are
be grouped together, while the elements of different categories are be separated.
Different clustering methods will generate different clustering schemes. The same
clustering method can generate different clustering schemes based on different
parameters. The calculation steps are as follows:

3.1 Get the Information of Delivery Customer Points

According to the problems, the data to be classified generally include the location
coordinates of customer points, the location coordinates of distribution centers and
the demand of each customer.

3.2 Selection of Evaluation Indicators

Through analyzing the object of study, the element indexes that can determine the
similar characteristics are selected. Here, the selection of indicators is very
important and plays a decisive role in the subsequent classification. Therefore, it is
necessary to select reasonable classification indicators through comprehensive
analysis.

3.3 Conduct Standardized Processing of Data

The reason for the standardization of data is that different data have different units
and cannot be unified or calculated. The data are standardized in a certain way to let
them all belong to the range of [0, 1]. The general data standardization can be
carried out in the following ways:
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x̂p
i
¼ xp

i
� xp

i

si
; xp

i
¼ 1

n

Xn
i¼1

xp
i
; si ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ðxp
i
� xp

i
Þ2

s
; ð10Þ

Where xp
i
represents the pth attribute of the ith data.

x̂p
i
¼ xp

i
� mp

Mp � mp
; i ¼ 1; 2; 3; � � � ; 120; p ¼ 1; 2; � � � ; 5 ð11Þ

Where xp
i
represents the pth attribute of the ith data, Mp and mp are respectively

the maximum and minimum values of the pth attribute of each data xi.

3.4 Establishment of Fuzzy Similarity Matrix

The construction of fuzzy similarity matrix is generally processed by the numeral
product method, the angle cosine value method, the correlation coefficient method,
the distance method, etc. [14]. If the similarity coefficient between two data is very
large, it can indicate that the two data have a high degree of similarity. The simi-
larity coefficient is solved for rij ¼ 1� cdðxi; xjÞ, and an appropriate value is set for
c to make rij 2 0; 1½ �. Distance can be solved in many ways: the commonly used
distance solving formula is the absolute value distance dðxi; xjÞ ¼

Pm
k¼1 xik � xjk

�� ��,
chebyshev distance dðxi; xjÞ ¼ Vm

K�1 xik � xjk
�� �� and euclidean distance

dðxi; xjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

k¼1 ðxik � xjkÞ2
p

.

3.5 Establishment of Fuzzy Equivalent Matrix

The establishment of fuzzy equivalence matrix is based on the calculation of fuzzy
similarity matrix ðR ! R2 ! R3 ! . . .RnÞ. After a finite number of times, Rn �
R ¼ Rn is made to obtain the fuzzy equivalent matrix. Rn can also be called tran-
sitive closure matrix, it has certain characteristics, can avoid the reflexivity, sym-
metry and transitivity of the matrix.

3.6 Cluster Analysis

Set multiple different confidence levels k for the fuzzy equivalence matrix and
calculate the Rk intercept. Dividing the numerical data of 1 into category, if the
value of k becomes smaller and smaller, the classification results gradually become
thicker from fine. Select the appropriate value and find the best clustering result.
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When the total demand of the customer point in the designated class is greater than
the loading capacity of the distribution vehicle, the customer point is classified into
another most similar class.

4 Solution of Path Planning Problem Based on Genetic
Tabu Hybrid Algorithm

Genetic algorithm (GA) is proposed to search for the optimal solution based on the
evolution principle in nature. GA adopts the principle of “survival of the fittest” to
randomly search for the optimal solution. This method is global and can search for
the optimal solution quickly. However, GA also has certain limitations, as it is
prone to “precocity” or falling into a locally optimal cycle [14]. Tabu search
algorithm uses tabu table to record the searched solutions and tabu them to prevent
them from double counting, so as to improve the searching ability of solutions. In
the search process, it can accept bad solutions, so it has a good “climbing” ability,
which can avoid the solution falling into the local optimal solution. Tabu search
algorithm can make up for the shortcomings of GA, but tabu search algorithm is
mostly used for local search, while GA is mostly used for global search, which can
make up for each other. Therefore, this paper proposes to combine tabu algorithm
with genetic algorithm, and the resulting hybrid algorithm can quickly and effi-
ciently obtain the optimal solution.

4.1 Solution Flow of Genetic Tabu Hybrid Search
Algorithm

(1) Firstly, the initial values of related parameters were set, such as population size
nPop, maximum number of genetic iterations MaxIt, tabu list length TL, and
maximum number of tabu iterations MaxTs.

(2) Classify the original data with fuzzy clustering algorithm, and get several
independent systems, one vehicle delivery one small system, so as to get the
initial solution, produce N initial populations and gen ¼ 1.

(3) Calculate the fitness value for all chromosome individuals in the population.
(4) Judge whether the operation of population is over, if it meets the termination

criterion gen[MaxIt, operate step (11), otherwise operate step (5).
(5) Select some individuals with the best individual retention method, and use the

roulette method select the rest. This selection strategy can select excellent
population individuals well.

(6) Select individuals according to the adaptive crossover probability Pc to per-
form the improved crossover operation.
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(7) Select individuals according to the adaptive mutation probability Pm to per-
form the improved mutation operation.

(8) Set empty tabu table, make K ¼ 1.
(9) If K �MaxTs, execution (a), or execute (d).

(a) Generate neighborhood solutions and determine candidate solutions;
(b) Evaluate whether the candidate solution conforms to the flout criteria, and

if so, replace the current optimal solution with the candidate solution, and
then execute (c); if not, judge whether the candidate solution is taboo, and
then execute (c).

(c) Make K ¼ Kþ 1, and returns (9).
(d) Form new individuals from the subpaths improved by tabu search algo-

rithm, gen ¼ genþ 1.

(10) Return to (3) for the operation of the new generation GA� TS.
(11) End of operation, output the optimal distribution plan.

Each customer group obtained by clustering was calculated with the genetic tabu
hybrid algorithm, and the operation process of the genetic tabu hybrid algorithm
was expressed by the flow chart, as shown in Fig. 2.

Fig. 2 Flow chart of genetic tabu hybrid algorithm
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4.2 Algorithm Design

(1) Coding rules: Genetic algorithm has many kinds of coding methods and every
method has its own requirements and characteristics. Real number coding is the
most simple and clear coding method. Use real number represent every ele-
ment’s gene value has the advantages of high precision and clear expression. In
this paper, we use the real number for coding, which is directly represented by
the customer code number. For example, path 0-1-2-4-5-0-8-6-9-0 is directly
represented as (0124508690), number 0 represents the distribution center.

(2) Initial population. Genetic algorithm is population oriented, all operations are
carried out in the population, so the selection of the initial population is very
important for the solution and it’s also a key step in the operation process. For
that in the initial group design, the final result of the problem cannot be
obtained in advance, and the number of final results and the dispersion of all
feasible solutions cannot be determined, the initial solution is generally formed
randomly. This article has used the fuzzy clustering algorithm to classify
customers, one vehicle delivers one kind of customer groups, generate initial
solution within each partitions randomly, remove the individuals that do not
meet the constraint conditions and retain the individuals that meet the rules
based on the constraint in the model. When the required number of chromo-
somes is obtained, the initial chromosome population is obtained.

(3) Fitness function. One chromosome represents one distribution scheme, olves
the fitness value of each chromatin in the population under the condition of
meeting constraints. When the GA algorithm solves the optimal target value, it
relies on the value of the fitness function to distinguish the advantages and
disadvantages of each chromosome solution. The method to evaluate the dis-
tribution scheme is: if the individual’s fitness value is bigger, it means that the
solution is better. Since the objective of this paper is to minimize the cost of the
distribution scheme, so the minimum objective is converted into the maximum
objective. Based on the above discussion, the fitness function is designed FðxÞ
and objective function is designed ZðxÞ. The operation relation is as follows:

FðxÞ ¼ 1
ZðxÞ ð12Þ

Where FðxÞ represents the fitness value of the individual, and ZðxÞ represents the
target value of the individual.
(4) Select operator. Select operator as the evaluation method of chromosomes in

the objective function, represents the evolution phenomenon of “fitness sur-
vival” of GA algorithm iteration, represents the characteristics of chromosomes
in the population, and can determine the rate of GA algorithm to obtain the
optimal solution and the final result. In order to achieve the optimal
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preservation method, this paper combining the advantages of optimal individual
preservation method and roulette selection method. Firstly, the optimal chro-
matids in the current population were copied to the next generation to partic-
ipate in the rest of the process (crossover and mutation). Other individuals use a
roulette selection strategy to determine the probability of survival based on the
fitness ratio of each individual. The likelihood that a chromosome individual
will be selected is related to its own fitness value and is in direct proportion. If
the fitness value of the chromosome individual is big, the probability of the
chromosome individual being selected is bigger. Conversely, if the fitness value
of an individual chromosome is small, the individual is less likely to be
selected.

(5) Heuristic crossover operator. In general, methods such as cyclic crossover
(CX), partial matching crossover (PMX) and sequential crossover (OX) are
mostly used to conduct crossover processing for operators, but there are some
defects, such as gene duplication and the inability to retain excellent gene
fragments of the parent generation. The main purpose of crossover operation in
genetic algorithm is to form more and better offspring, and to be able to inherit
the excellent fragments in the parent chromosome, without destroying the good
fragments in the parent. To meet these requirements, heuristic hybrid crossover
operators are used in this paper.

In this study, a new heuristic crossover operation is adopted, and the operation
processes of searching for offspring 1 are as follows:

(a) Firstly judge the first gene location in offspring 1, delivery vehicles are start
from the distribution center, finally returned to the starting point. Starting from
the first gene of the two parents, calculate the distance from distribution center
0 to the first customer a1 and a2 of the two parents’ chromosomes as d1 and d2,
compare the size of the two distances.

(b) If d1 � d2, insert the first parent individual genes point a1 to offspring 1, and
delete the point a1 in parent individuals. If d2\d1, insert the second parent
individual genes point a2 to offspring 1, and delete the point a2 in parent
individual.

(c) Judge the next gene point of offspring 1, find the next customer point c1 and c2
of the current customer point in the two chromosomes, calculate the distance
between the current customer point and the next customer point, compare the
size of the two distances, and return (b) for cycle.

(d) If the next gene point in one parent chromosome is 0, the next gene point in the
other parent individual is taken as the gene point in the offspring 1. If there is
only one customer point in the two parent chromosomes, the operation is
completed and the customer point is inserted into the offspring 1.

Offspring 2 uses the distance of the previous customer point to find the gene
point to determine and starts from the last customer gene point. The method to find
the gene point is same as offspring 1.
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(6) Greedy inversion mutation operator. Inversion mutation operator refers to the
random selection of two gene points, from the first selected gene point to the
second selected gene point to form a gene fragment, the gene fragment will be
inverted order to generate a new chromosome. For example, the parent chro-
mosome is P (1625473), the randomly selected gene customer points are 6 and
7, then the new individual generated after the operation of inversion mutation is
P′ (1674523).

In order to be able to produce more excellent individuals, this study use a
mutation operation based on inversion greedy, the operation process is: Firstly,
randomly select a genetic customer point a. Secondly, Find the closest customer
point a0 to customer point a in addition to the adjacent genetic point around cus-
tomer point a. Finally, reverse the sequence of the gene fragments between the
customer’s right gene point a and the gene point a0. For example, the parent
chromosome is P (0451230), randomly select the customer’s point 5. After judg-
ment, the closest customer’s point to customer’s point 5 except customer’s point 4
and 1 is point 3, so the gene fragment between 1 and 3 is used for example
sequencing, and the new individual is P′ (0453210). In this way, the fitness of the
new individuals will be larger, better than the parent individuals, and can improve
the convergence speed of the algorithm better.
(7) Adaptive adjustment of crossover and mutation probabilities. In the traditional

GA algorithm, crossover probability and mutation probability are usually given
a value in advance whatever the end result, these probability values are certain,
so local convergence or slow convergence will be likely to occur. In order to
make the species of the population diverse, strengthen the global search con-
vergence of the algorithm, and prevent the algorithm from falling into the local
optimum, this study used the multi-variation crossover mutation probability.

pc ¼
k1ðfmax�f

0 Þ
fmax��f f

0 � �f

k2 f \�f

(
ð13Þ

pm ¼
k3ðfmax�f

0 Þ
fmax��f f

0 � �f

k4 f \ �f

(
ð14Þ

In the above formula, k1, k2, k3, k4 are constants in [0, 1].

(8) Generate neighborhood solutions. Neighborhood structure refers to the process
in which the current feasible solution changes to another feasible solution
through certain operations. In this study, three basic neighborhood search
algorithms are used in tabu algorithm, which is a common strategy for solving
path planning problems. Generally, there are three kinds of neighborhood rules:
reverse operation, insert operation and exchange operation [15].
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(a) Reverse operation. Reverse operation refers to the random selection of two
customer points a and b in an arranged distribution path, and then carry out the
reverse order of the paths between the two customer points. The operations are
as follows:
Distribution path 1: 3-2-1-4-6-8-5-7-9

Randomly selected customer points 1 and 5, after the reverse operation, become
as follows:

Distribution path 2: 3-2-5-8-6-4-1-7-9

(b) Insertion operation. The insertion operation refers to the random selection of a
customer point a in the arranged distribution path and insert point a into another
point in the path. The operation is as follows:
Distribution path 1: 3-2-1-4-6-8-5-7-9

Select customer point 1 and insert point 1 into position 8. After the insertion
operation, it will become as follows:

Distribution path 2: 3-2-4-6-8-5-7-1-9

(c) Exchange operation. The exchange operation represents the selection of two
customer points a and b on an aligned distribution path to exchange the two
customer points. The operation process is as follows:
Distribution path 1: 3-2-1-4-6-8-5-7-9

Randomly select customer points 1 and 5, and exchange the positions of the two
customer points, then the exchange operation turns into the following:

Distribution path 2: 3-2-5-4-6-8-1-7-9

(9) Tabu list and amnesty criteria. Tabu table is used to mark tabu objects. Tabu
objects refer to the neighborhood operation. Generally, there are three kinds of
operations in neighborhood structure movement, namely exchange, insertion
and inversion. Each neighborhood operation corresponds to a tabu record.

The amnesty principle in this paper is: if running a neighborhood structure can
produce the best solution so far, the neighborhood structure, whether not tabu, will
replace the current optimal solution and be adopted. If all neighborhood structures
are recorded in the tabu list and do not meet amnesty criteria, one of these
neighborhood structures will be chosen.
(10) Termination criteria. GA algorithm is a random parallel search method, which

cannot judge whether to end the operation in advance. Therefore, it is nec-
essary to make conditions for the end of the algorithm in advance, which are
called termination criteria. General GA algorithm termination criteria usually
make the following three settings:

(a) Set the target function value in advance, if the individual fitness value and
the target value are same, then end the operation.
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(b) If the population of chromosome individuals haven’t obtained the better
value after a number of successive generations, end the operation.

(c) Set the number of iterations in advance, when the number of operations
reach the seted iterations number, end the operation.

In this paper, the third termination criterion is selected, and the substitution
number is set in advance. When the loop reaches the maximum iteration number,
the operation ends and the optimal solution is output.

5 Case Analysis and Evaluation

This paper takes a private logistics distribution enterprise as an example to process
case analysis. The enterprise is mainly engaged in road transport of goods at LTL,
and H logistic company can provide logistics and supply chain integration services.
120 delivery customers are selected in this paper. H logistics has a maximum load
of 12 tons of distributed vehicles. Through the field investigation of the company,
the daily demand of 120 delivery customers, the delivery time window of customers
and the position coordinates of each customer were obtained, the number 0 rep-
resents the logistics goods distribution center. Partial basic information of the
customers is shown in Table 1.

Table 1 Partial customer information table

Customer
number

Customer location Service window Customer
demandX

coordinate
Y
coordinate

Start
time

End
time

0 100 90 6 20 0

1 15 20 8 18 0

2 20 21 8 20 0.4

3 16 19 6 18 0.8

4 18 20 8 20 1

5 5 18 7 20 0.6

6 12 17 6 20 0.4

7 14 22 6 18 0.8

… … … … … …

118 170 159 8 18 0.4

119 168 170 6 19 0.6

120 40 45 7 19 0.6
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5.1 Fuzzy Clustering Results

In this paper, the five clustering indicators, namely, abscissa x1 of customer point,
ordinate x2 of customer point, starting time x3 of customer acceptance and distri-
bution of goods, ending time x4 of customer acceptance and distribution of goods,
and daily demand data x5, are used for clustering Taking the customer information
of H Logistics Company as an example [16], after the fuzzy clustering in Sect. 3,
the obtained classification results is shown in Table 2.

5.2 Results of Genetic Tabu Hybrid Algorithm

The maximum load capacity of each delivery vehicle is 12 tons, according to the
classification results of fuzzy clustering, it can be divided into nine categories, so
we use 9 vehicles to do the distribution. The fixed cost of each vehicle is 200 yuan
per vehicle. The unit running cost of the vehicle is 3 yuan per kilometer. The
average speed of the vehicle is 50 km per hour. The penalty cost coefficient of early
arrival of distribution vehicles is 30 yuan per hour and the penalty cost coefficient of
late arrival of distribution vehicles is 60 yuan per hour. The unit demand service
time of each customer is 0.05 h per ton. For each customer group, the genetic tabu
hybrid algorithm proposed in this paper was applied to calculate the optimal route
planning for vehicles. Using Matlab software to calculate the data and the
parameters of genetic tabu hybrid algorithm are as follows: The population size of
the genetic algorithm is nPop = 50, the maximum number of iterations is
MaxIt = 1200, the crossover probability is k1 = k2 = 0.9, the mutation probability
is k3 ¼ k4 ¼ 0:2, the roulette selection parameter is beat ¼ 8, the length of tabu list
in the tabu search algorithm is TL ¼ 20, the maximum number of iterations is 1200
and the number of neighborhood candidate solutions is 100 (Fig. 3).

Table 2 Cluster analysis of customer distribution classification results

Sequence
number

Demand Customer point

1 56 (1, 2, 3, 4, 5, 6, 7, 8, 10, 18, 21, 27, 35, 120, 56)

2 59 (20, 28, 29, 32, 36, 37, 42, 51, 58, 62, 64, 70, 71, 110)

3 56 (19, 53, 54, 60, 69, 73, 76, 79, 80, 82, 84, 86, 90, 93)

4 59 (12, 16, 17, 25, 26, 33, 34, 41, 46, 59, 63, 68, 72, 74, 94)

5 50 (14, 15, 23, 24, 31, 38, 50, 78, 109)

6 53 (13, 83, 85, 88, 89, 91, 92, 95, 98, 99, 100, 101)

7 56 (39, 40, 44, 45, 48, 49, 52, 57, 65, 66, 67, 75, 77, 81, 87)

8 49 (22, 30, 43, 102, 103, 104, 105, 106, 107, 108, 111, 112, 61)

9 56 (9, 11, 47, 55, 96, 97, 113, 114, 115, 116, 117, 118, 119)
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Matlab software is used to run the genetic tabu hybrid algorithm for 20 times,
and the final optimal solution is shown in Table 3.

From the calculation results, it can be concluded that the optimal distribution
plan requires a total of 9 delivery vehicles for delivery, and the optimal total
transportation cost is 7770.9 yuan, and the total transportation mileage is
1990.3 km. It can be seen from the results that the loading requirements required by
the customer were fulfilled without overload, and each vehicle was loaded to the
maximum extent, so that there was no empty or wasted vehicles. Customers of
vehicles on each distribution route meet the requirements of time window without
penalty cost, indicating that the genetic tabu hybrid algorithm proposed in this
paper can obtain a better solution and is applicable to the vehicle scheduling
problem in this paper. The results from 20 times of operation are shown in Table 4.

We can see from Table 4 that in the 20 times of operation, the optimal solution is
obtained for 4 times, and the operation efficiency is quite high. The average dis-
tribution cost is 7802.7 yuan and the average distribution mileage is 2000.9 km.

Figure 4 shows the convergence process curve of the genetic tabu hybrid
algorithm. It can be seen from the curve that the genetic tabu mixture algorithm is
able to find the optimal solution quickly and has a fast convergence speed. The
algorithm has better performance and higher solving efficiency.

5.3 Other Heuristic Algorithm Solutions

This paper uses traditional genetic algorithm to solve the above problems, the initial
parameters setting are consistent with that of genetic tabu hybrid algorithm. The
population size of the genetic algorithm is nPop = 50, the maximum number of

Fig. 3 Genetic-tabu hybrid algorithm circuit diagram
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iterations is MaxIt = 1200, the crossover probability is k1 ¼ k2 ¼ 0:9, the mutation
probability is k3 ¼ k4 ¼ 0:2, the roulette selection parameter is beat ¼ 8. Initial
population is obtained randomly without fuzzy clustering classification. In this
study, tabu search algorithm is used again for calculation and the parameters are
seted as follows: the length of tabu list in the tabu search algorithm is TL ¼ 20, the
maximum number of iterations is 1200 and the number of neighborhood candidate
solutions is 100. Using Matlab software, run each algorithm 20 times, the optimal
distribution results of different algorithms are compared as shown in Table 5.

Table 3 Distribution scheme of genetic-tabu hybrid algorithm

Vehicle Distribution path Load
(ton)

Distribution mileage
(km)

1 120!35!21!18!7!1!6!5!8!
10!3!4!2!27!56

56 268.1

2 96!113!9!118!115!97!117!
119!11!116!55!47!114

58 258.5

3 111!103!108!107!30!43!106!
22!112!102!105!104!61

53 226.0

4 100!92!89!95!85!88!83!13!
99!101!91!98

53 187.4

5 40!52!66!48!39!67!49!57!45!
81!65!77!75!44!87

56 263.9

6 78!38!50!109!23!31!15!14!24 50 79.9

7 110!29!58!64!37!70!51!62!20!
71!32!42!28!36

59 216.4

8 53!80!84!79!82!90!93!54!73!
76!86!19!69!60

58 267.4

9 25!33!17!63!41!34!16!72!46!
74!59!68!26!94!12

59 222.8

Table 4 Calculation results of genetic tabu hybrid algorithm

Number of
operations

Distribution
cost (yuan)

Distribution
range (km)

Number of
operations

Distribution
cost (yuan)

Distribution
range (km)

1 43925.9 2012.5 11 43482.5 1990.3

2 43500.2 1990.9 12 43665.7 1999.0

3 43536.5 1993.5 13 43845.1 2009.1

4 43876.4 2012.5 14 43738.1 2001.1

5 43751.5 2004.5 15 43662.1 2001.1

6 43482.5 1990.3 16 44025.7 2017.6

7 43482.5 1990.3 17 43706.8 2002.4

8 43791.4 2005.1 18 43652.3 2000.1

9 43482.5 1990.3 19 43728.7 2004.0

10 43542.4 1993.2 20 43867.1 2010.5
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From Table 5, the genetic tabu hybrid algorithm proposed in this paper is
compared with the optimal distribution scheme solved by other heuristic algo-
rithms. We can analyze that under the same parameter setting, the solution effi-
ciency and quality of the genetic tabu hybrid algorithm are higher than the
traditional genetic algorithm and tabu search algorithm. Compared with the genetic
algorithm, the genetic tabu hybrid algorithm can save 25.66% of the total distri-
bution cost and 893.9 km of driving mileage. Compared with tabu search algo-
rithm, the total delivery cost is saved by 20.67% and the driving mileage is saved by
675 km. Experimental results show that the proposed algorithm can achieve better
results and higher efficiency when solving the distribution vehicle route scheduling
model.

Fig. 4 Genetic tabu hybrid
algorithm convergence figure

Table 5 Comparison between genetic tabu algorithm and traditional genetic algorithm for
optimal distribution scheme

Algorithm Distribution cost
(yuan)

Distribution range
(km)

The optimal solution of genetic tabu mixing
algorithm

7770.9 1990.3

Average value of genetic tabu hybrid algorithm
(20 times)

7802.7 2000.9

The optimal solution of traditional genetic
algorithm

10452.6 2884.2

Average value of traditional genetic algorithm
(20 times)

10506.9 2902.3

Tabu search algorithm optimal solution 9795.9 2665.3

Average value of tabu search algorithm (20
times)

9867.6 2689.2
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6 Conclusion

In this study, a two-stage algorithm is proposed. In the first stage, a fuzzy clustering
algorithm is used to classify large-scale customer groups, and customer points are
divided into different categories according to clustering indexes. Each customer
point in the class is delivered by one vehicle and the total customer point demand in
the class needs to meet the loading needs of the vehicle. In the second stage, an
improved genetic tabu hybrid algorithm is used to solve the problem of the vehicle
routing in the customer groups for customer points in each assigned classification
region. The initial solution of the genetic algorithm is generated randomly by
customer points in each region.

In this paper, an improved heuristic crossover operator and inversion inversion
mutation operator are proposed, which can better inherit the excellent genes of the
parent generation and generate new operators efficiently, so as to avoid the solution
falling into local optimum and improve the efficiency and quality of solution.
Finally, taking H logistics company’s delivery customers as the research object,
using the genetic taboo mixed algorithm proposed in this paper to solve the vehicle
distribution path. The research results show that the improved algorithm proposed
in this paper has a better calculation effect on the vehicle scheduling problem, can
reduce the distribution cost of logistics enterprises, and has a great guiding effect on
the efficiency and emission reduction of H logistics company.
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Doppler Diversity for OFDM System
in High-Speed Maglev Train Mobile
Communication

Hancheng Ma, Ying Liu, and Xu Li

Abstract According to the characteristics of maglev train application, the traditional
Doppler diversity receiver structure is optimized in this paper. In this paper, channel
estimation, maximum ratio merging, equalization and selection of diversity branch
parameters in the process of Doppler diversity reception are described in detail, and a
time-frequency channel estimation algorithm is designed in the Doppler diversity
system in which the maximum ratio merging is combined with equalization.
Simulation results show that when the normalized maximum Doppler broadening is
greater than 0.5/T, the bit error rate of the system is one order of magnitude lower than
that of the traditional OFDM system. When the SNR is less than 16 dB, the SNR
required to achieve the same bit error rate is reduced by 0.8 dB.

Keywords High-speed � Maglev train � OFDM � Doppler diversity

1 Introduction

In the high-speed railway environment, the Doppler effect is very obvious when the
train is moving faster than 250 km/h [1]. When the maximum speed of the
high-speed maglev is 600 km/h, the Doppler frequency offset will seriously damage
the orthogonality of OFDM subcarriers, which will result in inter-carrier interfer-
ence and thus reduce the OFDM system performance. The Doppler diversity can
use Doppler frequency offset as a source of diversity gain, which will improve the
OFDM system performance in high-speed mobile environment. There is a strong
magnetic field and an alternating magnetic field that are suspending and propelling
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the train respectively in the high-speed magnetic levitation environment. The
environment is complicated and varied, which is difficult to ensure the receiver to
obtain a high signal to noise ratio (SNR). The error caused by traditional LS
channel estimation in such environment have an adverse effect on the Doppler
diversity performance. Therefore, it is necessary to study and optimize the channel
estimation algorithm of low to medium SNR by using the Doppler diversity.

Several previous researches have studied the Doppler diversity techniques of
single carrier systems [2, 3]. Sayeed proposed the Doppler diversity technology of
CDMA system, which reduced the influence of multipath and Doppler effect on
system performance by designing a time-frequency related receiver [2]. Boudreau
studied the Doppler diversity technique in fast time-varying flat-fading channels,
and partly adopted the matched filtering in the positive and negative frequency
offsets of the received signal, and then merged to achieve Doppler diversity [3].
Classical Doppler diversity of OFDM system was to make frequency shifts of the
received signal, producing multiple diversity branches and finally performing
weighted addition [4]. The simplified Doppler diversity technique changed the
weighting of each branch from the frequency domain to the time domain, which
reduced the complexity of implementation without reducing the Doppler diversity
performance [5]. Considering about the channel time variation, a new
time-frequency processing scheme was proposed to reduce the bit error rate [6].
The LS channel estimation method in Doppler diversity technology was described
in detail, and the equalization technique was added in the Doppler diversity [6].

In this study, we focused on the characteristics of high-speed mobile and
low-to-medium SNR in the application scenarios of maglev, and optimized the
channel estimation in the traditional Doppler diversity technique, which improved
the channel estimation accuracy of the receiver, and verified the advantages of this
program by using simulation analysis.

2 Formulation

2.1 Channel and Signal Models

The time-variant impulse response of a wireless channel can be represented by

hðt; sÞ ¼ 1ffiffiffiffiffiffi
Np

p XNp

p¼1

ape
j½2pfDp tþ/pðtÞ�dðs� spÞ ð1Þ

where Np is the number of paths, ap, fDp, /p, and sp are the fading amplitude,
Doppler frequency shift, phase shift and delay of signal of the pth multipath arrival.
We assume that complex path gain {ap} are i.i.d. Gaussian random variables with
zero mean and variance r2, and {sp; 0 < sp < smax}, {/p(t); 0 < /p(t) < 2p} and
{fDp; −FD < fDp < FD} are i.i.d random variables with uniform distribution. smax is
the maximal multipath delay of the channel and FD is the maximal Doppler shift.
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Consider an OFDM signal containing N sub-carriers

sðtÞ ¼ 1ffiffiffiffi
N

p
XN�1

i¼0

die
j2pN itgðtÞ ð2Þ

where di is the transmitted symbol on the ith sub-carrier and N is the number of
sub-carriers. g(t) is a symbol window such that

gðtÞ ¼ 1;�Tg � t\T
0; otherwise

�
ð3Þ

where T is the duration of an OFDM symbol and Tg is the duration of cyclic-prefix
(CP) which is decided by the maximum delay spread of channel. So Tg þ T is the
duration of a complete OFDM symbol.

2.2 System Model

The structure of the designed OFDM Doppler diversity receiver with Q branches is
shown in Fig. 1. The receiver removing the CP of the received time-domain signal,
and then performs frequency shift processing on the received signal to obtain a
plurality of diversity branches. Then each branch signal is transformed into fre-
quency domain through FFT algorithm. The results of the channel estimation are
used in the maximal-ratio combining (MRC) of subcarriers on each branch, and then
the signal is balanced and demodulated. Finally, the bit stream is output.

Fig. 1 OFDM Doppler diversity receiver
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The received sample sequence for a symbol after removing CP can then be
represented as

xðnTsÞ ¼ 1ffiffiffiffiffiffiffiffiffi
NpN

p XNp

p¼1

apej½2pfDp nTs þuPðnTsÞ�

�
XN�1

i¼0

die
j2pN iðnTs�spÞ þ mðnTsÞ

ð4Þ

where Ts is the sampling interval and v(nTS) denotes the additive white Gaussian
noise. In the paper, for convenience and without loss of generality, Ts will set to be
one, so the symbol duration can be calculated by T = NTs = N. After removing the
cyclic-prefix, DFT matching filtering is performed on the frequency offset signal
whose frequency offset is fx. The frequency domain signal on the ith subcarrier of
the branch with frequency offset of fx can be express as

Xðfx; iÞ ¼ 1ffiffiffiffi
N

p
XN�1

l¼0

xðlÞe�j2pfxle�j2p i
Nl

¼Xsðfx; iÞþXiðfx; iÞþNðfx; iÞ
ð5Þ

where Xs(fx, i) is the effective signal term, Xi(fx, i) is the interference signal term and
N(fx, i) is the noise term. Xs(fx, i) can be represented by

Xsðfx; iÞ ¼ 1

N
ffiffiffiffiffiffi
Np

p XNp

p¼1

ape
�j2pN isp

XN�1

l¼0

e�j½2plðfx�fDp Þþ/pðlÞ�di ð6Þ

Define Xs(fx, i) as diH(fx, i). Here, H(fx, i) is the corresponding channel gain
which is a linear combination of Np complex exponentials with frequency
{fDp − fx} and it can be represented by

Hðfx; iÞ ¼ 1
N

ffiffiffiffiffiffi
Np

p XNp

p¼1

ape
�j2pN isp

XN�1

l¼0

e�j½2plðfx�fDp Þþ/pðlÞ� ð7Þ

Xi(fx, i) can be represented by

Xiðfx; iÞ ¼
1

N
ffiffiffiffi
Np

p PNp

p¼1
ap

PN�1

k¼0
k 6¼i

die�j2pN spej/pðkÞejpðN�1Þðk�i
N þ fDp�fxÞ

�
ð8Þ
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and N(fx, i) can be represented by

Nðfx; iÞ ¼ 1ffiffiffiffi
N

p
XN�1

l¼0

mðkÞe�j2pfxle�j2pN il ð9Þ

3 Design of the Doppler Diversity Receiver

3.1 Channel Estimation

According to the above analysis, multipath time-varying channel gain H(fx,
i) should be estimated in the process of Doppler diversity reception. Channel
estimation methods used in OFDM system include channel estimation based on
known data, semi-blind estimation and blind estimation. Channel estimation based
on known data has a good balance between complexity and performance.

The frame structure of channel estimation adopted in this paper is shown in
Fig. 2. A known sequence is added before multiple OFDM symbols whose number
can be determined according to the channel coherence time in the application
scenario of high-speed maglev train. Combining with the Doppler diversity scheme,
the paper adopts the frequency-domain channel estimation algorithm based on
training sequence. In this scheme, an OFDM symbol can be regarded as N parallel
single-carrier systems, and each subsystem is affected by multiplicative interference
and additive Gaussian noise.

The frequency domain of each OFDM symbol received is denoted as

YðkÞ ¼ HðkÞXðkÞþNðkÞ k ¼ 0; 1 � � � ;N � 1 ð10Þ

where H(k) is the complex fading coefficient of the kth subcarrier, X(k) is training
sequence in channel estimation and OFDM symbol in equalization and N(k) is the
Gaussian white noise on the kth subcarrier. The real part and imaginary part of N
(k) are independent of each other, and both obey the Gaussian distribution with the
mean value of 0. Define the frequency domain channel response estimation
obtained by traditional LS channel estimation as

HLSðkÞ ¼ YðkÞ
XðkÞ ¼ HðkÞþ NðkÞ

XðkÞ ð11Þ

Fig. 2 OFDM frame
structure design based on
training sequence channel
estimation algorithm
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This method can estimate the channel gain on each subcarrier. When the SNR is
relatively high, the performance of this algorithm is ideal, but when the SNR is low
than 15 dB, the deviation generated by traditional LS estimation will affect the
performance of MRC and equalization. In the application scenario of maglev train,
it is difficult to ensure the SNR above 15 dB, so it is necessary to optimize the
channel estimation algorithm.

Figure 3 show the channel estimation algorithm this paper uses. The channel
response obtained from the LS channel estimation in the frequency domain is
converted to the time domain through IDFT conversion, and the point with gain less
than the threshold is set to zero. Then the channel estimation result in the time
domain is transformed to the frequency domain by DFT matching filtering, which
not only reduces the impact of Gaussian noise, but also does not increase the
complexity of MRC and equalization.

After IDFT transformation, the time-domain response is

ĥLSðnÞ ¼ 1
N

XN�1

k¼0

ĤLSðkÞej2pn
Nk ð12Þ

After threshold decision, the time-domain channel response is expressed as

ĥDFTðmÞ ¼ ĥLSðmÞ; ĥLSðmÞ
�� ��[A

0; other

�
ð13Þ

where A is the decision threshold. Finally, after DFT transform, the final channel
gain is

ĤðkÞ ¼ ĤDFTðkÞ ¼ DFTðĥDFTðmÞÞ ð14Þ

Fig. 3 LS-noise-reduction algorithm implementation process
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3.2 MRC and Equalization

The traditional Doppler diversity scheme does not include the equalization process
and only uses the estimation channel gain to do the MRC. However, in the
application scenarios of high-speed maglev trains, intercarrier interference caused
by Doppler expansion has a great impact on the OFDM system. Therefore, in order
to reduce ICI and enhance the effective signal, it is necessary to add equalization
into the Doppler diversity system.

The signal on the ith subcarrier after the MRC can be expressed as

YMRCðiÞ ¼ Ĥ�
1ðiÞY1ðiÞþ Ĥ�

2ðiÞY2ðiÞþ � � � þ Ĥ�
QðiÞYQðiÞ

¼ Ĥ�
1ðiÞĤ1ðiÞX1ðiÞþ Ĥ�

2ðiÞĤ2ðiÞX2ðiÞþ � � �
þ Ĥ�

qðiÞĤqðiÞXqðiÞþ IðiÞ
ð15Þ

where ĤqðiÞ and ŶqðiÞ are the channel estimation and the received signal on the ith
subcarrier of the qth deviation branch. I(i) is the interference on the ith subcarrier,
and its power includes Gaussian white noise power and intercarrier interference
power.

When the interference power is small, the interference term I(i) can be ignored
and forced zero (ZF) equalization can be used, then the ith subcarrier
frequency-domain equalization coefficient is

Wði; fx1 ; fx2 ; � � � ; fxQÞ ¼
1

Ĥði; fx1 ; fx1 ; � � � ; fxQÞ
ð16Þ

In (16), Ĥði; fx1 ; fx2 ; � � � ; fxQÞ can be expressed as

Ĥði; fx1 ; fx2 ; � � � ; fxQÞ ¼ Ĥ�
1Ĥ1 þ Ĥ�

2Ĥ2 þ � � � þ Ĥ�
QĤQ ð17Þ

After frequency domain equalization, data on the ith subcarrier can be expressed
as

Xði; fx1 ; fx2 ; � � � ; fxQÞ ¼ YMRCWði; fx1 ; fx2 ; � � � ; fxQÞ ð18Þ

When the interference power is large, the interference term needs to be taken into
account. MMSE method can be adopted for equalization, and the equalization
coefficient is

Wði; fx1 ; fx2 ; � � � ; fxQÞ ¼
Ĥ�ði; fx1 ; fx2 ; � � � ; fxQÞ

Ĥði; fx1 ; fx2 ; � � � ; fxQÞ
�� ��2 þ PI

PS

ð19Þ
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where PI/PS is the ratio of the interference power to the signal power, and its
calculation method is shown in Eqs. (20–21).

Considering that the introduction of CP can reduce ISI and ICI can be reduced
through the parameter design of OFDM system, so the ZF equilibrium method is
adopted.

3.3 Doppler Branches

It needs to be considered that the effective signal power decreases and the inter-
ference power increased as the frequency offset increase gradually. But if the shift is
small, the correlation of multiple Doppler branches will be so high that the system
can not obtain diversity gain. Both will adversely affect the final result of Doppler
diversity. Therefore, it is important to select the appropriate Doppler frequency
offset.

According to Eqs. (6) and (7), the effective signal power PS(fx, i) on the ith
subcarrier of the Doppler branch whose frequency offset is fx can be expressed as

PSðfx; iÞ ¼Ri
Sðfx; fxÞ ¼ E XSðfx; iÞXSðfx; iÞf g

¼ r2dE Hðfx; iÞHðfx; iÞf g ¼ r2ar
2
d

N2Np

XNp

p¼1

E
sin2 Npðfx � fDpÞ
sin2 pðfx � fDpÞ

( )
ð20Þ

According to Eq. (9), the interference power PI(fx, i) on the ith subcarrier of the
Doppler branch whose frequency offset is fx can be expressed as

PIðfx; iÞ ¼Ri
Iðfx; fxÞ ¼ E XIðfx; iÞXIðfx; iÞf g

¼ r2ar
2
d

N2Np
� R

Np

l¼1
l 6¼i

E
sin2 Npðl�i

N þ fx1 � fDpÞ
sin2 pðl�i

N þ fx1 � fDpÞ

( )
ð21Þ

The relationship between the signal interference ratio (SIR) and FD is shown in
Fig. 4. Although with fx increases, the effective signal power decreases and the
interference power increased gradually, it can be seen from Fig. 4 that SIR will
increase when fx increases if fxT is equal to 0.75 and 0.8. It shows that this branch
performance gradually get better when the Doppler shift increases.

The absolute value of the power correlation coefficient of the two branch
interference signals of fx1 and fx2 can be expressed as
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Fig. 5 BER vs fxT for 3 branch Doppler diversity

Fig. 4 SIR vs FDT for 5 different fx
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qIIðfx1 ; fx2Þj j ¼ RIIðfx1 ; fx2Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RIIðfx1 ; fx1ÞRIIðfx2 ; fx2Þ

p
¼ E Xiðfx1 ; iÞX�

i ðfx2 ; iÞ
� ��� ��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E Xiðfx1 ; iÞX�
i ðfx1 ; iÞf g � E Xiðfx2 ; iÞX�

i ðfx2 ; iÞf gp ð22Þ

According to Eq. (22), it is found that when fxT is close to 0.8, the correlation is
the minimum.

Figure 5 shows the relationship between bit error rate and fx at different maxi-
mum Doppler shift (FDT). It can be seen that the BER performance is the best when
fxT is between 0.75 and 0.85.

4 Simulation Results

The simulation parameters are shown in Table 1.

4.1 Effect of Doppler Diversity on Reception Performance

For SNR = 15 dB case, the BER performances are shown in Fig. 6. When the
normalized maximum Doppler frequency shift is small (FDT < 0.25), the perfor-
mance improvement of Doppler diversity is not obvious, but with the increase of
the maximum Doppler frequency shift, the performance improvement of Doppler
diversity is more and more significant. When FDT is greater than 0.5, the bit error
rate of Doppler diversity is reduced by an order of magnitude compared with that of
the traditional OFDM system without Doppler diversity. This means that the faster
the train moves, the higher diversity gain the Doppler diversity will get. So Doppler

Table 1 Simulation parameters

Parameter Value

Number of paths (Np) 6

Maximal multipath delay (smax) 32

Delay of paths (sp) Uniform(i.i.d), 0 < sp < smax

Doppler shift (fDp) Uniform(i.i.d), −FD < fDp < FD

Number of subcarriers per symbol (N) 256

Length of CP (Nk) 32

Number of Doppler branches (Q) 3

Decision threshold of channel estimation (A)
1
N

PN�1

n¼0
ĥLSðnÞ
�� ��

Frequency shifts for Doppler branches (fx) {−0.8/T, 0, 0.8/T}
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diversity can significantly improve the performance of OFDM system in the
communication environment of high-speed maglev trains with a maximum moving
speed of 600 km/h.

Fig. 6 BER vs FDT for 15 dB SNR

Fig. 7 BER vs SNR for FDT = 0.75 case
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4.2 Effect of Channel Estimation on Reception Performance

For FDT = 0.75 case, the BER performances are shown in Fig. 7. When the SNR is
low, the performance of the Doppler diversity system using time-frequency channel
estimation algorithm is obviously better than that using traditional LS channel
estimation. For SNR <16 dB case, the Doppler diversity system designed in this
paper can gain about 0.8 dB.

5 Conclusion

In this paper, a Doppler diversity OFDM system based on time-frequency channel
estimation algorithm is designed. The simulation results show that the higher the
speed of the train is, the higher the diversity gain of the system will be. Compared
with the traditional Doppler diversity system, it has better system performance at
low and medium SNR.
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Site Selection and Optimization for B2C
E-Commerce Logistics Center

Shuai Wang

Abstract With the development of China’s Internet and consumer habits, the B2C
e-commerce website development by leaps and bounds. We should note that
although a large number of B2C companies, however, firm size is difficult to
expand. The construction of distribution centers has been the bottleneck of the
development of B2C, delay distribution, distribution costs are too high has ham-
pered the development of B2C e-commerce site. In this paper, we study distribution
costs and reduce delivery time, B2C e-commerce sites to the distribution center site
selection for research. By the method of combining genetic algorithms and
MATLAB software, we can solve the model problems. The model of the distri-
bution center based on distribution of the lowest cost and shortest delivery time,
taking into account the service radius of the cost implications, by influence the
service radius the operation cost to join model, the model with close to reality.
Through research, from the delivery time and distribution costs to achieve the best
balance of perspective B2C e-commerce businesses of the distribution center site, to
determine the more suitable for the distribution center location of the B2C
e-commerce logistics center, for the type of enterprise distribution center location
offers some helpful suggestions.

Keywords B2C � Logistics center � Genetic algorithm � Location

1 Introduction

In recent years, along with the rapid development of China’s Internet, various types
of shopping sites have sprung up in the eyes of people. With the change of con-
sumption pattern of Chinese residents, the scale of e-commerce enterprises is
expanding rapidly, and the volume of business is growing exponentially. Especially
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the scale of the shopping website which is directly to the general consumer B2C
(Business-to-Customer) can make the fastest development.

The main three sides of China’s B2C e-commerce business distribution model to
third party distribution, postal delivery and independent distribution. With the
growth of business volume and the gradual improvement of customer demand, the
third-party distribution and postal delivery cannot keep up with the pace of
development of B2C e-commerce enterprises. In the case of Jingdong, Jingdong is
the typical representative of our independent sales B2C, it started to sell electronic
products, sales of products will gradually expand to the type of food, daily
necessities and so on, with the increase of the sales type, Jingdong customer volume
will continue to increase, the average annual growth rate of turnover has reached a
staggering 300%. Due to the shortcomings of low efficiency and poor quality of
service in the third-party distribution companies in China, the distribution of the
third-party enterprises cannot meet the requirements of the Jingdong. It is in the
face of the high rate of complaints about the customer distribution business logistics
cost remains high under the situation, according to the characteristics of the
enterprise, in order to maintain a 300% average annual growth rate of business,
reduce logistics costs, and reduce the rate of customer complaints, the Jingdong has
its own distribution system, to meet the needs of the growth of electronic com-
merce; but with the continuous expansion of business, the distribution center
location caused by unreasonable problems appears: one is the customer complaint is
not timely delivery due to the rising proportion of two is large and that there is a big
pressure distribution; so how to choose the reasonable logistics center became the
primary problem faced in Jingdong the construction of the distribution center [1].
The logistics cost increases in certain supply chain nodes and the risk of backlog or
running out of stock is high because of the different income and risk expectations of
entities, as well as the varying degrees of information sharing between them.
Clearly, a one-stop delivery mode crossing numerous transaction links in online
shopping can effectively solve these problems and save social resources [2].
Ghobakhloo had research that study is to provide a better and clearer understanding
of business-to-business (B2B) EC value and success within SMEs, particularly in
emerging economies [3].

At present, the B2C e-commerce enterprises advanced modern logistics distri-
bution center is an indispensable infrastructure of distribution system was suc-
cessfully constructed, the distribution center should be a collection of information
flow, logistics and business flow in one, a modern logistics distribution system.
Whether the location of the distribution center is the key factor of whether the
goods can be delivered in a timely manner, so the scientific and reasonable dis-
tribution center location has become an indispensable step in building a successful
distribution system. Due to the completion of the construction of distribution center
has the address cannot be changed, but in the process of the construction of large
investment, long construction period and cost recovery slow, so the location of the
distribution center planning is not only the construction of a new distribution center,
the first step is the most critical step one. Scientific and reasonable distribution
center location will not only save the cost of the enterprise, but also promote the
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rapid development of the enterprise. Otherwise it will result in the waste of man-
power, material resources and capital.

The location of logistics distribution center is not only conducive to reduce the
cost of distribution, but also conducive to improve the distribution characteristics
(including the distribution of convenience, timely delivery, etc.). Not only rea-
sonable distribution center location can increase the service outsourcing, but also
reduce operating costs, delivery time, and customer complaints about the quality of
distribution. The timeliness and regional distribution are very important for a B2C
e-commerce enterprise, under the environment of e-commerce, with the continuous
improvement of logistics distribution environment, influences of distribution center
location factors are more and more. The influence factors of the traditional logistics
distribution center location used in the lack of understanding of e-commerce
environment model of distribution center, lack of understanding of information,
automation and network, so the traditional distribution center location theory is not
entirely applicable to B2C e-commerce enterprise requirements. We need to
establish a new theory in line with the requirements of the new distribution center
location, to provide theoretical guidance for the construction of scientific and
reasonable distribution center of B2C enterprises, and to provide scientific sug-
gestions for the development of enterprises. Therefore, it is possible to provide a
theoretical support for the development of China’s B2C e-commerce enterprise
distribution center by the further research on the location of B2C e-commerce
enterprise distribution center.

Based on the special requirements of the distribution of the current B2C
e-commerce enterprises, in-depth study of the distribution center location problem
of this type of enterprise, according to the characteristics of influence factors of
location selection of distribution center of B2C e-commerce enterprises, set the
appropriate constraints, finally establish the location model of distribution center,
distribution center location theory through the model of the process B2C
e-commerce enterprises to enrich and supplement, and provide reference for the
distribution center of B2C e-commerce enterprise location.

2 Literature Review

Su and Hu is put forward and applied to the electronic commerce enterprise
self-distribution center location model, the model with the minimum cost as the
target, using simulated annealing algorithm for model analysis, and use computer
programming method to solve the model, the final model is verified by an example,
prove that the model is practical and feasible [4]. Hao, with the lowest cost and the
best service for the location of the target, considering the influence of distribution
distance distribution cost, establish the location model, and the method of using
genetic algorithm and ILOG software to solve the model, finally obtained the best
plan to meet the goals of the site [5]. Lin and Li, based on the analysis of the
traditional logistics distribution center location algorithm, the establishment of
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logistics distribution center location model, first determine the objectives and
influence factors of site selection of distribution center location, and then using GIS
spatial analysis technology, quantitative analysis of the factors affecting the per-
formance of the logistics distribution center location in the electronic map, draw a
series of candidate locations, finally using genetic algorithm, obtain the best loca-
tion selection, and through the case study shows that the feasibility of algorithm [6].
Yao analyses optimization of the contents and objectives of one-stop delivery
scheduling to construct a multi-objective optimization of the mathematical model
and propose a solving algorithm. Finally, this study uses an application case to
verify the feasibility and effectiveness the mechanism and algorithm [2]. S. Moons,
K. Ramaekers, it is the first time that an order picking problem and a vehicle routing
problem are integrated [7]. Applications of Site Selection and Optimization for B2C
E-commerce Logistics center are proposed by many researchers [8–10].

3 Problem Description and Hypothesis

3.1 Problem Description

Based on the characteristics of logistics under the electronic commerce has carried
on the simple analysis, analyzed and summarized the characteristics of B2C
e-commerce site, based in the analysis of influencing factor analysis and distribu-
tion center of distribution requirements in B2C e-commerce, B2C e-commerce
enterprises established distribution center location model. The main contents of this
paper are as follows:

• Through the analysis of the characteristics of the current B2C e-commerce
enterprise distribution center, this paper studies the location problem of distri-
bution center, and discusses the establishment of the B2C e-commerce enter-
prise distribution center location model. In theory, the theory of distribution
center location of B2C e-commerce enterprises is supplemented. The difference
between the traditional model and location model of distribution center is: first,
the model considering the influence of service radius of distribution center
operating costs, according to the service radius increasing operation cost more
rules and model into variable costs by the service radius, make the model closer
to reality. Two, according to the distribution center location is more likely to be
affected by the distribution time; the distribution time is introduced into the
model, the establishment of the shortest delivery time as the objective function.

• In the solution of the model, this method using genetic algorithm combined with
MTLAB, first introduced the related knowledge of genetic algorithm, then
according to the characteristics of the model design a reasonable algorithm flow,
design reasonable encoding process and fitness function, selection of binary
coding method of genetic algorithm in parent population the choice of the
roulette selection, single point crossover in the crossover operation, the ultimate
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combination of genetic algorithm toolbox in MATLAB software programming,
finally realize the solution of the model.

B2C e-commerce business logistics in the development of the difficulties
encountered in the following:

1) Long delivery time, slow response

Consumers shopping online is to seek fast and convenient, at present most of the
B2C logistics cannot reach the expected level of consumers, consumers in the
online shopping process is complete, enter the long waiting period, the actual
arrival time from the shopping time longer, showing no advantage or the goods to
spend energy to consumers without hearing a word about. Pay attention to the flow
of goods, this slogan B2C e-commerce site hit the save shopping time without any
appeal, appeal to consumers online shopping will gradually disappear. The main
reasons for the above problems are:

The website operator’s information processing is slow, the processing flow is
long, the website backstage support system is not perfect, causes to the customer
order processing response delay, cannot complete the operation effectively.

Due to the small number of B2C orders, shopping varieties scattered, B2C
operators is difficult to find a stable cooperation with upstream suppliers, supply
cannot be met at any time, resulting in consumers waiting too long.

When it comes to Payment system, online payment cost a longer time because
the banking system has not yet achieved a good docking.

2) High delivery costs

Due to the small number of goods, the distribution of the client is more dispersed
characteristics of B2C distribution and is difficult to form economies of scale.
Coupled with the logistics and distribution system is not developed, a lot of B2C
sites and did not get the support of professional logistics companies, so the cost of
distribution must be high. High distribution costs may be added to the commodity
price in disguise, thereby weakening the advantages of B2C low price strategy.

3) Limited distribution area

In our country, domestic economic development level is not balanced, the
number of different parts of the network there is a great difference between the
existing distribution systems is limited in large and medium-sized city, small city
and the vast rural areas is insufficient. Some e-commerce companies and distribu-
tion companies in the process of cooperation in the delivery order and the B2C
operator, and will eventually be delivered scorched by the flames, so that consumers
will all return to the sins of B2C operator, has a bad influence on the credibility of
the site B2C.

These are some of the difficulties in the development of B2C e-commerce
because of the backward logistics cannot match the fast electronic means. B2C
e-commerce website if you want to be able to continue to develop, only to establish
efficient, low-cost, fast response, low error rate B2C logistics distribution system.
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3.2 Characteristics Analysis

In the era of e-commerce, distribution centers can be summarized as the following
characteristics:

Fast response: under the environment of e-commerce, distribution center cus-
tomer requirements on the reaction rate increases gradually, and the information
processing time decreases, because the distribution process planning more scien-
tific, reasonable, delivery time is getting shorter, the speed of delivery increased.

Function: a new integrated logistics distribution center functions to constantly
improve and perfect, the new distribution center in the logistics function integration,
for example, the integration between logistics and manufacturing.

Service serialization: in the e-commerce environment, the distribution center in
addition to the traditional logistics services, but also to the upper and lower reaches
of the extension. To provide accurate market research report for suppliers; provide
scientific and reasonable suggestions to the supplier’s inventory control; provide
consulting services for customers, including the consultation of the distribution
plan, etc. Serialization of services provides a profit growth point for the distribution
center.

The Target Systematization means distribution center develops the overall
objectives from the perspective of the system. In view of the relationship between
the processing system of logistics, business flow, good balance between the various
distribution activities, the pursuit of the overall benefit maximization.

Organization network: e-commerce logistics distribution center, with more and
more perfect logistics distribution network, through the network distribution center
to provide customers with fast, accurate and comprehensive service. Through the
overall control of the network, the distribution center can monitor all the logistics
activities in the network.

Process automation: a new type of distribution center of goods sorting, ware-
housing, handling and other activities are automated or semi-automated, through
the process of automation, logistics efficiency of the distribution center to improve.
In the management system, the distribution center has strict rules and regulations;
each process has its corresponding management approach to achieve the
management.

3.3 Hypothesis

Liu in his master’s thesis in the distribution center location model with the lowest
shipping cost as the goal, according to the characteristics of e-commerce distribu-
tion center location model, considering the effect of delivery time on the distribu-
tion center location, the delivery delay coefficient and delivery early coefficient
distribution time into specific model of distribution cost.

462 S. Wang



minE ¼
X
i2I

Giyi þ r1
XK
k¼1

XN
i¼1

XN
j¼1

Dijxijk þ
X
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C
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þ r2
XI

i¼1
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XI

i¼1

Ti � Li; 0ð Þ
ð1Þ

p1 ¼ r1
XK
k¼1

XN
i¼1

XN
j¼1

Dijxijk þ
X
k2K

C
r1

ð2Þ

P2 ¼ r2
XI

i¼1

Max Ei � Ti; 0ð Þþ r3
XI

i¼1

Ti � Ei; 0ð Þ ð3Þ

P1 is the distribution cost. The distribution cost consists of service costs and the
costs of using vehicle.

P2 represents the cost of delivery time. With the soft time window of the delivery
time, the delay penalty coefficient and the penalty coefficient are specified, and the
delivery time is transformed into the distribution cost, and finally the objective
function of the minimum distribution cost is solved.

From the point of view of supply chain, the paper puts forward the distribution
center location model which is suitable for the supply chain environment, and
establishes the distribution center location model with the minimum cost as the
goal. Considering the different operation cost of different service radius, the vari-
able cost is introduced into the model, and r is the service radius. The introduction
of variable costs in the model is closer to the actual operation of the model, is the
location of the distribution center more three-dimensional. Variable cost is the
operating cost with the change of service radius.

This paper is established in accordance with the B2C e-commerce distribution
center location model based on the two models, the introduction of changes in the
cost of distribution based on the minimum cost, the cost in the model is closer to the
actual operating conditions of enterprises. Setting a constant average cost will be
converted into the distribution of the cost of delivery, and ultimately the estab-
lishment of the distribution of the minimum cost of the distribution center location
model. Specific model sees below.

According to the characteristics of B2C e-commerce logistics distribution, the
following assumptions are made before the model is proposed:

• The location and number of alternative distribution centers are known.

In this paper, the optimal distribution center is selected by using genetic algo-
rithm and MATLAB in a given distribution center.

• The number of customers in a region and the demand for goods is known.
• The number of goods loaded per vehicle is the same.
• The time constant for the distribution of vehicles per kilometer.
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• The cost of each distribution center is not the same, but it is fixed and known.
• Transportation costs are proportional to the transport distance.
• The distance between the distribution center and the customer is represented by

the shortest straight line distance between the two.
• The vehicles of the distribution vehicles are in the legal norms, not overloaded.
• Each customer can only be served once.
• The variable cost of the distribution center is a continuous function of its

coverage radius.
• The distance between the distribution center and the customer is expressed as

the coverage radius of the distribution center.
• Other assumptions.

If the goods are not damaged in transit, do not take into account the restrictions
on working hours, do not take into account the passage of the road, do not consider
the transport rules and regulations etc.

3.4 Symbol Definition

I represents the distribution center location set;
J represents a potential distribution center location set;
B represents a collection of distribution vehicles;
K said the customer point set; F delivery time;
Dij represents the distance between i and j;
Wi represents i distribution center construction cost;
aj represents the demand for customer j;
S represents the maximum load of the vehicle;
C represents the unit’s distance from the vehicle when the task is carried out;
rij represents the service radius of the distribution center i to the customer j;
tij represents the time spent per kilometer of the vehicle;
Q represents the cost per hour of the distribution center in the delivery of goods.

xijb ¼ 1 Distribution center is selected
0 Other

�

fi ¼ 1 Distribution center is selected
0 Other

�
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4 Model Establishment and Analysis

4.1 Model Establishment

According to the characteristics of B2C e-commerce, this paper establishes a
multi-objective function which includes the operating cost (service radius), the
minimum delivery cost and the shortest delivery time:

minR ¼
X
i2I

Wifi þ
X
i2I

u rij
� �

fi

þC
XB
b¼1

XK
i¼1

XK
j¼1

Dijxijb þ
X
i2I

max tijDijxijb
� � ð4Þ

Subject to:

u rij
� � ¼ Tr2ij ð5Þ

X
b2B

X
i2k [ 0f g

xijb ¼ 1; 8j ¼ 1; 2; 3. . .K ð6Þ

X
b2B

X
i2k [ 0f g

xijb �
X
b2B

X
i2k [ 0f g

xjib ¼ 0 ð7Þ

0�
X
j2J

aj
X
i2I [ J

xijb � S ð8Þ

X
i2I

X
j2J

xijb � 1 ð9Þ

Equation (4) is the objective function of the model, which is composed of the
fixed cost of the distribution center, the cost of the distribution center and the
operation cost of the distribution center. Equation (5) express distribution center to
change j the cost of customers within the service area required for the type.
Equation (6) said the customer is only a service type; Eq. (7) said the customer is a
conservation type. Equation (8) any delivery vehicles are not overloaded type.
Equation (9) said a customer only corresponds to a distribution center, it only
accepts the distribution center service provided.

Genetic algorithm is an algorithm simulation of the natural evolution of the
algorithm, first select the initial population, calculate the fitness of individuals
(fitness must be non-negative), then the initial population according to the calcu-
lation of fitness, the excellent individual genetic to the next generation, the cross-
over operation can make excellent genetic properties of from generation to
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generation, through three kinds of genetic operators are more adapt to the envi-
ronment of the individual, this cycle continue to evolve, Until the problem is
optimal solution.

4.2 Numerical Example Analysis

This paper assumes that there are 5 candidate distribution centers, and 20 potential
customers, each of the fixed cost of the distribution center is known.

The relevant data of the candidate distribution centers are shown in Table 1. The
potential customer data are shown in Table 2.

Through the calculation of the 5 distribution centers in the election of the two
responsible for the distribution of the task of the 20 customers, we achieve our goal
of optimizing the distribution costs and delivery time. The following parameters
were calculated: unit distance distribution cost per kilometer C is 5; time spent in tij
was 30; Q distribution operation cost per hour is 10; the evolution algebra is 20, the
population size is 10, the mutation probability is 0.75.

Table 3 gives the initial population and the objective function.
The evolution of the population and the objective function values are calculated

in Table 4.
Through the calculation of the first and the third distribution center for goods

distribution, the ultimate goal of the program function value is 2613.8, consistent
with the traditional location method, the results prove the reliability and practica-
bility of the algorithm.

Table 1 Customer data

Customer
number

Ordinate Abscissa Requirement Customer
number

Ordinate Abscissa Requirement

1 43 71 300 11 25.5 33 100

2 45 63 100 12 53.3 10 400

3 23 84 200 13 41 16 100

4 63 13 100 14 66 23.5 100

5 30 55 200 15 5 33.3 100

6 66.2 37.9 100 16 33 81 100

7 12.1 49 100 17 42 30 100

8 10 17 200 18 65 27.5 200

9 50 40 500 18 25 55 100

10 60 86 600 20 14 75 200
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Table 2 Data of distribution
center

Distribution center
number

Ordinate Abscissa Fixed
cost

1 50 43 190

2 36 45 220

3 40 23 200

4 36 63 210

5 63 30 220

Table 3 Gnitial population
and objective function

Initial population Objective function value

1 1 0 0 0 3081.5

1 0 1 0 0 2958.7

1 0 0 1 0 2851.1

1 0 0 0 1 2798.2

0 1 1 0 0 2989.9

0 0 1 1 0 2687.4

0 0 0 1 1 2876.3

0 1 0 1 0 2986.1

0 0 1 0 1 2721.7

0 1 0 0 1 2802.5

Initial population objective
function mean value

2875.3

Table 4 Evolutionary
population and objective
function values

Post evolution population Objective function value

0 1 1 0 0 2970.5

1 1 0 0 0 2682.6

1 0 1 0 0 2613.8

0 0 1 0 1 2735.2

1 0 0 1 0 2851.5

0 0 1 1 0 2650.8

0 0 0 1 1 2661.2

0 1 0 1 0 2850.4

0 1 0 0 1 2901.8

1 0 0 0 1 2741.2

Mean value of population
objective function after
evolution

2767.2
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5 Conclusion

Based on the characteristics of logistics under e-commerce environment is studied,
analyzed and summarized the distribution center of B2C e-commerce enterprise
features, based on B2C e-commerce enterprise distribution center location factors
on the analysis of B2C e-commerce enterprise established distribution center
location model. The main results of this paper are as follows:

1) The distribution center location model of B2C e-commerce enterprises with the
lowest cost and shortest delivery time is established

In this paper, through the analysis of the characteristics of the current B2C
e-commerce enterprise distribution center, and then in-depth study of the distri-
bution center location problem, discussed the B2C e-commerce enterprise distri-
bution center location model. In theory, it is of distribution center location of B2C
e-commerce enterprises is supplemented. The difference between the traditional
model and location model of distribution center is: first, the model considering the
influence of service radius of distribution center operating costs, according to the
service radius increasing operation cost more rules and model into variable costs by
the service radius, make the model more closely to reality. Two, according to the
distribution center location is more likely to be affected by the distribution time, the
distribution time is introduced into the model, the establishment of the shortest
delivery time as the objective function.

2) Using genetic algorithm and MATLAB to solve the model, the results show that
the model is feasible

In the model, this method uses genetic algorithm combined with MTLAB, first
introduced the related knowledge of genetic algorithm, then according to the
characteristics of the model design a reasonable algorithm flow, design reasonable
encoding process and fitness function, selection method of binary encoding, genetic
algorithm in parent population selection roulette selection, single point crossover in
the crossover operation, the ultimate combination of genetic algorithm toolbox in
MATLAB software programming, finally realize the solution of the model.
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Inventory Strategy of Supply Chain
Under Delay in Payments

Shanshan Gao and Peng Meng

Abstract In the field of supply chain, pricing and inventory strategies have always
been important issues for scholars to study. This paper uses Stackelberg game
theory as a basic analysis tool to study the effect of deferred payment period and
interest rate on the profit of each component of the supply chain, as well as the
profit and inventory cost of the whole supply chain. From the angle of maximum
profit of manufacturer, retailer and the whole supply chain, the manufacturer
determines the optimal deferred payment period, and the retailer determines the
optimal retail price and order quantity. The model provides decision reference for
each member of the secondary supply chain. The conclusion is that: After the
supply chain implements the deferred payment strategy, the profits of manufac-
turers, retailers, and the entire supply chain are increased, and the inventory cost of
the entire supply chain is reduced; the lowering of the manufacturer’s interest
payment rate will lead to optimal extension of deferred payment period. The
extension of its term will increase the profits of each subject in the supply chain,
and the inventory costs of the supply chain will decrease, ultimately realizes
optimal inventory management.
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1 Introduction

At the beginning of the 20th century, supply chain inventory management came
into being. At that time, Harris (1915) put forward the view of inventory model for
the first time, but this view did not arouse much reaction. Wilson (1934) got
Harris’s conclusion again. Many scholars began to understand the theory of
inventory and apply it in practice. Attention. Wang [1] and others studied the
problem of transportation under certain constraints and the distribution of goods
with waiting time game. Similarly, some scholars studied the effect of supply and
demand on inventory under the condition of asymmetric information. For example,
Thangam [2] explored the optimal pricing and ordering model under demand
structure constraints of two-tier deferred payment strategy. Ozen and Sisco [3]
discussed that the redistribution of inventory and the effect of demand on inventory
allocation when the relevant demand information updated. Overview of foreign
research, we can find that there are two aspects of understanding of the theory of
inventory research, one is to optimize the inventory management of individual
enterprises, the other is to optimize the inventory management in the context of
supply chain.

Compared with foreign countries, it is relatively late to study the inventory
problem using the theory of game. Shao [4] studied the optimal optimization
strategy mainly for the hypothesis of the secondary supply chain, and designed the
inventory contract on this basis. Yang [5] studied the game model of single man-
ufacturer and multiple retailers under the condition of deferred payment, and
obtained the optimal deferred payment strategy. Wang [6] established a Steinberg
model led by supplier under the strategy of deferred payment and price discount,
and studied the setting of conditional deferred payment strategy based on price
discount from the supplier’s point of view. Ran [7] studied the inventory problem
of a class of shelf and warehouse goods which jointly affect demand, and con-
sidered the two-tier deferred payment strategy. Cui [8] studied the problem of
two-stage deferred payment inventory strategy, in which the demand for perishable
goods depends on both inventory and deferred payment period, considering that the
market demand is not only affected by the retailer’s inventory, but also often
depends on the retailer’s deferred payment strategy. Kang [9] constructed a
newsboy model and formulated an ordering strategy with consideration of product
defects and allowable late payment.

The problem of supply chain inventory model under uncertain information and
delayed payment has aroused widespread concern of scholars both at home and
abroad. However, most of the previous studies are based on the game model of
transportation and retailer waiting time, or on the study of supply chain inventory
separately. But few studies have considered Selling costs of retailers. Therefore, on
the basis of the mature secondary supply chain already completed by the former,
this paper puts forward the conditions of deferred payment to obtain the best
deferred payment period of the supply chain, and adds the sales cost in the
expression of retailer’s profit, and compares the different of retailer’s sales price
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before implementing deferred payment strategy and after implementing deferred
payment strategy. The profit of each party and the profit and cost of the whole
supply chain are changed. By comparing, the profit of all parties and the profit of
the whole supply chain are improved, and the inventory cost of the whole supply
chain is reduced. This paper also studies the relationship between the optimal
deferred payment period and the manufacturer’s interest rate, and studies the
influence of the change of the manufacturer’s interest rate on the retailer’s optimal
selling price, the retailer’s order quantity, the profit of all parties and the profit and
inventory cost of the whole supply chain.

2 Mathematical Model

2.1 Model Assumptions

In order to simplify the model, the supply chain system considered in this paper is a
two-level supply chain, a level has only one member. So it involves only one
manufacturer and one retailer. In order to streamline the model, it involves only one
product. Because the time limit for this delay is determined by the manufacturer, the
manufacturer is in the leading position. The specific assumptions are as follows:

(1) This paper studies the two level supply chain system with only one manufac-
turer and one retailer. In contrast, manufacturers are more active.

(2) The product is a normal commodity, and its demand will be reduced by the
price rise. In order to facilitate discussion, it is positioned as a linear
relationship.

(3) The retailer’s inventory will decrease as the sales time increases.
(4) The retailer’s order period is fixed and no shortage is allowed.
(5) The manufacturer’s pricing is fixed.

2.2 Model Notations

p: unit price of retailer
c1: unit price of manufacturer
D: unit time requirement D ¼ a� bp
a; b: parameter
A: ordering cost for retailers
s: unit transportation cost
B: selling expenses
f : unit sales cost
c2: unit cost of products for manufacturer
e: unit time output of manufacturer
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T : ordering cycle
H: unit inventory cost for manufacturer
M: delay in payment
Q: order quantity for unit period
p: profit of retailer
P: profit of manufacturer
C: profit of the supply chain
C: inventory cost of the supply chain

2.3 Model Description

The relationship between manufacturer, retailer and consumer is shown in the
Fig. 1.

According to the model, the profits of the manufacturer, the retailer and the
whole supply chain are shown below.

Manufacturer’s profit:

PðpÞ
¼ ðc1 � c2ÞQ� HðeT � DTÞ
¼ Tða� bpÞðc1 � c2 þHTÞ � HeT

ð1Þ

Retailer’s profit:

PðpÞ
¼ ðp� c1ÞQ� ðBþ fQÞ � DT2h

2 � ðAþ sQÞ ð2Þ

The supply chain’s profit:

CðpÞ ¼ pðpÞþPðpÞ
¼ ðp� c1ÞQ� ðBþ fQÞ � DT2h

2 � ðAþ sQÞ
¼ Tða� bpÞðc1 � c2 þHTÞ � HeT

ð3Þ

The inventory of the whole supply chain:

C ¼ DT2h
2 þHðeT � DTÞ

¼ ða�bpÞT2h

2 þHðe� aþ bpÞT ð4Þ

Fig. 1 Model without
consideration of deferred
payment
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2.4 Model Solution

The retailer’s pricing will affect the market demand, and then affect the profit.
Retailers can maximize their profits by considering the price of goods.

When p0 pð Þ ¼ 0; p� can be obtained,

p�¼ c1 þ sþ f þ Th
2

2
þ a

2b
ð5Þ

Therefore, the optimal order quantity, the optimal profit of the retailer, the
optimal profit of the manufacturer, the optimal profit and inventory of the supply
chain can be obtained, and individually expressed by Q p�ð Þ, p p�ð Þ, P p�ð Þ;C p�ð Þ;
C p�ð Þ.

3 Strategy Model Under Delay Payment

3.1 Model Assumptions

On the basis of the assumptions in the mathematical model, the manufacturer gives
the retailer appropriate delay in payment. During the period of delay payment, the
retailer’s sales revenue will bring some interest income to the retailer. After the
deadline, the retailer pays all the payments to the manufacturer.

3.2 Model Notations

Based on the parameter definition in the second section, two new parameters def-
initions are added in this section:

Ic: interest payment
Id: interest income

3.3 Model Description

According to the model, The assumptions of the deferred payment model are the
same as those in the previous section. Interest on deferred payments is added to this.
The profits of the manufacturer, the retailer and the supply chain are shown below
(Fig. 2).
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(1) Retailer’s profit

Whether or not the delay payment strategy is implemented, the expressions of
the retailer’s profit, inventory cost and order cost will not change, but the interest
income caused by the implementation of deferred payment strategy will change.

(a) M� T

The retailer has sold out all the orders at the time of T. At the time of T, the
retailer has sales revenue pDT, which is not delivered to the manufacturer until the
time of M. Interest is not paid during the T-M period. The image relationship
between retailer’s sales income y and time t is shown in Fig. 3.

So the interest income from sales revenue is:

pId
R T
0 DtdtþDTðM � TÞ

� �
¼ pIdDT2

2 þ pIdDTðM � TÞ
¼ pIdDTðT �MÞ

When the period of deferred payment is longer than the order cycle, the retailer’s
profit is obtained by subtracting inventory cost, order cost and sales cost from the
sales profit, plus the interest income from deferred payment.

In this case, retailer’s profit is:

p1ðp;MÞ
¼ ðp� c1ÞQ� ðBþ fQÞ � DT2h

2�ðAþ sQÞþ pIdDT M � T
2

� � ð6Þ

Fig. 2 Model considering
delay payment

0 T M t 

y

y=Dt
y=DT

Fig. 3 Functional image
between retailer sales revenue
and time
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In this case, retailer’s profit is:

(b) M\T

The retailer does not sell all the goods, but only part of the goods. The retailer’s
sales revenue y and time t are graphically related, as shown in Fig. 4.

The interest income generated by this part of the income is:

pId
ZM

0

Dtdt ¼ pIdDM2

2

In this case, retailer’s profit is:

p2ðp;MÞ
¼ ðp� c1ÞQ� ðBþ fQÞ � DT2h

2 � ðAþ sQÞþ pIdDM2

2

� � ð7Þ

From (6) and (7) we can find that (6) and (7) are both incremental functions, so
for retailers, the longer the deferred payment period, the higher the retailer’s profit.

(2) Manufacturer’s profit

The sales profit and inventory cost of the manufacturer are not related to the
delay in payment, but only to the interest loss. Due to the implementation of the
delayed payment strategy, the manufacturer’s interest loss is c1QIcM.

Thus, we obtain the profit of manufacturer.

P ¼ ðc1 � c2ÞQ� HðeT � DTÞ � c1QIcM
¼ Tða� bpÞðc1 � c2 �Mc1Ic þHTÞ � HeT

ð8Þ

(8) is a monotone decreasing function for M. For the manufacturer, the shorter
the deferred payment period, the higher the profit of the manufacturer when the
retailer’s order quantity remains unchanged.

0 M T t

y
y=Dt

Fig. 4 Functional image
between retailer sales revenue
and time
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(3) Supply chain’s profit

The profit of the entire supply chain includes the profit of the retailer and the
profit of the manufacturer. There are two possible scenarios for the profits of the
entire supply chain. We discuss them separately.

(a) M� T

The profit equation of the supply chain can be written as:

C1ðp;MÞ ¼ p1ðp;MÞþP1ðp;MÞ
¼ ðp� c1ÞQ� DT2h

2 � ðAþ sQÞ � ðBþ fQÞ
h i

þ pIdDT

� M � T
2

� �þ Tða� bpÞðc1 � c2 �Mc1Ic þHTÞ � HeT½ �
ð9Þ

(b) M\T

The profit equation of the supply chain can be written as:

C2ðp;MÞ ¼ p2ðp;MÞþP2ðp;MÞ
¼ ðp� c1ÞQ� DT2h

2 � ðAþ sQÞ � ðBþ fQÞ
h i

þ pIdDM2

2

þ Tða� bpÞðc1 � c2 �Mq1Ic þHTÞ � HeT½ �
ð10Þ

(4) The inventory cost of the supply chain

The inventory cost of supply chain includes two parts: retailer’s inventory cost
and manufacturer’s inventory cost.

C ¼ DT2h
2 þHðeT � DTÞ

¼ ða�bpÞT2h
2 þHðe� aþ bpÞT ð11Þ

3.4 Model Solution

First, the manufacturer decides to the payment period, according to the manufac-
turer’s biggest profit. Then, the retailer determines the optimal retail price according
to the manufacturer’s deferred payment period, and then determines the order
quantity according to the optimal retail price and the order period.
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(1) Optimal delay payment period

When p1 Pð Þ0 ¼ 0, p2 Pð Þ0 ¼ 0, we can obtain:

P�� ¼
P1 ¼ c1 þ Th

2 þ sþ f

2 IþMId�IdT
2ð Þ þ

a
2b ;M� T

P2 ¼ c2 þ Th
2 þ sþ f

2 Iþ IdM
2

2T

� � þ a
2b ;M\T

8><
>: ð12Þ

It is not difficult to find that after the implementation of deferred payment
strategy, the retailer’s sales price has decreased. From (12) we can know that the
price decreases gradually with the increasing of M, Because the demand function is
D ¼ a� bp, so with the decreasing of price, the demand will increase, so the order
quantity will also increase. That is to say, if the manufacturer extends the deferred
payment period, the retailer’s order volume will increase. However, increasing the
time limit of deferred payment may also lead to a decrease in manufacturer’ profits,
because the manufacturers will have a certain loss of interest if the deferred pay-
ment policy is implemented.

Then we put p1 into (8), and we can obtain:

P1ðp;MÞ
¼ T a

2 �
b c1 þ Th

2 þ sþ fð Þ
2 IþMId�IdT

2ð Þ
� �

�ðc1 � c2 �Mc1Ic þHTÞ � HeT

ð13Þ

When

2� IdT ¼ R1;

b c1 � Th
2

þ sþ f

� 	
¼ R2;

c1 � c2 � HT ¼ R3

(13) is changed to:

P1ðp1;MÞ
¼ 2 a

2 � R2
R1 þ 2MId

� �
ðR3 �Mc1IcÞ � HeT ð14Þ

@P1 p1;Mð Þ
@M ¼ 0, Thus, the optimal delay payment period is:

M�
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4R2R3Id þ 2R1R2c1Ic

ac2Ic
� R1

q
2Id

ð15Þ

Inventory Strategy of Supply Chain Under Delay in Payments 479



So there is a maximum value P�
1 in the profit function of the manufacturer, and

the optimal deferred payment period is M�.
In the same way, we can find out:

P2ðp1;MÞ
¼ 2 a

2 � R2
2T þ 2DM2

� �
ðR3 �Mc1IcÞ � HeT ð16Þ

Then

@P2ðp1;MÞ
@M

¼ T 2R2R3IdMþ k2c1IcIdM2 þ 2R2c1IcY
2T þ IdM2ð Þ2 � ac1Ic

2

h i ð17Þ

@2P2ðp1;MÞ
@M

¼ ð2R2R3Id þR2c1IcIdM2ÞðI�4IdM2Þ�8IdMR2c1IcT
2T þ IdM2ð Þ2

ð18Þ

From (9) we can know that P2 p;Mð Þ does not always have a maximum value. If
it has the maximum value, the manufacturer will get the maximum profit. When
M� ¼ M�

2 ,compare P�
1 and P�

2, if P
�
1 [P�

2, M
� ¼ M�

1 , otherwise M� ¼ M�
2 .

(2) Optimal retail price and order quantity

According to the deferred payment period M� given by the manufacturer, the
retailer will take it into the retailer’s optimal retail price function to get the optimal
retail price.

P��ðM�Þ ¼
P1 ¼ c1 þ Th

2 þ sþ f

2 IþMId�IdT
2ð Þ þ

a
2b ;M� T

P2 ¼ c2 þ Th
2 þ sþ f

2 Iþ IdM
2

2T

� � þ a
2b ;M\T

8><
>: ð19Þ

So the optimal order quantity is:

Q p�� M�ð Þð Þ ¼ a� bp�� M�ð Þ½ �T

(3) The inventory cost of the supply chain

Combining the optimal delay time determined by the manufacturer and the
optimal retail price and order quantity determined by the retailer, the inventory cost
of the whole supply chain can be obtained.

CðpÞ
¼ DT2h

2 þHðeT þDTÞ
¼ ða�bpÞT2h

2 þHðe� aþ bpÞT
ð20Þ
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So

C0 pð Þ ¼ bT H � T
2

� 	
ð21Þ

Because the delay payment strategy is mainly applied to products with higher
inventory costs, so, as the price increases, inventory costs will increase. By com-
paring (5) with (12), it is found that the optimal selling price of retailers decreases
after the implementation of delay payment strategy, and the inventory cost
decreases.

4 Analysis

(1) The retailer’s retail price is reduced after the manufacturer implements the
strategy of delay payment to the retailer.

By comparing (5) with (12), it is found that p� [ p��. The retailer’s retail price
decreases when the manufacturer allows the retailer to delay payment.

Manufacturers must always update information and keep the timeliness of
information, especially retailers’ information such as the retailer’s inventory costs,
transportation costs, and so on, because these factors have a great impact on
manufacturers to determine the deadline for delay payment.

(2) After implementing the strategy of delay payment, the inventory cost of the
entire supply chain is reduced.

Because C0 pð Þ[ 0,and the retail price will be reduced after the manufacturer
implements the delay payment strategy to the retailer, we can know that the
inventory cost of the whole supply chain will be reduced.

From the above analysis, the delay payment strategy helps to reduce the
inventory cost of the entire supply chain. Therefore, from the perspective of the
entire supply chain, delay payment should be implemented.

(3) With the decrease in interest rate paid by manufacturers, the optimal delay
payment period is extended.

When Ic decreases, M� increases. The optimal delay payment period given by
the manufacturer to the retailer increases with the decrease of the interest rate paid
by the manufacturer.

Those enterprises that do not implement deferred payment strategy, can consider
implementing deferred payment strategy, because the inventory cost of the whole
supply chain is lower after the implementation of deferred payment strategy than
before.

After implementing the delay payment strategy, the manufacturer should adjust
the delay payment period properly according to the change of the influencing
factors of the delay payment period, so that the delay payment period time
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fluctuates near the optimal value. When the interest rate is lower, the manufacturer
can extend the period of delay payment appropriately; when the interest rate is
higher, the manufacturer can shorten the period of delay payment appropriately.

The manufacturer must update the information at all times to keep the timeliness
of the information, especially the information of the retailer. For example, the
retailer’s inventory costs, transportation costs and so on, because these factors have
a great impact on the manufacturers to determine the deferred payment period.

5 Conclusions and Discussion

This paper establishes two inventory models with deferred payment policy and
without deferred payment policy. Through comparative analysis, it is found that the
delay payment strategy plays a positive role in reducing inventory cost. The con-
clusion is as follows:

Firstly, the profit of manufacturer, retailer and the whole supply chain is
increased and the inventory cost of the whole supply chain is reduced after the
enterprises implement the deferred payment strategy. The delay payment strategy
has a positive effect on the optimization of inventory cost.

Secondly, the interest rate paid by the manufacturer has an effect on the deferred
payment period. When the interest rate paid by the manufacturer decreases, the
optimal deferred payment period will increase. When the interest rate changes, the
manufacturer should adjust the deferred payment period appropriately.

Thirdly, the order quantity of the retailer, the profit of each member of the supply
chain and the whole supply chain, and the inventory cost of the whole supply chain
all change with the delay of payment.

Based on Stackelberg’s game theory, this paper further deepens the study of
deferred payment strategy, and analyses the influence of manufacturer’s interest rate
on deferred payment period. The sale cost is added to the calculation of retailer’s
profit, and the inventory cost of the manufacturer is introduced into the Stackelberg
game model.

In the case of implementing deferred payment strategy in supply chain and not
implementing deferred payment strategy, the changes of profits of all parties and the
whole supply chain are compared. It is concluded that the implementation of
deferred payment strategy can reduce the inventory cost of the whole supply chain
and improve the profits of the members of the supply chain as well as the profits of
the whole supply chain. Moreover, the decrease of interest rate of manufacturer will
lead to the extension of the optimal deferred payment period and the increase of
profits of manufacturer, retailer and the whole supply chain, which will reduce the
inventory cost of supply chain.

There are also deficiencies in this study.
Firstly, the research model of this paper contains only one manufacturer and one

retailer. But in the actual enterprise management, the complexity of the supply
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chain is far beyond the model in this paper. The expansion of this model and the
introduction of multistage supply chain model will be the next research direction.

Secondly, this paper only studies the effect of manufacturer’s interest rate on the
deferred payment period, but does not study the effect of retailer’s interest income
rate on the deferred payment period. In reality, retailer’s interest income rate cer-
tainly has influence on the deferred payment period, so the influence of retailer’s
interest income rate on deferred payment is the next research direction.

In summary, the study of deferred payment is of great significance. In the
inventory optimization problem, deferred payment is undoubtedly an incentive for
dealers to purchase in large quantities. After the retailer determines its own sales
cycle, it requests the manufacturer to deliver a batch of goods at a certain time to
reduce its cost, and the manufacturer can also increase its control over the retailer,
even if the default occurs, whether the manufacturer or the retailer, can handle it
calmly.

The advantage of deferred payment is that the manufacturer can not only reduce
inventory, but also reduce inventory, and to a certain extent stimulate the retailer’s
large-scale order behavior. Thus, the manufacturer can get long-term and effective
orders without interruption of orders, but also reduce its inventory cost. At the same
time, retailers can also increase orders in batches and get discounts. Although this
makes the retailer’s inventory increase, retailers can get interest and order discounts
in the case of deferred payment. Based on the effect of deferred payment, retailers
can also reduce the price of products appropriately, in order to seize market share.
Although the retailer’s profit of per unit product has decreased, the total profit has
increased due to the increase of sales volume. And it enlarges the market share and
gains more customers.

Considering the deferred payment strategy in supply chain, we analyze the profit
changes of suppliers, retailers and the whole supply chain. We find that when the
supply chain adopts deferred payment strategy, the total profit of the supply chain
increases. Moreover, the inventory cost of suppliers has been reduced, and the
market share of retailers has increased.

The influence of the time limit and interest of deferred payment on supply chain
is also discussed. Through discussion, the corresponding measures that suppliers
and retailers should take to cope with the adverse effects are put forward.

Of course, there are still some shortcomings in the research. In the follow-up
research, we will devote ourselves to solving these shortcomings, so that our
research will have more practical value. The study of supply chain is of great
practical significance. So there is still a lot of research space in the future.
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Optimization of Urban Emergency
Refuge Location Based on the Needs
of Disaster Victims

Shaoqing Geng, Hanping Hou, and Jianliang Yang

Abstract After large-scale disasters, the earthquake refuge site-allocation is the key
content of emergency management to quickly resettle the victims and launch
emergency rescue. From the perspective of the needs of victims’ evacuation, con-
sidering various factors such as traffic convenience, environmental safety, facility
completeness and service efficiency, this paper constructs the site-distribution
optimization model based on the maximization of earthquake refuge weights. The
case verifies the validity of the model. Finally, the sensitivity analysis provides
inspiration to management decision makers: when the refuge carries more than a
certain range, the overall optimality of the refuge becomes worse.

Keywords Evacuation demand � Earthquake refuge � Site selection-distribution �
Sensitivity analysis

1 Introduction

In recent years, various natural disasters have occurred frequently, and the scope of
their influence has been expanding, bringing huge loss of life and property to the
people in the world. According to relevant data, the economic losses caused by
global disasters in the last 10 years of the 20th century were more than five times that
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of the 1960s, and nearly 80% of all disaster losses occurred in cities and communities
[1]. With the rapid development of the economy and the increase in urban population
density, disaster prevention and mitigation has become an important part of urban
safety research. As a “life shelter”, the emergency shelter is an important infras-
tructure to protect public safety. At present, all countries attach great importance to
the planning and construction of evacuation sites [2, 3], and have successively issued
relevant management regulations [4, 5], and improving the existing emergency
evacuation system will improve urban disaster management capabilities.

The planning of evacuation site selection belongs to the category of emergency
facility location, which has attracted wide attention from scholars. Toregas et al.
officially proposed the location of emergency facilities, selected the least number of
locations in the candidate points that met the time and distance restrictions, set up
emergency facilities, and solved the set coverage problem through linear pro-
gramming [6]. Lin et al. solved the problem of site selection of temporary ware-
houses around the disaster site after the earthquake and assigned the disaster sites to
the corresponding warehouse [7]. Kilci et al. aimed at maximizing the minimum
weight of the refuge, and by combining the integer linear programming model,
determined the location of the refuge and specified the refuge to which the victims
were assigned [8]. Sabouhi et al. established a logistics system for integrated
evacuation and material distribution. The victims evacuated from the affected areas
to the shelters and provided them with necessary relief materials to minimize the
sum time of arrival of vehicles in the affected areas, shelters and distribution centers
[9]. Barzinpour and Esmaeili built a multi-objective model to improve
decision-making efficiency by constructing virtual partitions, solving evacuation
sites and disaster resettlement models [10].

Chen and Ren analyzed the characteristics of the fire station layout planning
problem, optimized the average fire-fighting distance, simplified the covered area as
the “node” to realize the site selection of fire-fighting facilities and to divide the
responsibility area of the fire station [11]. Chen et al. considered the capacity
limitation of the shelter, combined with the uneven spatial distribution of urban
population and targeted the evacuation of all evacuated personnel to distribute the
victims to different emergency shelters [12]. Ma et al. constructed a multi-objective
model for disaster evacuation sites, minimized the total evacuation distance of the
evacuated population to the shelter and the total area of the shelter under the
conditions of safety constraints, distance constraints and capacity constraints [13].
Castro et al. mainly aimed at the densely populated towns, considered the distri-
bution characteristics of the residential area, terrain and other influencing factors,
and constructed the earthquake evacuation site model [14].

The above researches mostly base on the facility capacity limitation, and opti-
mize the time, distance or coverage rate. Finally, the evacuation site selection or
distribution optimization scheme is given. However, those literatures less consid-
ered to use the resources around the facility to quickly rescue the victims of the
shelters, select the location of the shelters according to local conditions, and
effectively use the evacuation resources to distribute the victims with the need for
evacuation.
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From the perspective of covering all disaster victims and meeting the needs of
asylum, based on various factors such as traffic convenience, environmental safety,
facility completeness and service balance. Therefore, this paper optimizes the
overall weight of earthquake evacuation site, and constructs emergency shelters
selection-distribution model. Finally, an example verifies the validity and feasibility
of the model, and the sensitivity analysis of important parameters is carried out.

2 Problem Description

In the urban earthquake evacuation selection problem, it is assumed that there are
I I ¼ 1; 2; . . .; ið Þ residential area, and the number of residents in each residential
area is ai i ¼ 1; 2; 3. . .ð Þ. And there are J J ¼ 1; 2; . . .; jð Þ alternative refuge points,
from which to choose the facilities that need to be opened, each candidate point
accommodates bj j ¼ 1; 2; 3. . .ð Þ disaster victims, and the corresponding service-
able radius is d1. The open refuges can accommodate all people with refuge needs.

This paper constructs an emergency evacuation site selection-distribution sim-
ulation map as shown in Fig. 1. Once an earthquake disaster occurs, the residents of
the residential area quickly evacuate to the assigned earthquake shelter to avoid
danger. Relevant departments quickly rescue with the surrounding facilities, and
cooperate with external rescue forces, which reduce disaster losses and improve
comprehensive urban support capabilities.

 
 residential area alternative refuge points 

Fig. 1 Simulation map of
emergency evacuation site
selection-distribution after
earthquake
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In order to determine the factors affecting the earthquake evacuation site
selection and disaster victims allocation, through the analysis of relevant literature
and field research, the following four influencing factors are obtained: traffic con-
venience, environmental safety, facility completeness and service efficiency.

The site of the earthquake refuge should achieve the transition between normal
and emergency, that is, to provide space for people’s education, fitness, enter-
tainment and other activities, and to provide emergency refuge after the disaster to
provide reliable security for the victims. Therefore, alternative refuge points mainly
include existing parks, schools and squares. After the earthquake, it is necessary to
meet the needs of the victims to quickly walk to the nearby shelters to avoid danger.
The service radius of the general emergency shelters is 1000 m [15]. At the same
time, in order to transfer victims after a period of time, distribution of materials and
rescue vehicles pass smoothly, it is necessary to consider the distribution of traffic
networks around the shelters. The closer to the main roads, the more favorable the
follow-up disaster relief activities.

The selection of the earthquake refuge needs to consider the natural conditions
and surrounding environment of the area where it is located. Surrounding envi-
ronment includes whether an alternative refuge is in a geological disaster-prone area
and near to danger sources. Secondary disasters often occur after the earthquake.
Therefore, the site selection must avoid dangerous areas such as landslides, floods
and mudslides. In addition, consideration should be given to sources of danger in
towns, such as hazardous chemical plants.

The refuge is an important place for emergency evacuation and concentrated
rescue of the victims. It should try to ensure that the surrounding material storage
warehouses or large-scale commercial super-warehouses and medical institutions
are fully equipped and functions are perfect. The material storage warehouse stores
the drinking water, food, tents, medicines and lighting equipment that are urgently
needed after the disaster occurs. The large-scale commercial super-warehouses can
also be used for emergency rescue to meet the temporary needs of the evacuated
victims. At the same time, the perfect medical facilities guarantee the basic
healthcare conditions and order for the injured victims.

The emergency evacuation effect also depends on the service capacity of the
shelter, so it is necessary to consider the effective utilization of the emergency shelter
and the balanced layout of resources. The shelter ensures that the victims maintain
the normal life, and try to avoid excessive number of victims exceeds the burden of
the shelter, which leads to refuges losing the function of emergency evacuation. The
low utilization of some shelters results in wasting resources. Therefore, refuge
selection-distribution should fully consider the need of the affected people, rationally
determine the location of the earthquake shelter and its number.

From the distribution of settlements, the actual evacuation needs of the victims
and the existing environmental conditions, this paper plans the refuge site and the
distribution of the victims, considering the convenience of transportation, environ-
mental safety, facility integrity and service efficiency, etc. A selection-distribution
optimization model based on maximizing the weight of earthquake shelters is
constructed.
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3 Earthquake Refuge Selection-Distribution Optimization
Model

3.1 Model Construction

K: Collection of material reserve warehouses or large-scale commercial
super-warehouses k 2 K

T: The number of influencing factors in the objective function t 2 T
wt: Important coefficient of the tth influencing factor in the objective function
dij: Distance between residential point i and alternative earthquake shelter j
djk: Distance between earthquake shelter j and adjacent warehouse k
droadj : Distance between earthquake shelter j and adjacent roads

dhealthj : Distance between earthquake shelter j and nearby medical institutions

dfactoryj : Distance between earthquake shelter j and adjacent dangerous sources

droad: Distance constraint between earthquake shelter and road
dhealth: Distance constraint between earthquake shelter and medical institutions
dfactory: Distance constraint between earthquake shelter and dangerous sources
qj: Utilization of earthquake shelter j
q: Earthquake shelter minimum utilization limit
M: Infinite number
sj ¼ 1: Indicates that the earthquake shelter j is in a safe area, otherwise 0
xij ¼ 1: Indicates that some residents of the residential area i are assigned to the

earthquake shelter j, otherwise 0
uj ¼ 1: Indicates that the earthquake shelter j is open, otherwise 0
zij: Indicates the number of victims assigned to the earthquake shelter j at the

residential area i

In order to construct the earthquake refuge selection-allocation model, this paper
assumes that the total number of disaster victims in the earthquake shelter does not
exceed the maximum capacity of each shelter, and the maximum evacuation dis-
tance is met during the evacuation process. To simplify the analysis, this paper
calculates the population size of victims who need to evacuate according to 30% of
the local resident population [16]. After the disaster, as victims and the familiar
people together will increase the sense of security, we treat each family in the
residential area as an overall to the nearest earthquake shelter, which is very ben-
eficial to relieve the panic.

Objective function

maxF1 ¼w1

X
i2I

X
j2J

dijzij
0:3ai

þw2

X
j2J d

road
j uj

þ w3

X
j2J

X
k2K djkuj þw4

X
j2J d

health
j uj

ð1Þ

minF2 ¼
X

j0 [ j2J qj � qj0
� �2 ð2Þ
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Constraint

X
i2I xijzij � bjuj 8j 2 J ð3Þ

X
j2J zij � 0:3ai 8i 2 I ð4Þ

xijdij � ujd1 8i 2 I; j 2 J ð5Þ

zij �Mxij 8i 2 I; j 2 J ð6Þ

qj ¼
P

i2I zij
bj

� quj 8j 2 J ð7Þ

uj � sj 8j 2 J ð8Þ

dfactoryj uj � dfactory 8j 2 J ð9Þ

droadj uj � droad 8j 2 J ð10Þ
X

t2T wt ¼ 1 ð11Þ

xij; uj; sj 2 0; 1f g 8i 2 I; j 2 J ð12Þ

zij � 0; integer ð13Þ

The first two of the objective (1) optimize traffic convenience, including the
average walking distance of the victims and the distance between the shelter and the
road. The latter two optimize facilities completeness, namely material reserves and
medical facilities. (2) tries to use the shelter resources as balanced as possible. (3) is
the capacity constraint of the earthquake shelter, and the total number of victims in
the shelter does not exceed its maximum capacity. (4) ensures that victims with
asylum needs can be resettled. (5) indicates the distance constraint between the
victims and the shelters. (6) indicates victims can only take refuge in the assigned
refuge. (7) is the minimum utilization constraint of the shelter. (8) indicates that
only open shelters that are safe in natural geological conditions. (9) is the distance
constraint between the shelter and the dangerous sources. (10) is the distance
constraint between the shelter and the main road. (11) represents the sum of the
important coefficients of each influencing factor is 1 in (1). (12) is the 0–1 variable
constraint. (13) is the integer constraint.
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3.2 Model Solution

Due to the different range of various distances in the objective function (1), this
paper standardizes variables dij; droadj , djk and dhealthj , replaces them with d0ij; d

road0
j ,

d0jk and dhealth0j , d0ij ¼
dmaxij �dij
dmaxij �dminij

. d0ij ¼ 1 indicates the best results, and d0ij ¼ 0 the worst

effect. Similarly, droad0j ¼ droadmaxj �droadj

droadmaxj �droadminj
, d0jk ¼

dmaxjk �djk
dmaxjk �dminjk

, dhealth0j ¼ dhealthmaxj �dhealthj

dhealthmaxj �dhealthminj
.

Combine (1) and (2) to construct a single objective function as follows:

maxF ¼ F1 � F2 ð14Þ

The (14) replaces (1) and (2), and the multi-objective optimization model is
transformed into a single-objective optimization model. The constraints are linear,
so the model is solved by LINGO11.0.

4 Numerical Simulation and Analysis

This article takes a block that currently needs to build refuges as a research object.
The block has built a shelter. The terrain is relatively flat. The natural address

conditions of the area are safe. There are 14 residential areas with evacuation
requirements. The emergency relief supplies reserve mainly depends on the sur-
rounding supermarkets and there are 2 medical facilities. The source of danger is a
gas station, as shown in Fig. 2 (No. 22 is a shelter that has been built).

4.1 Solution of the Example

First, the number of households in each residential area in the study area is esti-
mated by the population density of the block (the average household size is com-
posed of 3 people). The number of households with different evacuation needs is
shown in Table 1.

According to the calculation of the per capita area of 1.5 m2 after the disaster
[17], the relevant data of the alternative earthquake shelters are shown in Table 2.

The distance between the residential area and the alternative earthquake shelter is
shown in Table 3, where the distance is the European distance measured by Baidu
map. The source of danger is mainly the gas station, according to the standard
distance shelter 50 m [17].
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Fig. 2 Block map

Table 1 Number of households with refuge needs in different settlements

Numbering Number of families with
asylum needs

Numbering Number of families with
asylum needs

1 740 11 1500

2 2120 12 1290

3 800 13 420

4 990 14 4020

5 1620 15 4640

6 970 16 2490

7 1340 17 1210

8 1070 18 970

9 1100 19 560

10 1310 – –
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After the earthquake disaster, the victims quickly and safely arrive at the
earthquake shelter and relevant departments quickly launched rescue. Then we
should consider the completeness and perfection of the supporting facilities around
the earthquake shelter, and try to ensure that the shelter resources are balanced.
Therefore the importance coefficients in (1) are set to w1 = 0.3, w2 = 0.3, w3 = 0.2,
and w4 = 0.2, respectively. The remaining parameters are shown in Table 4, and the
distance unit is meters. The problem was solved with LINGO11.0. All the candidate
points were selected as the address of the earthquake shelter. The utilization rates of
the shelters were 59.87%, 59.88%, 59.89%, 59.89%, 59.93% and 59.88%,
respectively. The objective function value is 2.57, where the value of (2) is 0,

Table 2 Alternative earthquake shelter related data

Numbering 20 21 22 23 24 25

Capacity (number of households) 790 10640 5360 27710 1500 2430

Distance from adjacent roads (m) 110 130 240 110 50 90

Distance to neighboring
supermarkets (m)

180 280 470 300 440 680

Distance from neighboring medical
institutions (m)

1500 810 920 730 1730 1000

Distance from dangerous source (m) 1920 1270 790 380 1340 290

Table 3 Distance between
residential area and alternative
earthquake shelter (unit:
meter)

Numbering 20 21 22 23 24 25

1 160 870 1340 1680 1750 2090

2 250 600 1200 1520 1720 1940

3 550 430 1190 1440 1820 1830

4 1240 590 1280 1370 2120 1710

5 290 790 1010 1380 1320 1770

6 580 240 810 1110 1480 1520

7 1020 240 850 950 1660 1320

8 1240 490 890 880 1740 1220

9 540 830 800 1210 1060 1590

10 560 640 650 1050 1090 1440

11 860 250 560 760 1330 1190

12 1090 350 640 710 1460 1090

13 1410 470 910 890 1750 1230

14 1060 1130 670 1050 580 1330

15 1070 990 410 810 570 1100

16 1350 650 510 410 1330 790

17 1420 1120 310 500 570 700

18 1440 1460 800 1080 140 1230

19 2000 1430 820 450 1240 100
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indicating that the evacuation resources are used balanced, and finally the earth-
quake refuges selection-allocation scheme as shown in Fig. 3.

There are many residential areas around the shelters 21 and 22, which locate at
the center of the research object. The larger capacity accommodates more victims.
The surrounding traffic is convenient and large-scale commercial super-warehouses
distribute densely. Shelters 21 and 22 can meet the temporary needs of the victims
and help the relevant departments implement rescue operations, so they provided
shelters to victims from 10 and 14 residential areas. The distances the victims with
evacuation needs have to walk to the assigned shelters after the disaster are shown
in Fig. 4. When the service radius of the earthquake shelter was set at 1000 m, most
of the victims were assigned to shelters that were 400–900 m away, and the victims
were evacuated in short distances.

Table 4 Parameter settings Parameter q d1 droad dfactory

Value 0.5 1000 500 50

Fig. 3 Earthquake refuge selection-allocation scheme
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4.2 Sensitivity Analysis

When the parameters were set, it is found that the value of the lowest utilization rate
q of the earthquake shelter affected the selection-allocation scheme. For a clearer
observation, the lowest utilization q was increased from 0.3 to 0.75 in the case
where other parameter values of the example were unchanged in the above study
area, and the final result is shown in Fig. 5. As the parameter value increases, the
objective function value F mutated at q = 0.55, as shown in Table 5. Then the
F value decreased continuously, indicating that the ability of surrounding facilities
to meet the needs of the victims was worse and worse. The function value F2

increased constantly, indicating that the refuge resources were difficult to use in a
balanced manner. At the same time, when the minimum utilization rate of the set
shelter varied from 0.3 to 0.75, the candidate points 21 and 22 were selected as
open refuge, indicating that the above two places better satisfied the emergency
evacuation needs of the victims in service area compared with other candidate
points. Therefore, the area can first build shelters here.

Fig. 4 Distribution scheme
walking distance histogram

Fig. 5 The effect of the
lowest utilization q on the
function value
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From above analysis, it is known that the decision-makers and managers of
relevant departments should consider the victims successively avoid the
post-earthquake danger, and make full use of the capacity of the shelters. From the
perspective of meeting the needs of the victims, managers also think out the dis-
tribution of materials, the smooth flow of traffic, the actual conditions for the use of
shelters, the configuration of surrounding facilities and the distribution of urban
residents. Constructing a reasonable number of earthquake shelters optimizes its
spatial layout to achieve balanced use of resources.

5 Conclusion

The location of the earthquake shelter and the distribution of evacuation to the
people after the disaster are conducive to improving the security capabilities. This
paper constructs a selection-distribution optimization model based on the maximum
weight of the shelters from the perspective of meeting the needs of the victims.
Under the premise of meeting the capacity of the shelter and the minimum uti-
lization limit, we consider the various factors such as traffic convenience, envi-
ronmental safety, facility completeness and service efficiency. The earthquake
shelters are optimally selected and the victims are allocated nearby. Finally, an
example illustrated the validity of the model, and the management suggestions for
the construction of urban earthquake shelters are proposed through the sensitivity
analysis of key parameters.
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Adaptive Routing Based on Wireless
Ad Hoc Networks

Xinxiang Yin, Wenjun Huang, and Wenqing Zhang

Abstract In order to adapt to various scenarios of different network congestion,
topology switching and service arrival rate, an adaptive routing method combining
multiple network state information is proposed. Considering signal-to-interference
ratio, connectivity probability and resource utilization of the link, the adaptive
routing protocol establishes a link quality model and calculates link quality values
for each link in different network scenarios, and further obtains the optimal path
from source node to destination node based on link quality values. The simulation
results show that the model reflects the same trend of link quality under different
network state information, and can adapt to various scenarios of different network
congestion, topology switching and service arrival rate.

Keywords Network scenario � Adaptive routing � Link quality model � Network
state information

1 Introduction

Routing protocol is one of the key technologies to realize efficient transmission,
flexible survivability and fast self-healing of networks. However, in the face of
various network scenarios with drastic network topology fluctuations and incon-
sistent service arrival rates, routing protocols that use single network state infor-
mation as the basis for route discrimination often fail to adapt to scene changes.
How to combine various network state information effectively to overcome the
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influence of the complex transient environment on the optimal path selection, and
put forward the adaptive routing protocol for different network scenarios has
become one of the research hot spots in the field of ad hoc networks.

The research and application of adaptive routing protocol are very extensive,
Because of the particularity of large-scale network, frequent disconnection of links
and rapid change of topology, vehicle-to-vehicle network needs to combine the
environmental information of different roads to select the route to the destination
adaptively [1]. A new cross-link network routing algorithm is proposed [2], which
overcomes the limitations of traditional fully adaptive routing and achieves good
results in reducing latency, increasing throughput and increasing the number of idle
channels, thus reducing the number of congested routes. A fully adaptive routing
algorithm for partially interconnected cross-link grid topology is proposed [3],
which connects four additional diagonal ports in a partially interconnected
cross-link network topology to optimize the performance of overhead, network
delay and so on. In view of the characteristics of vehicle-to-vehicle network and
cross-link network, the above-mentioned references proposed adaptive algorithms
for static analysis and optimization of scenarios, but fail to demonstrate the effec-
tiveness of the algorithm in dynamic scenarios or scenarios with different network
size and channel quality.

An adaptive routing algorithm based on Hamiltonian routing model is intro-
duced [4]. The algorithm achieves high adaptability by finding the minimum
number of paths between each pair of source node and destination node, and
through better distribution of service in the whole network to reduce the number of
hot spots to improve the overall performance of the network. The classical method
of data routing in multi-hop networks is introduced [5], which emphasizes the
disadvantage of traditional multi-hop routing algorithm which uses hop number as
the basis of route measurement. Then the author proposes an adaptive routing
algorithm based on reinforcement learning theory, which relies on feedback
information from neighbor nodes to select more effective route. The above two
articles analyze the performance of the adaptive routing protocol based on service
flow and maintenance information of neighbor nodes, but fail to consider whether
the algorithm can continue to achieve self-adaptation when service flow and
neighbor nodes maintenance information are not the main factors affecting routing
choice of the network.

Although the above-mentioned references can adaptively select the path to
transmit service for the proposed scenario, the adaptive routing algorithm will not
continue to be applicable when the scenario changes dynamically or the network
state information are no longer the main factors affecting the routing choice of the
network. In view of various scenarios of different network congestion, topology
switching and service arrival rate, this paper synthetically considers the
signal-to-interference ratio, connectivity probability and resource utilization of the
link and calculates link quality values for each link in different network scenarios,
and further obtains the best path from source node to destination node based on link
quality values. Finally, through simulation, the adaptability of routing algorithm to
scenarios under different network state information is researched.
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2 System Model

The goal of ARNS (Adaptive Routing Protocol Based on Network State Information)
routing protocol is to model and analyze network performance parameters, such as
SIR (Signal-to-Interference Ratio), connectivity probability and resource utilization,
based on a variety of network state information (including node distribution density,
channel loss coefficient, service arrival rate, etc.), and ultimately find the best path for
service transmission performance.

First of all, we assume that the source node to the destination node has a service
need to be transmitted, and the transmission of a service may need to be forwarded
by multiple nodes, so that h is the node hop from the source node to the destination
node, and the link quality of the whole link is decided by h hops links. CP(ei) is the
connected probability of the ith link. We consider that when a link is in the process
of service transmission, its connectivity probability should be judged first. If the
connectivity probability is high, then the link is considered to be better connectivity.
Then the communication quality of the link should be judged, SIR is the network
performance parameter representing the communication quality of the link. The
signal-to-interference ratio of the ith link is S(ei), and the Sth is the threshold of SIR.
If the SIR value is higher than the threshold value, the link transmission quality is
considered to be better, and the more SIR value is higher than the threshold value,
the better the link transmission quality is. If the source node to the destination node
needs to pass through the multi-hop node for forwarding, Sv(y) is the variance of the
signal-to-interference ratio. We think that the smaller the change of the
signal-to-interference ratio and the smaller the value of Sv(y), the more stable the
link will be and the more suitable for the transmission of service. Finally, the
Resource utilization ratio of the link is determined. RS(ei) is the resource utilization
rate of the ith link. For a connected link with good communication quality, the
higher the proportion of the data slot in the total slot, the larger the value of RS(ei),
the higher the efficiency of service transmission. In conclusion, if the link quality
value based on connectivity probability, SIR and resource utilization is the largest,
then the link is the best route for service transmission from source node to desti-
nation node in the current network scenario.

Based on the above considerations, the ARNS routing problem can be defined as
a maximum value problem. The objective function is as follows:

MaxFðhÞ ¼ CPðhÞ � SðhÞ � Sth
SðhÞ

1
1þ SvðhÞ � RSðhÞ ð1Þ
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CPðhÞ ¼ Qh

i¼1
CPðeiÞ

SðhÞ ¼
Ph

i¼1

SðeiÞ
h

SvðhÞ ¼ 1
h

Ph

i¼1
½SðeiÞ � SðhÞ�2

RSðhÞ ¼ Qh

i¼1
RSðeiÞ

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð2Þ

F(h) is the link quality value of the target link based on the ARNS routing
protocol. The larger the value of F(h) of the link, the more effective the link can be
in the current network scenario.

3 Network Performance Analysis

Network scenarios are determined by network information parameters. Switching
between different network scenarios is essentially the change of the values of
network information parameters. ARNS routing protocol aims to perceive different
network information parameters to different network scenarios, and reflect the
performance of link service transmission through the link quality value of the
objective function. Therefore, according to the objective function, this chapter will
analyze the signal-to-interference ratio, connectivity probability and resource uti-
lization of links separately, and find out which network information parameters
determine the performance parameters of network. Then we can get which network
information parameters determine link quality value.

3.1 Analysis of SIR

For a wireless network, the node density obeys the poisson point process with the
mean value of kp. Communication nodes can eliminate interference nodes in a
certain range by using a certain interference avoidance mechanism.

In such a network, the probability that two nodes with a distance of s can exist
simultaneously is k(s). In order to reflect the interaction between two nodes, the
spatial correlation function between two nodes is introduced, which is defined as:

g sð Þ ¼ k2Pk sð Þ
k2H

ð3Þ
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Set the sending node as the origin o, d is the distance between the receiving node
and the sending node, and the direction of the receiving node is u. The intensity of
interference experienced by the receiving node is as follows:

E!
o Ið Þ ¼ kH

Z1

0

Z2p

0

l sð Þg sð Þsduds ð4Þ

In the equation, l(s) is the path model, if only considers the channel loss, then

l sð Þ ¼ s�a ð5Þ

a is the channel loss coefficient. The key to calculate the average interference
intensity is to analyze the correlation function g(s) with the interference avoidance
mechanism.

Nodes are set to maintain the scheduling information of H hops neighbors [4],
send nodes compete with other nodes within the H hops range. This will form a
circular interference removal area with HR radius around the sending node, where
R is the effective transmission radius of DSCH messages. It can be obtained that the
density of interference nodes under the electoral mechanism is as follows:

kH ¼ kP

Z1

0

e�kPxpH2R2
dx ¼ 1� e�kPpH2R2

pH2R2 ð6Þ

From the above equation, it can be seen that the interference density is not only
affected by the original node density, but also has an important relationship with the
number of hop of the node. When the node density is small, the interference node
density increases with the increase of the original node density, but then it tends to a
stable value ( 1

pH2R2), which is the function of resource scheduling and conflict
avoidance mechanism. The larger the H is, the lower the density of the interference
nodes in the network, which means the stronger the role of interference manage-
ment, and the higher the reliability of transmission.

s represents the distance between two nodes in the network with density kH . Two
circles with centers s apart, each of which has a radius of R, have a joint area of:

V sð Þ ¼
2pH2R2; s� 2HR

2pH2R2 � 2H2R2 arccos s
2HR

� �
+ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2R2� s2

4

q
; HR� s\2HR

(

ð7Þ

After the density of the original network node is diluted by the election algo-
rithm, the probability that the node s away from the receiver can be retained is as
follows:
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k sð Þ ¼
2V sð Þ 1� e�kPpH2R2

� �
� 2pH2R2 1� e�kPV sð Þ� �

kPpH2R2V sð Þ V sð Þ � pH2R2½ � ð8Þ

Divide the nodes into two parts according to their spatial correlation:

E!
o Ið Þ ¼ E!

o Id� s\2dð ÞþE!
o Is� 2dð Þ ð9Þ

In the interval 2d;1½ Þ, the nodes are outside of each other’s exclusion zone, so
the two nodes are independent in space. Further calculation of the expected
receiver-to-receiver interference ratio:

E!
o SIRð Þ ¼ 2pkHd�a

Z2d

d

l sð Þg sð Þsdsþ 2pkHd�a

a� 2
2dð Þ2�a; a[ 2 ð10Þ

From the results, we can see the signal-to-interference ratio of the link depends
on the node density, the path loss coefficient, and the number of neighbor nodes
maintenance hops. In network scenarios, the number of neighbor nodes mainte-
nance hops is given by the designed routing protocol. With the change of network
size and link topology switching, node density and channel loss coefficient become
the key information parameters affecting network performance.

3.2 Analysis of Connected Probability

In order to analyze which network information parameters determine the connected
probability, this paper uses the statistical method to calculate the probability of
successful transmission by changing node density kp, channel loss factor a and
neighbor maintenance hop h under the influence of link interference.

First of all, the interference interval Am is introduced to better quantify the
additive interference from different transmission distances: Node a sends a message
to node b, if m or more nodes send a message at the same time with a in the Am
interval, node b will fail to accept them.

The transmission power of the node is P, and c represents the threshold of SIR of
the received message, and dk is the distance between the interference node k and the
receiving node b. The condition for node b to receive successfully is:

Pad�a

Pm

k¼1
Pkdk�a

� c ð11Þ

Assuming that all nodes in the network transmit the same amount of power, the
following result is obtained:
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1
da

� c
Xm

k¼1

1
minfdakg

ð12Þ

If the distance dk from node k to the receiving node b satisfies the following
equation, then the node k is located in the Am interval (Fig. 1).

ffiffiffiffiffiffiffiffiffi
mcda

p
� dk \

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mþ 1ð Þcda

p
ð13Þ

The value of m is selected according to the location of the nearest interference
node, and the node in the farther interval is equivalent to the node in the Am interval
according to the proportional interference intensity: only consider the channel loss,
the interference intensity is inversely proportional to the interference distance. The
equivalent ratio is calculated as follows:

lkm ¼ m� 1ð Þ2a þm
2
a

mþ k � 1ð Þ2a þ mþ kð Þ2a

 !a
2

; k�mþ 1ð Þ ð14Þ

NAm indicates the number of summary points in the Am interval. N 0
Am

is the total
number of nodes in the Am interval plus equivalent nodes.

N 0
Am

¼ NAm þ
XMmax

k¼mþ 1

lkmN
0
Ak

ð15Þ

k is the probability that the node sends the message, and the probability that node
b receives successfully is:

PRCV ¼
XMmax

m¼Mmin

P Pm�1

k¼1
IAk¼0

� �P IAm 6¼0ð Þ 1�
XMmax

j¼m

j
N 0
Am

� �
k jð1� kÞN 0

Am
�j

" #( )

ð16Þ

Am

m dα γ

A B ( )1m dα γ−

Fig. 1 Schematic diagram of
connectivity probability
model
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It can be seen that, given the probability (service transmission rate) of the node
sending the information, the connectivity probability of a link is related to the value
of N 0

Am
, m and k, and the physical meaning of N 0

Am
is the total number of nodes after

the Am interval plus the equivalent nodes. This value varies with the change of node
density kp and path loss coefficient a, while m depends on neighbor maintenance hop
h. So the connected probability is determined by the following network information
parameters: node density, channel loss coefficient and service arrival rate.

3.3 Analysis of Resource Utilization

In the coordinated distributed scheduling model, a frame is divided into control
sub-frame and data sub-frame, and sub-frame is divided into multiple time slots.
Each node maintains the h hops neighbor information by sending and receiving
scheduling information.

Remember the number of control slots is C, the number of data slots is D, so the
resource utilization of the service transmission is:

g ¼ D
CþD

ð17Þ

In the model, we assume that the resource utilization of each link is the same,
that is, the resource utilization of the whole network is equal to the resource
utilization of the link. The next step is to find the average number of forwarding
hops between nodes. According to the conclusion, in a network with N nodes [6, 8],
if the number of nodes in the coverage range of a single node is n, the average
forwarding hop between nodes is:

E hf
� � � ln Nð Þ

ln nð Þ ð18Þ

So in a network with a maximum communication hop of Hmax, the average node
forwarding hop is:

hf ¼ lnðkppH2
maxR

2Þ
lnðkppR2Þ ð19Þ

Since data services need multi-hop forwarding, we assume that the nodes send
services at the service transmission rate ka and each data packet occupies a data
time slot in the service transmission, then the number of data slots required by all
services in a scheduling cycle of the whole network:
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D ¼ Nkah ð20Þ

The number of control time slots depends on the maintenance overhead of the
network. Maintenance overhead refers to the overhead of maintaining table-driven
routing between single-hop neighbors of each node, which is related to the fol-
lowing two factors: broadcast frequency f of maintenance Hello messages and
average forwarding hops hf. The broadcasting frequency f of Hello messages is the
rate at which nodes maintain routing with neighbors and periodically update the
signal-to-noise ratio, connectivity probability and resource utilization of neighbor
links, which should be set as the reciprocal of link maintenance time:

f ¼ 1=Tlink ð21Þ

The one-hop average link holding time as follows [7, 9]:

Tlink ¼ r
2pv2max

Z2p

0

Zvmax

0

Zvmax

0

1
Gh

v1;v2

dv1dv2dh ð22Þ

Therefore, the number of control slots for the whole network is [10, 11]:

C ¼ fNðkppR2Þ ð23Þ

The resource utilization of the whole network link is as follows [12, 13]:

g ¼ D
CþD

¼ Nkahf
fNðkppR2ÞþNkahf

ð24Þ

From the result of resource utilization, we can see that resource utilization is
different from signal-to-interference ratio and connectivity probability. Resource
utilization does not depend on channel loss coefficient and neighbor nodes main-
tenance hops, but on service arrival rate and node density [14].

4 Simulation

When we propose the system model, we define the routing problem of ARNS as a
maximum problem. In the last chapter, we analyze the different network perfor-
mance parameters in the objective function, and get the network information
parameters that affect the network performance in different scenarios, including
node density, channel attenuation coefficient and service arrival rate. Next, we bring
the results of each part of the network performance parameters into the objective
function, and simulate the performance of ARNS routing protocol with node
density, channel loss coefficient and service arrival rate as independent variables.
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This paper simulates ARNS routing protocol based on NS2 platform. According
to the network information parameters which influence the network performance
obtained from the above analysis, the network scene is adjusted by changing the
parameters. The specific simulation scene parameters set in this paper are shown in
Table 1:

Through the simulation results, this paper mainly compares ARNS and AODV
from two aspects of delay and delivery rate. Firstly, as shown in Fig. 2, with the
increase of node density, the number of messages for communication and main-
tenance of nodes increases significantly during the process of finding routing, and
the decrease of average distance between nodes leads to the increase of interference.
The end-to-end communication delay of ARNS and AODV routing protocols
increases continuously. However, under the same channel loss coefficient and
service arrival rate, AODV finds routing based on the number of hops, while ARNS
calculates network performance parameters based on network information param-
eters to find the best service transmission performance routing in the current sce-
nario. The communication quality and resource utilization of routing based on
ARNS are better than those based on retransmit probability caused by poor routing
quality in the process of sending packets, and thus reduces the overall end-to-end
delay.

As shown in Fig. 3, ARNS routing protocol has a slightly higher delivery rate
than AODV in the same network scenario represented by the same network
information parameters. This is because ARNS improves the effectiveness of
high-quality routing selection in routing selection process. Higher and more stable
routing with higher connectivity probability and truncation ratio can effectively
reduce the probability of loss caused by routing failure or interruption during packet
transmission.

Table 1 Simulation
parameters

Parameters Values

Scenario setting (m2) 1000 	 1000

Scale of nodes (nodes/km2) 50,100,150,200,250

Simulation time (s) 1000

Maximum Speed (m/s) 15

Communication range (m) 200

Channel loss coefficient 2,3

Service arrival rate (packages/s) 50,100
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Fig. 2 Average end-to-end delay comparison graph of ARNS and AODV

Fig. 3 Delivery ratio comparison graph of ARNS and AODV
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5 Summary

This paper establishes a link quality model considering link SIR, connectivity
probability and resource utilization, calculates the link quality value for each link in
different network scenarios, and further finds the optimal routing from source node
to destination node based on link quality values. The simulation results show that
the proposed adaptive routing protocol (ARNS) can effectively adapt to the changes
of network topology and other network parameters. In different network scenarios,
ARNS is more suitable for service transmission than AODV in terms of delay and
delivery rate. This paper focuses on an adaptive routing method which combines
multiple network state information. However, the parameters of network state
information are not considered comprehensively. In the future, more complex
channel and scene parameters will be introduced for analysis.
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Path Network Arrangement
of “Goods-to-Man” Picking System
Based on Single-Guided Path Network

Li Li, Ke Qin, Kai Liu, Zhixin Chen, and JunTao Li

Abstract Aiming at the single-guided path network in e-commerce storage system,
we proposed an improved genetic algorithm. The model considered loaded travel
distance searched by Dijkstra and A* algorithm, and the guide-path network was
preprocessed to reduce the complexity of the algorithm. The genetic algorithm used
binary coding, which chromosome represented the direction of the path and adopted
the Hamming distance to maintain population diversity when forming a new gen-
eration of populations. In order to improve the convergence speed of genetic
algorithm, neighborhood search operations were added after selection, crossover,
and mutation. Experimental results showed that the improved algorithm had better
overall performance compared with the traditional genetic algorithm.
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1 Introduction

With the development of Artificial Intelligence Technology and Robot Technology,
more and more Automated Guided Vehicles (AGVs) are widely applied in the
warehousing system. Amazon acquired Kiva Systems company in 2012, and
applied Kiva system to warehouse logistics system, which not only increased the
flexible automation and the rapid response of warehousing system, but also
enhanced the overall working efficiency [1]. However, at present, there are also
many problems in the designing process of AGV system, such as the design of path
network layout, the optimization of slotting, and the dispatching of AGV system
[2–4], particularly the design of path network layout whose generation algorithm is
the bottleneck that restricts the efficiency of the entire system operation process.

In the field of manufacturing, Guan [5] Xiao [6] study the design of the AGV path
network and present an improved genetic algorithm that based on topological map
modeling, which significantly improves the operating efficiency of the AGV system.

However, in the field of E-commerce warehousing, there are few studies on the
AGV path network planning, which mainly focus on the AGV path planning. Zhang
[7] proposes a path planningmethod for AGV picking system that combined different
task assignment methods with traffic rules and improved A* algorithm, but the traffic
rules are artificially defined, whose rationality is not scientifically verified. In prac-
tical application, with the increase of orders and task shelf, multiple AGVs which
carry shelf in storage area face a series of problems, if there are no unified rules of
path network to guide the operation of AGVs, the whole system will be deadlock or
even paralysis. Consequently, we proposed an improved genetic algorithm based on
output rate and aimed at minimizing the total distance traveled by AGVs.

2 Problem Description and Model Establishment

2.1 Problem Description

In the process of designing path network based “goods to man”, the chief requisite
was to create a suitable environment model. On the basis of Kiva system, we built
models in two dimensions by combining grid map [8] with topological graph, as
shown in Fig. 1. In this environment model, each shelf unit area had four shelves
length and two shelves width. The grid map, described different attributes in ware-
house environment, where gray represented the shelf, which was not targeted would
be considered obstacle. The grid of path channel represented by white and each grid
had four directions of “East, South, West, North” which of them can be searched.
Topological graph was mainly to determine the direction of each path and correlated
the path direction to the gird map, then judged whether the network was strongly
connected by its adjacency matrix. In the graph, the topology nodes corresponded to
the intersection points of the grid graph channels, the edges between the nodes
represented the channel path and all the channels were unidirectional.
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2.2 Model Hypothesis and Establishment

Model hypothesis:

• AGV can be steered 90° in the channel.
• AGV is carried by the longitudinal channel.
• Only one picking station is served by one shelf per transfer.
• Do not consider the AGV empty moving distance.
• AGV starts from the charging area and returns to the charging area after com-

pleting tasks.

Modeling:
Abstract the topology layer path network of k nodes to the graph G = (V, E), and
the Q matrix of r order is its adjacency matrix. V is vertex set, E is edge set, emn is
the edge from node m to node n, whose direction is Zmn, and the initial edge is
undefined. Suppose that the picking station set is P, which picking station number is
p, and the shelf area set is S which quality is s. The flow of the picking station to the
shelf is expressed as fpisj, the flow from the j shelf to the i picking station is
expressed as fsjpi � Lsjpi represents the shortest path from the i picking station to the j
shelf, and represents the shortest path from the j shelf to the i picking station.

J, the goal of the path network design, represents the minimization of the total
distance of the load.

Shelf

Channel

Picking Station

Charging Area

1 Node Label

1 2 3

4 5 6

7 8 9

Charging Area

Directional Road Network

Fig. 1 Simulation warehouse partial schematic
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Min J ¼
X

1� i� p
1� j� s

ðfpisj � Lpisj þ fsjpi � LsjpiÞ ð1Þ

Zmn ¼ 1; from nodem to n and m 6¼ n
0; else

�
ð2Þ

Lpisj and Lsjpi needs to satisfy the constraint of the shortest path which searched
by Dijkstra algorithm or A*algorithm and the shortest distance matrix is Dps, Dsp.
Further, the designed unidirectional guiding path network is strongly connected,
that is, any two points are bidirectionally reachable, and judged by the strong
connectivity of the adjacency matrix Q [9].

In the design of a path, there are two optional directions for each age. Therefore,
there are 2^n possible unidirectional path network solutions, which is NP-hard
problem [10, 11]. Intelligent search algorithms had become one of the hot spots in
current research with its excellent capability and performance, such as neighbor-
hood search, genetic algorithm and so on. But they also have their own limitations,
for example, neighborhood search has strong local search ability but poor global
search ability. Although genetic algorithm has strong global search ability, genetic
algorithm has slow convergence speed. Therefore, in this study, a genetic algorithm
with neighborhood search is used to solve the problem, which not only can make
the improved genetic algorithm having strong local search, but also having strong
global search.

The chromosome coding is used to represent the direction of the unidirectional
navigation network in the improved genetic algorithm. Dijkstra and A* algorithms
are used to search according to the direction of each unidirectional navigation
network to obtain the corresponding total distance and calculate individual fitness
degree. Through the neighborhood search and genetic iteration, until the optimal
solution or suboptimal solution is searched.

3 Proved Genetic Algorithm for Unidirectional Path
Network Design

In this paper, the genetic algorithm is mainly analyzed as following: coding and
decoding, generating initial population, the selecting and calculating of individual
fitness degree, selecting operation, intercrossing and mutation operation. In order to
improve the convergence speed of the algorithm, a neighborhood search operation
is introduced, the improved genetic algorithm processing flow chart is shown in
Fig. 2.
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Coding

Initial population

Pretreat population

Screen

Calculate fitness value

Roulette selection

Crossover
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Screen

N=N+1

Optimal fitness
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Satisfying condition

Satisfying condition

else

N=Nmax

N<Nmax

Fig. 2 The genetic algorithm
processing flow chart
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3.1 The Designing of Coding and Decoding

(a) Path network preprocessing
In order to simplify the coding and reduce the complexity of the genetic
algorithm, the path network is pre-processed before coding, in which the degree
of each node is at least 2, that is, at least one ingress and one outbound, which
can make the composed unidirectional guided-path network strongly con-
nected. For instance, in Fig. 1, node 1 can satisfy this condition only when the
edge (4, 1) and (1, 2) are the same direction. Consequently, when designing
unidirectional guided-path networks, edges (4, 1) and (1, 2) can be combined
into a synthetic edge (4, 2) for encoding, which not only effectively reduces the
search space, but also reduces the computation and increases search speed. In
this way, the preprocessed guidance path network diagram is shown in Fig. 1,
whose synthetic edges and corresponding edges are shown in Table 1. There
are 4 combination edges, that is, Nc ¼ 4, and simple edges Ns ¼ 4, so the total
amount of the processed edges is 8.

4 Coding and Decoding

Binary coding is the direction of the channel in the grid map which means that the
relationship between the topological map nodes. The length of the chromosome code
is the number of synthetic edges. The directed grid topology path network shown in
Fig. 1 is encoded as [1 1 0 0 0 1 1 0]. A code uniquely corresponds to a directed path
network and the decoding process is to map the code to a directed path network. For
instance, the binary encoding of the first synthetic edge (4, 2) is 1, which indicates
that the direction on the gird topological map is from node 4 to node 2, at the same
time, the corresponding grid direction (4, 1) is north, (1, 2) is east. On the contrary,
when the corresponding code is 0, the direction is from node 2 to node 4, of course,
the corresponding grid direction (4, 1) is south, and (1, 2) is west. And the decoding
process is to map the code to an unidirectional guided-path network.

Table 1 Synthetic edges and
their combinations

No. Synthetic edge Combination of edge

1 (4, 2) (4, 1) (1, 2)

2 (2, 6) (2, 3) (3, 6)

3 (4, 8) (4, 7) (7, 8)

4 (8, 6) (8, 9) (9, 6)

5 (2, 5) (2, 5)

6 (4, 5) (4, 5)

7 (5, 6) (5, 6)

8 (5, 8) (5, 8)
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4.1 Fitness Function Calculation

Determine whether the coding is feasible by judging whether the corresponding
directional path network is strongly connected. If strong connectivity is available,
the coding is feasible; else, it is not feasible. In this paper, the strong connectedness
of the graph is determined by the strong connected discriminant method of the
adjacency matrix. For a code, if it is feasible, the total distance J is calculated, and
the fitness value of the code is F = 1/J.

4.2 The Method of Generating the Initial Population

Randomly generate an initial population with Np population and generate a random
vector of 1� NB. If the random number in an individual is less than 0.5, the
position is coded as 0, otherwise it is 1. The resulting binary code needs to be
checked for its feasibility. If possible, keep the code, otherwise regenerate the code.
To ensure the differences in genotypes between individuals, we introduce the
Hamming distance to measure, which calculation formula is:

H ¼ ðXi;X jÞ ¼
XNB

k�1

xik � x jk
�� �� ð3Þ

It is required that the Hamming distance between any two bodies in the initial
population is greater than a certain lower limit Hmin, Hmin ¼ NB=6. Repeat the
above process until NP ¼ NB=2 feasible codes are obtained. These feasible codes
constitute the initial population.

4.3 Selection

Choose the roulette method. First, calculate the fitness of each individual. All
individuals in the population will be sorted according to their fitness, and the
probability that each individual is selected is directly proportional to its fitness, the
greater the fitness, the greater the probability of being selected. Second, the two best
individuals of each generation go directly to the next generation to retain the best
individuals, and the other individuals is selected by the probability of fitness.
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4.4 Crossover

This paper uses two-point crossover with a crossover probability of Pc ¼ 0:8. Two
sites N1 and N2 are randomly selected, and two selected parent individuals
exchanged genes between N1 and N2 to obtain two new individuals. For instance,
two parental chromosomes a1 ¼ 11111111½ � and a2 ¼ 00000000½ � are selected, and
if the cross positions are selected to be 2 and 7, the new individuals are a01 ¼
10000001½ � and a02 ¼ 01111110½ �. And then, randomly select one of the new
individuals generated to enter the mutation operation.

4.5 Mutation

Adopt two points mutation operation. Two positions are randomly selected, and the
genes in these two positions are inverted, that is, 1 becomes 0 and 0 becomes 1. For
a01 ¼ 10000001½ � in Sect. 4.4, if the position of 5 and 8 are mutated, then b1 ¼
10001000½ � is obtained. The same applies to a02. The mutation operation is deter-
mined by the mutation probability Pm, which is generally taken as 0.01 to 0.10.
This paper takes 0.1. After mutation operation, it is necessary to verify the feasi-
bility of the coding. If the coding is feasible, it will be saved, otherwise, the
selection, crossover and mutation operations will be repeated until Np new indi-
viduals without restrings are formed, which will form the transitional populations.

4.6 Neighborhood Search

Neighborhood search is a simple and effective local search algorithm, only for a
particular area in the solution space [12]. The purpose of using the neighborhood
search operation in this paper is to improve the local search ability of the genetic
algorithm.

Neighborhood search algorithm principle: Given an initial solution x, a neigh-
borhood solution generator is used in the neighborhood of the initial solution x to
find a solution that is better than the initial solution x. If the solution found is
superior to the initial solution x, the initial solution x is replaced by this solution,
and continue the above process until no more optimal solution is found. Generally,
the algorithm can only find the local optimal solution, and the choice of the initial
solution will affect the quality of the solution to a large extent. Thus, the algorithm
is executed repeatedly with different initial solutions, which can effectively improve
the quality of the final solution.

In this study, the coding obtained by selection, crossover, and mutation was used
for the neighborhood search operation. Selecting an individual’s chromosome code
such as b1 ¼ 10001000½ �, reverse the first digit and leave the other digits
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unchanged, get b01 ¼ 00001000½ �, and so on, each individual has a total of NB

neighborhood solutions. Then verify whether the unidirectional guided-path net-
works corresponding to the chromosomes of the solution path networks in each
neighborhood are strongly connected. If they are connected, they will be saved and
calculated the fitness, else, they will be eliminated. If the solution is superior to the
individual, the original individual will be replaced.

4.7 Termination Conditions (Parameter Settings)

In this paper, the evolutionary generation continues N (the maximum number of
evolutions is NMAX ). If the optimal individuals in the population do not change, stop
the operation, and N ¼ NMAX .

5 Calculation Examples and Analysis

In order to verify the effectiveness of the improved genetic algorithm, firstly we
study the model examples in Sect. 5.1 and make the following four comparisons.

• Standard Genetic Algorithm and Dijkstra, namely, SGA&D
• Standard Genetic Algorithm and A*, namely, SGA& A*
• Improved Genetic Algorithm and Dijkstra, namely, IGA& D
• Improved Genetic Algorithm and Dijkstra, namely IGA& A*

So far, we had not found direct design of literature based on the “goods to man”
model of e-commerce warehousing path network layout, so we cannot be directly
compared with other literature.

5.1 Example 1

The layout of the experience path network corresponding to Example 1 is shown in
Fig. 1, and its load flow is shown in Table 2. In view of this situation, we will
directly compare the total distance under the empirical path network layout with the
total distance under the path network layout generated by this paper. The program
was written in MATLAB 2016. And the operating environment is Windows 10,
Intel(R) Core (TM) i5-7200 CPU @ 2.50 GHz 2.70 GHz dual-core CPU, 4 GB of
memory. The simulation experiment was carried out under the above environment,
and the results are as follows:

Path Network Arrangement of “Goods-to-Man” Picking System … 521



In this simple example, the grid topology has one picking station and 32 shelves,
and 8 synthetic edges (i.e. NB ¼ 8). Experimental algorithm parameters: Population
size: Np ¼ NB=2 ¼ 4, Hamming distance: Hmin ¼ NB=6 ¼ 1:3, take 1. Crossover
probability: Pc ¼ 0:8, Variation probability: Pm ¼ 0:1, Number of iterations:
NMAX ¼ 20. Each algorithm will be run 10 times. The experimental results are
shown in Table 3.

From Table 3, it can be seen that the average total distance of the path network
generated in this paper is less than the total distance of the empirical path network.

Table 2 Load flow table for Example 1

No. Shelf coordinates Assign No. Shelf coordinates Assign

1 (2, 2) 9 17 (2, 5) 6

2 (3, 2) 5 18 (3, 5) 8

3 (4, 2) 2 19 (4, 5) 8

4 (5, 2) 0 20 (5, 5) 0

5 (7, 2) 7 21 (7, 5) 4

6 (8, 2) 5 22 (8, 5) 4

7 (9, 2) 9 23 (9, 5) 6

8 (10, 2) 8 24 (10, 5) 2

9 (2, 3) 6 25 (2, 6) 9

10 (3, 3) 7 26 (3, 6) 1

11 (4, 3) 8 27 (4, 6) 5

12 (5, 3) 0 28 (5, 6) 0

13 (7, 3) 4 29 (7, 6) 1

14 (8, 3) 3 30 (8, 6) 6

15 (9, 3) 10 31 (9, 6) 2

16 (10, 3) 9 32 (10, 6) 5

Table 3 Experiment results of each algorithm in Example 1

Algorithm Average
total
distance

Algorithm run
time (unit: second)

The coding of
better total
distance

Better
solution
times

Experience path
network layout

4190 / / /

SGA&D 4144.6 17.8734592 0 1 1 0 0 0 1 0 2

1 0 0 1 1 1 0 1

SGA& A* 4031.8 4.1435035 0 1 1 0 0 0 1 0 1

IGA& D 3929.6 146.5095046 0 1 1 0 0 0 1 0 9

1 0 0 1 1 1 0 1

IGA& A* 3978.4 32.9255581 1 0 0 1 1 1 0 1 7

0 1 1 0 0 0 1 0
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The average total distance traveled by SGA&A* is less than SGA&D, and its
search time is short, but only one of the 10 runs has one better solution and the
corresponding code of the better solution is only one. And the convergence of the
standard genetic algorithm is not good. Although the genetic algorithm with
neighborhood search increases the search time, the improved algorithm greatly
improves the quality of solutions. More than 7 times of the 10 operations obtained
better solutions, and the average total distance is close to the better solution.
Therefore, it can be seen that the neighborhood search increases the local search
ability of the genetic algorithm.

5.2 Example 2

For example 2, its environment model is abstracted into a grid topology path
network graph and its load flow is shown in Table 4. The total distance under the
experience path network layout is: 10818, and the path network layout is shown in
Fig. 3. In this path the network has one picking station, 64 shelves, 18 synthetic
edges (NB ¼ 18). Experimental algorithm parameters: Population size:
Np ¼ NB=2 ¼ 9, Hamming distance: Hmin ¼ NB=6 ¼ 3, Crossover probability:
Pc ¼ 0:8, Variation probability: Pm ¼ 0:1, Number of iterations: NMAX ¼ 20. The
experimental results are shown in Table 5.

9

10

11 12 13 14 15

9876

1 2 3 4 5

Fig. 3 Example 2 experience path network layout
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One of the optimized path layouts is shown in Fig. 4, and from Table 5, we can
see that this study improves the effectiveness of the improved genetic algorithm.
First of all, whether the combination of Dijkstra algorithm or A* algorithm, the
convergence is superior to the standard genetic algorithm, and the total distance
obtained by the two algorithms is almost no difference. Secondly, the solution space
of example 2 is 2^10 times as large as of the instance 1, and at the same time, its
algorithm will be extended at running time. However, the average running time of
IGA& D is about 8.9 times longer than IGA& A*. So as a conclusion, with the
scale of the problem increases, the complexity of the path network planning
problem increases exponentially. Nevertheless, in this study, IGA&A* can obtain a
near-optimal solution within a reasonable time, which shows the effectiveness of
the IGA&A* algorithm.

In this paper, we aim at automatically generating an improved genetic algorithm
for the AGV single-guided path network design problem under the e-commerce
warehousing “goods to man” picking mode. Then, the real environment of the
warehouse is abstracted into a grid topology map. The algorithm makes full use of
the respective advantages of the genetic algorithm and the neighborhood search
algorithm and the comprehensive advantages of the two algorithms to solve the path
network layout problem, and minimizes the total distance of the load, which not
only proves that it can find a better solution through iteration with a certain pop-
ulation size, but also has strong global and local search ability.

9

10

11 12 13 14 15

9876

1 2 3 4 5

Fig. 4 Automatically generated path network layout
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The algorithm does not consider AGV no-load conditions, and the problem of
this paper is smaller. Issues to be addressed in future work include considering the
no-load problem, increasing the problem size, and further optimizing the algorithm.

Table 4 Load flow table for Example 2

No Shelf coordinates Assign No Shelf coordinates Assign

1 (2, 2) 7 33 (2, 8) 6

2 (3, 2) 8 34 (3, 8) 8

3 (4, 2) 9 35 (4, 8) 8

4 (5, 2) 0 36 (5, 8) 0

5 (7, 2) 6 37 (7, 8) 7

6 (8, 2) 7 38 (8, 8) 6

7 (9, 2) 3 39 (9, 8) 7

8 (10, 2) 9 40 (10, 8) 6

9 (2, 3) 7 41 (2, 9) 4

10 (3, 3) 1 42 (3, 9) 5

11 (4, 3) 5 43 (4, 9) 7

12 (5, 3) 0 44 (5, 9) 0

13 (7, 3) 9 45 (7, 9) 5

14 (8, 3) 2 46 (8, 9) 7

15 (9, 3) 8 47 (9, 9) 8

16 (10, 3) 4 48 (10, 9) 3

17 (2, 5) 7 49 (2, 11) 2

18 (3, 5) 1 50 (3, 11) 7

19 (4, 5) 6 51 (4, 11) 1

20 (5, 5) 0 52 (5, 11) 0

21 (7, 5) 1 53 (7, 11) 4

22 (8, 5) 0 54 (8, 11) 6

23 (9, 5) 3 55 (9, 11) 5

24 (10, 5) 0 56 (10, 11) 9

25 (2, 6) 1 57 (2, 12) 0

26 (3, 6) 6 58 (3, 12) 1

27 (4, 6) 0 59 (4, 12) 5

28 (5, 6) 0 60 (5, 12) 0

29 (7, 6) 9 61 (7, 12) 2

30 (8, 6) 7 62 (8, 12) 4

31 (9, 6) 8 63 (9, 12) 6

32 (10, 6) 8 64 (10, 12) 2
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The Influence of Personality Traits
on Organizational Identity

Hongyu Li, Long Ye, Zheng Yang, and Ming Guo

Abstract This paper deeply studies how the personality of employees affect
organizational identity. Organizational identity is a special form of social identity,
focusing on the consistency of employee thinking and corporate values. The con-
struction of organizational identity has gradually become a key task of organiza-
tional development. There are still a lot of research space on the antecedent
variables that lead to organizational identity, and few scholars study the impact of
individual employee differences on organizational identity. Therefore, this paper
takes the front-line staff of a large enterprise as the object, studies the influence of
personality on organizational identity, compares and analyzes the influence path of
job satisfaction and engagement as the mediator, and analyzes the internal mech-
anism of personality on organizational identity. Finally, according to the conclu-
sion, we propose the management suggestions for employees with different
personality.
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1 Introduction

In the 21st century, with the implementation of “The Belt and Road Initiative” and
“Go globally” strategy, the transnational operation of various enterprises has
become the new normal, which brings new opportunities as well as new challenges.
These enterprises have to face the employees with different cultural backgrounds
and different social conditions. The differences in the degree of thinking and value
identification of these employees bring great challenges to enterprise management.
Nowadays, our attitude and values about jobs have changed dramatically. The work
motivation has changed from the initial material needs to more self-realization and
sense of value. At the same time, the stable development of the organization
requires employees to highly identify with the values and strategic goals of the
enterprise, so as to maximize the benefits of the enterprise and individuals.
Excellent enterprises will regard employees as the most important wealth of the
enterprise and will focus on the consistency of employees’ thinking and corporate
values.

Multinational corporations should apply different management methods to
improve employees recognition and internalization of organizational values
according to the cultural characteristics of different countries and regions. For
example, there is a survey about one of Top 100 multinational corporations’
employees, which collects data every two years (see Table 1). It mainly investigates
employees’ identification with strategies and management institutions, as well as
their engagement and career development. Around 2012, the enterprise completed a
merger and acquisition events, After the merger, the employee’s work pressure
increased significantly, and the balance of work and life of the employees was
affected, but the organizational recognition and engagement of the employees were
significantly improved, and then leading to the rapid and stable development after
the merger. On the one hand, organizational identity can improve employees’
understanding and recognition of the strategic objectives, work environment and
work pressure of the organization; on the other hand, it can enhance employees’
trust in the organization. Employees believe that the organization can meet their
spiritual and material needs, and they can realize self-improvement and effective
growth in the organization. Therefore, employees’ recognition of organizational
values will promote organizational performance and promote the healthy and stable
development of enterprises.

In the organizational behavior theories, organizational identity has always been
one of the hot issues in research. Organizational identity refers to the individual’s
sense of we-ness in the organization, and expressed as the individual’s choice,
acquisition, and retention behavior for a particular role in the organization [1].
Organizational identity originated from the concept of social psychology, the
classic social identity to distinguish the two kinds of identity, social identity and
personal identity. Personal identity is mainly refers to the individual in comparison
with other individuals associated with self-concept, and social identity is refers to
the individual self-concept in social category or group relations [2, 3]. As a special
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form of social identity, organizational identity refers to the individual’s perception
that an individual defines himself as an organizational member and thus belongs to
the organization [3]. The lack of organizational identity may cause serious problems
for the organization, such as anti-social behaviors and other extreme behaviors [4].
Today, the construction of organizational identity has become a key task in the
development of organizations.

Throughout the studies on organizational identity, the existing studies still have
the following problems: firstly, the study on the antecedent variables of organiza-
tional identity is not sufficient, and there is still a lot to study; Secondly, there are
few studies on the impact of individual differences of employees on organizational
identity, and the internal mechanism of individual differences and organizational
identity also needs to be further revealed. Therefore, this paper focuses on the
impact of individual differences of organizational employees on organizational
identity, and carries out the study from the following three aspects: firstly, exploring
whether there are differences in job satisfaction among individual employees with
different personality; secondly, exploring whether job satisfaction and engagement
affect organizational identity, and whether personality affect organizational identity
through job satisfaction; finally, on the basis of empirical research, establish the
impact model of job satisfaction on organizational identity through job satisfaction,
and propose management suggestions for individuals with different personality
characteristics.

2 Theory and Hypotheses

Organizational identity originates from social psychology. There have been a lot of
studies on its manifestations, concepts, but the antecedent variables of organiza-
tional identity is still not enough. Pratt believes that there are two basic motivations
for organizational identity: One is the need for self-classification, so as to define the
“status of individuals in society” [2]; Second is the need for self-improvement,
hoping to be rewarded as an organization member [5, 6]. Male believes that studies
on organizational identity should explore the propensity to identify [7], so there
may be some internal connection between organizational identity and individual
personality. A recent study shows that the different personalities have a significant
impact on organizational identity. For example, individuals with higher individu-
alism and individuals with higher collectivism have obvious differences in their
perceived corporate social responsibility, thus significantly affecting organizational
identity [8]. Some scholars have found that extroversion positively affects organi-
zational identity and neuroticism negatively affects organizational identity [9], but
the internal mechanism of these effects has not been thoroughly discussed.

Personality is stable and unchangeable [9]. In the study of personality, different
scholars have developed a number of measurement dimensions, but most scholars
have an amazing and fairly consistent view: the basic structure of personality is
composed of five factors, known as the “big five personality” [9–13]. And relatively
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consistent into five factors: extroversion, agreeableness, conscientiousness, neu-
roticism, openness to experience [14]. Extroversion refers to the individual’s ability
to interact with each other. High scores represent courageous, strong social skills.
Agreeableness represents affinity, and individuals with higher scores tend to have
more intimate, satisfactory and safe interpersonal relationships [15]. Individuals
with high scores for conscientiousness often have strong personal achievement
motivations and a sense of responsibility, working seriously and devotedly. They
hope to continuously improve their own quality and work performance through
their own efforts and obtain the support and recognition of the organization [9].
Neuroticism is a kind of negative emotional state, which refers to the instability of
individual emotions. Individuals with openness to experience generally have highly
imagination and creativity, and are willing to change and seek new ideas [16].
Based on the big five model, Digman proposed a high-order big two model, which
mainly includes two dimensions of stability factor and elasticity factor [17]. The
stability factor is the common variance that can be explained by agreeableness,
neuroticism and conscientiousness, which corresponds to concepts such as
self-control and social adaptation. The elasticity factor is the common variance that
can be explained by extraversion and openness to experience, which corresponds to
concepts such as self-resilience and personal growth [18, 19]. The study of the
influence path of personality on organizational identity can reveal the internal
mechanism of personality affecting organizational identity.

Job satisfaction is an evaluation of job characteristics and emotional experience
of employees. According to encouragement theory, individual’s sense of respon-
sibility, achievement and growth can lead to job satisfaction. The higher the indi-
vidual’s job satisfaction is, the more he can experience joyful experience and
emotion, and the more likely he tend to generate emotional commitment and
identity to work and organization [20]. On the contrary, employees with low job
satisfaction are likely to have negative emotions such as job burnout and turnover
tendency. Employees’ awareness and attitude towards the organization can be
enhanced by improving job satisfaction, so as to improve work performance and
reduce turnover. In recent years, many scholars have studied the mediating effect of
job satisfaction on organizational identity and related variables [20–23]. For
example, Roger et al. studied the mediating effect of teachers’ job satisfaction on
occupational identity and emotional commitment [20], while Tidwell studied the
mediating effect between job satisfaction and organizational commitment and
organizational identity.

In Kahn’s conceptual model, Kahn believes that satisfaction of basic needs of
employees will lead to job satisfaction, and when employees have emotional
connection with other individuals in the organization on the premise of cognitive
vigilance, job satisfaction will lead to engagement [24]. Since Kahn first proposed
engagement, a large number of studies have emerged. However, the antecedents of
engagement are mostly at the organizational level. The researches focus on external
environmental factors, but pay little attention to internal factors of employees. To
sum up, current researches on engagement mainly focus on job characteristics,
salary and benefits, career development, organizational atmosphere and personality.
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In terms of organizational characteristics, many scholars believe that a satisfactory
job can attract the interest of employees, so that they can devote themselves to the
work and make their own efforts to help the organization complete its mission [25].
In terms of salary and welfare, some scholars believe that satisfactory salary and
welfare can significantly affect engagement. In terms of career development,
Buckingham and Coffman believe that opportunities for learning and growth are
one of the most important factors affecting engagement, while Macisaac believes
that a good organizational atmosphere is very important for improving engagement.
In terms of personality, from the perspective of demographics, Schaufeli shows that
employee engagement is related to gender, and female engagement is significantly
higher than that of male [26]. Robinson et al. have found that engagement changes
with age [27].

Based on previous studies, this paper explores the mediating effect of job sat-
isfaction and engagement on personality and organizational identity. To sum up, the
model established in this paper is shown in Fig. 1, and the following research
hypotheses are proposed:

Hypothesis 1a&1d. Neuroticism negatively affects engagement and job
satisfaction.
Hypothesis 1b&1c&1e&1f. Conscientiousness and agreeableness positively affect
engagement and job satisfaction.
Hypothesis 2a&2b. Extroversion and openness to experience positively affect
engagement.
Hypothesis 2c&2d. Extroversion and openness to experience positively affect job
satisfaction.
Hypothesis 3a. Engagement positively affects organizational identity.
Hypothesis 3b. Job satisfaction positively affects organizational identity.
Hypothesis 3c. Engagement has a greater impact on organizational identity than job
satisfaction.

Organizational 
Identity

Agreeableness

Conscientiousness

Openness to 
Experience

Extroversion

Job
Satisfaction

EngagementNeuroticism

Fig. 1 Research model
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3 Methods

3.1 Research Setting, Sample and Procedures

The research was carried out among the front-line employees of a large enterprise.
The survey used a combination of online and offline methods. A total of 500
questionnaires were distributed and 477 were effectively recovered with a recovery
rate of 95.4%. There were 423 questionnaires in line with this study, and the
effective rate was 84.6%. According to the survey results, 89.1% of the respondents
are male employees, and 85.1% are under 45 years old. They are the backbone of
the company’s business.

3.2 Measures

The 5-point Likert scale was used for all items in the questionnaire, with “1”
indicating strong disagreement, “5” indicating strong agreement, and 1 to 5
increasing successively.

• Personality Characteristics. The personality mainly adopt the NEO question-
naire of 60 questions. The scale includes five dimensions of extraversion,
agreeableness, conscientiousness, neuroticism and openness to experience. The
internal consistency coefficients of the above five dimensions is 0.733, 0.579,
0.774, 0.845 and 0.668 respectively. The overall internal consistency coefficient
of the table is 0.607.

• Job Satisfaction. The scale of job satisfaction adopts the 12-question scale
compiled by Gallup [23], which is divided into two dimensions: job satisfaction
and engagement. The internal consistency coefficient of the scale is 0.868.

• Organization Identity. The organization identity tends to adopt the 6-question
scale compiled by Mael, which has been widely used and has high reliability
and validity. The internal consistency coefficient is 0.891.

• Control Variables. Age and gender were taken as control variables in this study.

3.3 Descriptive Statistical Analysis

The results of descriptive statistical analysis of each research variable are shown in
Table 2. Neuroticism was negatively correlated with organizational identity, job
satisfaction and engagement; Extroversion was positively correlated with organi-
zational identity, job satisfaction and engagement; Openness to experience is
positively correlated with job satisfaction and engagement; Conscientiousness is
positively correlated with job satisfaction; Agreeableness is positively correlated
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with organizational identity, job satisfaction and engagement; Organizational
identity is positively correlated with job satisfaction and engagement. These pro-
vide preconditions for studying the relationship between variables.

3.4 Structural Equation Models

Confirmatory factor analysis (CFA) was used to test the convergent validity and
discriminative validity of structural variables such as personality, organizational
identity and engagement in this study [28]. The result of confirmatory factor
analysis were obtained using Lisrel8.5 (see Table 3). A total of 7 models were
analyzed, and it reported v2/df, NNFI, CFI, SRMR and RMSEA.

v2 ¼ N � 1ð ÞF ð1Þ

NNFI ¼
v2b
dfb

� v2

df
v2b
dfb

� 1
ð2Þ

CFI ¼ 1� max v2 � df ; 0ð Þ
max v2b � dfb; 0

� � ð3Þ

SRMR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
PP sij�brij

sijsjj

� �2

p pþ 1ð Þ

vuuut ð4Þ

Table 3 Confirmatory factor analysis results

Model v2 v2/df NNFI CFI SRMR RMSEA

Eight-factor 1681.16 2.22 0.93 0.94 0.069 0.054

Seven-factor 1775.03 2.33 0.93 0.94 0.062 0.056

Four-factor 2695.64 3.49 0.89 0.90 0.076 0.077

Three-factor 2830.82 3.84 0.89 0.89 0.080 0.082

Two-factor 3752.83 5.07 0.85 0.86 0.086 0.098

Single factor 5149.11 6.95 0.80 0.81 0.099 0.119

Note The single factor model is big five personality + engagement + organizational identity; The
two-factor model is big five personality, engagement + organizational identity. The three-factor
model is the big five personality, engagement and organizational identity. The four-factor model is
composed of stability factor, elasticity factor, engagement factor and organizational identity. The
seven-factor models were extraversion, agreeableness, conscientiousness, neuroticism, openness,
engagement and organizational identity. The eight-factor model was extroversion, agreeableness,
conscientiousness, neuroticism, openness, job satisfaction, engagement, and organizational identity
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RMSEA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2

N � 1ð Þ � df � 1ð Þ

s
ð5Þ

From the fitting parameters, the seven-factor model and the eight-factor model
are optimally fitted. According to the theory of engagement, this study chooses the
eight-factor model to analyze the structural equation. The model fitting indicators
are: Chi-Square(423) = 1681.16, NNFI = 0.93, CFI = 0.94, SRMR = 0.069,
RMSEA = 0.054. According to the research recommendations of relevant scholars,
it is estimated that the model of this study is acceptable. There is the path stan-
dardization coefficient of the structural equation model (see Fig. 2). By comparison,
it can be found that H3c is supported. All hypothesis test results are shown in
Table 4. Seven of the 13 hypotheses proposed in this study are supported.

Organizational 
IdentityAgreeableness

Conscientiousness

Openness to 
Experience

Extroversion

Job
Satisfaction

Neuroticism Engagement

Fig. 2 Structural equation model

Table 4 Hypothesis test results

Hypothesis Conclusion

H1a: Neuroticism negatively affects engagement Support
H1b: Conscientiousness positively affects engagement Refuse

H1c: Agreeableness positively affects engagement Refuse

H1d: Neuroticism negatively affects job satisfaction Support
H1e: Conscientiousness positively affects job satisfaction Refuse

H1f: Agreeableness positively affects job satisfaction Support
H2a: Extroversion positively affects engagement Refuse

H2b: Openness to experience positively affects engagement Refuse

H2c: Extroversion negatively affects job satisfaction Refuse

H2d: Openness to experience positively affects job satisfaction Support
H3a: Engagement positively affects organizational identity Support
H3b: Job satisfaction positively affects organizational identity Support
H3c: Engagement has a greater impact on organizational identity than job
satisfaction

Support
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4 Discussion

4.1 Conclusion

This research takes the front-line employees of a large enterprise as the object,
which studies the internal influence mechanism of personality on organizational
identity, and contrastively analyzes the influence path with job satisfaction and
engagement. It is found that neuroticism of the big five negatively affects
engagement and job satisfaction, agreeableness positively affects job satisfaction,
and openness to experience positively affects job satisfaction. The study found that
only three dimensions of neuroticism, agreeableness and openness to experience in
the big five model were related to job satisfaction, which was consistent with the
previous conclusions of scholars on career satisfaction and proved the effectiveness
of this study. Engagement and job satisfaction positively affect organizational
identity, among which engagement has a greater impact on organizational identity
than job satisfaction. According to the analysis, neuroticism negatively affects
engagement, and then negatively affects organizational identity. Agreeableness
positively affects job satisfaction and then organizational identity.

4.2 Practical Value

Studies have shown that neuroticism has a negative predictive effect on engagement
and organizational identity. Neurotic employees, in most cases, find it difficult to
cope with stress at work, and they are prone to a various negative emotions, which
can reduce work efficiency and damage interpersonal relationships with colleagues
and leaders. Therefore, it is difficult for employees with high neuroticism to obtain
job satisfaction and the sense of identity. At the same time, employees with high
neuroticism tend to sink themselves into negative emotions, thus reducing
engagement and organizational identity. Therefore, for employees with high neu-
rotic personality, the most important thing is to change their mindset to improve
their engagement, and the second thing is to increase their job satisfaction through
benefits, so as to improve their identification with the organization more effectively.

Agreeableness positively affects job satisfaction and then organizational identity.
Employees with high agreeableness are good at interpersonal communication and
are more popular among people. They are amiable and easy to integrate into the
collective with high agreeableness. However, in some organizations with a strong
competitive atmosphere, high agreeableness does not affect engagement, and their
habit of being “nice” will make them unwilling to compete with others. Therefore,
under these circumstances, the performance of employees with agreeableness may
suffer setbacks. Such employees’ recognition of the organization can be guaranteed
by other means (such as humanistic care, birthday gifts and family member care,
etc.) to improve their job satisfaction. In addition, for employees with high
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openness to experience, enterprises should try to give full play to their strengths and
arrange them in positions requiring innovation or flexibility. If the enterprise is
limited by the real situation, it is better to implement the post rotation system to
keep them fresh about their work, which can also improve their job satisfaction and
organizational identity.

Job satisfaction is one of the basic conditions of engagement behavior. When the
basic needs of employees are satisfied, job satisfaction will come into being.
However, only when employees have an emotional connection with the organiza-
tion cognitively can they identify with the organization. Personality can signifi-
cantly affect individual job satisfaction, thus affecting individual organizational
identity. Engagement and job satisfaction are two sub-dimensions of the Gallup
engagement scale, both of which can positively influence employees’ organiza-
tional identity. The difference is that the influence of personality on organizational
identity through engagement is greater than that of job satisfaction. Therefore, it is
not accurate for some enterprises to simply believe that improving welfare treat-
ment can retain talents, because when people’s basic material life is satisfied, they
will pursue spiritual satisfaction and pay more attention to the realization of
self-value. So enterprises should focus on how to improve engagement, rather than
blindly improve welfare treatment, so as to make employees engaged and engaged
in work ideologically and generate positive emotional connection with the
organization.

4.3 Theoretical Value and Prospect

(1) This study innovatively takes personality as the antecedent variables of orga-
nizational identity and is supported. It further enriches the research on the
antecedent variables of organizational identity in terms of theoretical research
and empirical research, and enriches the research on the relationship between
individual differences and organizational identity;

(2) In this study, engagement and job satisfaction are selected as the internal
mechanism of personality affecting organizational identity. And it reveals the
internal mechanism of individual differences affecting organizational identity
and enriching the current researches on big five personality and organizational
identity;

(3) Taking individual differences and personality as the entry point, this paper
proves the influence of personality on organizational identity, and further
demonstrates the influence mechanism of individual characteristics on organi-
zational development from the perspective of management practice.

This study uses front-line employees as the research object to explore the
influence of openness to experience on organizational identity. It may be because
the employees’ low innovation requirements make their relationship not proven. It
is hoped that the subsequent research can choose the research subjects who need
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innovative behavior to continue to explore its impact mechanism and make up for
the shortcomings of this research. Meanwhile, the research in the field of organi-
zational behavior has paid more and more attention to individual characteristics and
the influence of individuals on organizational development. It has become a hotspot
on the current management research. Next research can continue to explore the
mechanism of personality (such as proactive personality) or other individual factors
affecting organizational identity, further enrich the research on organizational
identity antecedent.
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Benefit Sharing in the Context of Default
Risk Cooperation

Haoxiong Yang, Ding Zhang, and Hao Wang

Abstract Contract farming, as a representative model of current agricultural
industrialization operation, has the greatest impact on compliance rate caused by
market risk. Currently, the agricultural product industry is increasingly susceptible
to market price risk, and the paper mainly studies the benefit sharing in the context
of default risk cooperation. It analyzes the five modes of non-cooperation and
cooperation. The conclusions of the study will help to design effective contracts in
connection with the contract farming supply chain featured by “processing enter-
prises + farmers”.

Keywords Contract farming � Default risk � Benefit sharing � Supply chain

1 Introduction

Due to a variety of uncertainties, the prices of agricultural products fluctuate fre-
quently. In some countries, agricultural production is dominated by smallholders,
which often leads to the contradiction between “farmer” and “market”. Contract
farming is an agricultural business model that in the process of agricultural pro-
duction and management, the farmers and the enterprise sign a legally valid pro-
duction and sales contract to specify the rights and obligations of both parties,
according to which the farmers organize production, and the enterprise purchases
products thus produced [1]. With the rapid development of contract farming, the
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issue of breach of contract is increasingly awkward, which not only damages the
interests of both parties to the contract, but also affects normal development of
contract farming, thus hindering the development of agricultural industrialization [2].

In reality, due to information asymmetry, incomplete information, limited
rationality, and opportunistic behavior, the contract cannot be a complete contract,
and it can not always be fulfilled [3]. Contract production is a form of long-term
trading in nature. For farmers, as long as the benefits in not performing the contract
are greater than those otherwise, the signed contract will be at the risk of being
broken. In order to avoid default, both parties to the contract may set forth war-
ranties in the contract [4]. A one-time game is the primary cause for a breach of
contract. In a static game, as long as one party has a strategy to get more benefits, it
will choose it unconditionally if the loss of the other party will bring more benefits
to the defaulter while there is no effective external constraint [5]. Default in contract
farming is not surprising, and it is of great practical significance to promote the
development of modern agriculture by thoroughly analyzing the behaviors of
default in contract farming and study the fulfillment of agricultural orders with the
fluctuation of agricultural products prices.

2 Literature Review

Our effort draws upon three streams of literature: contract farming, default risk and
benefit sharing in the agricultural supply chain.

Literature on contract farming is extensive. Contract farming refers to a vertical
cooperation model between agricultural enterprises and rural households. After the
contract is signed, the farmer conducts agricultural production according to the
enterprise’s requirements, and delivers the agricultural products to the enterprise
according to the contract [6]. Contract farming is to adapt to changes in consumer
demand. Moreover, the special production and consumption characteristics of
agricultural products are also intrinsic reasons for the development of contract
farming [7]. Farmers tend to produce on a contract basis to obtain new technical and
material inputs, scarce production funds, and relatively stable purchase prices.
Contract farming model can well reflect the advantages of vertical integration of
agriculture and is an agricultural industrialization operation model that is easy to
popularize and promote [8].

In addition, the analysis of default risk may be made from different perspectives.
The use of contract farming will benefit farmers and agricultural enterprises.
However, there are still many problems in practice that lead to defaults in contract
farming. Farmers will choose default to ensure that their own interests are maxi-
mized by increasing market purchase prices [9]. For agricultural products priced by
the buyer, a fixed-price purchase contract is advisable, while for those subject to
changes in market price, it is suggested to sign a purchase contract with a guar-
anteed purchase and proper market price terms [10]. If the enterprise does not have
a stable supply of raw materials, the special investment already paid can hardly be
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used for other purposes, so the opportunity cost will be very great, in which case the
enterprise would like to establish a long-term contractual relationship with the
relevant raw material suppliers [11].

Many scholars believe that the supply chain coordination contract can help
eliminate the double marginalization, and improve the performance level of the
supply chain to perfect coordination. The revenue sharing contract has been con-
sidered as a major form for such purpose. With stochastic market demand, when a
single demander has access to fully competitive retailers in the downstream market,
it can adopt the revenue sharing contract to realize the coordination of the supply
chain [12]. The revenue sharing contract is a demand risk sharing mechanism that
coordinates the supply chain channels in the case of fixed purchase price and
unfixable retail prices. If differential pricing strategy by the benefit sharing coor-
dination is used, the efficiency of the scattered closed-loop supply chain will level
up with that of the integrated closed-loop supply chain, realizing the perfect
coordination of the supply chain [13].

In addition, some scholars have studied the three-level supply chain system
composed of farmers, manufacturers and distributors, and the products circulating
in the system are perishable agricultural products. For the three-level agricultural
product supply chain coordination under the benefit sharing contract, the benefit
sharing contract can effectively coordinate the supply chain and get win-win under
certain conditions [14]. In the case of uncertain market demand, the supply chain
can be coordinated through the benefit sharing cooperation contract mechanism to
increase profits. Through research, it is found that in the face of market demand
uncertainty, the lead time of the supply chain will become longer and the wholesale
price will be decreased.

3 Establishment of Model

3.1 Model Building

In the production and sales process of contract farming, farmers are responsible for
the production of agricultural products, and processing enterprises are responsible
for processing and sales. The decision-making process can be described as
regarding two situations. First, farmers and processing enterprises do not cooperate.
Second, farmers and processing enterprises cooperate on the basis of profit benefit
sharing. Farmers and processing enterprises will choose to default or cooperate
according to the change of market prices (Fig. 1).
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3.2 Basic Assumptions

Before building the model, the following hypotheses are proposed:

• Consider that only one processing enterprise, one primary market and one
farmer are included in the supply chain.

• The production cost of farmers is related to the yield of agricultural product
d put into production and the production cost of agricultural product is assumed
as c1 dð Þ ¼ c1d, where c1 is the unit production cost of farmers. The processing
cost of the processing enterprises is related to the purchase volume d, and the
processing cost is assumed as c2 dð Þ ¼ c2d, where c2 is the unit processing cost.

• Market demand D satisfies the equation D ¼ a� bpc, where a is market
capacity, b is a constant representing the sensitivity of consumers to price, and
pc is the sales price of the processing enterprises.

• Do not take into account the loss for shortage of agricultural products and the
ending residual value gains.

• Take into account the penalty for breach of contract by both parties, bd, where b
is the penalty coefficient.

• pF and pP represent the profits of farmers and processing enterprises respec-
tively (Table 1).

3.3 Decision-Making Model if the Two Parties Do
not Cooperate

The market price of agricultural products fluctuates frequently, so if the farmers
didn’t follow the profit sharing cooperation with the processing enterprises, they
may sell the agricultural products to the primary market at the market price rather
than to the processing enterprises at the agreed purchase price. Specifically, when
the market price pf is lower than the purchase price p0 of the processing enterprise,

Fig. 1 Relationship between farmers, primary markets and processing enterprises
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i.e., pf\p0, farmers will sell their products to the processing enterprise. Otherwise,
the farmers will sell products to the primary market, and the processing enterprises
will purchase products from the primary market at price pm to meet the needs of
processing and sales.

When p0 is greater than pf , the farmers will sell products to the processing
enterprises which will, to maximize the expected income from their perspective,
determine the retail price pc and contract price p0. In such case, the expected profit
of the processing enterprises is given by:

pP ¼ pcD� P0d2 � c2d2 ð1Þ

where,

d2 ¼ 1þ a2ð ÞD ð2Þ

Therefore, the profit of processing enterprises is given by:

pP ¼ pc � P0 þ c2ð Þ 1þ a2ð Þð Þ a� bpcð Þ ð3Þ

Table 1 Notations

Notation Table column head

a Market capacity

d2 Demand for processing enterprises in the absence of cooperation

d1 Demand for processing enterprises in the case of cooperation

D Market demand

b Price sensitivity coefficient

p0 The sales price of the farmers

pc The sales price of the processing enterprises

pf The purchase price in the primary market

pm The sales price in the primary market

k The benefit sharing coefficient, and k 2 0; 1½ �
b The penalty coefficient

piF The profits of farmers in case i

piP The profits of processing enterprises in case i

c1 Market capacity

c2 Demand for processing enterprises in the absence of cooperation

a Demand for processing enterprises in the case of cooperation

p�0i Market demand

p�ci Price sensitivity coefficient
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If p0 is greater than pf , the expected income of farmers is given by:

pF ¼ P0d2 � c1d2 ð4Þ

Substitute (2) into (4):

pF ¼ P0 � c1ð Þ 1þ a2ð Þ a� bpcð Þ ð5Þ

Theorem 1 There is a unique optimal retail price for any given agricultural
product market demand D and agricultural product conversion factor a:

p�c1 ¼
b c1 þ c2ð Þ 1þ a2ð Þþ 3a

4b
ð6Þ

It can be seen that p�c1 increases along with the increase of a, namely, the greater
a is, the lower the conversion rate of agricultural products. (6) indicates that the
lower the conversion rate, the higher the retail price of the processing enterprises,
but the demand will be reduced accordingly.

Theorem 2 There is a unique optimal wholesale price for any given agricultural
product market demand D and conversion coefficient a:

p�01 ¼
aþ b c1 � c2ð Þ 1þ a2ð Þ

2b 1þ a2ð Þ ð7Þ

It can be seen that the price p�01 decreases along with the increase of a; and the
greater a is, the lower the conversion rate of agricultural products. Therefore, with
the increase of a, p�01 will decrease and p�c1 will increase. When (6) and (7) are
substituted into (3) and (5) respectively, the following equations can be obtained:

p1F ¼ a� b c1 þ c2ð Þ 1þ a2ð Þ½ �
8b

2

ð8Þ

p1P ¼ a� b c1 þ c2ð Þ 1þ a2ð Þ½ �
16b

2

ð9Þ

Corollary 1 If 0\a\ a
b c1 þ c2ð Þ � 1, p1F and p1P decrease monotonously, and if

a
b c1 þ c2ð Þ � 1\a\þ1, p1F and p1P increase monotonously.

If p0 is smaller than pf , farmers sell their products to the primary market, and
processing enterprises purchase products from the primary market. In such case,
the expected profit of processing enterprises is given by:

pP ¼ pcD� Pmd2 � c2d2 ð10Þ
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Substitute (2) into (10), and the profit of the processing enterprises can be
expressed as:

pP ¼ pc � Pm þ c2ð Þ 1þ a2ð Þð Þ a� bpcð Þ ð11Þ

If p0 is smaller than pf , the expected income of farmers is:

pF ¼ Pf d2 � c1d2 ð12Þ

Substitute (2) into (12):

pF ¼ Pf � c1
� �

1þ a2ð Þ a� bpcð Þ ð13Þ

Theorem 3 There is a unique optimal retail price for any given agricultural
product market demand D and agricultural product conversion factor a:

p�c2 ¼
b pm þ c2ð Þ 1þ a2ð Þþ a

2b
ð14Þ

It can be seen that the price p�c2 increases with the increase of a; and the greater
the price, the lower the conversion rate of agricultural products a. (14) indicates
that the higher the conversion rate, the higher the retail price of processing
enterprises.

When (14) is substituted into (11) and (13) respectively, the following equations
can be obtained:

p2F ¼ a� b pm þ c2ð Þ 1þ a2ð Þð Þ pf � c1
� �

1þ a2ð Þ
2

ð15Þ

p2P ¼ a� b pm þ c2ð Þ 1þ a2ð Þ½ �
4b

2

ð16Þ

Corollary 2 If �1\a\ a
2b pm þ c2ð Þ � 1, p2F increases monotonously, and if

a
2b pm þ c2ð Þ � 1\a\þ1, p2F is monotonically decreasing.

If �1\a\ a
b pm þ c2ð Þ � 1, p2P will decreases monotonously, and if

a
b pm þ c2ð Þ � 1\a\þ1, p2P increases monotonously.

3.4 Decision-Making Model if Both Parties Cooperate

(1) Decision-making model based on benefit sharing cooperation model
When farmers improve product quality, in order to guarantee a steady supply of
raw materials and to improve supply chain performance level, the processing
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enterprises will adopt revenue sharing contract mechanism to encourage
farmers when the conversion rate will be increased. After that, the
decision-making process of the processing enterprises and the farmers can be
described as: first, the processing enterprises and the farmers will sign a
benefit-sharing based contract agreement, with benefit sharing coefficient and
the output of agricultural products to be determined by negotiation of both
parties, after which the farmers organize production accordingly; after the
production, the processing enterprises purchase all agricultural products at the
agreed price, then process and deliver them to the retail market to sell at a
certain price, after which, the processing enterprise and the farmer will redis-
tribute the actual sales profits according to the contract.

Based on the above assumptions, the profit of processing enterprises is given by:

pP ¼ k pcD� p0d1 � c2d1ð Þ ð17Þ

In such case, the income of farmers is given by:

pP ¼ p0d1 � c1d1 þ 1� kð Þ pcD� p0d1 � c2d1ð Þ ð18Þ

Theorem 4 Similar to the case that both sides don’t cooperate, if processing
enterprises use benefit sharing mechanism to coordinate the supply chain, for any
given market demand for agricultural products D and conversion factor a, the only
definite optimal retail price is given by:

p�c3 ¼
a 2kþ 1ð Þþ b c1 þ c2ð Þ 1þ a1ð Þ

2b 1þ kð Þ ð19Þ

The optimal wholesale price is given by:

p�03 ¼
kaþ b c1 � kc2ð Þ 1þ a1ð Þ

b 1þ kð Þ 1þ a1ð Þ ð20Þ

After variable substitution calculation, the expected return function of the pro-
cessing enterprise is given by:

p3F ¼ a� b c1 þ c2ð Þ 1þ a1ð Þ½ �
4b 1þ kð Þ

2

ð21Þ

The expected return of farmers is given by:

p3P ¼ k a� b c1 þ c2ð Þ 1þ a1ð Þ½ �
4bð1þ kÞ2

2

ð22Þ
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Corollary 3 If 0\a\ a
b c1 þ c2ð Þ � 1, p3F and p3P decrease monotonously, and if

a
b c1 þ c2ð Þ � 1\a\þ1, p3F and p3P increase monotonously.

(2) Decision-making model based on default risk cooperation model
If the market prices pf reaches a certain value, farmers will only consider the
short-term interests for their own sake, ignore the future long-term interests of
profit sharing and choose default. For the products sold to the primary market,
the farmers shall pay the processing enterprise a certain amount, bd, as penalty
due to breach of contract; after losing the farmers’ supply of products, the
processing enterprises will choose to purchase products from the primary
market to complete the production plan, and get the farmers’ penalty bd.

In the case of the farmers’ default, based on the above hypothesis, the income of
processing enterprises is given by:

pP ¼ pcD� pmd1 � c2d1 þ bd1 ð23Þ

In such case, the income of farmers is given by:

pF ¼ pf d1 � c1d1 � bd1 ð24Þ

Theorem 5 It is similar to both sides if they don’t cooperate. If the farmers broke
the contract, for any given market demand for agricultural products and agricul-
tural products conversion coefficient a, the only definite optimal retail price is given
by:

p�c4 ¼
b pm þ c2 � bð Þ 1þ a1ð Þþ a

2b
ð25Þ

After variable substitution calculation, the expected profit of farmers and pro-
cessing enterprises are given by:

p4F ¼ a� b pm þ c2 � bð Þ 1þ a1ð Þð Þ pf � c1 � b
� �

1þ a1ð Þ
2

ð26Þ

p4P ¼ a� b pm þ c2 � bð Þ 1þ a1ð Þ½ �
4b

2

ð27Þ

Corollary 4 If �1\a\ a
2b pm þ c2�bð Þ � 1, p4P increases monotonously, and if

a
b pm þ c2�bð Þ � 1\a\þ1, p4P decreases monotonously.

When market price pf drops, the processing enterprises will choose to break the
contract for their own sake, purchase all products from the primary market, and
pay a certain amount of liquidated damages to the farmers, bd. After losing the
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processing enterprise to purchase the products, the farmers will choose to sell the
products to the primary market to complete the sales plan and get the liquidated
damages paid by the processing enterprise, bd.

In the case of the default of the processing enterprise, based on the above
hypothesis, the profit of the processing enterprise is given by:

pP ¼ pcD� pmd1 � c2d1 � bd1 ð28Þ

In such case, the income of farmers is given by:

pF ¼ pf d1 � c1d1 þ bd1 ð29Þ

Theorem 6 Similar to the case that both sides don’t cooperate, if the processing
enterprises broke the contract, for any given market demand for agricultural
products and agricultural products conversion factor, the only definite optimal
retail price is given by:

p�c5 ¼
b pm þ c2 þ bð Þ 1þ a1ð Þþ a

2b
ð30Þ

After variable substitution calculation, the expected profits of farmers and
processing enterprises are given by:

p5F ¼ a� b pm þ c2 þ bð Þ 1þ a1ð Þð Þ pf � c1 þ b
� �

1þ a1ð Þ
2

ð31Þ

p5P ¼ a� b pm þ c2 þ bð Þ 1þ a1ð Þ½ �
4b

2

ð32Þ

Corollary 5 If �1\a\ a
2b pm þ c2 þbð Þ � 1, p5P increases monotonously, and if

a
b pm þ c2 þ bð Þ � 1\a\þ1, p5P decreases monotonously.

4 Numerical Analysis

Assuming that the agricultural products market demand capacity a ¼ 100, retail
market demand D satisfies the equation D ¼ a� bpc, where, the price elasticity
b ¼ 5, the production cost of farmers c1 ¼ 5, the production cost of processing
enterprises c2 ¼ 5, the initial primary market purchase price pf ¼ 6, sales price
pm ¼ 8, the purchase price after the market price drops p1f ¼ 5:5, the sales price

p1m ¼ 7, the purchase price after market price rises p2f ¼ 7, and the sales price

p2m ¼ 8:5. In addition, the benefit sharing coefficient k ¼ 0:8, and the default
penalty coefficient b ¼ 1:4.
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According to Fig. 2, within the range from 0 to 1, with a increasing gradually,
namely agricultural conversion rate decreases, the farmer’s profit is gradually
reduced, which suggests that a higher conversion rate is beneficial to increase
farmers’ income. p1F and p3F shows obvious advantages over those in the other three
cases, which implies that with the same conversion rate, the profits will be the
highest if the farmers cooperate with the processing enterprises based on benefit
sharing and sell the products to the processing enterprise in the case of cooperation
failure, with the profit in the former case greater than that in the latter. In addition,
both the default of processing enterprises and that of farmers themselves will bring
down the farmers’ income, so the cooperation between the two parties will increase
farmers’ income.

According to Fig. 3, within the range from 0 to 1, with a increasing gradually,
namely agricultural conversion rate decreases, the change of the processing enter-
prises’ profit is divided into two cases: for the first case, p1P and p3P are reduced
gradually, which shows that greater conversion rate in the two models will increase
the processing enterprises’ income. For the other case, p2P, p

4
P and p5P decrease first

and then increase, which is an uncommon phenomenon.
The simulation results show that to guarantee a higher income, the farmers

should cooperate with the processing enterprise and ensure the latter’s compliance
to the contract. For such purpose, the farmers should control the conversion rate a
to between 0.36 and 0.67, in which case the processing enterprises will choose
cooperation to maximize the profit, and it will continue to cooperate and ensure
sound cooperation.

Fig. 2 Impact of agricultural product conversion coefficient on profit of farmers
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In addition, Fig. 4 shows that as the market price fluctuates, the farmer’s profit
will either increase or reduce. Calculation show that when the primary market price
pf is increased by an extent greater than the penalty coefficient b, the farmers’ profit
will exceed that by compliance, when the farmers will choose to default and sell the
products to the primary market. In order to prevent farmers from breach of contract,

Fig. 3 Impact of agricultural product conversion coefficient on profit of processing enterprises

Fig. 4 Impact of market price fluctuations and changes in penalty factor on profit of farmers
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the processing enterprises can determine a proper penalty coefficient when con-
cluding the contract with the farmers based on past market price change range, so as
to ensure the maximum benefits of cooperation.

5 Conclusion

In this paper, we have built the “benefit sharing decision-making model in the
context of default risk cooperation” based on the analysis of contract farming
characteristics, and conducted a comparative study on the optimal decision-making
behaviors of the processing enterprises and farmers with five cases involving
non-cooperation and cooperation. The main conclusions are as follows: (1) The
optimal retail price of agricultural products when the two parties default is higher
than that in the case of profit sharing, followed by that in the case of
non-cooperation. (2) The models ensure the equivalence of status between the
processing enterprise and the farmer in the contract farming business model, and
both can choose transaction according to the market price. (3) To prevent the
processing enterprises from defaulting when the market price is unfavorable, the
farmers can control the conversion rate of the products to ensure the profit-sharing
based contract cooperation between the two parties. This mechanism can not only
realize the coordination of contract farming supply chain featured by “processing
enterprises + farmers”, but also lead to an increase in social welfare. (4) Market
price fluctuations will bring about changes in farmers’ profits. When the primary
market price pf is increased by an extent greater than the penalty factor b, the
farmers’ profit will exceed that in the case of cooperation and thus the farmers will
choose to default and sell all the products to the primary market. In order to prevent
farmers from breach of contract, the processing enterprises can determine a proper
penalty coefficient when concluding the contract with the farmers based on past
market price change range, so as to ensure the maximum benefits of cooperation.
(5) Farmers are economic individuals in small scales. The majority of farmers make
a living by the production of agricultural products, which determines that farmers
are typical risk averter who not only determine the yield based on the expected
profit but also the risk for the profit. Therefore, it is closer to reality to incorporate
the risk aversion characteristics of farmers into the decision-making model, which is
also the focus of future studies. If the farmers act as risk-averting decision makers,
they may control the conversion rate of agricultural products, and design an
effective contract to prevent the processing enterprises from defaulting so as to
coordinate the contract farming supply chain featured by “processing enterprises +
farmers”.
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Analysis and Forecast of Employee
Turnover Based on Decision Tree
Method

Haining Yang and Xuedong Gao

Abstract The decision tree is established by the employee turnover as a target
variable, and gender, marital status, household registration, registered permanent
residence, age, driving duration, education background, post, and category of
employees as input variables using C5.0 decision tree algorithm, and recommen-
dations about human resources management are proposed based on the mined rules.
The research results show that this approach has more accurate forecast of
employee turnover, and the knowledge is found easily to be understood. It can help
companies to master the law of employee turnover and reduce the brain drain level.

Keywords Employee turnover � Decision tree � Data mining

1 Presentation of the Problem and Review of Literature

In recent years, the economic development of our nation has gradually move from
the industrial age to the information age, and human resources, as the medium of
knowledge and creators, have become the core driving force behind the develop-
ment of enterprises. At the same time, the increasingly open nature of employment
information and increasing specialization of recruitment services have led to more
frequent personnel turnover, with the turnover rate of mid-level to senior workers
becoming as high as 50–60% in some domestic enterprises, with average
employment periods of less than 3 years [1]. Mass departures not only brings about
loss in enterprise recruitment and training costs, but also has negative effects on the
operation of the enterprise such as loss of important client, leakage of key tech-
nology, decrease the enterprise competitive power, even cause the big business
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failure. Therefore, effectively predicting employee turnover patterns and reducing
losses incurred in these turnovers has become an important question in the practice
and theoretical research of human resource management.

So far, research on employee turnover mainly focuses in the fields of economics
and organizational behavior, with research in economics utilizing methods of
econometric analysis and game theory analysis to analyze supply and demand
patterns in the labour market behind employee turnover. Xu and Zhao used the
Probit model to study employee turnover, demonstrating that regional economical
development level will affect employee turnover [2]. Based on data from 676 listed
companies from 1997 to 2007, Yang’s research on CEO turnover demonstrated that
CEO turnover in listed companies of our nation is not only an financial process, but
also a social-political process [3]. Zou and Dong constructed game models from the
perspective of a library and its employees, and used evolutional game theory to
analyze stability strategies from both sides [4].

Research in organizational behavior mainly employs questionnaires and statis-
tical analysis methods to analyze influencing factors and its mechanisms behind
employee turnover. Wang and others conducted a statistical analysis on 932
questionnaires on the basis of stress interaction theory and job requirement resource
models, and demonstrated that employees’ job requirement had a positive impact
on intention of leaving employment, impulsive personality has a mediative effect on
the impact of job requirement on intention of leaving employment, and social
support has an intermediary effect for the relationship between impulsive person-
ality, and job requirements and intention of leaving employment [5]. Through
statistical analysis of 433 questionnaires, Dan and others found that a negative
correlation exists between employees’ perception of status and employees’ per-
ception of union status, with intention of leaving employment [6]. After analyzing
267 employees and 92 supervisors’ paired samples, Ye and others demonstrated
that employees’ sense of workplace exclusion and marginalization have a positive
impact on turnover intention [7].

Research results in economics demonstrated market trends of employee turnover
from a macro perspective, but these research abstracts their research subject, ignoring
the influence of gender, age, needs, perception, emotion, and other individual factors
in a worker’s decision to leave a job. Research in organizational behavior reveals the
intrinsic motivation of employee turnover from the aspects of employees’ psycho-
logical factors, organizational factors and incentive factors, but the research data used
in these studies are mostly based on the “intention of leaving employment” ques-
tionnaire, rather than the actual turnover behavior of employees, and are therefore
unable to make direct predictions on turnover behavior. And so, this essay uses actual
turnover data from enterprises along with decision tree algorithms to analyze and
predict staff turnover, and to provide relevant strategical suggestions.

Decision tree is a data mining method that uses inductive learning. It is a
tree-like decision graph with additional probability results and an intuitive graphical
method using statistical probability analysis. In machine learning, decision tree is a
prediction model. It represents a mapping between object attributes and object
values. Each node in the tree represents the judgment conditions of object attributes,
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and its branches represent the objects that meet the node conditions. The leaf nodes
of the tree represent the predicted results of the object’s ownership. The reasons
why decision tree classification model is widely used are as follows:

(1) Compared with neural network or Bayesian classification, the classification
principle of decision tree is simple and easy to understand and accept by users.

(2) In the process of decision tree classification, there is no need for human
activities. Setting any parameters is more suitable for the requirement of
knowledge discovery.

(3) Decision Tree Classification does not require any data sets other than training
data sets. And test additional information beyond the data set to ensure that the
decision tree and others compared with other classification methods, this
method has higher classification speed.

(4) Compared with other classification models, the decision tree classification
method has the following advantages.

It has very good classification accuracy.
To sum up, this method summarizes corresponding classification rules from a set

of unordered and irregular cases, and can also test the classification rules using
actual classification results. Widely used in a variety of research fields [8]. Gu and
Xu used decision tree classification method to model the user loyalty of profes-
sional virtual communities [9]. Peng first used a metrology method to analyze user
characteristics, and then used a decision tree to classify the user characteristics [10].
Sun and other, using 16009 traffic accident data to analyze the factors affecting
traffic accidents, using a method based on the C5.0 decision tree [11]. C5.0 is an
algorithm in decision tree model. It was developed by J. R. Quinlan in 79 years and
ID3 algorithm was proposed. It mainly aims at discrete attribute data, and then
continuously improves to form C4.5. It adds the discretization of contiguous
attributes on the basis of ID3. C5.0 is a classification algorithm of C4.5 applied to
large data sets. It mainly improves the execution efficiency and memory usage.
C4.5 algorithm is a revised version of ID3 algorithm. Gain Ratio is used to improve
the method. The segmentation variable with the largest Gain Ratio is selected as the
criterion to avoid the problem of over-matching of ID3 algorithm. C5.0 algorithm is
a revised version of C4.5 algorithm, which is suitable for processing large data sets.
Boosting method is used to improve the accuracy of the model, also known as
Boosting Trees. It is faster in software calculation and occupies less memory
resources. Application results in various fields show that the data mining method
using decision tree method has better capacity for interference and interpretability,
and that this method can process multiple types of data, and has low requirements
for the data used.
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2 Indicator Selection

In the research of factors influencing employee intention in leaving employment,
some scholars use statistical analysis on questionnaires to discover the impact of
factors such as employee gender, age, education, marital status, registered perma-
nent residence, job position, continuous service age, number of resignations,
probability of promotion, number of promotions, etc. on employee-organizational
commitment and intention of leaving employment [12, 13]. Based on research
results and data of existing literature, this paper chose 9 indicators: gender, age,
time in current company, education, marriage, household registration, registered
permanent residence, job category, and job level, to analyze the status of employee
turnover for an electronic material manufacturing enterprise. Mobley believes that
leaving a job means that the employee has worked in a position in the organization
for a period of time [14]. After consideration, the individual is deliberately
(Deliberate Willfulness) to leave the original job, thus losing his position and
related interests, and the original company/Organization is no longer relevant.
Based on Mobley’s previous separation factors, Rodger, Peter & Stefan also per-
formed post-analysis to update the effects of various factors on turnover behavior in
a number of studies, in terms of demographic variables: on-the-job cognitive ability
[15]. There is a low correlation between the test and the resignation. The
high-education, family responsibilities (marital status, number of children, mini-
mum child age, age) are low, women, young people, and younger people tend to
leave, and the recruitment test has helping to stay in the job; in terms of job
satisfaction, organizational and work environment factors: the distribution of per-
formance compensation justice helps to improve organizational commitment, low
overall satisfaction, does not meet employee expectations, salary dissatisfaction
expectant, dislikes supervisor, no satisfied colleagues, poor cooperation with col-
leagues, lower social status, lower understanding of company organization and
procedures, lower self-awareness of work-related abilities, increased conflicts and
burdens at work, less opportunities for promotion. The low autonomy of work tends
to leave the company, and the salary increase and the positive effect of
Role-orientation can help employees to stay; At the level of work content compared
with the external environment: the scope of work is positively related to the
high-growth needs of employees and job satisfaction, high work repetition, high
unemployment rate, high job opportunities, high intentions to find work, tend to
leave, Compared with the outside world, the job satisfaction is high, and those who
have high investment in work are helpful to staying in the job; in other projects:
absentee, latecomer and poor performers tend to leave; in the sense of organiza-
tional retreat and behavior: high organizational commitment. Those who help to
retain their jobs, have high intentions to leave their jobs, those who have low
willingness to work, and the effectiveness of the evaluation work are more likely to
leave than the current high.
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Xu was using the “China Employer-Employee Matching Data Tracking Survey”
data, using the Probit model system to analyze me Factors influencing the departure
of employees of state-owned enterprises [16]. Assuming that there is no off-the-job
search, employees leave the company generally through three decision-making
processes: The first is to measure the cost of job conversion, the second is to get a
new job, and finally the desire and ability to accept a new job. We found the special
characteristics of the departure of Chinese employees, for example, the turnover
rate of agricultural permanent residence employees is relatively high; the factors
affecting compensation are more complicated, and the benefits are due to the
influence is weak; the opportunity to obtain new jobs depends on the macro
environment, so the turnover rate is also affected by the regional economic level and
wage level. In addition, there is a clear gender difference between men and women
and a lower turnover rate for female employees.

Feng summarizes and analyzes the research situation of foreign work family
conflict [17]. It is found that in recent years the number of papers and quotations in
working family conflict show exponential growth. From the published journals and
disciplinary attributes, mainly concentrated in high-level journals of the psychology
and organizational behavior field, and disciplines of cross-fusion properties become
increasingly evident, showing a diversified development trend. From the issue of
countries and research institutions, mainly concentrated in the United States,
Europe and other developed countries and regions, the influence of Chinese
scholars in this academic field continues to rise, the number of published in the
world ranks second. From the high citation and co-citation literature, the classical
literature is still the main source of knowledge in this field, the literature review, the
construction of different theories and variables, and the empirical research on the
conflict of work family from different levels The literature constitutes the main
content of the classical literature research, and the theoretical and empirical research
system of work family conflict has been formed. From the core author group, the
number of papers published in the field become more, but has not yet formed a
stable core of the author group. From the keywords collinear and strategic coor-
dinates, pressure, satisfaction, gender, social support, resources, role conflict, health
are high-frequency keywords, representing hot spots from 30 years. Strategic
coordinates show that the role of conflict and social support research despite the
frequency of the composition of the hot spots, but in the study of the external links
and internal development has not yet formed a high degree of recognition of the
research field, “work family conflict type”, “stress conflict and control”, “work life
satisfaction” form the hotspot of work-family conflict research, “gender and emo-
tional exhaustion”, “job performance”, “work family promotion”, “work family
balance”, stress and “workplace needs”, “psychological distress”, “mental health
and quality of work”, “working time flexibility and health” constitute the work of
the family conflict in the hot areas, “character and emotions”, “shift work”, “social
support and self-assessment”, “role conflict”, “time-based conflict and balance”,
“organizational support and work attitude”, “workplace flexibility”, “female
research” constitute a work family conflict relative Popular areas.
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Ma adopting questionnaire survey to 29 manufacturing enterprises and 772
industrial workers as the research object, this study investigates the influencing
mechanism of employee-oriented human resource practices and career growth on
turnover intention by using multi-level linear model [18]. The empirical study
results show that the employee-oriented human resource practices can significantly
improve employee career growth and reduce turnover intention, and employee
career growth is the cross-level mediating variable between employee-oriented
human resource practice and turnover intention. The employee-oriented human
resources practice has no significant moderating effect on the relationship between
employee’s career growth and employee turnover intention. But there are signifi-
cant differences in the influence of employee career growth on turnover intention
among different enterprises.

3 Data Processing and Descriptive Statistics

To analyze the characters of turnover staff more precisely, this paper classifies and
discretizes some indicators. The details are as follows:

3.1 Age

Continuous age data was discretized, with the 25–39-year-old employees were
converted into “25–29 years old”, “30–34 years old” and “35–39 years old”. Due
to the small number of employees under the age of 24 and over 40, they were not
classified in detail, and are collectively referred to as “under 24 years old” and
“40 years old or older”.

3.2 Job Category

Job categories are divided into five categories based on the work content of
employees: “management”, “production”, “technical”, “distribution” and “support”.
“Management” refers to the general manager and deputy general manager of the
enterprise and the strategic management positions responsible for production
planning and market development; “production” refers to the operators and on-site
management personnel and equipment maintenance personnel of the production
workshop of the enterprise; “technical” refers to technical positions such as quality
inspection, technology development, and information system maintenance; “dis-
tribution” includes procurement positions and sales positions of the enterprise;
“support” includes auxiliary positions such as administrative, financial, and per-
sonnel affairs of the enterprise.
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3.3 Job Level

Job level is divided based on employee’s responsibility and power within their
position: “senior manager”, “mid-level manager”, “junior manager” and “general
employee”, among which “senior manager” refers to the general manager of the
company and deputy general manager; “mid-level manager” refers to the shop
supervisor, department manager, etc.; “junior-level manager” refers to team leaders
in the company’s workshop.

Using 237 employee data of the company from 2015, and using SPSS 20.
0 software to produce descriptive statistics of each indicator, the statistical results
are shown in Table 1.

The results of descriptive statistical analysis show that the company’s turnover
rate in 2015 was 32.50%, which is relatively high. The employees of the company
are mainly male, aged between 25–34 years old; non-local employees and agri-
cultural household registry holders are relatively higher in percentage, and the
education level overall is low, with the number of employees with vocational
college education or above being less than 40%. Job positions are concentrated in
quality inspection and technology research and development, and the job level
distribution system present typical linear hierarchy characteristics.

3.4 Decision Tree Construction and Results Analysis

70% of the 237 data were randomly selected as training samples. The SPSS
modeler software was used to model the decision tree using C5.0 algorithm. The 8
variables of employee gender, marital status, household registration, registered
permanent residence, age, time in current company, education, and job category
were entered (only one of all departing employees belongs to the level of middle
manager, with the rest being general employees, which holds no analytical sig-
nificance, and so post level was not used as an input variable), a decision tree is
constructed for the classification of employee turnover (on-the-job/departure) status
as shown in Fig. 1.

Using the remaining 30% of the data as test samples, the prediction results of the
decision tree are verified as shown in Table 2. The verification results show that the
prediction accuracy rate is 88.16%, and the prediction result has relatively high
accuracy.
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Table 1 Descriptive statistics of each indicator

Turnover
Status

Departed Currently employed
32. 50% 67. 50%

Gender
Male Female

86. 10% 13. 90%
Marital
Status

Unmarried Married
51. 50% 48. 50%

Household 
Registration

Local Non-Local
6. 30% 93. 70%

Registered 
permanent 
residence

Urban Rural

20. 30% 79. 70%

Age

24 & 
Below 25-29 30-34 35-39 40 & Above

13. 10% 44.
70% 26. 60% 8.

00% 7. 60%

Time in
Current

Company

1 Year 2 Years
20. 30% 11. 80%
3 Years 4 Years
12. 70% 20. 30%
5 Years 6 Years
15. 60% 3. 00%

Less than a year
16. 50%

Education

Elementary
School

Middle
School

0. 42% 6. 75% 
Vocational

High School
High

School
21. 94% 36. 71% 

Vocational
College Undergraduate

20. 68% 11. 39% 
Masters Doctorate
1. 27% 0. 84% 

Job Type

Management Technical
9. 30% 28. 30%

Distribution Production Support
5. 50% 44. 70% 12. 20%

Job Level

Senior Manager Junior manager
1. 27% 7. 17%

Mid-Level Manager Regular Worker
5. 91% 85. 65%
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Using rules set of the decision tree mining and the actual situation of the
enterprise, meaningful rules found are as shown in Table 3.

Using the above rules, it is found that the employees leaving employment have
the following three characteristics, and that the enterprise should adjust its human
resource management method accordingly.

(1) Time in company is an important factor in staff turnover. Employees employed
for more than 3 years have a turnover rate higher than 60%. The reason behind
this phenomenon might be due to problems in this company’s salary adjustment
model, which may not be giving continuous stimulation to employees. The
company should adjust their compensation policy in a timely fashion, to reflect
the effect of work experience on salary level, and lower loss rate of older
employees.

(2) Marital status has a relatively large influence on staff turnover, with unmarried
staff having a significantly higher departure rate than married staff.Most of the
employees in this enterprise are composed of non-local males from rural areas.
Unmarried males have no familial burdens, and therefore change their
employment locations frequently. Whereas married male workers often come to
cities to work as a family unit, with their spouse and children working and
living in the same city, therefore having lower mobility rates. When employing
workers, the enterprise should notice the influence of marital status, and
increase the hiring proportion of married personnel.

Table 2 Test results

Partition Training sample Testing sample

Quantity Proportion (%) Quantity Proportion (%)

Accurate 150 93.17 67 88.16

11 6.83 9 11.84

Accurate 161 100 76 100

Table 3 Meaningful rules

No. Condition IF Result THEN

1 Time in Company in [1 year/2 years/Less than a Year] Currently
employed

2 Time in Company in [3 years/4 years/5 years/6 years] + Household
Registration = Local

Currently
employed

3 Time in Company in [3 years/4 years/5 years/6 years] + Household
Registration = Non-Local + Marital Status = Married + Job Type in
[Technical/Distribution/Production/Management]

Currently
employed

4 Time in Company in [3 years/4 years/5 years/6 years] + Household
Registration = Non-Local + Marital Status = Unmarried

Departed

5 Time in Company in [3 years/4 years/5 years/6 years] + Household
Registration = Non-Local + Marital Status = Married + Job Type in
[Support]

Departed
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(3) Household registration is an important factor affecting staff turnover. Staff with
local or foreign household registration, married and highly skilled jobs is rel-
atively stable, while those with non-local household registration, unmarried and
engaged in simple labor, have a higher turnover rate. This shows that staff with
non-local household registration is highly mobile. Staff with local household
registration should be recruited as much as possible during the recruitment
process. It also shows that household registration plays an important role in the
human resource management.

Fig. 1 The structure of the
decision tree
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4 Conclusion

This paper uses employee’s gender, age, time in current company, education,
marriage, household registration, registered permanent residence, and job category
as input variables, constructs a decision tree with employee turnover status as the
target variable, mining information related to employee turnover, and uses the
results of decision tree analysis to make recommendations for the enterprise’s
human resource management. The research results show that when using the
decision tree method to predict and analyze the actual turnover of employees,
difficulty of data collection is relatively low, and the results have clear testable
standards. Information produced by this method is more easily accepted and
adopted by enterprises, and using this information, enterprises can grasp the rules of
employee turnover more fully, and adjust their human resources management
activities accordingly, moreover, the data-driven employee turnover prediction
method is mainly based on objective experiments and is not affected by subjective
factors. Therefore, the proposed method can be integrated into the support
decision-making system to help improve the employee turnover behavior prediction
ability of human resources decision makers; furthermore, the analysis of the main
factors affecting employee turnover can help enterprise decision makers to target
employee turnover. They are inclined to adopt corresponding coping plans, or
formulate policies to try to retain excellent employees, or take measures to avoid the
enterprise losses caused by staff turnover to the greatest extent.
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Key Technologies of High Speed Maglev
Soft Handoff for MAC Layer

Yi Zhang, Xu Li, and Xinxiang Yin

Abstract As a high speed vehicle, maglev train requires a safe and reliable
train-ground communication. Firstly, this paper analyses the high-speed maglev
vehicle-to-ground communication system. In order to meet the requirements of
low-delay, high-reliability maglev train transport management service transmission
and ensure the probability of successful handoff, this paper designs a wireless
network soft handoff mechanism based on MAC layer control of TDD system for
handoff of high-speed maglev train. The relationship between the packet loss rate
and the number of retransmissions is analyzed, and a reasonable frame structure is
designed. The retransmit mechanism and signaling protection mechanism are
adopted to improve the probability of successful soft handoff. Finally, through
simulation, the improved algorithm’s probability of success achieves 99.6% and the
handoff delay is 176 ms when the train speed is 600 km/h. Compared with the A3
algorithm, the probability of successful handoff is significantly improved, and the
time delay of train handoff is guaranteed.
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1 Introduction

Maglev train originated in the 20th century. It is a kind of modern high-tech rail
transit that overcomes gravity by using magnetic force, so that the train has no
mechanical contact with the track, thereby reducing friction and improving running
speed. There are four subsystems in magnetic levitation system, which are line
turnout, vehicle, traction power supply and communication system. As an important
subsystem of Maglev system, communication system needs to ensure the efficient,
safe, real-time and controllable operation of Maglev train, which has a decisive
impact on the drive and operation of the whole system. Because of the high-speed
operation of magnetic levitation, the communication system must ensure the reli-
ability of data transmission and low delay of service transmission.

For the high-speed maglev communication business, it can be divided into train
transport management business and passenger information service business
according to the application category [1]. Train transport management business
carries train control safety data transmission and dispatch communication business,
while passenger information service business is to satisfy the passenger’s high
quality and comfort experience, and provides services to meet the passenger’s
mobile communication needs. At present, most of the research on railway handoff
mainly focuses on passenger information service.

When the train enters the new base station coverage area from the current base
station (old base station), the link between the old base station and the mobile
station will be disconnected, and the new base station and the mobile station will
establish a new communication link. At this time, the handoff between the old base
station and the new base station is required. Handoff process is one of the most
important processes in mobile communication system, which affects the reliability
and communication quality of train service transmission at the boundary.

In the traditional mobile communication system, the most typical handoff
technology is hard handoff. Hard handoff has the characteristics of “first disconnect,
then switch”. At any time, the mobile station only connects a cell. GSM-R and
LTE-R used in high-speed railway scenarios are hard handoff technology based on
the received pilot signal strength [2–4]. When the pilot signal strength is higher than
the handoff threshold, the system will trigger handover. However, if the pilot signal
intensity of two base stations varies dramatically in a certain area, the “ping-pong
effect” will occur, and the train will switch back and forth between the two base
stations in the area. In order to improve the probability of successful handoff,
research on hard handoff mainly focuses on handoff algorithm [5, 6], and handoff
interrupt time [7, 8]. Although these studies increase the probability of successful
handoff and reduce the time of handoff interruption to a certain extent, the reliability
of high-speed maglev train has a very high requirement for the operation of train
transport management, and the probability of successful handoff is more stringent.

Therefore, the high-speed maglev train can only use the soft handoff technology
with the process of “establishment, comparison and release” and the characteristics
of “first switching, then disconnecting”. At any time of the train switching state, the
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mobile station can link multiple cells at the same time. In order to improve the
probability of successful handoff, people sometimes choose to depend on the
selection of optimal handoff threshold [9–11], adopt higher arithmetic average
window or set different handoff threshold values. The higher the arithmetic average
window, the more difficult it will be to trigger, and the lower settings, the more
switching errors will occur. Reference [12] proposes to reduce the number of soft
handoffs by adjusting the azimuth angle of the whole day line, but the adjustment
cycle is long and the optimization effect takes a long time to reflect. For maglev
train in high-speed mobile environment, reasonable handoff threshold and adjusting
the azimuth angle of antenna cannot fully guarantee the reliability of message
transmission.

Becausemost of the existing research is aimed at the passenger information service
business, in the limited network resources to pursue more reliable business commu-
nications. Train transportation management business is of great significance to rail-
way transportation command, safetymanagement, equipmentmonitoring, emergency
management and rescue. It is an important guarantee for the safe operation of trains.
Compared with passenger information service business, it has higher reliability
requirements. Therefore, for the high-speed maglev vehicle-to-ground communica-
tion system, it is necessary to increase the consumption of system resources appro-
priately to ensure the safety and reliability of train transport management business
transmission.

This paper studies the soft handoff technology of wireless network controlled by
MAC layer in high-speed maglev scenario based on TDD system, introduces the
high-speed maglev vehicle-ground communication system, designs a reasonable
frame structure to meet the transmission requirements of high-reliability maglev
train transport management business, establishes a soft handoff model based on
train speed and position, avoids the ping-pong effect, improves the probability of
successful handoff of train in high-speed operation environment, and reduces the
consumption of system resources as much as possible to ensure the handoff delay.

2 High Speed Maglev Vehicle-Ground Communication
System

In the high-speed mobile scenario, within the overlapping range of the adjacent
base stations, the signal intensity of the current base stations is gradually weak-
ening, and the signal intensity of the adjacent base stations is gradually increasing.
When the difference between the two satisfies certain conditions, the train will cut
off the communication link, and then try to establish a communication connection
with the adjacent base stations.

The maximum speed of magnetic levitation can reach 600 km/h, while the speed
of ordinary high-speed railway can only reach 350 km/h. Because of high-speed
operation, the channel fades rapidly, so compared with high-speed railway, the error
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rate of magnetic levitation message transmission is higher. In order to reduce the
loss of signal in the transmission process and reduce the bit error rate, leaky cable
will be used to replace the traditional tower antenna to communicate with the train.

The design of high-speed maglev ground communication system mainly consists
of two parts, one is ground equipment, the other is vehicle equipment. Ground
equipment mainly includes core network equipment, zone controller, ground
communication equipment (ground base station, leakage cable). The schematic
diagram of the system structure is shown in the Fig. 1.

The core network equipment corresponds to multiple dispatching partitions, and
one partition control equipment manages a communication partition, that is, to
manage multiple ground communication equipment, which is connected to the ring
network and connected to the partition control equipment through switches. The
partition control equipment is connected to the core network equipment through
ethernet.

The time division duplex (TDD) communication mode is adopted in the
train-ground communication system of high-speed maglev train, so the whole
system must ensure strict time synchronization. The MAC layer is divided by time
and the frame is used as the periodic unit. The mechanism design of MAC layer is
based on frame structure. The interaction between train and base station is
accomplished by signaling. The frame structure designed in this paper not only
achieves high handoff reliability, but also considers whether the system can bear the
dual backup of resources in the overlapping area of two base stations. Therefore, the
mechanism designed in this paper should not only shorten the handoff time and
improve the probability of successful handoff, but also reduce the waste of
resources as much as possible.

Leaky cable

Base Base 
B)

The core networkThe core network

cable

Overlap area

equipment equipment
Base Base 

B)

Fig. 1 The schematic diagram of the system structure
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3 Improved Handoff Mechanism for High Speed Mobile
Scene

LTE protocol stipulates the triggering mechanism of measurement report, including
A1, A2, A3, A4, A5, B1 and B2. Reference [13] proposes soft handoff based on the
event judgment of A3 to measure transmission power. When the current service
area of the train detects that the current service signal intensity of the train is less
than that of the adjacent area, that is to say, the current signal intensity is less than
the threshold value of the adjacent area signal, the switch trigger is started. So, we
can get the trigger probability

Px i; jð Þ ¼ P½R j; xð Þ � R i; xð Þ[Th� ð1Þ

R j; xð Þ is the signal strength of adjacent cells, R i; xð Þ is the signal strength of
current cells.

Usually, we define the uninterrupted train signal in the process of handoff as the
successful handoff, then the traditional probability of successful handoff is:

Psucess ¼ Px i; jð Þ � 1� Pout i; jð Þð Þ ð2Þ

Pout i; jð Þ is signal interruption probability.
This soft handoff method does not consider whether the resources are enough

when the overlap area length and resources are backed up, nor how to further
improve the probability of successful handoff when the signal intensity changes
dramatically in the overlap area covered by the two base stations.

Therefore, from the point of view of MAC layer control, this paper first designs a
reasonable frame structure which meets the requirements of soft handoff mechanism
with high the probability of successful handoff and high reliability of service
transmission, and then chooses the optimal handoff point according to the current
speed and location of the train. In order to prevent the actual distance of train
running from exceeding the threshold distance and miss the handoff time, a pro-
tection mechanism based on the interaction of control signals is designed, which
requires the signaling interaction between the train and the base station to complete
the handoff and improve the probability of successful handoff.

3.1 Design of Frame Structure

The maglev physical layer adopts OFDM technology, and its frame structure adopts
the communication mode of time division duplex (TDD). Each frame is composed
of time slots. The time slots in the physical layer represents a burst. The burst is
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composed of preamble, OFDM symbol and guard. Each OFDM symbol can carry
210 bits data. A frame is composed of control sub-frame and data sub-frame, in
which control sub-frame is used to realize Network maintenance, information
synchronization and resource scheduling between train and base station, including
NCFG (Network Configuration) and NENT (Network Entry) messages, where
NCFG messages provide a basic level of communication between different adjacent
network nodes from the same or different device vendors; NENT messages are
network access messages that provide Network access for new nodes. The data
sub-frames are allocated with short or long data slots according to the data volume,
data transfer rate and transmission cycle of each service.

Because the digital signal in the wireless channel transmission process will
inevitably have the interference, which produces the error. In order to improve the
reliability of communication, the data packet retransmission mechanism is adopted,
and the number of retransmissions is N. After retransmission N Times, the failure
probability of data service delivery is less than P. BER is the error rate of wireless
transmission of data between maglev vehicle-mounted equipment and leaky cables.
The data volume of a service package is N, and the loss rate of the data service
without retransmit is p.

p ¼ 1� ð1� BERÞN ð3Þ

The relationship between the probability of data service delivery failure P and
the number of retransmissions n is as follows.

1� ½p0ð1� pÞþ . . .þ pnð1� pÞ�\P ð4Þ

The relationship between the probability of data service delivery failure P and
the volume N of service data is shown in Fig. 2.

It can be seen from the graph that the failure probability of data service delivery
is high when n is 0, that is, data service is not retransmitted. When n is 1, the data
service is retransmitted once, the failure probability of the data service delivery
decreases dramatically. With the increase of the number of retransmissions, the
reduction of the delivery failure probability of the data service decreases obviously,
and with the increase of the number of retransmissions, the time slot occupied by
the same data service increases, which will increase the transmission delay of the
data service. Therefore, the retransmission number of 1 is the most appropriate,
which not only reduces the packet loss rate, but also ensures the low delay of the
service transmission.

Soft handoff is implemented in the handoff to minimize the delay caused by
resource scheduling, and the frame structure is designed to pre-allocate the time
slots of transmitting, receiving and retransmitting data between two ground com-
munication devices. If there is a spare time slot, it can be used for redundant
transmission to improve the reliability and real-time performance or to schedule
other business requirements. So, the frame structure is designed as follows (Fig. 3):
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The first control slot of each frame is NENT message, the second and third
control slots are NCFG message sent by base station, the fourth control slot is
NCFG message sent by train, and the fifth control slot is NCFG message retrans-
mitted by train.

3.2 Improved Handoff Algorithm

This algorithm is different from the traditional A3 event decision algorithm. Instead
of relying on signal strength, it provides the location information, speed and
direction of the train by transmitting the train location service (PRW) every 5 ms
during the operation of the maglev train, so as to avoid the ping-pong effect. In
order to prevent the train from missing the preset handoff point, a control signaling
protection mechanism is designed to improve the probability of successful handoff
by signaling interaction between the train and the base station.

Fig. 2 Schematic diagram of the relation between packet loss rate and data volume of service
package

NENTFrame

Short 
Data Slot

Long 
Data Slot

NCFG1
……… ……… ………

Control
Slot

NCFG2

NCFG0
1

NCFG0
2

Fig. 3 The diagram of designed frame structure
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The algorithm is as follows:

Step 1. Judging Distance Threshold. When the magnetic levitated train is running, it
will periodically judge whether the running distance meets the threshold of the
handoff condition distance, so as to judge whether the train is running within the
coverage range of adjacent base stations. If the distance reaches the threshold,
proceed to step 5, and if not, proceed to step 2.
Step 2. Scanning Channel. When the handoff distance is not satisfied threshold, the
magnetic levitated train and the adjacent base stations continue to scan the channel.
When the train receives NCFG message from the adjacent base station, proceed to
step 3, otherwise return step 1. When the adjacent base station receives the NENT
message sent by the train, proceed to step 4, otherwise return step 1.
Step 3. Train Executes Handoff. When the train receives the NCFG message from
the adjacent base station, it judges that the train parent base station is different from
the base station number, then it modifies the train parent base station as the adjacent
base station, and sends the NCFG message to inform the adjacent base station to
perform handoff, and the adjacent base station receives the NCFG message from the
train. Then proceed to step 5.
Step 4. The Base Station Executes Handoff. When the adjacent base station receives
the NCFG message sent by the train and knows that the train has entered the
coverage area of the base station, it immediately executes the step 5.
Step 5. Completing Handoff. The adjacent base station request the allocation of
resources to the core network. When the core network receives the request, it sends
all resources to the adjacent base stations. The adjacent base stations will send data
resources to the train according to other slots which are different from the current
base stations. At this time, the train will set the adjacent base station as the parent
base station, the current base station as the former parent base station, receiving all
data messages sent by the parent base station and the former parent base station.
Train and adjacent base stations establish good communication connection and
handoff have be completed.

4 Performance Analysis

The communication between the train and the leaky cable is shown in Fig. 4.
The transmission power of base station is Pt, h is the vertical distance between

the train and the leaky cable, and the free space loss of the ith slot of the train is Lfi.
When the train runs to the ith slot, the received signal power R(i, x) is

Rði; xÞ ¼ Pt � Li � Lfi ð5Þ

When the signal propagates in free space, the noise obeys the gauss distribution
of Nð0; r2Þ, and the average power of the noise is Eðn0Þ ¼ r2.
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Signal-to-noise ratio of received signals is

SNR ¼ Rði; xÞ
Eðn0Þ ð6Þ

Bit error rate of received signals is

BER ¼ 1
2
erfc

ffiffiffiffiffiffiffiffiffi
SNR
2

r
ð7Þ

4.1 Probability of Successful Handoff

The train receives NCFG messages from adjacent base stations and needs to send
NCFG messages to inform the base stations of the need to perform handoff.
Assuming that the length of overlap area of adjacent base stations is DL, the train
passes through the overlap area for n scheduling cycles.

n ¼ DL� R
vdTrepR

vdTp
ð8Þ

Tp is the time of a scheduling cycle.
Assuming that the bit error rate is BER when the train speed is v km/h, for the

control message of N bits length, the packet loss rate P is

p ¼ 1� ð1� BERÞN ð9Þ

High

Distance

h

li

vt

The slot in the 
leaky cable

Fig. 4 Schematic diagram of communication between train and leaky cable
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If the first NCFG message sent by the adjacent base station is successfully
received by the train and the NCFG message sent by the train is also successfully
received by the adjacent base station, the probability of successful handoff is as
follows:

Ps1 ¼ ð1� pÞð1� pÞ2 þð1� pÞpð1� pÞþ ð1� pÞð1� pÞp ð10Þ

The main premise of successful handoff is that the first NCFG message of the
adjacent base station is received successfully, so the first item in the formula
indicates that the two NCFG messages sent by the train are received successfully by
the adjacent base station; the second item indicates that the first NCFG message
sent by the train failed to receive, and the second backup NCFG message received
successfully; the third item is that the first NCFG message sent by the train was
received successfully, and the second item is that the first NCFG message sent by
the train was received The backup NCFG message failed to receive.

The above formula can be transformed into

Ps1 ¼ ð1þ pÞð1� pÞ2 ð11Þ

If the nth NCFG message train sent by the adjacent base station receives suc-
cessfully and the NCFG message sent by the train is also received successfully by
the adjacent base station, the probability of successful handoff is as follows

Psn ¼ ½1�
Xn�1

i¼1

Psi� � Ps1 ð12Þ

The total probability of successful handoff is

Ps ¼
Xn
i¼0

Psi ð13Þ

The improved handoff algorithm is simulated by MATLAB with the handoff
algorithm proposed in [5] and [13], and the relationship between the probability of
successful handoff and train running speed is obtained, as shown in Fig. 5.

As can be seen from the graph above, when the train speed is more than 350 km/h,
the probability of the successful handoff in [5] based on the arithmetic of A3 and [13]
based on the average arithmetic value drops sharply. When the train speed is 600 km/
h, the probability of the successful handoff is 99.6%, which is much higher than that in
[5] and [13].

4.2 Time Delay of Handoff

The total delay of soft handoff is composed of signaling interaction time and
signaling reporting time. Signaling interaction delay refers to the time when the
train and the base station interact to switch control messages. Signaling reporting
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delay refers to the time when the ground base station requests resources from the
partition controller and the core network.

Tt ¼ Texc þ Trep ð14Þ

Tt is the total delay of soft handover, Texc is the signaling interaction delay, Trep
is the signaling reporting delay.

The communication between ground base station equipment and partition con-
troller, partition controller and core network adopt the way of token ring network.
The signal propagation rate of token ring network is vring, and the length of ring

network is SH , so the signaling reporting time is Trep ¼ Sring
vring

.

The total delay of soft handoff is as follows:

Tt ¼ Texc þ Trep ¼
Xn

i¼0
Psi � i � Tp þ Sring

vring
ð15Þ

Figure 6 shows the relationship between the total delay of soft handoff and train
speed.

As can be seen from the figure, the handoff delay increases with the increase of
train speed. When the train speed is 600 km/h, the channel condition is bad and the
error rate increases to 10–3, the average handoff delay increases to 176 ms. Due to
the double backup of resources in overlapping area, the system resources are

Fig. 5 Schematic diagram of the relation between probability of successful handoff and speed of
train
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properly sacrificed. Compared with the time delay based on A3 algorithm given in
[5] and the handoff time based on arithmetic average given in [13], the total time
delay increases, but it ensures the safe and reliable transmission of train trans-
portation management business.

5 Conclusion

The handoff is one of the important functions of the high-speed maglev
vehicle-ground communication system. The reliability of the handoff is of great
significance to the safe and efficient operation of the Maglev Operation Control
system. This paper studies the soft handoff technology of wireless network con-
trolled by MAC layer in high-speed maglev scenario. Firstly, the high-speed
maglev vehicle-ground communication system is introduced. According to the
requirement of packet loss rate, the number of retransmissions is obtained, and the
required frame structure is designed to ensure the safe and reliable transmission of
maglev train transport management business. Soft handoff mechanism based on
location information is adopted, and retransmit mechanism and signaling protection
mechanism are designed to improve the success rate of soft handoff and prevent
ping-pong handover. Finally, the performance analysis is carried out. When the
train speed is higher than 350 km/h, the probability of successful handoff based on
the arithmetic of A3 and the average arithmetic value is less than 99.5%, and the
average handoff delay is 95–150 ms. The improved handoff mechanism has a
99.6% probability of handoff success when the train speed is up to 600 km/h and
the handoff delay is only increased by 26 ms. In the coverage area, the train can

Fig. 6 Schematic diagram of the relation between time delay of handoff and speed of train
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communicate with the current base station and the neighboring base station
simultaneously, which reduces the blocking rate of the vehicle-ground communi-
cation system and ensures the stable and reliable transmission of the service of the
maglev vehicle-ground communication system.
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Grid Path Planning for Mobile Robots
with Improved Q-learning Algorithm

Lingling Peng and Juntao Li

Abstract According to the problem of obstacles avoidance path planning in
mobile robot system, this article uses the Q-learning algorithm in reinforcement
learning to solve it. The original Q-learning algorithm has the problem of low
learning efficiency, then an improved algorithm is proposed that adds a layer of
learning process based on it. So that the mobile robot can find obstacles and target
positions as soon as possible, which accelerates the efficiency of path planning and
improves the efficiency. Finally, the path planning is established by a grid method
on Python, and the comparison between the original algorithm, the improved
algorithm proves that the learning efficiency of the algorithm is improved.

Keywords Mobile robot � Path planning � Q-learning algorithm � Grid method �
Learning efficiency

1 Introduction

Path planning is an important part of mobile robot research. Its goal is to find a
collision-free path from the starting point to the end point in a complex environment.
The core of path planning is the design of the algorithm. The machine learning that
comes with it is a discipline that studies how to use machines to simulate human
learning activities, including supervised learning, unsupervised learning, and
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reinforcement learning. In recent years, with the development of the machine
learning, the application of various types of mobile robots has entered a period of
rapid development. They can accomplish tasks that humans can’t complete or finish
which are inefficient and time-consuming. In the field of the mobile robots, effective
obstacle avoidance and path planning [1] is a critical issue. The mobile robots are
expected to detect obstacles and deal with them in the shortest time. For now, there
are many ways to learn to solve this issue at domestic and foreign. Commonly used
path planning methods for mobile robots are divided into two categories, the global
environment and the local environmental planning, The global path planning is to
search for a collision-free path according to a specific algorithm under static envi-
ronmental conditions when the global static environment map is known, and the local
path planning mainly considers that the robot only knows part of the environment
information or completely does not understand the environmental information.
Update the path planning scheme based on the acquired environmental information.
Including: artificial potential field method [2], a genetic algorithm based on path
coding [3], ant colony algorithm based on random search [4], neural network based
on learning training [5–13] and reinforcement learning method [14–24], grid map
method [25], particle group [26], A* algorithm [27], and some mixed processing
models based on various basic methods. When mobile robots can’t complete tasks
based on prior knowledge or by imitating others, they need to try and learn. The
success or failure of the test should help to change the behavior in the right direction,
and reinforcement learning is the study of this behavior. One of the scientific
methods. Many scholars have made a lot of research and achieved certain results for
the path planning of mobile robots in complex environments. However, Q-learning
[25, 28–30] proposed by Watikins was widely used in the path planning application
of mobile robots, it is characterized by the absence of prior knowledge of the envi-
ronment. Mobile robots establish an interaction with complex dynamic environ-
ments, the environments will return the robots a reward, at this point the robot will
evaluate the action based on the current reward. The iteration of this algorithm is a
process of continuous trial and error and exploration. The condition for its conver-
gence is to make multiple attempts for each possible state and action, and the robot
learns the optimal strategy. In other words, according to some criteria, an optimal or
sub-optimal path from the start point to the target point that can successfully avoid
obstacles is found in the unknown environment.

In this paper, some shortcomings of Q-learning are improved, for example, it has
the problem of low learning efficiency and slow convergence, it also does not have
good adaptability to complex environments. The improved Q-learning algorithm is
applied to the path planning for mobile robots. Most of the related studies in this
area remain at the theoretical level, lacking of solutions to practical problems and
background. Firstly, this article introduces the principle of reinforcement learning
and the basic principle of Q-learning algorithm. Secondly, an abstract model is
established for the path planning problem of mobile robots and solved by the
improved Q-learning algorithm, so that the optimal path can be planned in a rel-
atively short time. Finally, making relevant analysis of the results to verify the
efficiency of the algorithm.
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2 Reinforcement Learning

2.1 Theory of Reinforcement Learning

Compared with supervised learning and unsupervised learning, according to whe-
ther the training samples are labeled to give a certain orientation to the training
process and objectives, reinforcement learning has a more independent theoretical
system. The classical reinforcement learning is based on the Markov decision
process (MDP), reinforcement learning refers to a kind of learning which from
environmental state to action mapping, it maximizes the rewards that actions
receive from the environment, thus the objective function is maximized. Learning
framework is shown in Fig. 1.

Reinforcement learning algorithm is different from supervised learning and
unsupervised learning, its learning process is dynamic. It needs to interact with the
environment for learning. The data generated by the interaction will be passed
directly to the agent to carry out the next step of learning. However, in the
supervised and unsupervised learning, the learning process is static, including the
data in learning generate without interaction with the environment. It can directly
input the sample data into the deep network of the neural network for training. The
reinforcement learning method obtains the feedback signal through the interaction
between the robot and the environment, and judges the value of the previous action
according to the quality of the feedback signal. The goal is to update the action
selection strategy by using the feedback signal in the process of continuous itera-
tion. Complete the optimal action selection strategy for the task. Therefore, it can be
seen that there are many objects involved in reinforcement learning, including
actions, state transition probabilities, non-essential environment, reward and pun-
ishment functions, and value functions.

Fig. 1 Basic framework for reinforcement learning algorithms
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Reinforcement learning algorithm reported include Dynamic Programming
method (DP), Monte Carlo (MC), TD and other methods. The Dynamic
Programming method requires two conditions, one can be decomposed into
sub-problems, and the other is that sub-problems can be stored and utilized. In the
case of consistent models, the unknowns only have a state value function, which
solves the state value function, that is, constantly finds the optimal value function to
determine the optimal strategy. However, if there is no model, the experience can be
used to estimate the expectation, that is, using the MC method to repeat the
experiment, obtain the experimental data, calculate the empirical average, and
evaluate and improve the strategy based on the empirical average. From the above,
DP method is a learning method based on deep search, and MC is a learning
method based on breadth search. However, there is a problem in the MC method
that the average experience is not until the end of an experiment. The exploration
process of DP and MC algorithm is shown in Figs. 2 and 3.

However, the learning speed is slow and the learning efficiency is not high.
Therefore, the most studied reinforcement learning method is the time difference
algorithm. This algorithm does not need to be known. For the model, the experi-
mental cumulative experience average uses the state value function at the next
moment. Although the expected estimation is biased, the variance is small, and the
predicted value for the next moment action is continuously updated. TD method
also has a SARSA algorithm based on the same policy and Q-Learning algorithm
based on the different strategy. This paper uses Q-Learning algorithm based on
different strategies. The exploration process of TD algorithm is shown in Fig. 4.

Since the dynamic programming algorithm estimates the state by calculating the
mathematical expectation, it contains all the next steps, the breadth is best, there is
no depth level of exploration, but the precise transition probability requires accurate
environmental model, and the calculation MC method uses random sampling to
estimate the state and simulate the stochastic characteristics of the system. Each

Fig. 2 The exploration process of DP
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sampling is considered to be a complete episode, that is, it is executed from the
initial state to the termination state, and the depth is optimal. There is almost no
breadth level of exploration. If the Monte Carlo method wants to require more
accurate estimates, it needs as many samples as possible. The time difference
method combines the characteristics of the above two algorithms, taking into
account the depth and breadth direction of the search. By iteratively solving the
problem of time reliability allocation, the rewards in the reinforcement learning
problem can be transmitted in the opposite direction to the state transition; the

Fig. 3 The exploration process of MC

Fig. 4 The exploration process of TD
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control algorithm of the time difference idea is divided into the SARSA in the
strategy according to whether the action prediction and the selection action are
performed the same. Algorithm and off-rule Q-Learning algorithm, along with
Learning theories sound system, the researchers but also on the basis of the above
algorithm was improved, improved version has superior performance, but the core
idea is discussed above content.

2.2 Q-learning Algorithm

At time t of the path planning, the mobile robot can select an action at in a limited
set of actions and apply it to the environment. The environment accepts that action
and performs the transfer of the state St to St+1, and the robot receives the bonus
value R at the same time. And R is the evaluation of the state St+1. Q-learning uses
state-action pairs Q(s, a), which uses this iterative way to get the optimal strategy.
The equation for updating the value function of the algorithm is:

Qðst; atÞ  Qðst; atÞþ aðRtþ 1þ cmax aQðstþ 1; aÞ � Qðst; atÞÞ ð1Þ

In the formula, state St, St+1 2 S, S is the state space; action a 2 A, A is the action
place; a is the learning rate, the larger the value of a, the faster the value of
Q converges, but the more likely it is to generate oscillation; max aQðstþ 1; aÞ
shows that the action choice a from A makes a maximum Q(st+1, a); c is a discount
factor, it indicates the extent to which future rewards affect current movements. In
the episode, Q(st+1, a) uses the estimated value, which is a biased estimate. From
these state-action pairs, a table of Q values can be represented, in which the
state-action pairs (St, at) and the value of the value function Q are stored.

When the Q value is continuously iteratively updated, finally Qðst; atÞ will
converge to the optimal value:

Qðst; atÞ  Rtþ 1þ c max aQðstþ 1; aÞ ð2Þ

Therefore, the convergence of the former state of the algorithm depends on the
latter state, it is independent of the initial value, and the result can be guaranteed to
converge without environment model.

However, Q-learning has the disadvantages of low learning efficiency and slow
convergence, it will be improved. A new learning process is added to the original
algorithm, which enables the mobile robot to find obstacles and target positions one
step ahead and make decisions in advance.
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3 Mobile Robot Path Planning Based on Improved
Q-learning Algorithm

3.1 Environmental Model

This article will use the grid map method [31, 32] based on Python to build the
environment space, and will define a 20 � 20 grid environment. 10 means passable
points, 0 means obstacles, 7 means the start point, 5 means the end point. So, the
white parts are the robot’s passable points, the black parts are the obstacles, the
yellow part is the start point, and the red part is the end point. As shown in Fig. 5.

3.2 Improvements to the Q-learning Algorithm

Since the Q-learning algorithm only makes the mobile robot explore one step, the
search scope is limited. According to the acquired environmental information, the
mobile robot can perform deeper search than before. The ultimate goal of mobile
robot path planning is to find a path with the shortest time and the shortest distance
and reach the end point. Therefore, this article will improve the update function of
the original Q-learning algorithm value function, adding the deep learning factor
x 2 (0, 5, 1). Q(st+2, a) is the Q value of the next two steps. It prompts the mobile

Fig. 5 A grid map obtained by abstracting obstacles
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robot to anticipate obstacles or the target point earlier and updates Q as early as
possible. The improved value function’s update rule is:

Qðst; atÞ  Qðst; atÞþ aðRtþ 1þ cðx max aQðstþ 1; aÞ
þ ð1� xÞmax aQðstþ 2; aÞÞ � Qðst; atÞÞ

ð3Þ

In order to ensure the convergence of the Q value, x is introduced, and the
updated learning rule uses the deep learning factor x to weigh the return obtained in
the first step and the return obtained in the second step. Since the action of the
mobile robot is determined by the surrounding environment, it is stipulated that
x[ 0:5, which can guarantee the return weight of the larger first step. There is no
case that the first step obstacle is ignored due to the second step. When x ¼ 1, the
value rule of Q is determined by the first step, which is the original Q-learning
algorithm update.

3.3 Representation of Action Space

The simulation experiment in this article will abstract the mobile robot into a mass
point, centering on the mobile robot, and define the four action spaces that the
mobile robot can execute: A = {E, S, W, N}. Action strategy chooses e-greedy
strategy, its meaning is to choose the action with the largest action value, that is, the
probability of greedy action is 1� eþ e

A sð Þj j, the probability of other non-greedy

actions is equal probability e
A sð Þj j. This strategy can balance the use and exploration,

using the maximum action value, and other non-optimal action values continue to
explore with equal probability.

p s, að Þ ¼
1� eþ e

A sð Þj j
e

A sð Þj j

8<
: ð4Þ

3.4 Reward and Punishment Functions

The reward and punishment function is the immediate feedback of the environment
to the mobile robot, and it is also a good evaluation of the action performed by the
mobile robot in the previous step. It is oriented when the mobile robot is optimally
planned. The mobile robot will get a penalty value of −1 while moving a grid until it
reaches the end. The maximum reward value for mobile robots is 200. It will get the
maximum penalty value of −50 if it hits an obstacle. Throughout the process, the
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mobile robot will select actions with higher reward values, which will cause the robot
to reach the end point faster and eventually get the maximum total reward value.

R ¼
�1
200
�50

8<
: ð5Þ

3.5 Design of Overall Algorithm

See Fig 6.

4 Results and Analysis of Experiments

This article will carry out the optimal path planning of mobile robots in the same
environment with obstacles. The grid environment is 20 � 20. Then, the widely
used Q-learning algorithm is used to verify and compare with the improved
Q-learning algorithm. This article lists the number of learning times before and after
the improved algorithm under different parameters. The improved algorithm has
universal versatility, as shown in Table 1.

In the experiment, the discount factor is assumed to be c ¼ 0:2, the deep
learning factors are x ¼ 0:6; 0:7; 0:8; 0:9.

Under the above conditions, with the increase of the deep learning factor, the
number of learning times of the improved algorithm is more and more, but the
convergence speed and learning efficiency of the algorithm are improved. It can be

Collect environmental information

Modeling by grid method

Specify the starting point

Path planning

Execute walking command

Fig. 6 Design of algorithm
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seen from the experiment that the mobile robot uses the Q-learning algorithm and
the improved Q-learning algorithm to achieve the same path planning results. The
improved Q-learning algorithm is more adaptable to complex environments than
before, and can perform the shortest path planning more accurately and quickly.
Figure 7 shows the final learning result.

5 Conclusion

This article proposes a new method, based on the map environment model estab-
lished by the grid method and improves the Q-learning algorithm. This method
improves the problem of low learning efficiency and slow convergence. Adding a

Table 1 Comparison of learning times and efficiency under different parameters

Discount factor c 0.2

Deep learning factor x 0.6 0.7 0.8 0.9

The number of improved algorithm before 50 50 50 50

The number of after improving the algorithm 40 43 44 46

Improved efficiency after improved the algorithm/% 20 14 12 8

Fig. 7 Final learning result
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deep learning factor when updating the Q value enables the mobile robot to find the
target point faster and earlier in an environment with irregular complex obstacles,
and to explore farther with all the information of the environment. Finally, the
original Q-learning algorithm and the improved algorithm are used to optimize the
path planning of the mobile robot in the same static obstacle environment. The
results are consistent. The comparison of the learning times proves that the
improved algorithm learning efficiency will improve, and the convergence speed
will increase. Successfully realized the path planning of the mobile robot, which has
certain versatility. However, this article only solves the complex path planning of
mobile robots in the environment with static obstacles. Further research is needed
on the path planning of mobile robots in more complex environments with dynamic
obstacles than before.
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Two-Sided Matching Venture Capital
Model Based on Synthetic Effect

Xiaoxia Zhu

Abstract In the paper, a venture capital model is considered with fuzzy infor-
mation, which main be related to evaluation indexes data between venture capi-
talists and venture enterprises. So, the expected level value is selected as a reference
point, the profit and loss values are calculated by using prospect theory, and the
psychological characteristics of decision makers’ risk perception are considered,
and the overall perception value of decision makers is calculated, then Two-sided
Matching Venture Capital Model is established. An example analysis shows that
the model is feasible, effective and reasonable, and can be providing method
support for venture capital decision-making.

Keywords Venture capital � Two-sided Matching � Fuzzy information

1 Introduction

Venture capital has played an important role in the process of economic develop-
ment, and is often called the engine of economic growth [1]. In venture capital
activities, there are three main bodies, such as Venture capitalists (VCs), Venture
Enterprises (VEs) and Investment Intermediaries, and the matching of venture
capital can be realized through intermediaries. The best match can make both
parties achieve satisfactory results as far as possible, which are conducive to
improving the success rate of venture capital activities, reducing risks and achieving
win-win results. The best matching process is actually a two-side selection process
for venture capitalists and venture enterprises, which can be summed up as a
bilateral matching decision-making problem [2].
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The Two-sided Matching problem originates from the Two-sided Matching
theory. The theory was proposed by Gale & Shapley in 1962, and the existence of
stable matching, the optimal stable matching and the linear programming algorithm
of matching problem were creatively studied [3]. Roth [4] proposed that there is a
match between bilateral agents in market economic activities, and analyzed prac-
tical cases of bilateral matching. After decades of development, various fields of
bilateral matching decision-making have a wide range of practical backgrounds,
especially the problem of venture capital decision-making in financial markets.
Sorensen [5] established a bilateral matching model between venture capital and
enterprises according to the specific conditions of the US venture capital market,
and believed that bilateral matching had positive effects on both sides. Cao et al.
applied Gale and Shapley model to construct a stable bilateral matching model
between venture capitalists and entrepreneurs from the perspective of game theory
[6]. Wu equality aiming at the choice of bilateral matching for venture capital under
the Internet financial environment, taking full account of both parties’ psycholog-
ical expectations and risk perception, a bilateral matching decision model based on
prospect theory is established under the linguistic information index system [7]. Li
et al. used disappointment theory to describe the psychological perception of the
subjects in venture capital, and then constructed a real information multi-index
bilateral matching optimization model for the comprehensive perceived utility of
both subjects [8].

Existing research results show that this kind of venture capital is a multi-index
multi-objective bilateral matching decision-making process that fully takes into
account the psychological and behavioral characteristics of both parties. The
characteristics of bilateral matching decision of venture capital studied in this paper
are summarized as follows: (1) Fuzzy information index and processing method. In
the bilateral matching of venture capital, the evaluation indexes of different subjects
may be expressed in one or more of real number, language, triangular fuzzy number
and interval number. In this paper, the method of document [9] is used to deal with
fuzzy index information. (2) Psychological behavior and expected utility of both
parties.

Based on the above analysis, aiming at the characteristics of the psychological
behavior and multi-index for both parties of venture capital, this paper mainly does
the following work: (1) The fuzzy index information aimed at the two-side
matching model of venture capital should be used the comprehensive effect func-
tion to be applied to make it clear; (2) The model is took into account the
investment intermediary objectives, and a multi-objective two-side matching model
is established based on comprehensive perceived utility. An example analysis
shows that the model is feasible, effective and reasonable; it can be providing
method support for venture capital decision-making.
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2 Problem Description

In the venture capital activities, VCs expect to obtain high profits, VEs expect to
obtain better development, and Investment intermediaries aggregate the expected
level information and the actual evaluation information, and forming a reasonable
matching pair, so as to achieve satisfaction for both parties.

2.1 Matching Description of VCI to VE

VCs put their capital into VEs in order to obtain high investment returns. In the
investment process, it is hoped to find VEs with advanced technology, short pay-
back period, high return rate, low risk, good reputation, good investment envi-
ronment, favorable tax revenue and high management level to invest.

The sets of VCI is given by A ¼ A1;A2; � � � ;Ai; � � � ;Anf g, here, Ai is denoted as
ith VCI i ¼ 1; 2; � � � ; nð Þ. The satisfaction evaluation index (attribute) set of venture
investors to venture enterprises is X ¼ X1;X2; � � � ;Xh; � � � ;Xkf g, here Xh is the hth

venture enterprises, h ¼ 1; 2; � � � ; kð Þ. Indicator assignment includes both quanti-
tative and qualitative. For quantitative indicators, real numbers or interval numbers
or triangular fuzzy numbers can be used, while for qualitative indicators, linguistic
information can be used.

The weight of indicator sets X is expressed as w ¼ w1;w2; � � � ;wh; � � � ;wkf g,
here, wh is the weight of Xh index, and they are satisfied with

Pk
h¼1 wh ¼ 1,

0�wh � 1.
Let P ¼ ½phi �n�k be the expectation level matrix of VCI Ai to VE Bj on indicator

sets X, here phi is the expectation level value of VCI Ai to VE Bj on indicator Xh.
Let Q ¼ ½qhij�n�k�m be the Actual Evaluation Matrix of Investment Intermediaries

to VE Bj on indicator sets X, here qhij is the Actual Evaluation Value of investment
intermediaries to VE Bj on indicator Xh.

2.2 Matching Description of VE to VCI

In the development process, VEs will encounter many problems, such as innova-
tion, transformation and expansion production. In order to get rid of the financial
pressure, VEs expect to provide stable and continuous financial support through
VCs’ investment. During this period, VEs can choose venture investors with fast
lending speed, high quota, low rate of return and good credit standing to finance
through investment intermediaries.

The sets of VE is given by B ¼ B1;B2; � � � ;Bj; � � � ;Bm
� �

, here Bj is denoted as
jth VE, j ¼ 1; 2; � � � ;mð Þ. Let Y ¼ Y1; Y2; � � � ; Yf ; � � � ; Yl

� �
be the satisfaction
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evaluation indicators (attributes) sets of VE to VCI, here Yf is denoted as f th

evaluation indicator, f ¼ 1; 2; � � � ; lð Þ.
Similarly, the indicators values can be expressed by quantitative and qualitative

data. For quantitative indicators, they can be given by real numbers or interval
numbers or triangular fuzzy numbers. For qualitative indicators, they can be given
by linguistic information.

The weight of indicator sets Y is expressed as u ¼ u1; u2; � � � ; uf ; � � � ; ul
� �

, here,

uf is the weight of the index Yf , and they are satisfied with
Pl

f¼1 uf ¼ 1, 0� uf � 1.

Let E ¼ ½e fj �m�l be the expectation level matrix of VE Bj to VCI Ai on indicator

sets Y , here e fj is the expectation level value of VE Bj to VCI Ai on indicator Yf .

Let R ¼ ½r fji �m�l�n be the actual evaluation matrix of Investment Intermediaries

to VCI Ai on indicator sets Y , here r fji is the actual evaluation value of Investment
Intermediaries to VCI Ai on indicator Yf .

3 Two-Sided Matching Model

3.1 Fuzzification Rules

In this paper, the evaluation index of VCs and VEs are given different data types, such
as real number, interval number, triangular fuzzy number and language information.
In order to obtain more scientific and reasonable matching results and achieve
comparability of different data types, these data need to be mapped to real number
space [9, 10]. So, language information, interval numbers and triangular fuzzy
numbers are all converted into real numbers by the comprehensive effect functions.

Assuming that the evaluation index values of VCs and VEs are given triangular
fuzzy numbers, that is A ¼ a; b; cð Þ. We use the comprehensive effect method to
convert it into real numbers.

For Triangular fuzzy number A ¼ a; b; cð Þ, a 2 0; 1½ Þ, when L kð Þ ¼ ka, we
have

IL Að Þ ¼ aþ 2abþ c
2 aþ 2ð Þ ; UL Að Þ ¼ c� a

aþ 1ð Þ aþ 2ð Þ ð1Þ

Here, IL Að Þ is called the centralized quantification principle value of A, and
UL Að Þ is the dispersion of A [11, 12]. In order to transform triangular fuzzy
numbers into real numbers, a comprehensive effect function is defined.

If we regard x and y as IL Að Þ and UL Að Þ of A respectively, then

SL Að Þ ¼ S ðIL Að Þ;UL Að ÞÞ ð2Þ

598 X. Zhu



A continuous function S x; yð Þ: �1; þ1ð Þ � 0; þ1½ Þ ! �1; þ1ð Þ is
called a maximum synthesizing effect function, if it satisfies: (1) S x; yð Þ is
monotone non-decreasing on x for any y� 0; (2) S x; yð Þ is monotone
non-increasing on y for any x 2 �1; 1ð Þ; (3) S x; yð Þ� x; S x; 0ð Þ ¼ x. Then,
S x; yð Þ is called synthesizing effect function S x; yð Þ is a compound quantification
method of fuzzy information considering both IL-metric and UL-dispersion. And
this method not only contains IL-metric method, but it has better interpretability.

In order to eliminate the differences between each attribute to the influence of the
evaluation results, the index weights of VCs and VEs need to standardize the
original assessed value. In Literature (Fang, 2014, Zhu, 2014) the standardization
equation is given.

3.2 Two-Sided Matching Model Be Constructed

In the venture capital investment process, both VCs and VEs have their own
expectations when they can make two-sided choices, and they can avoid potential
risks. Under the new era financial market, there is not much information symmetry
between the matching parties, and the best matching can be successful by the aid of
investment intermediaries. Investment intermediaries assist the matching parties in
choosing suitable partners through decision analysis. Firstly, the mutual expectation
of the matching parties is determined as the reference point. Secondly, the profit and
loss decision of the actual level of the matching parties relative to the reference
point is calculated. Thirdly, we calculate the perceived value of the profit and loss
value of each matching party, and then we get the comprehensive perceived value
of each matching party. Finally, taking the comprehensive perceived value of the
matching parties as the maximum objective function, a multi-objective function
programming model is established.

The Profit-Loss Matrix and Perceived Value of VCs
Assuming that the expectation level value eih of the venture capitalist Ai on the

index Xh is considered to be a reference point, which is compared with the actual
evaluation value rjh of the venture enterprise Bj on the index Xh, and we may
establish the profit and loss value matrix of the venture investor, as following:

D dhij
� �

¼ d rjh; eih
� �

; rjh � eih
�d rjh; eih

� �
; rjh\eih

(

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; h ¼ 1; 2; � � � ; k
ð3Þ

Here, d rjh; eih
� �

is denoted as the distance between rjh and eih. When rjh � eih ,
d rjh; eih
� �

is considered to be the profit value, otherwise it is the loss value. Thus,
D ¼ ½dhij�n�k�m is regarded as the profit-loss matching decision matrix of VCs.
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According to the prospect theory, we may calculate the perceived value of the
venture capitalist Ai by the (3). As following:

m dhij
� �

¼
DðdhijÞa1 ; rjh � eih

�h1ð�D dhijÞb1
� �

; rjh\eih

8<
:

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; h ¼ 1; 2; � � � ; k
ð4Þ

Here, m dhij
� �

is denoted as the perceived value of the venture capitalist Ai. Thus,

V ¼ ½m dhij
� �

�n�k�m is denoted as the risk perception matrix of the different risk

attitudes of VCs towards loss and income. a1 2 0; 1ð Þ, b1 2 0; 1ð Þ are denoted as

the convex-concave degree of the perceived value m dhij
� �

. h1 [ 1 is indicated as the

degree of loss aversion of venture capitalist Ai, and its value is the greater that it is
regarded as the higher degree of loss aversion of venture capitalist, otherwise it is
regarded as the lower. If a1, b1,h1 are assigned value, and can be obtained by the
results in the literature [7]. Usually, let a1 ¼ b1¼ 0:88, h1¼ 2:25.

According to the (4), we can calculate the overall risk perceived value which is
regarded as VC Ai to VE Bj. As following:

Uij ¼
Xk
h¼1

vðdhijÞ

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; h ¼ 1; 2; � � � ; k
ð5Þ

In the (5), Uij is the greater that it is the higher degree of coincidence between the
expected level and the actual level of VCs, and be the greater propensity to invest in
VEs.

The Profit-Loss Matrix and Perceived Value of VEs
Assuming that the expectation level value ejf of VE Bj on the index Yf is

considered to be a reference point, which is compared with the actual evaluation
value rif of VC Ai on the index Yf , and we may establish the profit and loss value
matrix of VEs, as following:

D d f
ji

� �
¼ d rif ; ejf

� �
; rif � ejf

�d rif ; ejf
� �

; rif\ejf

(

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; f ¼ 1; 2; � � � ; l
ð6Þ

Here, d rif ; ejf
� �

is denoted as the distance between rif and ejf . When rif � ejf ,
d rif ; ejf
� �

is considered to be the profit value, otherwise it is the loss value. Thus,

D ¼ ½D d f
ji

� �
�n�l�m is regarded as the profit-loss matching decision matrix of VEs.
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According to the prospect theory, we may calculate the perceived value of VE Bj

by the (6), as following:

m d f
ji

� �
¼

Dðd f
ji Þa2 ; rif � ejf

�h2ð�D d f
ji Þb1

� �
; rif\ejf

8<
:

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; f ¼ 1; 2; � � � ; l
ð7Þ

Here, m d f
ji

� �
is denoted as the perceived value of VE Bj. Thus, V ¼

½m d f
ji

� �
�n�l�m is denoted as the risk perception matrix of the different risk attitudes

of VEs towards loss and income. a2 2 0; 1ð Þ, b2 2 0; 1ð Þ are denoted as the

convex-concave degree of the perceived value m dhij
� �

. h2 [ 1 is indicated as the

degree of loss aversion of VE Bj, and its value is the greater that it is regarded as the
higher degree of loss aversion of VE, it is regarded as the lower. If a2, b2, h2 are
assigned value, and similarly, let a1 ¼ 0:88, b1¼ 0:88, h1¼ 2:25.

According to the (7), we can calculate the overall risk perceived value which is
regarded as VE Bj to VC Ai. As following:

Uji ¼
Xl

f¼1

vðd f
ji Þ

i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; f ¼ 1; 2; � � � ; l
ð8Þ

In the (8), Uji is the greater that it is the higher degree of coincidence between the
expected level and the actual level of VEs, and be the greater propensity to invest in
VCs.

• The Multi-objective Two-Sided Matching Model

By the above calculation process, we can construct the Multi-objective
Two-sided Matching Model (MTMM). In the model, it takes into account the
matching objectives and the psychological and behavioral characteristics of both
parties, it is the practical significance to solve the problem of investment and
financing under the current situation of highly asymmetric information in the
financial market.

In the investment process, both parties pursue the maximization of their overall
perceived value. So, a target planning model for the maximization of overall per-
ceived value is established in this paper.

Let T ¼ ½sij�n�m, here, when sij ¼ 0, it is denoted that VC Ai and VE Bj can be
not matched, sij ¼ 1 when sij ¼ 0, it is denoted that VC Ai and VE Bj can be
matched. The multi-objective matching model for both parties is as follows:
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max z1 ¼
Xn

i¼1

Xm

j¼1
Uijsij ð9aÞ

max z2 ¼
Xn

i¼1

Xm

j¼1
Uijsij ð9bÞ

max z3 ¼
Xn

i¼1

Xm

j¼1
qrijsij ð9cÞ

s:t

Pn
i sij � 1j j ¼ 1; 2; � � � ;mð ÞPm
j sij � ni i ¼ 1; 2; � � � ; nð Þ

sij ¼ 0; 1 i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;mð Þ

8<
: ð9dÞ

Here, the (9a) is indicated that all VCs have the largest overall induction value to
all VEs, the (9b) is indicated that all VEs have the largest overall response value to
all VCs, in the (9c), z3 ¼

Pn
i¼1

Pm
j¼1 rijsij is indicated the number of successful

matches between VCs and VEs, If the investment intermediary collects commis-
sions according to the matches number, the (9c) is indicated as the maximum
income of the investment intermediary, q is indicated as the income ratio of
financial consulting services after the investment intermediary receives the suc-
cessful matches. The (9d) is indicated that VCs can choose at most 1j VEs to invest,
while VEs can choose at most ni VCs to finance. In order to solve the
multi-objective matching model, in the paper, we will transform the multi-objective
optimization model into a single-objective optimization model through the linear
weighting method [6–8].

In order to solve the multi-objective matching model, in the paper, we will trans-
form the multi-objective optimization model into a single-objective optimization
model through the linear weighting method [6–8]. Let

P3
i¼1 #i ¼ 1; #i 2 0; 1½ �;

i ¼ 1; 2; 3, so the 9a–9b model is can be expressed as the following.

maxZ ¼ #1

Xn
i¼1

Xm
j¼1

Uijsij

þ#2

Xn

i¼1

Xm

j¼1
Uijsij þ#3

Xn

i¼1

Xm

j¼1
qrijsij

ð10aÞ

s:t

Pn
i
sij � 1j j ¼ 1; 2; � � � ;mð Þ

Pm
j
sij � ni i ¼ 1; 2; � � � ; nð Þ

sij ¼ 0; 1 i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;mð ÞP3
i¼1

#i ¼ 1; #i 2 0; 1½ �; i ¼ 1; 2; 3

8>>>>>>>><
>>>>>>>>:

ð10bÞ
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4 Example Calculation and Analysis

The investment intermediary has received the formation base on 4 venture investors
(A1, A2, A3, A4) and 6 venture enterprises (B1, B2, B3, B4, B5, B6). VCs choose
five indexes as their own index system to determine their investment, such as the
return period of investment, technical level, market accessibility, quality of enter-
prise managers and investment environment. VEs choose four indexes as their own
index system to determine who will invest, such as investment strength, investment
success rate, reputation and quality of VCs. According to experience and market
survey, VCs give their index expectation level values to VEs as shown in Table 1,
and VEs give their index expectation level values to VCs as shown in Table 2.

The investment intermediary may actually evaluate the index set (x1, x2, x3, x4,
x5) of the 4 VCs to VEs, such as Table 3. Let u = (0.25, 0.25, 0.15, 0.20, 0.15) be
the corresponding index weight value. The investment intermediary may actually
evaluate the index set (y1, y2, y3, y4), of 6VEs to VCs, such as Table 4. Let
u0 = (0.40, 0.25, 0.20, 0.15) be the corresponding index weight value.

Assuming S x; yð Þ ¼ xð1þ ayÞ�b, a = 0.2, b = 0.5 is the comprehensive effect
function, The model is solved by LINGO; the result is as follows: s11 ¼ 1;
s16 ¼ 1; s25 ¼ 1; s34 ¼ 1; s42 ¼ 1; s43 ¼ 1; the rest sij ¼ 0. From this, we can see that
VC A1 may be matched VE B1, VC A2 may be matched VE B5, VC A3 may be
matched VE B4, VC A4 may be matched VE B2 and VE B3. The matching results
recommended by the intermediary will provide decision support for the venture
capital entities.

Table 1 Expected level
value of VCs to VEs

x1 x2 x3 x4 x5
A1 3 [7%, 10%] (0.5, 0.75, 1) (5, 7.5, 10) G

A2 4 [10%, 12%] (0.75, 0.75, 1) (6, 8, 10) VG

A3 3.5 [9%, 15%] (0.5, 0.75, 1) (1, 3, 5) VG

A4 5 [10%, 15%] (0.75, 0.75, 1) (3, 6, 9) G

Table 2 Expected level
value of VEs to VCs

Y1 Y2 Y3 Y4

B1 900 [8%, 12%] (0.5, 0.65, 0.7) G

B2 800 [10%, 15%] (0.3, 0.35, 0.4) G

B3 500 [3%, 5%] (0.1, 0.2, 0.25) VG

B4 400 [1%, 3%] (0.25, 0.3, 0.4) G

B5 700 [5%, 7%] (0.4, 0.65, 0.8) VG

B6 600 [12%, 16%] (0.2, 0.41, 0.5) VG
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Table 3 VEs’ actual evaluation value

B1 B2

x1 x2 x3 x4 x5 x1 x2 x3 x4 x5

A1 3.5 [8%, 10%] (0.5, 0.75, 1) (3, 7, 9) G 2.5 [9%, 11%] (0.25, 0.5, 0.75) (3, 5, 7) VG

A2 4.5 [10%, 11%] (0.25, 0.5, 0.75) (1, 4, 6) G 6.5 [8%, 12%] (0.5, 0.75, 1) (1, 6, 9) G

A3 3.5 [8%, 10%] (0, 0.25, 0.5) (2, 3, 5) VG 3.5 [10%, 12%] (0.5, 0.75, 1) (2, 5, 9) G

A4 4 [10%, 11%] (0.5, 0.75, 1) (4, 6, 9) G 4.5 [7%, 9%] (0.5, 0.75, 1) (3, 7, 9) G

B3 B4

x1 x2 x3 x4 x5 x1 x2 x3 x4 x4

A1 3.5 [8%, 10%] (0.25, 0.5, 0.75) (4, 5, 7) G 3.5 [8%, 10%] (0.5, 0.75, 1) (4, 6, 9) G

A2 4.5 [6%, 8%] (0, 0, 0.25) (5, 7, 10) P 4.5 [10%, 11%] (0.25, 0.5, 0.75) (1, 5, 7) VG

A3 3.5 [11%, 12%] (0, 0.5, 0.75) (1, 4, 6) G 3.5 [8%, 10%] (0.25, 0.5, 0.75) (2, 4, 6) G

A4 2.5 [8%, 11%] (0.5, 0.75, 1) (2, 3, 5) M 3 [9%, 11%] (0.5, 0.75, 1) (1, 3, 5) G

B5 B6

x1 x2 x3 x4 x5 x1 x2 x3 x4 x4

A1 2.5 [6%, 8%] (0.4, 0.65, 0.8) (3, 5, 7) G 3 [6%, 8%] (0.4, 0.65, 0.8) (3, 7, 9) VG

A2 4.5 [10%, 15%] (0.25, 0.5, 0.75) (5, 7, 10) VG 4.5 [10%, 11%] (0.25, 0.5, 0.75) (1, 5, 7) G

A3 3.5 [8%, 10%] (0.5, 0.75, 1) (1, 6, 9) G 3.5 [5%, 7%] (0.5, 0.75, 1) (2, 4, 8) G

A4 6 [12%, 16%] (0.5, 0.75, 1) (4, 6, 9) P 4 [10%, 11%] (0.25, 0.5, 0.75) (3, 6,

10)

VG

Table 4 VCs’ actual evaluation value

A1 A1

Y1 Y2 Y3 Y4 Y1 Y2 Y3 Y4

B1 900 [8%, 12%] (0.5, 0.65, 0.7) G 600 [9%, 12%] (0.5, 0.75, 1) G

B2 800 [10%, 15%] (0.3, 0.35, 0.4) G 200 [1%, 3%] (0.25, 0.3, 0.4) P

B3 500 [3%, 5%] (0.1, 0.2, 0.25) VG 300 [5%, 7%] (0.4, 0.65, 0.8) VG

B4 300 [6%, 8.5%] (0.1, 0.2, 0.3) G 400 [6%, 7.5%] (0.5, 0.6, 0.7) M

B5 700 [6%, 8%] (0.2, 0.3, 0.34) M 600 [12%, 16%] (0.2, 0.41, 0.5) VG

B6 900 [16%, 20%] (0.2, 0.4, 0.5) G 600 [4%, 7%] (0.5, 0.75, 1) G

A1 A1

Y1 Y2 Y3 Y4 Y1 Y2 Y3 Y4

B1 600 [9%, 12%] (0.5, 0.75, 1) G 500 [3%, 5%] (0.1, 0.2, 0.25) P

B2 300 [6%, 8.5%] (0.1, 0.2, 0.3) G 700 [6%, 8%] (0.25, 0.5, 0.75) G

B3 700 [6%, 8%] (0.2, 0.3, 0.34) VG 800 [10%, 15%] (0.5, 0.75, 1) VG

B4 900 [16%, 20%] (0.2, 0.4, 0.5) G 600 [4%, 7%] (0.1, 0.2, 0.3) G

B5 400 [3%, 9%] (0.25, 0.3, 0.4) G 600 [12%, 16%] (0.4, 0.65, 0.8) M

B6 300 [5%, 7%] (0.4, 0.65, 0.8) P 900 [8%, 12%] (0.3, 0.35, 0.4) G
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5 Conclusion

In this paper, the fuzzy two-side matching problem is researched that it is com-
plicated and fuzzy among the subjects involved in venture capital activities and in
the external environment. In the matching model, the expected level value is
selected as a reference point, the profit and loss values of each index are calculated
by using prospect theory, and the psychological characteristics of decision makers’
risk perception are considered, and then the overall perception value of decision
makers is calculated. An example analysis shows that the model is feasible,
effective and reasonable; it can be providing method support for venture capital
decision-making.
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Revenue Sharing Contracts
of Risk-Averse Retailers Under
Different Modes

Xiaojing Liu, Wenyi Du, and Xigang Yuan

Abstract The paper studies the revenue sharing contract with risk factors in dif-
ferent dominant modes and establishes two game models under the risk aversion
environment. In supplier and retailer different modes, it is found that risk aversion
coefficient and benefit sharing ratio can affect the decision-making strategy and
performance of supply chain members. In both models, suppliers will set lower
wholesale prices for retailers with higher risk aversion coefficient; The larger the
retailer’s risk aversion coefficient is, the smaller the retailer’s order quantity is in
supplier mode; The profit of the retailer increases with the increase of risk aversion,
and the profit of the suppliers increases with the increase of revenue sharing ratio.

Keywords Supplier dominant � Retailer dominant � Risk aversion �
Revenue-sharing contract

1 Introduction

In the rapid development of global economy, countries and countries, enterprises
and enterprises are facing both competition and cooperation. In many markets, [1]
thought that the new products will enter the market, when they are produced. What
kind of retailers or distributors can new products choose to enter the market? This
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mainly depends on the dominant mode of the market. Sometimes the market is
dominated by retailers. They choose retailers to sell new products. Sometimes the
market is dominated by distributors. They choose distributors to sell new products.
We can also understand that a retailer or distributor may not be the only sole agent
to provide product sales to upstream suppliers. Many retail industries have a variety
of sales channels, such as KFC and McDonald’s, Petro China and Sinopec, which
are all sold in China. Reference [2] considers that this kind of marketing channel
seems very common in China. In the supply market, [3] and [4] discussed how do
risk-averse retailers adopt ordering strategies. Literature [5] studied water resources
supply chain under different dominant modes. Reference [6] showed that enterprise
resources are relatively limited, usually not easy to reuse. It necessary for every
enterprise and every country to change to the behavior strategy in today’s world.
How to find cooperation within the supply chain becomes particularly important.
The strategic behavior of revenue sharing just solves this problem.

Revenue-sharing contract is a kind of contractual commitment between members
of supply chain and a strategic behavior for their common interests. This strategy
may contribute to the growth of one side’s interests, while harming the other side’s
interests, but for the benefit of the whole supply chain is growing. It is also possible
that such strategic actions can benefit both sides, and thus contribute to the increase
of the interests of the whole supply chain. As early as the video rental market, there
has been a shadow of revenue sharing. Based on the famous Blockbuster Video
Rental Company, a two-stage game model of suppliers and leasers is established.
Reference [7] found that the revenue-sharing contract helps to improve the effi-
ciency of the whole market. Considering the three-stage supply chain with demand
affecting price, [8] found that profit allocation among members can be achieved by
means of revenue sharing agreement. Reference [9] used differential game theory to
study information sharing in food supply chain, and designed a coordination
mechanism. Reference [10] analyzed the operation decision of two-stage supply
chain under retailer-led situation. Based on the elastic demand market, [11] studied
the revenue-sharing contract of retailer-led model. Reference [12] studied the
profit-sharing contract of retailer’s dominant revenue-sharing coefficient under the
cost of capital. It was found that under decentralized and centralized
decision-making, the revenue-sharing contract could increase the order quantity and
profit of the supply chain system. Reference [13] analyzed the revenue sharing
contract mechanism under uncertain production and demand, and found that the
sharing mechanism reduced the impact of uncertain production and demand on
supply chain. Reference [14] considered the pricing and coordination of com-
modities under different dominant modes. In the revenue-sharing contracts men-
tioned above, [15] and [16] showed that retailers are assumed to be risk-neutral and
risk aversion has no effect on their profits. Reference [17] considered the issue of
revenue-sharing contracts between traditional and electronic channels in a
price-sensitive environment. Reference [18] assumed the supply chain coordination
problem of revenue sharing contract with risk preference under carbon trading
environment. When studying the competition of chain enterprises under different
dominant modes, [19] estimated the form of competition under two modes,
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designed two different supply chain contracts, namely revenue sharing contract and
quantity discount contract, and compared the system performance under two supply
chain contracts. Quantity discount contract improves the performance of supply
chain system. In practice, whether retailers or suppliers, they are more or less faced
with the impact of risk factors. How risk aversion coefficient affects the decision
making of retailers and even their profits, it is a problem worth studying in real life.
From the perspective of CVAR, [20] constructed Stackelberg two-stage game
model, and found that brand enterprises could share part of the profits with sup-
pliers and increase the quantity of orders. However, the above literature only
depends on the risk-neutral side to determine the profit-sharing coefficient. When
the other side is no longer risk-neutral, how do the risk aversion coefficient and the
profit-sharing coefficient dominated by different members affect the
decision-making of the members of the supply chain and even the overall profit of
the supply chain? When considering risk aversion, how does the dominant revenue
sharing coefficient of different members affect the operational decision-making of
supply chain members? These will be the practical problems to be solved in this
paper.

The rest of this paper is organized as follows. In Sect. 2, we briefly introduce the
description of practical problems and some basic assumptions. In Sect. 3, we
establish the decision-making model of supply chain revenue sharing under supplier
leading and retailer leading modes, and give the optimal decision-making strategy
of each supply chain member by means of reverse induction. By means of
numerical analysis, Sect. 4 give the relationship between optimal decision-making,
performance and parameter variables. In Sect. 5, we find the shortcomings of the
paper and possible future research directions.

2 Problem Description

This paper considers a supply chain structure model, a single retailer and a single
supplier. In the structure, the retailer is risk-averse, and the manufacturer is
risk-neutral. The production cost of the product is c, the wholesale price is w, the
order quantity of the retailer is q, and p is the retail price. The market demand is
expressed by random variables x. Its probability density function and probability
distribution function are f xð Þ and FðxÞ, they are continuous and differentiable.
F�1ðxÞ is an inverse function, and the f ðxÞx=1� FðxÞ is an incremental function,
i.e. the demand distribution IGFR (increasing generalized failure), and the general
distribution function satisfies, such as uniform distribution is constructed in [21].

For risk-averse retailers, this paper uses loss-averse model which used in [22] in
prospect theory to characterize them. Retailers have the following piecewise linear
utility functions:
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UðpRÞ ¼ pR; pR � 0
kpR; pR\0

�
ð1Þ

The parameter k in (1) can represent the retailer’s loss aversion coefficient,
whose value is greater than or equal to 1. k[ 1, the retailer’s loss aversion to risk is
lower with k smaller loss aversion. When k ¼ 1, it means the retailer is neutral to
risk.

3 Model Solution

Different members of the supply chain can dominate the profit sharing coefficient as
different subjects, which will change the order of game in each case, and then affect
the decision-making behavior of the members of the supply chain.

3.1 Supplier Leading Revenue Sharing (SR)

Suppliers determine wholesale prices and require retailers to share their 1� /
revenue. Then, the retailer determines the order quantity according to the supplier’s
decision-making situation and realizes the demand. In such a supplier leading
supply chain, the supplier decides the proportion of revenue sharing and is
responsible for signing supply chain contracts. Therefore, there are two decision
variables for suppliers, namely wholesale price and revenue sharing ratio. There is
only one decision variable for retailers, which is only the number of orders.
Therefore, the Stackelberg game process of them can be simply described: step one,
the supplier requests the retailer to give the share ratio and the wholesale price of
the product from its own interests; step two, the retailer decides the order quantity
that can maximize its own profit, where /p� w[ 0 is establish.

At this point, the expected profit of the retailer is

pR qð Þ ¼ / pmin q; xð Þ � wq ¼ /px� wq x\q
/pq� wq x� q

�
ð2Þ

The first item in (2) denotes the retailer’s share of market sales revenue, and the
second item denotes the retailer’s order cost.

Note q is the break-even requirement (when the demand is at that point, the
retailer’s profit is zero). Let pR ¼ 0, and we can get q0 ¼ wq= upð Þ. Once the order
quantity is less than q0, the retailer’s order can’t meet the market demand, so the
retailer can’t make profits, and its value is negative. Only when the retailer orders
more than q0, the market demand is satisfied. When x\q0, then there is pR\0;
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When q0 � x� q, then there is pR � 0; When x[ q, then there is pR [ 0. Thus, the
expected loss, expected profit and expected utility of retailers are respectively,

LR ¼
Z q0

0
pR f xð Þdx

¼
Z wq

/p

0
/px� wqð Þ f xð Þdx ¼ �/p

Z wq
/p

0
F xð Þdx

ð3Þ

E pRð Þ ¼
Z þ1

0
pR f xð Þdx

¼
Z q0

0
/px� wqð Þ f xð Þdxþ

Z þ1

q0

/pq� wqð Þ f xð Þdx

¼ /pq� wq� /p
Z q0

0
F xð Þdx

ð4Þ

E U pRð Þð Þ ¼ k
Z q0

0
pR f xð Þdxþ

Z þ1

q0

pR f xð Þdx

¼ k� 1ð Þ
Z q0

0
pR f xð Þdxþ

Z þ1

0
pR f xð Þdx

¼ E pRð Þþ k� 1ð ÞLR

ð5Þ

It is known in (5) that the expected utility of a retailer consists of two parts:
expected profit and expected loss. When k ¼ 1, Retailers are risk-neutral, and their
expected utility is equal to the expected profit, EðUðpRÞÞ ¼ EðpRÞ; When k[ 1,
Retailers are loss averse, and their expected utility is always less than expected
profit, EðUðpRÞÞ\EðpRÞ, and when given expected profits and expected losses are
larger, the greater the loss aversion coefficient is, the smaller the expected utility of
retailers is.

The goal of retailers is to determine the quantity of orders based on the
wholesale price and revenue sharing ratio of suppliers in order to maximize their
expected utility. (5) calculates the first and second derivatives of the order quantity
for the expected profit.

dE U pRð Þð Þ
dq

¼ up� w 1þ kF
wq
up

� �� �
ð6Þ

d2E U pRð Þð Þ
dq2

¼ �w2k
up

f
wq
up

� �
\0 ð7Þ

Proposition 1: When k[ 0, for the order quantity, EðUðpRÞÞ is a concave

function, and the optimal order quantity of the retailer satisfies F wq
/p

� �
¼ /p � w

wk
,

i.e. q�¼/p
w
F�1 /p � w

wk

� �
.
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Corollary 1: Under SR-dominated model, the order quantity of the retailer is a
decreasing function of the wholesale price. The order quantity of retailers is an
incremental function of the proportion of revenue sharing. And the order quantity
of retailers is a subtraction function of loss avoidance.

Prove: First-order derivatives of wholesale price, profit-sharing ratio and loss

aversion coefficient for both sides of equation in proposition 1, then dq
dw

¼
�kwq þ /p 1 þ F q0ð Þð Þ

kw2 f q0ð Þ \0, dq
d/

¼ kw2 qf q0ð Þ þ /2p2

k/w2f q0ð Þ [ 0 ,
dq
dk

¼ �/q /p � wð Þ
k2w2f q0ð Þ \0 .

Corollary 1 is proved.
Corollary 1 shows that suppliers can change the order quantity of retailers by

adjusting the profit sharing ratio coefficient and setting the wholesale price. For
retailers with different risk aversion, the order quantity will also be different. For the
same supplier, retailers with higher risk aversion coefficient will be cautious in
ordering behavior.

The expected profit is in the following expressions

EpS /;wð Þ ¼wq� cqþ 1� /ð Þ pmin q; xð Þ

¼ w� cð Þqþ 1� /ð Þpx x\q

w� cð Þqþ 1� /ð Þpq x� q

�

¼ w� cð Þq� þ 1� /ð Þp q� �
Z q�

0
F xð Þdx

� � ð8Þ

The supplier’s profit is a function of the revenue sharing ratio and the wholesale
price, so the first step is to determine whether the supplier has the optimal profit
sharing ratio and the optimal wholesale price. According to Eq. (8), the second
derivative of profit-sharing ratio andwholesale price can be obtained. Thenwe can get
the Heisen matrix of the supplier about the revenue sharing ratio and wholesale price.
The value of Heisen matrix is less than zero, and it has the largest expected profit.

The expected profit function expression about the profit-sharing ratio and the
wholesale price is zero, so that the supplier’s optimal profit-sharing ratio and the
optimal wholesale price can be obtained. According to the reverse induction
method, the optimal order quantity of retailers can be obtained by substituting the
share ratio and wholesale price into the function of order quantity.

The expected profits of retailers, suppliers and supply chains can be expressed in
the following expressions, respectively,

E U pRð Þð Þ ¼ /�p� w�ð Þq� � k/� p
Z q0

0
F xð Þdx ð9Þ

EpS /;wð Þ ¼ w� � cð Þq� þ 1� /�ð Þp q� �
Z q�

0
F xð Þdx

� �
ð10Þ
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EpC ¼EU pRð ÞþEpS

¼ p� cð Þq� � k/�p
Z q0

0
F xð Þdx

� 1� /�ð Þp
Z q�

0
F xð Þdx

ð11Þ

3.2 Retailer Leading Revenue Sharing (RR)

In this situation, the retailer first determines the quantity of products ordered
according to the market demand and promises to give the supplier u share of
revenue. Subsequently, the supplier determines the wholesale price according to the
retailer’s decision-making situation to maximize its own profits, and meets the
retailer’s orders and needs. The supplier’s decision variable is only the wholesale
price w1. Although in theory retailers make decisions in favor of themselves before
the supplier announces the wholesale price, the actual decision-making (ordering)
behavior of retailers take place after the supplier announces the wholesale price.
Therefore, we can think that retailer’s decision-making behavior channel is a
contingent strategic behavior, that is to say, the share ratio and order quantity
published by retailer can be the function of wholesale price.

In this way, we assume that after the retailer draws up a contract and publishes
the revenue-sharing ratio, the supplier first decides the wholesale price, and the
retailer then decides the order quantity.

The retailer’s revenue is,

p1R q1;uð Þ ¼ 1� uð Þ pmin q; xð Þ � w1q1

¼ 1� uð Þ px� w1q1 x\q1
1� uð Þ pq1 � w1q1 x� q1

� ð12Þ

The first item in (12) denotes the retailer’s share of market sales revenue, and the
second item denotes the retailer’s order cost.

Note q01 is the break-even requirement (when the demand is at that point, the
retailer’s profit is zero). Let p1R ¼ 0, and we can get q01 ¼ w1q1= 1� /ð Þp. Once
the order quantity is less than q01, the retailer’s order can’t meet the market demand,
so the retailer can’t make profits, and its value is negative. Only when the retailer
orders more than q01, the market demand is satisfied. When x\q01, then there is
p1R\0; When q01 � x� q, then there is p1R � 0; When x[ q, then there is p1R [ 0.
Thus, the expected loss, expected profit and expected utility of retailers are
respectively,
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L1R ¼
Z q01

0
p1R f xð Þdx ¼

Z w1q1
1�uð Þp

0
1� uð Þpx� w1q1ð Þ f xð Þdx

¼ � 1� uð Þp
Z w1q1

1�uð Þp

0
F xð Þdx

ð13Þ

E p1R
	 
 ¼

Z þ1

0
p1R f xð Þdx

¼
Z q01

0
1� uð Þpx� w1q1ð Þ f xð Þdx

þ
Z þ1

q01

1� uð Þpq1 � w1q1ð Þ f xð Þdx

¼ 1� uð Þpq1 � w1q1 � 1� uð Þp
Z q01

0
F xð Þdx

ð14Þ

E U p1R
	 
	 
 ¼ k

Z q01

0
p1Rf xð Þdxþ

Z þ1

q01

p1Rf xð Þdx

¼ k� 1ð Þ
Z q01

0
p1Rf xð Þdxþ

Z þ1

0
p1Rf xð Þdx

¼ E p1R
	 
þ k� 1ð ÞL1R

ð15Þ

It is known in (15) that the expected utility of a retailer consists of two parts:
expected profit and expected loss. When k ¼ 1, retailers are risk-neutral, and their
expected utility is equal to the expected profit, EðUðp1RÞÞ ¼ Eðp1RÞ; When k[ 1,
Retailers are loss averse, and their expected utility is always less than expected profit,
EðUðp1RÞÞ\Eðp1RÞ, and when given expected profits and expected losses are larger,
the greater the loss aversion coefficient is, the smaller the expected utility of retailers is.

The goal of retailers is a joint function of revenue sharing ratio and order
quantity, which can be further regarded as a single function of wholesale price.
According to Eq. (15), the second derivative of profit-sharing ratio and order
quantity can be obtained. Then we can get the Heisen matrix of the supplier about
the proportion of revenue sharing and order quantity. The value of Heisen matrix is
less than zero and the retailer’s expected profit function is a joint concave function
about the proportion of revenue sharing and order quantity, which has the largest
expected profit.

The expected profit function expression is zero with respect to the proportion of
revenue sharing and the order quantity, so that the retailer’s optimal proportion of
revenue sharing and the optimal wholesale price can be obtained respectively.

u� ¼ 1� w1

p
1þF q01ð Þð Þ ð16Þ
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q�1 ¼
k 1þ kF q01ð Þð Þ p� w1 � kw1F q01ð Þð Þ R q01

0 F xð Þdx
p2 1þF q01ð Þð Þ ð17Þ

Substitute (16) (17) into (18), simplify the supplier’s function about wholesale
price, and make its first derivative about wholesale price zero. According to the
reverse induction method, the optimal profit-sharing ratio and the optimal order
quantity of retailers can be obtained by substituting wholesale price into (16) and
(17) respectively.

The expected profit of the supplier can be expressed as,

Ep1S w1ð Þ ¼w1q1 � cq1 þu pmin q1; xð Þ

¼ w1 � cð Þq1 þupx x\q1
w1 � cð Þq1 þupq1 x� q1

�

¼ w1 � cð Þq1 þup q1 �
Z q1

0
F xð Þdx

� � ð18Þ

So, expected Profit of supply chain members are respectively,

E U p1R
	 
	 
 ¼ 1� u� w�

1

	 
	 

pq�1 w�

1

	 
� w�
1q

�
1 w�

1

	 

� k 1� u� w�

1

	 
	 

p
Z q01

0
F xð Þdx ð19Þ

Ep1S w�
1

	 
 ¼ w�
1 � c

	 

q�1 w�

1

	 

þ u� w�

1

	 

p q�1 w�

1

	 
� Z q�1 w�
1ð Þ

0
F xð Þdx

" #
ð20Þ

Ep1C ¼ p� cð Þq�1 w�
1

	 
� k 1� u� w�
1

	 
	 

p
Z q01

0
F xð Þdx

� pu� w�
1

	 
 Z q�1 w�
1ð Þ

0
F xð Þdx

ð21Þ

4 Examples Analysis

In order to better observe the influence of risk aversion coefficient and profit sharing
ratio on the operation decision and the member’ expected profit, we assume that in
a certain product market in a certain region, the cost of a product is 2 yuan per unit,
the market price is 10 yuan per unit, and the product’s regional distribution function
is F xð Þ ¼ x=100. Under SR and RR modes, the operation decisions and the
relationship between profit size and change are shown in Tables 1 and 2.
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Under SR mode, the supplier decides the proportion of revenue sharing and
wholesale price, and the retailer decides the order quantity. As can be seen from
Table 1, suppliers can adjust their decision-making behavior at any time in the face
of retailers with different risk aversion. Once the supplier determines the
profit-sharing ratio, the supplier will give a discount to the wholesale price of the
retailer with high risk aversion coefficient, which means the higher risk aversion
coefficient, the lower wholesale price set by the supplier. Although the revenue of
suppliers has decreased, the sales volume of products is increasing, the revenue of
the whole supply chain is also increasing, and the performance of the whole product
market is flourishing. For retailers, the order quantity increases first and then
decreases with the increase of wholesale price and revenue sharing ratio. The
optimal order quantity is between 0.7 and 0.9. At this time, retailers can obtain the
maximum expected profit, and the supply chain system can also obtain higher
overall profit. Under SR mode, risk aversion is beneficial to the profits of the
retailers, but not to suppliers and the whole supply chain. The profits of the sup-
pliers increase with the increase of revenue sharing ratio, while the profits of
retailers and supply chain system decrease with the increase of revenue sharing
ratio.

Under RR mode, retailers decide the proportion of revenue sharing and suppliers
decide the wholesale price. From Table 2, it can be seen that retailers can adjust
their decision-making behavior at any time in the face of suppliers with different
wholesale prices, that is, the proportion of revenue sharing and the quantity of
orders. Once the supplier determines the wholesale price, retailers with high risk
aversion coefficient can order more and sell more to increase their sales and thus
increase their sales profits. Although the retailer’s revenue has decreased, the sales
volume of products is increasing, but the overall supply chain revenue is
decreasing. For suppliers, the wholesale price increases with the increase of
revenue-sharing ratio, but the profits of retailers and retailers decrease rapidly,
which affects the profits of the whole supply chain. Finally, cooperative retailers
may choose to withdraw from the market eventually, which requires suppliers to
find new partners to enter the market. Under SR mode, risk aversion is beneficial to
the profit of retailers and the whole supply chain, but not to the profit of suppliers.
Revenue sharing ratio is not conducive to the profit of retailers and the whole
supply chain, but is conducive to the profit of suppliers.

5 Conclusions

Under the revenue sharing contract, paper studies the issue of t with risk factors in
different dominant modes. The supply chain has a single retailer and a single
supplier. The retailer is risk-averse, and the manufacturer is risk-neutral. Under
different mode structures with a single retailer or a single supplier is the leader, this
study built different decision models of different mode structures supply chain.
Under two different dominant models, we give the optimal decision-making
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strategies of each member in the supply chain, and further analyze how risk
aversion affects the optimal decision-making strategies of each member.

It is found that under SR and RR modes, the risk aversion coefficient has
different effects on the operation decisions and profits of supply chain members.
Under SR mode, the higher risk aversion coefficient, the lower wholesale price set
by suppliers, while the order quantity of retailers increases first and then decreases
with the increase of wholesale price and revenue sharing ratio. In RR mode, once
the retailer is more afraid of risk, that is, the retailer’s risk aversion coefficient is
larger, the supplier will set a lower wholesale price. However, the order quantity of
retailers will decrease with the increase of wholesale price, and increase with the
increase of revenue sharing ratio and risk aversion coefficient. For the members of
supply chain and system profits, profits of the retailer increase with the increase of
risk aversion, and the supplier’s profits increase with the increase of revenue
sharing ratio.

The limitation of our study is to consider only a supply chain structure model, a
single retailer and a single supplier. In the supply chain structure, the retailer is
risk-averse, and the manufacturer is risk-neutral. One important extension of this
work in the near future is to consisting two competitive mode structures. We can
further analyze how competition intensity and risk aversion coefficient affect the
optimal decision-making and system performance of supply chain members.
Another future research can consider the optimal decision-making problem of
risk-averse supply chain members participating in competitive supply chain under
the environment of chain-to-chain competition.
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The Application of Taxis Time-Sharing
Pricing Under the Influence of Sharing
Economy

Fei Wang and Jing Li

Abstract The popularity of DiDi, Uber and other online car-hailing service apps
has had an impact on the modes of residents’ travel and has a strong influence on
the taxi market. This paper builds the Agent modeling based on time-sharing
pricing and studies the choice of travel decisions for complex individuals and their
changes in the share of different modes of travel in transportation systems. It takes
Beijing actual data as an example to analyze the sharing rate of peak and off-peak
periods under the shared economic environment. The simulation results show that
the taxi time-sharing pricing strategy uses price levers to achieve peak shaving and
valley filling, which is conducive to improving the imbalance between supply and
demand of taxis and the problem of high no-load rates during off-peak hours. In
addition, it improves the utilization rate of resources and balance the sharing rate of
different modes of travel. Finally, it realizes the optimal configuration of public
transportation system.

Keywords Agent model � Sharing economy � Sharing rate � Time-sharing pricing

1 Introduction

As an important component of urban public transport, taxis have experienced
violent periods, lucrative periods, and profit-making periods since their rise in the
late 1980s. Taxi pricing has become a key issue for the urban transportation sector
and passengers. With the rise of big data, the Internet and mobile payments, the
information asymmetry between traditional taxi operators and taxi drivers has been
exposed and taxi travel difficulties occur frequently in peak hours. In recent years,
the emergence of Internet-based vehicles in the shared economy is the result of the
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combination of Internet technology and traditional transportation industries. It
provides users with a variety of travel options, breaks the monopoly of the taxi
market, has the advantages of affordable, comfortable and fast. Consequently, it has
a huge impact and threat on the taxi industry. Therefore, optimizing the taxi pricing
method from the actual supply-demand relationship is conducive to the rational
allocation of resources [1], improving operational efficiency and balancing the
sharing rate of the transportation system. In addition, it is of great practical sig-
nificance to provide affordable and convenient travel for passengers and promote
the development of the shared economy [2, 3]. This article takes the taxi price
adjustment policy as the mainstay and take the car taxi software business as a
supplement. Based on the analysis of the influencing factors of residents’ travel
modes, this paper evaluates the choice of residents’ travel modes before and after
the introduction of taxi price adjustment policy and taxi software business by using
the method of agent multi-agent modeling and simulation [4]. We analyze the
changes of the share rate of different travel modes under different policies and
realistic conditions, and puts forward corresponding suggestions on taxi price
adjustment policy in the process of traffic demand management to assist the gov-
ernment in making taxi management and operation decisions. At the same time, it
can ensure the effective revenue and stable and orderly operation of the taxi market,
optimize the traffic structure and maintain the healthy and sustainable development
of taxi industry.

2 Literature Review

At present, there are many research results on taxis, However, relatively few
research results on taxi pricing and travel mode selection, and most of them are
analyzed from the macro level. As a typical complex adaptive system, the tradi-
tional mathematical analysis method has some limitations on the selection, pre-
diction and sharing rate calculation of the travel mode [5–10]. The current research
on the application of the multi-agent system modeling and simulation method based
on complex adaptive system (CAS) theory at home and abroad shows that this
method has many applications in the transportation field [11, 12], it is also applied
to the analysis of residents’ taxi travel options. But few people conduct research for
optimizing taxi prices.

American economist Milton has widely attracted economists’ attention by
adjusting the price of urban taxi and controlling market failure in the theory of price
[13]. Urban taxi prices are always the life issues concerned by the government and
residents. Price regulation is a necessary condition for ensuring a balanced trans-
portation system and plays an important role in the efficient operation of taxis. Taxi
prices vary in different cities, and there are differences in the prices of different
models. Some scholars have established a mathematical model based on the gradual
policy of discounting taxi fares and maximizing the average profit of taxis in order
to determine the best taxi discount rate and price breakpoints. Chauhan Li focus on
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government agencies, drivers and passenger tripartite stakeholders and analyzes the
current situation of taxi fare system and establishes a taxi pricing model based on
the incentive and restraint mechanism to improve and guide the taxi practice [14].
Chang Ying considered the quality of service on the basis of analyzing taxi oper-
ating costs and established a dynamic adjustment mechanism of freight tariff linked
with cost and price, which helps to shorten the period and efficiency of price
adjustment and provide the transparency of decision making [15]. With the advent
of network-based vehicles, the number of scholars who study the impact on taxi
industry based on the characteristics of network-based vehicles has been increased
with the aim of reducing the taxi-free rate. However, there are few studies on taxi
price optimization. Taking the taxi software platform as an example, Lin analyzed
the feasibility of taxi dynamic pricing by using a variety of methods such as Internet
of Things technology, game theory, bilateral market and queuing theory and so on
[16, 17]. Xue argues that the relationship between taxi and online booking vehicles
is the relationship between differentiation and integration. Both should play their
respective advantages and functions to achieve coordinated distribution, positive
interaction and reasonable sharing of market share, together to form the urban
transport system for residents to provide convenient services [18]. In addition, some
scholars established a dynamic pricing model for multi-service desk queuing system
using the queuing theory to set the waiting time as a dynamic pricing variable and
based on the analysis of taxi pricing methods and models, in order to obtained an
optimal pricing strategy through comparison.

Online car-hailing as a new mode of transport appeared, the taxi market oper-
ations have been greatly affected [19]. In this paper, an Agent simulation model is
established to analyze the sharing rates of different modes of travel, such as taxi and
online booking vehicles in the traffic system. Based on the tendency of taxi sharing
rate during peak hours and off-peak hours, we put forward different time-sharing
pricing tactics and analyzes its influence on the taxi sharing rate so as to discover
the optimal time-sharing pricing method.

3 Time Differential Pricing Theory

3.1 Taxi Time-Sharing Pricing Theory

(1) Goal management theory. The ideal management objective of taxi market is the
management subject, consumers, the harmony of market, it not only conducive to
business, but also facilitate consumers and achieve an orderly win-win.
Currently, the taxi market adopts the administrative fixed price management
mechanism. The administrative department will make corresponding adjust-
ments according to the changes in the market. However, it is stable and rigid
within a certain period of time and cannot response to the market supply and
demand in real time. Time-sharing pricing strategy can adjust the rationality and
effectiveness of market operation according to supply and demand relationship.
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(2) Characteristic price theory. Time–sharing pricing is based on different periods
of time, using price leverage to alleviate crowding in peak hours [20]. The price
of urban taxi is made up of starting price, basic unit price, fuel surcharge and
night surcharge. On the basis of analyzing the factors that affect the price of taxis,
we can adjust the pricing methods of taxis at peak and off-peak hours at the
macrograph and microcosmic levels according to the actual conditions of the
cities. This can play a role in cutting peaks and valleys and improve the con-
gestion during peak hours, increase the off-peak hour taxi sharing rate and adjust
the flow of different periods of time to optimize the allocation of resources.

(3) Price sensitivity theory [21]. The passenger’s expectation of the taxi price is a
range. Price sensitivity is a low-cost, simple and easy pricingmethod. The optimal
pricing threshold can be determined through investigation and analysis. The price
sensitivity test model (PSM) determines the optimal price level within a certain
tolerance range from the perspective of the passenger as shown in Fig. 1.

3.2 Taxi Time-Sharing Pricing Feasibility Analysis

Taxi is convenient, flexible, comfortable and has the feature of point to point
service. The characteristics of individual travel have consistency and otherness. The
passenger flow is large during rush hour, the resident is less sensitive to price and
the time value is paid more attention to [25]. In non-peak period, residents travel
has a great control over time, the price has become relatively flexible demand,
residents tend to choose cost-effective way to travel. Taking time-sharing pricing
strategy in non-peak hours, as the preferential prices can attract more passengers to
choose a taxi as a way of travel and prompting some of the peak travel passengers
to non-peak hours. It’s beneficial to relieve peak travel pressure, but also help to

Fig. 1 Price sensitivity test
model
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improve sharing rate of taxi. Therefore, adjust the price of taxis according to the
peak hours and off-peak hours of residents, the implementation of time-sharing
pricing is conducive to the rational allocation of taxis to reduce the empty rate and
improve operational efficiency [26].

3.3 Taxi Time-Sharing Pricing Factors

The factors that influence the taxi price in the city can be divided into two aspects:
macrograph and microcosmic as well as other special factors [22–24], as shown in
Fig. 2:

4 Construction of Multi-body Simulation Model

4.1 Model Parameters

(1) Vehicle agent generation model. Vehicle Agent generation model is the most
basic model of micro-traffic system simulation. This model generates vehicle
Agent that meets the given probability distribution according to the require-
ments of simulation experiment, which the input of simulation traffic flow. It is
assumed that the vehicle Agent is randomly generated according to the Poisson
distribution in the initial location of the road network and the initial appearance
time. Vehicle Agent generation model is as follows:

Fig. 2 Taxi Time-sharing pricing factors
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tnþ 1 ¼ tn � ln rnð Þ
a

ð1Þ

In (1), tn is the time when the nth vehicle agent enters the simulation road
network; a is the arrival rate of vehicle agent;rn is a random number obeying
uniform distribution.

(2) Vehicle Agent driving model. In the microscopic traffic system simulation, the
vehicle driving model can be divided into the vehicle free driving model,
following the car model, overtaking model, lane change model and parking
model. As we all known, subway doesn’t occupy the road network resources,
while other buses, taxis and private cars share road network resources, so this
paper set the two-way two-lane road network. Metro uses a one-way road
network alone, while others share another one-way road network in the
two-way road network. In this paper, only the free driving, following and
parking models of vehicles are involved in the simulation, there is no over-
taking and changing behavior in the simulation. In the process of vehicle
driving simulation, if the stopping vehicle is scanned within stopping line of
sight (set up to two cells and one cell set), then the vehicle agent will stop at a
certain deceleration speed to avoid the risk of collision.

As a result of the diversity in the speed of traffic mode will affect the travel mode
decision, it is necessary to set the travel speed of different modes in the simulation
system. The operating speed of various mode of traffic in the traffic system can be
seen in Table 1

Subway travel time is not with the previous agent for speed following but has a
specific standard; Taxis, buses, and private cars are calculated by moving the
vehicle’s Agent at a rate of 1 per Starlogo time (The refresh rate is average every
0.01 s in Starlogo) at Starlogo and setting the speed of each mode of transportation
in Starlogo as Table 2 [27].

Table 1 Operating various speed modes of transportation

Transportation Private car Taxi Bus Subway

Speed 25–50 20–50 16–25 30–40

Table 2 Moving various speed modes of transportation in simulation

Transportation Private car Taxi Bus

Speed Random 1000/1000 + 0.2 Random 1000/1000 + 0.1 Random 500/1000

Expect speed 1 1 0.5
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4.2 Agent Traffic Mode Decision-Making Model

Passengers from the place of departure to the destination have a variety of trans-
portation options. There are various service characteristics of different modes and
the degree of satisfaction is somewhat distinct.

As in the Didi information platform, the vehicles and drivers are from legally
qualified car rental companies and service companies through strict screening and
training. Each special car is high-grade car with the price of more than 200,000
yuan and mainly engaged in the premium service market. It is essentially different
from the traditional taxi, so the special cars are more comfortable and faster than the
express cars. Given all this, in addition to billing rules, we use the characteristics of
private cars to simulate the rest attributes of special cars. Meanwhile, we use
characteristics of taxi to simulate the express cars so as to distinguish special and
express cars. There are no travel difficulties at night, so we only studies daytime
travel conditions.

Didi special cars’ travel expenses:

zðdÞ ¼

12þ 2:9 � dþ 0:6 � t; d\ ¼ 15&T 2 non� peakhours

12þ 2:9 � dþ 0:6 � tþ 1:5 � ðd � 12Þ; 15\ d&T 2 non� peakhours

12þ 2:9 � dþ 0:6 � tþ randomð5; 20Þ; d\ ¼ 15&T 2 peakhours

12þ 2:9 � dþ 0:6 � tþ randomð5; 20Þ; 15\ d&T 2 peakhours

8>>><
>>>:

ð2Þ

Didi express cars’ travel expenses:

kðdÞ ¼

½10; 15 � dþ 0:35 � t�; d\ ¼ 12&T 2 non� peakhours

½10; 15 � dþ 0:35 � tþ 0:8 � ðd � 12Þ�; 12\ d&T 2 non� peakhours

½10; 15 � dþ 0:35 � tþ randomð5; 20Þ�; d\ ¼ 12&T 2 peakhours

½10; 15 � dþ 0:35 � tþ 0:8 � ðd � 12Þþ randomð5; 20Þ�
; 12\ d&T 2 peakhours

8>>>>>><
>>>>>>:

ð3Þ

Taxi travel expenses:

tðdÞ ¼
13þ 1þ 2 � 2:3 � t

5
; d\ ¼ 3

13þ 2:3 � ðd � 3Þþ 1þ 2 � 2:3 � t
5
; 3\d

8><
>: ð4Þ

Private car owners consider travel expenses not only the fuel costs incurred
while driving, but also the cost of each purchase which including car purchase,
vehicle insurance, and vehicle maintenance. At present, there are many studies on
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the travel cost of automobiles, so this paper chooses the personal payment cost of
automobiles as the travel cost. Cars travel expenses [28]:

CðdÞ ¼ 0:9 � d ð5Þ

Bus travel cost is less than 2 yuan within 10 km (including) and 1 yuan per 5 km
increase. Bus travel expenses:

bðdÞ ¼ 2; d\ ¼ 10

2þ roundup(d - 10)/5; 10\d

(
ð6Þ

The standard of Metro travel cost is 3 yuan within 6 km, 4 yuan for 6–12 km, 5
yuan for 12–22 km, 6 yuan for 22–32 km, and 1 yuan for every 20 km after 32 km.
Subways travel express:

SðdÞ ¼

3; d\ ¼ 6

4; 6\d\ ¼ 12

5; 12\d\ ¼ 22

6; 22\d\ ¼ 32

6þ roundup(d� 32Þ=20; 32\d

8>>>>>><
>>>>>>:

ð7Þ

4.3 Simulation Results Analysis

The simulation model is introduced into the Didi special car and express business to
simulate the distribution rates of different types of vehicles under peak and
non-peak times, now we analyze the simulation results.

(1) Analysis of travel sharing rate in non-peak time. With the development of
service of Didi express cars and special cars, express cars are comfortable and
rapid as well as taxi while travel expenses are cheaper than taxi. According to
their different attributes, travel Agent prefer Didi to subway and taxi. Although
special cars charge more than taxis, they offer better services than taxis. Some
high-income travelers who focus on comfort and quality service will choose
special cars to travel according to their needs.

Figure 3 shows the change of travel pattern distribution in different time by
introducing the simulation model of special vehicle and fast travel mode. It can be
seen from Fig. 3 that the change of the car travel mode before the introduction of
the DIDI travel mode is not obvious. The average sharing rate of buses, subways,
and taxis was 25, 18, and 3%, respectively, which was significantly lower by 5, 4,
and 5% before the introduction of the express train business. Most of these pas-
sengers are transferred because the express car is cheaper than that of the taxi. Of
course, some business travelers pay more attention to the comfort and special
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services provided by the express car. It can be seen that the dedicated car and
express service provided by the software meets the high quality, diversification and
different needs of the transportation market.

(2) Analysis of travel sharing rate in peak time. According to the data of traffic
statistics of different periods in the Beijing Statistical Yearbook, the traffic flow
during peak hours is about three times of that during non-peak hours. Therefore,
this paper sets the vehicle arrival rate at rush hour to 60%. In addition, the fees
charged by the special cars and express cars during peak hours are also different
from those charged during non-peak periods. Figure 4 shows the change of travel
mode sharing rate in different periods of peak traffic period after introducing
special car and express train mode into the simulation model. Figure 4 shows the
change of mode sharing rate at different times on the road network during peak
period after introducing special and express train modes into the simulation
model. Compared with the non-peak period, the average sharing rate of bus and
subway is 27 and 21%, respectively, which is about 2% higher than that of
non-peak period. This phenomenon is consistent with the change of car and
subway in different travel periods. Because of the traffic congestion in peak time,
passengers can not reduce the efficiency of vehicle agents, so they want to choose
other modes of travel. It can be seen from this that taxis account for the largest
proportion among the three modes of travel in peak and non-peak periods, while
express trains account for the lowest proportion in non-peak periods. Indicating
that in order to alleviate difficulty of Taking taxis, express car’s charging rules are
more effective than taxi’s charging rules.

Fig. 3 Trip sharing rate in
different time with
taxi-hailing apps in non-peak

Fig. 4 Trip sharing rate in
different time with
taxi-hailing apps in peak
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5 Applied Research of Time-Sharing Pricing

From the simulation results, we can see that the popularity of taxi software business
providing diversification of travel options, at the same time, it will undoubtedly
have an impact on the taxi industry. Taxi share rate is the highest in peak hours, but
it is much lower in non-peak hours than that of special and express cars because of
the reduction in attractiveness to passengers, so the charging rules of special and
express cars are more effective than taxis. In order to cope with the impact of taxi
software business on the taxi industry, taxis can adopt time-sharing pricing to
improve the competitiveness of taxi tourism.

According to the latest taxi price adjustment plan of the Beijing Municipal
Development and Reform Commission, the starting price has been adjusted to 13
yuan for 3 km and the standard for taxi has increased to 2.3 yuan per kilometer, and
the average increase of passengers was 13% each time after the rental price
adjustment, with an increase of approximately 3.3 yuan. The adjustment of taxi
time-sharing strategy mainly according to the starting price and unit price, the
change of time-sharing rates of taxis, special cars and express cars in different
periods is discussed so that we can give policy suggestions based on the simulation
results.

5.1 Simulation Results Analysis

Taxi travel cost in non-peak period is higher than that of special cars and express
cars, which makes the attraction of taxi agents decrease, resulting in low taxi travel
share rate in non-peak period, which easily makes the taxi industry weak in
non-peak period. Therefore, considering the reduction of the taxi starting price and
the unit price during non-peak hours, this paper simulates the distribution ratio of
residents’ travel modes and analyzes the changes of the sharing rates of taxi trips
(taxis, special cars and express cars) to get the related pricing strategy. Table 3
shows the results of different modes of sharing rates and specific pricing strategies.

Table 3 Share rate under different price strategy in non-peak time

Starting Price
(Yuan)

Unit Price (Yuan/
km)

Taxi Special
car

Express
car

Sum

13 2.3 3.40% 3.60% 9.30% 16.30%

12 2.2 4.10% 3.10% 9.10% 16.30%

2.1 4.35% 3.00% 8.00% 15.35%

2.0 4.60% 2.87% 7.80% 15.27%

11 2.2 5.84% 2.50% 5.80% 14.14%

2.1 6.20% 2.38% 5.20% 13.78%

2.0 6.68% 2.20% 4.60% 13.48%
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From the adjustment of the starting price, when the basic unit price is 2.2 yuan/
km and the starting price changes from 12 yuan to 11 yuan, the taxi share rate
increases by 1.6%, while when the starting price is 12 yuan and the basic unit price
changes from 2.2 to 2.1, the increase of the taxi share rate is less than 1%, which
shows that the adjustment of the starting price is sensitive to the taxi share rate.

From the perspective of the three modes of travel, with the reduction of taxi
starting price and basic unit price, the taxi sharing rate has an obvious upward trend
in non-peak period, while the share rate of special and express cars has a downward
trend. When the starting price is 11 yuan and the basic unit price is 2.2 yuan per
kilometer, the taxi share rate is greater than the express share rate for the first time,
but at this time the taxi share rate is still less than the sum of the taxi software car
and the express car travel share rate. When the starting price is 11 yuan and the
basic unit price is set at 2 yuan per kilometer, although the taxi share rate is close to
the total share rate of the taxi software, the total share rate of the taxi share is lower
than that of the basic unit price of 2.1 yuan per kilometer.

In terms of taxis, in order to make taxis more attractive for traveler than special
car and express and prevent the capacity of taxis from becoming faintest in the
non-peak period, the starting price is 11 yuan and the unit price between 2.2 to 2.1
are more appropriate which taking into consideration the operational benefits of
taxis. However, at the government level, taxi attractiveness should also balance the
sharing rates of various modes of travel, this means it is necessary to choose a
pricing strategy that the taxi sharing rate is greater than that of the special car and
express and the total sharing rate is relatively high. Therefore, it is suggested that
the taxi pricing strategy with a starting price of 11 yuan and unit price of 2.2 yuan is
suitable during the off-peak hours.

5.2 Pricing Strategies in Peak Time

During peak hours, the dynamic pricing strategy of the special cars and express cars
makes the attractiveness of the taxi to the vehicle agent relatively higher than
non-peak time during the same period of time. From the foregoing simulation
results, it can be seen that the taxi share rate has indeed declined since the taxi price
adjustment, which has relatively alleviated the difficulty of taxi travel. But with the
rise of taxi software business, it is found that taxi pricing strategy is far less effective
than that of special cars and express cars in alleviating the difficulty of taxi travel in
peak time.

We analyze the sharing rate by simulating the distribution rate of residents’
travel modes, considering reducing the starting price and the unit price of taxi
during peak hours. Table 4 shows the results of different modes of sharing rates and
specific pricing strategies.

As can be seen from Table 4, with the increase of taxi starting price and unit
price, the attractiveness of taxis to travelers decreases during peak time and the taxi
sharing rate gradually declines while the share of special cars and express cars still
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remains basically unchanged. From the trend of simulation results of taxi price
increase, when the price reaches a certain value, the taxi share ratio will be equal to
the total share ratio of the special car and the express car, but the total share ratio of
the taxi travel mode (taxi, special car, express car) will decrease, thus increasing the
travel pressure of other modes (bus, subway and car). Therefore, from the per-
spective of the government and the taxi industry, in order to balance the sharing rate
of different modes during the peak period and prevent the travel pressure of other
modes, it is more appropriate for the taxi to maintain the current pricing strategy.

6 Conclusion

Because of the different arrival of vehicles, the taxi time-sharing price should be
based on comprehensive analysis of various factors, and then choose the best
solution. In this paper, agent simulation modeling method is used to compare the
travel rate of different travel modes in different time periods and compare the
change of sharing rate under different pricing conditions. After analyzing the
simulation results, the following conclusions are drawn: In order to balance the
sharing rate of different trip model, it is suggested that taxis maintain the pricing
strategy of starting price of 13 yuan and basic unit price of 2.3 yuan/km. so as to
maximize the sharing rate of different modes of travel and balance the sharing rate
during peak hours. At the same time, in order to make taxis more attractive than
special cars and express cars, it is suggested to set a starting price of 11 yuan and a
basic unit price of 2.2 yuan in off-peak periods.

In summary, this paper makes a profound analysis on the choice of residents’
travel modes. Using multi-agent modeling and simulation method, we compare the
change of sharing rate by simulating the choices of residents’ travel modes and
analyses the effect of taxi-related traffic demand management policy to provide
scientific support for improving the level of urban taxi management. At the same
time, the multi-agent modeling and simulation method is established to analyze the
model of residents’ travel choices and it is conducive to improving the analysis
method of residents’ travel mode choice and providing a feasible method support

Table 4 Share rate under different price strategy in peak time

Starting Price
(Yuan)

Unit Price (Yuan/
km)

Taxi Special
car

Express
car

Sum

12 2.3 4.80% 1.60% 0.80% 7.20%

2.4 4.76% 1.52% 0.83% 7.11%

2.5 4.65% 1.55% 0.79% 6.99%

11 2.3 4.58% 1.53% 0.80% 6.91%

2.4 4.54% 1.56% 0.83% 6.93%

2.5 4.48% 1.49% 0.76% 6.73%
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for residents’ travel mode choice analysis. According to the model and calculation
of taxi time-sharing pricing in this paper, we can also optimize the current taxi
pricing mode in different time periods, adjust the distribution of traffic flow in
different time periods, adapt to the shared economic environment under the con-
dition of the relative balance of the sharing rate of different modes of travel, and
ensure the effective revenue and stable and orderly operation of the taxi market.
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The Effect of Cross-sales and Retail
Competition in Omni-Channel
Environment

Jian Liu, Junxia He, and Shulei Sun

Abstract This paper studies the equilibrium price and service level of both the
e-retailer (she) and omni-channel retailer (he) in a competitive market. We find that
the optimal price and service level in Bertrand-Nash game is always higher than
that in Stackelberg game and both the acceptance of online channel product and
cross-sales effect are key factors that influence the equilibrium results. The total
profit of the e-retailer always precedes the omni-channel retailer’s, cross-sales effect
exists between online-offline channels of the omni-channel retailer helps improve
his profit.

Keywords Competitive retailers � BOPS strategy � Cross-sales effect � Game
theory

1 Introduction

The last few decades have seen a rapid growth of e-commerce, resulting in a huge
revolution of consumer habits due to the convenience of online shopping pattern.
As consumers get accustomed to online shopping, more and more brick-and-motor
retailers attempted to develop their own online-channels as a supplementary to
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enhance their competitiveness, and thus have been called as dual-channel retailers.
Dual-channel retailers can enhance customer satisfaction and ultimately consumer
loyalty [1]. A large proportion of brick-and motor retailers in China have estab-
lished online sales channels, such as Suning, Gome, Metro, etc. However, the
dual-channel retailers are still in a weak position in the e-commerce market [2].
Huge competitive pressure from pure e-retailers prompts dual-channel retailers to
adopt different integration strategies to win as much as market share by providing
seamless experience to consumers, which makes them have been called as
omni-channel retailers. At the same time, consumers are no longer satisfied with
single channel to meet their demands, and this induces a wide variety of channel
synergy strategy alternatives, and retailers are continuously trying kinds of inte-
gration strategies to keep pace. As a result, many channel integration strategies
emerge, such as buy-online pickup-at-store (BOPS), buy-online ship-to-store
(BOSS), and buy-online ship from-store (BOFS) [3], among which BOPS is the
most important and widely adopted omni-channel strategy [4]. Large retailers, such
as Walmart, Best Buy, and Gap all adopted BOPS strategy [5]. Reasonably, BOPS
implementation becomes our specific study with respect to the synergy strategy of
the competitive retailers.

BOPS implementation benefits omni-channel retailers in different aspects. On
the one hand, it reduces the delivery cost of online product due to consumers’
offline picking-up by themselves; on the other hand, it brings additional customer
foot traffic as well, which has been mentioned in Gallino and Moreno [6]. However,
BOPS implementation is not always an optimal strategy for omni-channel retailers
because of high operation cost and consumers’ established shopping habit, resulting
in an unexpected contribute margin. Therefore, it is necessary for retailers to
trade-off between a relatively higher cooperation cost and overall sales. Actually,
while online and offline channels compete with each other, there also exists
cross-sales or additional profits along with both online and offline demands. What is
interesting is that such profits all come from each channel’s competitor. This is
because behaviors such as “research online purchase offline” or “research offline
purchase online” are very common. With the consumers’ increasing requirement for
products, competitors also pay attention to providing various services to earn
competitive advantage. For example, in 2018, Walmart launched personal shopping
guidance service to compete with Amazon.com [7]. In real practice, some
omni-channel retailers are still in a relative weak position, either in terms of market
share or consumer familiarity. On the contrary, e-retailers, as the leader of the
market, need also take measures to cater to the market in order to maintain their
competitive position. Therefore, the optimal operation strategy for both e-retailers
and omni-channel retailers under different market power structure becomes con-
tinuous research and of great practical significance.

Motivated by the above observation, we set out to study the effect of cross-sales
and retail competition on the optimal pricing and service strategies of both the
e-retailer and the omni-channel retailer. Specifically, we are endeavored to answer
the following questions:
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(1) What are the optimal pricing and service level for each retailer under different
game scenarios?

(2) What is equilibrium profit brought by optimal pricing and service level
strategies due to different game sequences?

To this end, we consider a market consisting of an omni-channel retailer and an
e-retailer who sell substitute product at different price with different types of ser-
vice. In accordance with the real practice, the omni-channel retailer adopts “same
product same price” strategy. To study the specific competition case between the
two retailers, we propose two different game scenarios: Bertrand-Nash game and
Stackelberg game. In Bertrand-Nash game, the e-retailer and the omni-channel
retailer decide their price and service level simultaneously. In Stackelberg game, the
e-retailer, as the leader of the game, decides price and service level firstly, followed
by the price and service decision of the omni-channel retailer. By formulating
different game models and changing the two retailers’ decision sequence, we draw
different results which can well elaborate how different game sequences influence
the optimal pricing and service level strategies. We find that both the acceptance of
online channel product and cross-sales effect affect the retailers’ equilibrium pricing
and service level decisions. Profits of the e-retailer always precede the
omni-channel retailer either in Bertrand-Nash game or in Stackelberg game. For
each retailer, the equilibrium pricing and service level decisions in Bertrand-Nash
game are always higher than that in Stackelberg game due to different game
sequences.

Major contributions of this paper are the consideration of cross-sales effect due
to BOPS functionality adopted by the omni-channel retailer in competitive market
and examining the effect of different game sequences on the equilibrium decisions.
To the best of our knowledge, this is the first study considering both cross-sales
effect and interactive game behavior simultaneously in competitive environment
where pricing and service level are two crucial decision variables.

2 Literature Review

Related research of this paper mainly focuses on the BOPS implementation and
some other studies. [6] analyzes the impact of BOPS project by performing an
empirical research. They show that the BOPS project is associated with a reduction
in online sales and an increase in store sales and traffic, which can be explained as
the joint result of cross-selling effect and channel-shift effect. By building a stylized
model, [8] also study the impact of the BOPS initiative on store operations and
consumer choices. They find that BOPS strategy attracts consumers by providing
inventory availability information and reducing the hassle cost of shopping process.
However, in their model they don’t consider different channel preferences of
consumers and heterogeneous shopping costs due to distance limits, and this is at
odds with reality [9]. From the perspective of inventory, [3] introduces the
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differences among several omni-channel strategies and develop a stylized model to
investigate the impact of such omni-channel strategies on store operations. They
divide consumers into two categories and indicate that BOPS is a double-edged
sword for the retailer, depending on the retailer’s operational capabilities. [10]
considers three information mechanisms: physical showrooms, virtual showrooms,
and availability information, and find that such information mechanisms are gen-
erally profitable to retailers by reducing consumer uncertainty about product value
and inventory availability. What needs to be pointed out is that their model is based
on a predetermined price and their focus is retailer’s inventory decision. [2] studies
the BOPS strategy for a dual-channel retailer under both a monopoly case and a
competitive case with an e-retailer. They show that BOPS is not always an optimal
strategy, especially under a monopoly case, where BOPS strategy decreases the
retailer’s market share as well as his profit. They also indicate that only when the
operational cost is low and the degree of customer acceptance of the online channel
is low should the dual-channel retailer adopt the BOPS strategy, even though it is in
a competitive case. The above literature investigates the BOPS functionality and its
impacts from different aspects, and further study the optimal conditions for BOPS
implementation. But they all don’t consider the impact of BOPS implementation
under competitive situation, much less the case where the relative competition
position of both retailers is different. And those will be discussed in our paper. [11]
compares the price and service level of dual-channel retailers before and after
BOPS implementation from the perspective of price competition and consumer
purchase behavior between online and offline channels. They consider additional
consuming and indicate that the increase of additional sales is always profitable for
dual-channel retailers and such benefit is more obvious in the presence of BOPS
implementation. They show that within limited additional consumption, channel
competition lead to a better performance under dual-price strategy than uniform
pricing strategy of BOPS setting. Especially when more customers are inclined to
BOPS mode, such strategy will be more profitable for all supply chain members.
The above literatures also study the optimal conditions for BOPS adopting, different
from the previous research, such conditions are concluded based on consumer’s
channel preference and service requirements, as well as the service capability of
retailers themselves. Competition case involved in the above literature only refers to
the selling channels between manufacturer and retailer. Different from their work,
we study the competition between different retailers. [12] sets up a profit function
for the retailer who is a follower in the Stackelberg game dominated by the
advantaged manufacturer and show that only when the offline operation cost is
within certain range and online sales reach certain scale will it be beneficial for the
traditional retailer to build an additional online channel. [13] compares a BOPS
model with traditional dual-channel model in both centralized and decentralized
contexts. Their work focuses on analyzing whether it is always beneficial for
companies to implement BOPS strategy on the basis of dual-channel, and their
conclusion is that the size of BOPS-consumer and consumers’ service sensitivity
degree are influential factors to some extent. Similarly, the competition case
mentioned above is also confined to retailers and manufacturers and their
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concentration is on the supply chain coordination. Therefore, from the perspective
of competitive game, our work is specifically different and of good practical sig-
nificance due to the consideration of cross-sales effect which has also been dis-
cussed in many related literatures.

One work involves the factors that influence consumers’ channel choice.
Reference [14] examines the influential factors of consumer channel selection in an
omni-channel retail setting via empirical analysis. They show that channel trans-
parency, channel convenience, and channel uniformity positively influence cus-
tomer perceived behavioral control, further, customer perceived behavioral control
and channel price advantage positively affect customer channel selection intention
in the omni-channel retail environment. From the perspective of information,
inventory availability, viewed as some information signal that can reduce product
uncertainty, has been discussed in [10]. While in our paper, consumers make
purchase decision by comparing different price and service level, they also consider
travel cost to offline stores for picking up their ordered items.

3 Problem Statement and Model

We consider a market consisting of an omni-channel retailer with BOPS strategy
and an e-retailer who sell substitute product at different price with different types of
service. We assume that the dual-channel retailer adopt the “same product same
price” strategy at price pB, and the e-retailer sets the price p0. We use e0 and eB to
represent the service level of the e-retailer and the omni-channel retailer, respec-
tively. And c0 and cB to represent their respective cost. According to Li et al. [15],
we assume that co ¼ 1

2 k1e
2
0 and cB ¼ 1

2 k2e
2
B, where k1 and k2 are positive service

cost coefficients and refers to the cost differences in service effort. This is also
adopted in Tsay and Agrawal [16]. Meanwhile, we assume that consumers are
heterogeneous in product valuation v, and v follows uniform distribution in ½0; 1�.
At the same time, when browsing goods online, consumers are more inclined to
assign hv for the same product. As is explained by Chiang et al. [17], h represents
the degree of consumer acceptance for the online channel. Due to product uncer-
tainty along with a virtual experience, 0\h\1 is assumed. Therefore, the con-
sumer’s utilities of buying product from the e-retailer and from the omni-channel
retailer with BOPS are u0 ¼ hv� p0 þ e0 and uB ¼ v� pB þ eB � t, respectively.
Where t is consumer’s travel cost when fetching the product in brick-and-motor
store. When u0 ¼ uB, i.e. hv� p0 þ e0 ¼ v� pB þ eB � t, there is no difference for
consumers to choose the product between the two retailers, so we have v ¼
pB�eB þ t�p0 þ e0

1�h as the threshold of valuation. Accordingly, the demand for the
e-retailer is:
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Do ¼ pB � eB þ t � po þ eo
1� h

� 1
h

po � eoð Þ ¼ 1
h 1� hð Þ h pB � eB þ tð Þ � po � eoð Þ½ �

ð1Þ

The demand for the dual-channel retailer is:

DB ¼ 1� pB � eB þ t � po þ eo
1� h

ð2Þ

In addition, r is the additional unit profit coming along with the cross-sales. To
be simplified, we assume that cross-sales only happens within the omni-channel
retailing.

Therefore, the profit for the e-retailer and the omni-channel retailer is:

Po ¼ poDo � 1
2
k1e

2
o ð3Þ

PB ¼ pB þ rð ÞDB � 1
2
k2e

2
B ð4Þ

To study the specific competition case between the two retailers, we propose
different game scenarios: Bertrand-Nash game and Stackelberg game.

4 Equilibrium Results Under Different Game Sequences

In this section, we analyze the equilibrium results of the Bertrand-Nash game and
Stackelberg game respectively.

4.1 The Equilibrium Results in Nash Game

In Bertrand-Nash game, the e-retailer and the omni-channel retailer decide their
price and service level simultaneously to maximize their profits. We assume that
service decisions of both retailers are made on the basis of pricing. That is to say,
for each single retailer, his (her) service level decision follows the corresponding
pricing strategy. Therefore, we can obtain the optimal service level with backward
induction:

eN�0 ¼ pN0
k1h� k1h

2 ð5Þ
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eN�B ¼ pNB þ r
k2 � k2h

ð6Þ

Substituting (5) and (6) into (3) and (4) respectively, we have:

P0 ¼ � k1p20
2 k1h� k1h

2� �2 �
p0

p0
k1h�k1h

2 � p0 þ h p0 � pB þ tð Þ
� �

h h� 1ð Þ ð7Þ

PB ¼ pB þ rð Þ
pB � p0 þ t � pB þ r

k2�k2h
þ p0

k1h�k1h
2

h� 1
þ 1

 !

� k2 pB þ rð Þ2
2 k2 � k2hð Þ2 ð8Þ

From (7) and (8), we can get @2P0
@p20

\ 0 and @2PB
@p2B

\ 0, so it can be proved that

there exists the optimal retail price pB�0 and pB�B by setting @P0
@po

¼ 0 and @PB
@pB

¼ 0.

Finally, we can obtain the unique optimal price as follows:

pB�0 ¼ k1h
2 h� 1ð Þa

b
ð9Þ

pB�B ¼ cþ dþ l
b

ð10Þ

Wherein

a ¼ k2 þ rþ t � k2r � 3k2t � 2k2hþ k2h
2 þ k2rhþ 3k2th

b ¼ k2h� 2k1h� 2k2 þ 4k1h
2 � 2k1h

3 þ k2h
2 � 11k1k2h

2 þ 10k1k2h
3

� 3k1k2h
4 þ 4k1k2hþ 1

c ¼ k2r � r � k2 þ k2tþ 2k2h� k2h
2 � 8k1k2h

2 þ 12k1k2h
3 � 8k1k2h

4 þ 2k1k2h
5

d ¼ �4k1rh
2 þ 2k1rh

3 þ k2th
2 þ 2k1k2hþ 2k1rh� k2rh� 2k2th

l ¼ �2k1k2rh� 2k1k2thþ 6k1k2rh
2 � 6k1k2rh

3 þ 2k1k2rh
4 þ 7k1k2th

2

� 8k1k2th
3 þ 3k1k2th

4

Substituting (9) and (10) into (5) and (6) respectively, we have:

eB�0 ¼ k1h
2 h� 1ð Þa

k1h� k1h
2� �
b

ð11Þ

eB�B ¼ rbþ cþ dþ l
bk2 1� hð Þ ð12Þ
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4.2 The Equilibrium Results in Stackelberg Game

In Stackelberg game, without loss of generality, we assume that the e-retailer is the
leader of the game, who decides pricing and service level firstly, followed by the
pricing and service decision of the omni-channel retailer. Similarly, we have:

eS�0 ¼ pS0
k1h� k1h

2 ð13Þ

eS�B ¼ pSB þ r
k2 � k2h

ð14Þ

Under this game sequence, we first set @PB
@pB

¼ 0 with backward reduction and get:

pSB ¼ k22 1� hð Þ k1h 1� hð Þ � 1½ �pS0 � tk1k22h 1� hð Þ2�k1k22h
2 1� hð Þþ 3k1k2rh� k1k2rh

2

k1k2h 3� 2k2 1� hð Þ�½
ð15Þ

Substituting (15) into (7) and set @P0
@po

¼ 0, we get:

pS�0 ¼ A2h1
2A2 � Aþ 2A2ah

ð16Þ

Thus:

eS�0 ¼ Ah1

2A2 � 2Aþ 2A2ahþ k1h� k1h
2 ð17Þ

And:

pS�B ¼ AB2tþAB2hþAB2xþAB2r � AB2 � 2ABr � B2x� Ak2rhþAk2r
AB� 2AB2 ð18Þ

eS�B ¼ AB2tþAB2hþAB2xþAB2r � AB2 � 2ABr � B2x� Ak2rhþAk2rþ r
AB� 2AB2ð ÞB

ð19Þ

Wherein

B ¼ k2 � k2h

a ¼ 1� Að ÞB2

AB� 2AB2 � 1
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1 ¼ t � tþ rþ h� 1ð ÞB2 � 2rB� k2rhþ k2r
B� 2B2

x ¼ A2h1
k1h h� 1ð Þ � 2A2haþ 2A� 2A3

4.3 Analysis of the Equilibrium Results

From the above results, we can preliminarily get the following observations:

• The service level is influenced by the corresponding cost efficient ki and a larger
ki means lower service level. This is intuitively reasonable because larger ki
implies heavy operation cost that retailers must trade off prudently. For the
omni-channel retailer, cross-sales can also contribute to a positive effect for
higher service level.

• In Bertrand-Nash game and Stackelberg game, both the optimal retail price and
service level of retailers are influenced by r and h.

• From the equilibrium pricing and service level of the two game we can easily
conclude that @p

@t [ 0 and @e
@t [ 0 can always be true for both retailers, which

means that as consumers’ travel cost increases retailers would also increase their
pricing as well as service level.

4.4 Numerical Studies

Since the analytical solutions are too complicated to get visualized observations, we
conduct numerical examples to further illustrate our analytic findings when
parameters’ range making sense. Within different analysis, we set k1 ¼ k2 ¼ 100,
t ¼ 0:4, r ¼ 0:1 and h ¼ 0:8 respectively (see [5, 18, 19]).

(1) The impacts of h on the equilibrium service level and price: From Fig. 1 we can
find that for both of the retailers, the equilibrium service level in Bertrand-Nash
game is always higher than that in Stackelberg game. And when h is small, the
service level of the dual-channel retailer is better than the e-retailer. Once h
increases such situation is just the opposite. This implies that when the
acceptance for online channel is low, the dual-channel retailer is more willing to
improve his service. This is because extra cost along with higher service level
can well offset by more demands coming from offline channel. However, when
consumer preference changes and the acceptance of online channel get pro-
moted, the service provided by the e-retailer also will substantially get
improved and precede the dual-channel retailer with larger margin. From
Fig. 2, we observe as h increases, the e-retailer keeps improving her pricing
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while the dual-channel retailer keeps lowering his pricing either in
Bertrand-Nash game or Stackelberg game. Similar with the above observation,
both of the retailers’ equilibrium pricing in Bertrand-Nash game is always
higher than that in Stackelberg game. For the e-retailer, the dominant position

Fig. 1 The impact of online product acceptance on service

Fig. 2 The impact of online product acceptance on pricing
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in Stackelberg game allows her to set a higher price. While for the dual-channel
retailer, a relative weak situation prompts him to improve his service level to
compete with the e-retailer and thus sets a higher price as well.

(2) The impact of r on the equilibrium service level and price: From Fig. 3, we can
intuitively get the observation that as r increases within a reasonable range, the
optimal service level of two retailers increase as well. This means that
increasing cross-sales can not only make the dual-channel retailer improve his
service, it can also stimulate the e-retailer to provide better service. Actually,
the consistency between cross-sales effect and service level also reflects that the
higher service level makes the cross-sales possible. We then study the impact of
r on the equilibrium price. Different from the above observation, the optimal
price for the dual-channel retailer decreases as r increases. While the e-retailer
still improves her pricing as r increases. As we have explained before, the more
cross-sales happens, the more demand of the dual-channel generates. This
means that the dual-channel retailer may adopt a quick buck strategy to earn
stronger position in the competitive market. We also find that when the
e-retailer dominates the market, her price will decrease at a larger scale,
compared with that in the Bertrand-Nash game. However, her price is still
higher than the dual-channel retailer. This is because her service level is also at
a higher level compared to the dual-channel retailer, which means higher
operational cost (Fig. 4).

(3) The impact comparison of equilibrium profits for both retailers: Figs. 5 and 6
show the equilibrium profits in Bertrand-Nash game and Stackelberg game,
respectively. From which we can find that when the acceptance of online
channel product is low, the profit of the dual-channel retailer is higher than the

Fig. 3 The impact of cross-sales effect on service
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e-retailer. Yet once such acceptance increases, the profit of the e-retailer will
soon surpass the dual-channel retailer and increase in a rapid growth. This is in
accordance with the real practice that e-retailers absolutely have the superior
position in a market that online shopping has overwhelming advantage.
Figures 5 and 6 also imply that in Bertrand-Nash game, cross-sales has no
obvious effect on the e-retailer’s profit, while in Stackelberg game, cross-sales
has positive influence on her profit. This is also in line with our above analysis
that in Stackelberg game the e-retailer improves her service and keeps the price
at reasonable range with first move advantage.

Fig. 4 The impact of cross-sales effect on pricing

Fig. 5 The profit comparison
between the two retailers
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(4) The comparison of equilibrium profits under different game sequences: We
investigate the two retailers’ equilibrium profits under different game sequen-
ces. From Figs. 7 and 8, we can conclude that both of the retailers’ profits in
Bertrand-Nash game are higher than that in Stackelberg game. This seems
anti-intuitive for the e-retailer because we used to accept that a dominant
position in the market always means more profit. While the fact is that to
maintain competitive advantage, the e-retailer must keep her price at relatively
low stage to gain larger market share. Figure 8 also shows that cross-sales
contribute profit margins to the dual-channel retailer, especially when the
acceptance of online channel is high, such contribution can be obviously
observed. Considering the above analysis of the impacts of h and r on the
dual-channel retailer’s pricing and service level, we can conclude when the
acceptance of online channel is high enough, the dual-channel retailer can still
gain larger profit even when the operation cost gets higher due to service

Fig. 6 The profit comparison
between the two game
sequences

Fig. 7 The e-retailer’s profits
under the two game
sequences
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improvement, as we have shown before. This means that higher service level
and lower price indeed brings enough consumer demand for the dual-channel
retailer, which is also in accordance with the real practice.

5 Conclusion Remarks

Motivated by the competition lies between dual-channel retailer and e-retailer and
cross-sales effect exists in dual-channel, we conduct an analytical study on equi-
librium price and service strategy for both e-retailer and dual-channel retailer in
different game sequences: Bertrand-Nash game and Stackelberg game. We obtain
the optimal service level and pricing decisions under the two games. By numerical
study we draw some conclusions as follows:

(1) The acceptance of online product positively influences the optimal service level
and pricing for both retailers either in Bertrand-Nash game or Stackelberg
game.

(2) The cross-sales effect exists in the dual-channel contributes to the improvement
of the two retailers’ service level and the e-retailer’s pricing, while it has
negative influence on the optimal price for the dual-channel retailer.

(3) When the acceptance of the online channel is at a higher level, the total profit of
the e-retailer always precedes the dual-channel retailer’s, even though her price
is higher than the competitor’s, which may cause a decrease in her demand.

(4) The total profits in Bertrand-Nash game of the two retailers are higher than that
in Stackelberg game on the whole. Cross-sales effect has positive influence on
the dual-channel retailer’s profit especially when the acceptance of the online
channel product is high enough.

Fig. 8 The omni-retailer’s
profits under the two game
sequences
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For future research, we can extend to consider the case where competition also
exists between the dual-channel and cross-sales can shift from the omni-channel
retailer to the e-retailer, which means that when consumers pick-up items in
brick-and-motor store and generate additional consumption, profit should contribute
to omni-channel retailer may be lost. This is more interesting and closer to real
situation. Besides, further discussion can be conducted when the leader of the
Stackelberg game being the omni-channel retailer, and the assumed sequences
about pricing and service decision can be also extended to different situations.
Research opportunities abound in this emerging area.
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Uncertain Random Programming
Models for Chinese Postman Problem

Qinqin Xu, Yuanguo Zhu, and Hongyan Yan

Abstract Chinese postman problem (CPP) is a classic optimization problem which
has been studied by researchers. Due to the indeterminate factors, such as theweather,
traffic accidents, road conditions or sudden events, the indeterminacy should be taken
into account. This paper takes advantage of chance theory to solve CPP in uncertain
random situations, in which the weights are uncertain random variables. Consid-
ering various decision criteria, three uncertain random programming models are
constructed and converted into corresponding deterministic forms based on chance
theory. Subsequently, the models can be solved by classical algorithms or the ant
colony optimization algorithm. Finally, a numerical example is given.

Keywords Chinese postman problem · Uncertain random variable · Uncertainty
theory · Chance theory · Ant colony optimization algorithm

1 Introduction

Chinese postman problem (CPP) proposed by Kwan [1] is one of the typical combi-
natorial optimization problems. The postman is required to travel as short as possible,
each street in the city is traveled at least once. Considering the delivery of practical
problems,CPPhas spawnedmanybranches. Suchas thepostmanproblemonoriented
graph, capacitated arc routing problem, windy postman problem and other derivative
Chinese postman problems. Besides, CPP can also be applied to other optimization
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problems so as to get the optimal solutions. The traditional CPP is an ideal optimiza-
tion problem, that is, only certain factors are considered and some dynamic factors are
ignored. Therefore, it provides a basis for further research and development.

In fact, the existence of indeterminacy is ineluctable. The travel time may be
influenced by bad weather, reconstruction of roads, traffic congestion and other acci-
dental factors. Owing to the fluctuation in fuel prices and parking fees, etc, the travel
expenses are also not constant. There has been a lot of researches to describe such
indeterminacy based on probability theory. Garlaschelli [2] introduced the weighted
random graph (WRG)model. Gutin [3] proposed Chinese postman problem on edge-
colored multi-graphs.

When there is no enough data to get a probability distribution, uncertainty theory
was put forward by Liu to solve the optimization problems in uncertain situations [4].
Gao extended the shortest path problem to uncertain situations based on uncertainty
theory [5]. With the development of uncertain theory, Sheng [7] proposed uncertain
transportation problems in consideration of costs and demands. The research on such
problemprovides a reference for uncertainCPP.Then,Zhang [6] proposed three types
of uncertain models by combining uncertainty theory with CPP. Various applications
of uncertain programming problems are widely used in minimum cost flow prob-
lem [8], quadratic minimum spanning tree [9], minimum spanning tree problem [10],
multi-objective portfolio selection problem [11] and multi-objective Chinese post-
man problem in uncertain network [12]. Considering above-mentioned studies in
indeterministic environments, there does exist uncertain random optimization prob-
lems. To deal with such problems, Liu proposed chance theory, which is widely used
to simulate complex situations of uncertainty and randomness [13]. Graph theory is
a branch of mathematics. It takes graph as its object of study. Graphs in graph theory
consist of a number of given vertices and edges connecting two vertices, which are
usually used to describe a particular relationship between certain variables. Liu intro-
duced chance theory into the network optimization with both uncertain and random
factors, and put forward the concept of uncertain random network for the first time.

Compared with the traditional optimization problems, the optimization problems
in uncertain random situations are more dynamic and optimal. The optimal solutions
obtained by chance theory also accord with the practical problems to some extent.
Uncertain CPP and random CPP have been studied in many literatures. However,
the uncertainty is not taken into account in random CPP, and uncertain CPP also
neglects the existence of randomness. There is no research on uncertain random
CPP based on chance theory. Therefore, we will present uncertain random CPP and
propose three uncertain random models. Furthermore, chance theory offers a tool to
transform these models into their deterministic forms. In this paper, chance theory is
mainly applied to deal with the expected value of objective function and constraints.

The sections are listed below. Section2 introduces some necessary definitions and
theorems of chance theory. Section3, three types of uncertain random programming
models are proposed. Section4, themodels and algorithms are verified by a numerical
example. Section5 summarizes this paper.
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2 Preliminary

For uncertain randomCPP, this section should introduce a lot of necessary properties
and theorems in chance theory. These preliminary theorems can provide an effective
approach to uncertain random CPP models. The relevant theorems and concepts
needed for the model are shown below.

Let (�,L,M) × (�,A,P) be a chance space, and let � ∈ L × A be an event.
Then the chance measure of � is

Ch{�} =
∫ 1

0
Pr{ω ∈ � | M{γ ∈ � | (γ, ω) ∈ �}

≥ x}dx .

In probability theory, the variable is defined as a random variable. In uncertainty
theory, the variable is defined as an uncertain variable. In chance theory, Liu defined
it as an uncertain random variable.

An uncertain random variable is a function ξ from a chance space (�,L,M) ×
(�,A,P) to the set of real numbers such that ξ ∈ B is an event in L × A for any
Borel set B of real numbers. For any x ∈ R, an uncertain random variable ξ can be
characterized by its chance distribution, which is defined as:

�(x) = Ch{ξ ≤ x}

To deal with the expected value and chance measure of an uncertain random
variable, two essential theorems should be described.

Theorem 1. Let η1, η2, · · · , ηm be independent random variables with probabil-
ity distributions 
1, 
2, · · · , 
m, and let τ1, τ2, · · · , τn be independent uncertain
variables with regular uncertainty distributions ϒ1, ϒ2, · · · , ϒn, respectively. if
f (x, η1, η2, · · · , ηm, τ1, τ2, · · · , τn) is a strictly increasing function or decreasing
function with respect to τ1, τ2, · · · , τn, then the expected function

E[ f (x, η1, η2, · · · , ηm, τ1, τ2, · · · , τn)]

is equal to ∫
Rm

∫ 1

0
f (x, y1, · · · , ym, ϒ−1

1 (α), · · · , ϒ−1
n (α))dα

d
1(y1) · · · d
m(ym).

Theorem 2. Let η1, η2, · · · , ηm be independent random variables with probabil-
ity distributions 
1, 
2, · · · , 
n, and let τ1, τ2, · · · , τn be independent uncertain
variables with regular uncertainty distributions ϒ1, ϒ2, · · · , ϒn, respectively. if
g(x, η1, η2, · · · , ηm, 
1, τ1, τ2, · · · , τn) is a strictly increasing function with respect
to τ1, τ2, · · · , τn, then the chance constraints
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Ch{g(x, η1, η2, · · · , ηm, τ1, τ2, · · · , τn) ≤ 0} ≥ α j

holds if and only if

∫
Rm

G(x, y1, y2, · · · , ym)d
1(y1) · · · d
m(ym) ≥ α j

where G(x, y1, y2, · · · , ym) is the root α of the equation

g(x, y1, y2, · · · , ym, ϒ−1
1 (α), · · · , ϒ−1

n (α)) = 0.

3 Uncertain Random Programming Models for Chinese
Postman Problem

LetG = (V, E, ω) be an undirectedweightednetwork [6], in which V = {v1, v2 · · ·
vn} is a finite set of vertices, E is a finite set of edges ei j . In the traditionalCPP, vertices
are used to represent specific service locations, and edges connecting two vertices
are used to represent streets. For a weight ωi j on ei j of G, it is nonnegative and finite.

Considering the coexistence of the randomness and uncertainty, this section
presents uncertain randomCPP and constructs three types of uncertain randommod-
els for CPP. Assume the weightωi j on ei j represents the travel time. In the traditional
CPP, the travel time on edge ei j is constant. Depending on the size of the sample
data, ωi j is uncertain or random. Let G = (V,U, R, ω), where V = {v1, v2 · · · vn}
is a finite set of vertices, U is a finite set of all edges with uncertain travel times, R
is a finite set of edges with random travel times, ξi j is the travel time on ei j which is
an uncertain random variable based on chance theory.

3.1 Uncertain Random Programming Model 1

Uncertain random CPP is to let a postman from the post office deliver letters in the
shortest route, and each street should be traveled at least once. The objective function
ofmodel 1 is tominimize the total travel time. Here, f (x, ξ) represents the total time,
f (x, ξ) is defined as

f (x, ξ) =
K∑

k=1

∑
(ei j )∈U∪R

x (k )
i j ξi j (1)
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where K and x (k)
i j are defined as

K = max
(ei j )∈U∪R

∑
k

x (k )
i j

For the decision variable, it is defined as

x (k)
i j =

{
1, if a postman travels ei j for the kth order

0, else.

The model 1 is described below:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min E

[
K∑

k=1

∑
(ei j )∈U∪R

x (k )
i j ξi j

]

subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1.

(2)

In model 1, the objective function represents the minimization of the total travel
time. The first constraint ensures a closed loop, and the second constraint is another a
requirement for CPP to be satisfied, that is, each edge must be traveled at least once.

Due to an uncertain random variable inmodel 1, it is necessary to transformmodel
1 into a deterministic model to get the optimal solution.

Theorem 3. Let 
i j be the probability distribution of independent random travel
time. Let ϒi j be the uncertainty distribution of independent uncertain travel time.
For any real number yi j , model 1 can be converted into

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
K∑

k=1

∫
Rm

∫ 1
0

∑
(ei j )∈R

x (k)
i j yi j

+ ∑
(ei j )∈U

x (k)
i j ϒ−1

i j (α)dα
∏

(ei j)∈R
d
i j (yi j )

subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1.

(3)
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Proof: For (1), refer to chance theory, we have

f (x, η, τ ) =
K∑

k=1

( ∑
(ei j )∈R

x (k )
i j ηi j +

∑
(ei j )∈U

x (k )
i j τi j

)

Obviously, f (x, η, τ ) is a strictly increasing function with respect to τ . Refer to
Theorem 1, we have

E

⎡
⎣ K∑

k=1

( ∑
(ei j )∈R

x (k )
i j ηi j +

∑
(ei j )∈U

x (k )
i j τi j

)
⎤
⎦

=
K∑

k=1

∫
Rm

∫ 1

0

∑
(ei j )∈R

x (k)
i j yi j

+
∑

(ei j )∈U
x (k)
i j ϒ−1

i j (α)dα
∏
ei j∈R

d
i j (yi j )

Hence, the theorem is verified.
Model 1 can be transformed into it’s corresponding deterministic form by The-

orem 3. To obtain the optimal solution, Dijkstra algorithm [14] and Fleury algo-
rithm [15] served as typical traditional algorithms have been widely used. On the
basis of Dijkstra algorithm, Fleury algorithm is applied to get the closed loop in an
euler graph. Refer to such two algorithms, the classical algorithm for model 1 is
presented below.

Algorithm 1. The classical algorithm for model 1.
1: Input the set of odd-points, V0 = {v|v ∈ V, d(v) = 1(mod 2)}.
2: Calculate each pair of odd-points’ distance d(u, v) by Dijkstra algorithm.
3: Construct complete graph K|v0|, V (K|v0|) = V0 with the weight ω(u, v) = d(u, v).
4: Select the perfect match M of K|v0| with a minimum weight.
5: For G, choose the shortest path between each pair of vertices of M .
6: Repeat the shortest path.
7: Get a closed loop in G

′
by Fleury algorithm. The algorithm ends.
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3.2 Uncertain Random Programming Model 2

Extended to other optimization problems related to CPP, such as a logistics company
transport goods by aircraft. If they arrive the destination early, there may not be a
runway suitable for landing. Therefore, the goal is not to minimize the total time.
Take it into account in this section, the decision criterion is that the postman needs
to finish the delivery at time T ∗. Inevitably, the task may be completed ahead of
schedule or later. There should be a deviation between the actual travel time and the
target travel time. Consequently, the objective function of model 2 is to minimize
the deviation. The positive deviation and negative deviation are introduced below.

( f (x, ξ) − T ∗)+ =
{

f (x, ξ) − T ∗, if f (x, ξ) > T ∗

0, if f (x, ξ) < T ∗

( f (x, ξ) − T ∗)− =
{
T ∗ − f (x, ξ), if f (x, ξ) < T ∗

0, if f (x, ξ) > T ∗

Here, we define the objective function as

E[( f (x, ξ) − T ∗)+] + E[( f (x, ξ) − T ∗)−]

The model 2 can be constructed as
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

min{E[( f (x, ξ) − T ∗)+] + E[ f ((x, ξ) − T ∗)−]}
subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1

(4)

In model 2, the objective function is to minimize the deviation, and the constraints
of model 2 are the same as model 1. Model 2 could also be converted equivalently
in the following way.

Theorem 4. Let 
i j be the probability distribution of independent random travel
time, and ϒi j be the uncertainty distribution of independent travel time. For real
number yi j , model 2 equivalently becomes
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min(
K∑

k=1

∫
Rm

∫ 1
0

∑
(ei j )∈R

x (k)
i j yi j

+ ∑
(ei j )∈U

x (k)
i j ϒ−1

i j (α)dα
∏

(ei j)∈R
d
i j (yi j ) − T ∗)+

+(
K∑

k=1

∫
Rm

∫ 1
0

∑
(ei j )∈R

x (k)
i j yi j+

∑
(ei j )∈U

x (k)
i j ϒ−1

i j (α)dα
∏

(ei j)∈R
d
i j (yi j ) − T ∗)−

subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1.

(5)

Proof: Since f (x, η, τ ) is a strictly increasing function with respect to τ , then
f (x, η, τ ) − T ∗)+ is also a strictly increasing function with respect to τ . Refer to
Theorem 1

E[( f (x, ξ) − T ∗)+]

=
⎡
⎣ K∑

k=1

∫
Rm

∫ 1

0

∑
(ei j )∈R

x (k)
i j yi j

+
∑

(ei j )∈U
x (k)
i j ϒ−1

i j (α)dα
∏

(ei j)∈R

d
i j (yi j ) − T ∗
⎤
⎦

+

Traditional algorithms are to obtain the shortest route in deterministic network.
This section presents the ant colony optimization algorithm to get the optimal solution
for model 2. The ant colony optimization algorithm can obtain the optimal solution
directly by setting the constraints, avoiding two-step process in the commonmethod.

The post office is located in v1, m postmen serve the same area. Each postman
selects the travel direction at the initial time randomly. It may be assumed that the
selection probability in each direction is the same. Some variables are defined below

pi j (k) =
⎧⎨
⎩

τα
i j (t)·ηβ

i j (t)∑
k∈ad j (t) τ α

i j (t)·ηβ

ik (t)
, j ∈ ad j (i)

0, else.
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pi j (k) represents the probability of selection when the kth postman move from vi
to v j . t represents the time when postman is in v1. �τi j (t) represents the increment
of the pheromone on edge ei j . α is the importance of accumulated pheromone. β

represents heuristic factor in the selection. ηi j is the expected value of ei j . ad j (i)
represents the set of v j where vi and v j are connected. (1 − ρ) indicates the depletion
of pheromone.

At initial moment, τ k
i j = C , �τ k

i j = 0, for ρ ∈ (0, 1). The pheromone on each
path adjusts to

τi j (t + n) = ρ · τi j (t) + �τi j

� τi j =
m∑

k=1

�τ k
i j

�τ k
i j =

{
Q
Lk

, if the kth ant travels the edge ei j
0, else.

Then, the ant colony optimization algorithm for model 2 can be summarized as
follows.

Algorithm 2. The ant colony optimization algorithm for model 2.
1: Input the upper triangular adjacency matrix of graph G, if there is an odd-degree node, turn to

step 2, otherwise the algorithm ends.
2: From the starting point, the ant chooses next vertex until every street is traveled at least once

and keep the current optimal route.
3: Update the pheromone and modify the probability of selection.
4: Repeat steps 2-3 (set to 100 times).
5: Output the optimal route.

3.3 Uncertain Random Programming Model 3

Owing to the fluctuation in fuel prices and parking fees, etc., the travel expense ρi j

is also not constant, which can be considered as a random variable. The probability
distribution of travel cost can be obtained from history data. Besides, the travel
allowance ζi j can be considered as an uncertain variable due to the lack of historical
data. There is no traffic allowance when the postman travels through ei j twice.

In this model, the postman needs to maximize the profit as much as possible,
the target profit cannot be less than M . The postman not only makes sure that the
profit meets the constraint, but also spends as little time as possible. Model 3 can be
presented below
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min E

[
K∑

k=1

∑
(ei j )∈U∪R

x (k )
i j ξi j

]

subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1

Ch{M −
K∑

k=1

∑
(ei j )∈U∪R

x (k )
i j (ζi j − ρi j ) ≤ 0} ≥ α.

(6)

In model 3, the objective and the first two constraints are the same as model 1, the
third constraint is that the profit cannot be less than M . Using preliminary theorems,
model 3 could also be converted equivalently.

Theorem 5. Let �i j be the probability distribution of independent random travel
cost, let�i j be the uncertainty distribution of independent travel allowance. For real
number yi j , model 3 can be transported to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
K∑

k=1

∫
Rm

∫ 1
0

∑
(ei j )∈R

x (k)
i j yi j

+ ∑
(ei j )∈U

x (k)
i j ϒ−1

i j (α)dα
∏

(ei j)∈R
d
i j (yi j )

subject to
K∑

k=1

∑
(ei j )∈U∪R

(x (k)
i j − x (k)

j i ) = 0

K∑
k=1

(x (k)
i j + x (k)

j i ) ≥ 1
∫
Rm

G(x (k)
i j , yi j )

∏
(ei j)∈R

d�i j (yi j ) ≥ α

(7)

where G(x (k)
i j , yi j ) is the root α of the equation

K∑
k=1

[ ∑
(ei j )∈U

x (k)
i j ϒ−1

i j (1 − α) −
∑

(ei j )∈R

x (k)
i j yi j

] = M

Proof: The objective and the first two constraints are the same as model 1, the
expected value can be obtained by Theorem 3. For the third constraint, it is a strictly
decreasing function with respect to ζi j . According to Theorem 2, the uncertain ran-
dom constraint holds with confidence level α, where α is a constant. Then the chance
constraint can be defined by
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Ch{M −
K∑

k=1

∑
(ei j )∈U∪R

x (k )
i j (ζi j − ρi j ) ≤ 0} ≥ α

holds if and only if

∫
Rm

G(x (k)
i j , yi j )

∏
(ei j)∈R

d�i j (yi j ) ≥ α

Hence, the theorem is verified.
Obviously, the objective function and first two constraints of model 3 are the same

as of model 1. Consequently, we can refer to Algorithm 1 to solve model 3.

Algorithm 3. The improved traditional algorithm for model 3.
1: Obtain the optimal solution of model 1 by Algorithm 1.
2: If the solution satisfies the third constraint of model 3, then the solution is the final optimal

solution, and the algorithm ends. If not, turn to step 3.
3: Remove the obtained solution from the feasible solutions of model 1 and re-screen the optimal

solution.
4: Turn to step 2.
5: Output the optimal solution.

4 Numerical Experiment

In order to verify the algorithms, an example should be proposed. The relevant
uncertain parameters of models are considered as a linear variable L(a, b), a zigzag
variable Z(a, b, c) and a normal uncertain variable N(e, σ ). Some relevant random
parameters are also expressed in a uniform variable U(a, b) and a normal random
variable N(u, σ 2).

Example 1. The postman office is located in v1, a postman to deliver letters from
v1. When he returns to v1, each street should be traveled at least once. To choose a
reasonable route for the postman based on three models proposed above, an undi-
rected connected network G is shown in Fig.1. The relevant uncertain parameters
of ei j are shown in Tables1 and 2. Set some parameters: T ∗ = 650, M = 500 and
a = 0.95.
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Fig. 1 Undirected
network G.

Table 1 List of travel time

Edge Uncertain travel time Random travel time

e12 Z(48, 50, 52.7) -

e23 Z(48.9, 52.4, 53.2) -

e25 N(71, 8.2) -

e35 N(42.6, 7.2) -

e56 L(55, 58) -

e16 - U(52, 54)

e26 - N(68.2, 8.2)

e34 - N(70.7, 10.8)

e45 - U(67, 70)

Table 2 List of travel cost and travel allowance

Edge Random travel expense Uncertain travel allowance

e12 U(44, 52) L(89, 105.8)

e23 U(38, 40) Z(41.5, 46, 70.7)

e25 N(40, 4.2) L(78.6, 84.8)

e35 N(40, 4.3) N(104.1, 8.6)

e56 U(34, 40) L(68.2, 106)

e16 N(38, 6.2) Z(96, 108.6, 121.2)

e26 N(36, 4.2) N(72.1, 10.4)

e34 U(42.4, 48.6) Z(67, 80.4, 96.6)

e45 N(32.4, 4.2) L(68.2, 77.9)
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By Algorithm 1, we can get the optimal route of model 1, v1 → v2 → v6 →
v5 → v2 → v3 → v5 → v3 → v4 → v5 → v6 → v1. The e56 and e35 are traveled
twice, the rest of the edges are traveled once, and the travel time of the route is 631.5.

ByAlgorithm2,we can get the optimal route ofmodel 2, v1 → v2 → v6 → v2 →
v3 → v2 → v5 → v3 → v4 → v5 → v6 → v1. The e23 and e26 are traveled twice,
the rest of the edges are traveled once, and the travel time of the route is 652.325.

By Algorithm 3, we can get the optimal route of model 3, v1 → v6 → v5 →
v2 → v5 → v6 → v2 → v3 → v5 → v4 → v3 → v2 → v1. The e23, e56 and e52 are
traveled twice, the rest of the edges are traveled once, the travel time of the route is
711.625, and the travel profit of the route is 505.15.

5 Conclusion

Considering various decision criteria under the uncertain random situations, three
uncertain randomCPPmodels are constructed in order to assign routes. Model 1 is to
obtain a route by minimizing travel time, model 2 is to obtain a route by minimizing
the deviation between actual travel time and target time, model 3 is to get a route
by minimizing travel time with consideration of cost. This paper serves a powerful
tool for similar problems such as garbage collection, street cleaning, milk delivery,
school bus scheduling, etc.

Lastly, some suggestions are put forward for the future research. First, uncertain
random CPP can be studied in directed network. Second, different branches of CPP,
(Rural CPP, Windy CPP, k person CPP, etc.) can also be extended to uncertain ran-
dom domains. Third, extensions of various applications of uncertain random CPP,
including the route of logistics vehicle, watering cart and garbage collector, deserves
to be considered as our future research.
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“Choose for No Choose”—
Random-Selecting Option
for the Trolley Problem in Autonomous
Driving

Liang Zhao and Wenlong Li

Abstract Trolley Problem is a famous thought experiment asking if it is ethically
right to divert a runaway trolley to kill one person in order to save another five
people. It was first formally stated by P. Foot in 1967, then extensively studied by
many researchers with many variants. These days it is often discussed in the context
for ethics of Artificial Intelligence (AI), in particular, for autonomous driving (see
e.g., “The Moral Machine Experiment,” nature 563, 59–64 (2018)). For this
dilemma situation, previous studies focus on two options: saving the larger crowd
(the Utilitarianism) or doing nothing (the Deontology or Kantianism). This paper
proposes a third option: random selecting, and argues it fits the dilemma situation
for autonomous driving better than the previous options.

Keywords Random selecting � Trolley problem � Autonomous vehicle �
Utilitarianism � Deontology � Kantianism

1 Introduction

Recent achievement of Artificial Intelligence (AI) is making a profound impact on
our daily life. It is widely considered that in the future, AI (i.e., algorithms) may
deal with even ethical decisions that are currently considered only by our human
beings [2, 4–6, 11–17]. For instance, the trolley problem [3, 18] must be solved
before massive autonomous vehicles can drive on the roads (see, e.g., [1] and Max
Tegmarks “Life 3.0”), because traffic accidents cannot be completely eliminated by
new technology [16].
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The trolley problem was first formally stated by P. Foot in 1967 [3], which is
now referred as the “Switch” version of the problem. In this original version, it is
asked if one should switch a lever to kill one person in order to save another five
people, supposing the runaway tram cannot be safely stopped. See the illustration in
Fig. 1. The trolley problem was then extensively studied by many researchers for
many variants (see an introduction from [1, 18]).

An interesting fact about the trolley problem is that in different scenarios,
people’s selection can be different. Kagan argued that, in order to save the five,
there are differences on how to think on harming the one [10]. For example, in the
original Switch version, harming the one is a side effect, whereas in other cases it
may be a part of the saving action. Unger argued that different responses are based
more on psychology of ethics, but he also agreed that this kind of difference in the
scenario cannot make a moral difference [19]. In this paper, for simplicity, we only
consider the original Switch version.

Nowadays, due to the development of autonomous vehicles, the trolley problem
gets more attention by the public [1, 4, 5, 9, 11–17]. While this dilemma situation
may be rare in the future [15], obviously it is not impossible to happen, and ethical
guidelines for autonomous vehicles do not depend on the frequency. Therefore
autonomous vehicles (or rather the programmer of their operating systems) must
consider these ethical decisions [1, 14], even if they do not need to know good
options [15].

Unfortunately, like most other ethical problems, the trolley problem has no
simple solution. Before the rising of AI, ethicists discussed on what kind of ethical
principle that human should follow, where the central question asks if it is morally
right to harm an individual if doing so produces a greater utility for others. For that
purpose, the literature has discussed two options based on the Utilitarianism and the
Deontology (Kantianism) respectively.

The first option, Utilitarianism-based option, is to maximize the total utility by
taking the result into consideration, therefore, in the case of trolley problem (the
Switch version), it is to switch the lever to kill one since doing so can save five. On
the other hand, the second option, Deontology-based option claims it is right only
when one makes decision without considering the result, therefore, if killing is
wrong then one should not do that. In the case of the trolley problem, this is
considered to “do nothing”, hence letting the runaway tram to kill the five.

Fig. 1 An illustration of the original “Switch” version of the trolley problem [3], created by
McGeddon—Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=
52237245
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We consider that, in the case of autonomous vehicles, both of the above options
are not wise. In particular, the “do nothing” option is strange, because it actually
chooses to harm the five (notice that we assumed that the possible results are known
before making any decision). It may be morally right for a human but definitely not
for an autonomous vehicle, which must decide which side should be sacrificed.

To solve this dilemma situation, this paper proposes a third option: random
selecting, i.e., to randomly select a side to be sacrificed. We argue this fits the
dilemma case for autonomous vehicles better than the above two options. In the
following, we will first compare these three options in Sect. 2, then discuss the
practical issues in autonomous vehicles in Sect. 3 and finally provide a conclusion
and future work in Sect. 4.

2 Comparing Options for the Trolley Problem

In this section we compare the three options for the trolley problem: the utilitarian
approach of maximizing the utility, the so-called deontological approach of “do
nothing” and our proposal of random selecting.

2.1 Utilitarian Approach

Based on the philosophy of Jeremy Bentham, the fundamental idea of the utilitarian
approach is that an action or behavior is morally correct if the greatest benefit or the
greatest number of people could be achieved. When applied to a possible crash of
an autonomous vehicle, this means that a utilitarian algorithm should be designed in
such a way that the cost of the accident should be as low as possible. This means a
reaction to harm the smallest number of people or minimize the cost measured in
money. In particular, the control algorithm may decide that the occupant of the
vehicle should be sacrificed if it is only one human life instead of, for example, two
or more pedestrians. Therefore, if utilitarianism is adopted for autonomous vehicles,
it is quite possible that many people would incline not buying it, even if they know
that an ordinary vehicle has higher risk to kill more people.

Another major problem of utilitarianism is that usually it is difficult to quantify
societal expectations on ethical principles to guide machine behavior. For example,
Awad et al. conducted a Moral Machine Experiment trying to discover common
opinions of people all over the world about the ethics of autonomous vehicles
against the trolley problem [1], and from [1] it is reported that “strongest prefer-
ences are observed for sparing humans over animals, sparing more lives, and
sparing young lives.” Other preferences are also observed including big difference
between East Asia and South America to spare younger people, the preference for
sparing higher status people, and so on [8].
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All the patterns of these similarities and differences suggest that lots of efforts are
needed to reach a consensus on algorithm standards for the public. In fact, we
cannot expect the existence of a (deterministic) algorithm because the real situation
is always more complicated than those simple circumstance. That approach, in
general, can be described as a ranking system: with the development of technology
we may have the ability to develop a kind of ranking system based on the utilitarian
principle, and then decide who to sacrifice by comparing their scores. However, this
approach leads to challenges to other more fundamental principles such as
“Everyone should be equal.”

Even a regulation or law could be created based on the consideration of utilitarian
principles, some peoplemay refuse to buy a vehicle whichmay sacrifice the passenger
inside the vehicle as stated before (especially in the States). Those people may con-
tinue to drive ordinary vehicles which have higher risks to cause more accidents.
Therefore the utilitarian approach is not easy to implement for autonomous vehicles.

And, as known by the tragedy of the commons traditionally raised in 1833 by the
British economist Lloyd [7], “by making the individually rational choice of pri-
oritizing their own safety, they may collectively be diminishing the common good”
[17]. In the case of autonomous vehicles, this means that the vehicle manufacturers
may design vehicles to maximize the safety of people inside the vehicles, and by the
usage of modern machine learning technology, the vehicles may be able to learn
automatically to do so (i.e., maximizing the safety of people inside which may have
to increase the risk of pedestrians). This is called the “tragedy of the algorithmic
commons” in [17].

2.2 Deontological Approach

In a deontological approach, autonomous vehicles should follow duty-bound prin-
ciples, like “Thou shalt not kill” (Kant). A naive conclusion is that an autonomous
vehicle should not take any special action that harms a human, hence in the case of the
trolley problem, it is considered that an algorithm should let the vehicle take its
current course (i.e., do nothing), even if it is going to harm more people [18].

Unfortunately, however, this “do nothing” option is strange. Firstly, it actually
does something, i.e., it chooses the action to let the vehicle take it current course,
which means it chooses the action to harm five people. Therefore this “do nothing”
option, while it looks deontological, it is actually not a true deontology. Moreover,
supposing that in a deontological approach, an autonomous vehicle follows certain
rules, e.g., Asimov’s Three Laws of Robotics [4], since in the trolley problem the
machine has to choose one of two evils [15], it is not possible to follow all rules. For
example, thefirst law ofAsimov’s laws says “a robotmay not injure a human being or,
through inaction, allow a human being to come to harm” cannot be abided.
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Finally, while deontological ethics can provide guidance for many situations, it
is rather unsuitable for programming crash algorithms since no rule can ever cover
all aspects of road traffic, and it is difficult to “transform” complex human ethics in
a set of rules [5]. For example, in the traditional case of trolley problem, one person
may decide not to interfere the route based on what Kant said: one shall not kill. But
as stated before, if the autonomous vehicle decides to do nothing and continue the
journey, this action already made a choice: kill five and save one. In other words, in
the case of autonomous vehicles, all choices we are discussing are getting involved.
Based on this observation, one may say that if we must to select one, it is acceptable
to choose by numbers or other standards (utilitarian). This looks to have no better
solution. But actually, they missed a third option: random selecting.

2.3 Random Selecting

We propose a third option to the trolley problem: random selecting, i.e., randomly
select a side to be sacrificed. At the first glance, it may look silly and irresponsible.
But this idea is exactly based on the principle of deontological ethics. Because we
value all the lives of human beings, there is no standard which we can use to take
the right to live from anyone. But in the dilemma situation, there should be a way
out, or in another words, there must be an evil to be done (because the autonomous
vehicle knows the possible result). Random selecting assumes all stakeholders have
the same risk to be harmed. Walkers and passengers are all not involved in the
driving decision making process, but when they decide to use public resources such
as road infrastructure or autonomous vehicle system, it is by default assumed that
they admit the existence of risk, no matter how high (or low) the risk may be. In
other words, they are involved as well. Just like the daily life of everyone today,
when one walks on the street, he or she is innocent to take any harm, but there is
still a (low) possibility that some vehicle (driven by a human) hits him or her by
accident.

Therefore, we conclude, based on the deontological consideration, random
selecting is an action for no choose, which we call “Choose for no choose.”
Because of the respect for life, any standards or bias will be immoral to take. But a
random selecting algorithm has the ability to guarantee an equal possibility for
everyone without any bias. Therefore, we argue random selecting is the true choice
from deontological ethics. Meanwhile, it can avoid the criticism from utilitarian that
deontological ethics has no consideration of the total public benefit, since the
expected cost (which is (5 + 1)/2 = 3 people in the Switch version of the trolley
problem) is lower than the cost (5 people) of doing nothing. In the next section we
will discuss from practical aspect of random selecting.
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3 Practical Aspect of Random Selecting

So far, we discussed that random selecting also follows the deontological principle
but has less disadvantage than the conventional “do nothing” option. In this section,
we focus on practical aspect and issues on implementation.

3.1 Ethical Rules for Autonomous Vehicles

In 2017, German Ethics Commission on Automated and Connected Driving has
proposed ethical rules on autonomous vehicle (BMVI 2017b, see [15]), which try
for the first time ever to provide official ethical guidelines for autonomous vehicles.
These rules says that, in dilemma situations,

• The protection of human life should have top priority over animals’ life or
property (Ethical Guideline 7, [15]).

• “… any distinction based on personal features (age, gender, physical, or mental
constitution) is strictly prohibited.” (Ethical Guideline 9, [15]).

On the other hand, it is interesting that there is no clear stance on whether
autonomous vehicles should be programmed to sacrifice the few to spare the many
(Ethical Guideline 9, [15]). In fact, Ethical Guideline 8 [15] clearly stated that “a
decision of deliberately sacrificing specific lives should not be taken by a pro-
grammer.” Therefore obviously the only option following this guideline is our
“random selecting” for unavoidable, dilemma situations like the trolley problem.

3.2 No Solution, no Problem

We all know that it is unrealistic to design a perfect driving system, but we can have
high reliable designs. For example, based on calculation, a well-functioning engine
could be guaranteed on the possibility as high as 99.9%. Thus, someone may say
the dilemma case for autonomous vehicles is rare, hence there is no real need to
consider a solution for that kind of dilemma [9].

But what we should know is that it is still possible for that kind of situation to
happen. When someone encounters this rare case, if there is no consensus in
society, the lawsuit for the damage may be hard to settle, whose damage will not be
easy to be covered. There should be algorithm settings for autonomous vehicles to
implement when the dilemma happens. Any option other than our random-selecting
must face the possible lawsuit says it intends to kill a special type of people (i.e.,
biased). In those cases, random selecting can be the only un-biased algorithm.
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3.3 Random Selecting

Even random selecting may not be the best choice in common sense, it is still a
practical solution following the deontological principle given the controversy of the
utilitarian approach. If the “random selecting” option is adopted in the future,
people may learn from the real experience of implementation. One possible result is
that the situation is rare to happen and people are willing to accept the principle of
random selecting. And the challenge to the universal value of humanity will not
happen.

Comparing to the utilitarian approach, it is hard for the families of the victim to
accept that their family member was killed because of some others preference. It
seems impossible to decide a preference to follow and also impossible for the
harmed one to accept the results. By contrast, we can find no one to blame if the
outcome was made by random selecting. In this content, outcome of random choice
is similar to the case of negligent homicide, whose definition is the killing of
another person through gross negligence or without malice. This illustrates the
necessity for autonomous vehicles to find a way out in reality. As we all know, a
random choice may be seen as negligent homicide, which is a criminal, but it is
quite different to kill someone because of bias, which may equal to murder.

4 Conclusion

This paper considered the trolley problem and proposed an option—random
selecting—and compared it with two well-known ethical principles: utilitarian
approach (i.e., saving the larger crowd) and the deontological approach (i.e., doing
nothing). We conclude that random selecting is a better and practical deontological
approach in the case of autonomous vehicles. As future works, we consider the final
settlement of this problem requires more public consensus to implement and more
feedback from the experience. Finally, letting machine (or AI) to do random
selecting in other situation may generate serious results, thus how to develop a safe
AI (or Beneficial AI) is an urgent task.
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Effects of Upward and Downward Social
Comparison on Productivity in Cell
Production System
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Abstract A lot of companies have introduced cell production systems, and realized
empirically that it is very effective to prompt workers to compare themselves with
or compete against others for improving cells’ performance. As there is still
insufficient researches to deal with human-related factors in cell production sys-
tems, fewer academic studies have paid attention to address the effect of social
comparison in cell production systems. This study intends to explore effective
social comparisons for improvement of cell production systems, and conduct an
academic examination on the effects of upward and downward social comparison
on the function of production cells. We design and conduct a cell production
experiment. Based on the experiment result of 70 workers, we conduct a three-way
ANOVA and two Bonferroni’s multiple comparison tests. Through our experiment
and analysis, it is clear that downward comparison has a stronger effect to enhance
the productivity of production cells comparing to the upward comparison.
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1 Introduction

Cell production or cell production system is an important lean manufacturing
system, in which the workers are divided into self-contained teams to complete a
specific manufacturing process or product. Cell production has enabled greater
flexibility to produce a high variety of low demand products while maintaining
higher productivity in mass production. Numerous organizations have applied the
concept of cell production in manufacturing and service processes. The successful
implementation of cell production will bring improved benefits such as reducing
delivery lead times and inventory of products, as well as remarkable improvements
in product quality, scheduling, space utilization, operational control and employee
morale [1, 2].

Industry and academia have widely accepted that both technical and human
factors have a major role to play in the successful implementation of cell production
systems. A lot of researchers have argued that people who will eventually
manipulate, control, support and maintain the manufacturing cells should actively
participate in their design and development in order to successfully implement cell
production [3, 4]. Wemmerlov, et al. [5] surveyed 46 user plants with 126 cells and
clarified that implementation of cell production is not simply a rearrangement of the
factory layout; instead, it is a complex reorganization that involves organizational
and human aspects. They also concluded that most of the problems faced by
companies implementing cells were related to people rather than technical issues.

We conducted a series of experiments to study the impact of various human
factors on the performance of production cells [6–8]. One of our research results
indicated that two-thirds of the variance in productivity of production cells were
decided by workers’ individual differences [6], and there is three to five times of
difference in productivity between the fastest workers and the slowest ones. Since
the performance of production cells depend largely on workers, it is very important
to introduce an effective mechanism to maintain the motivation of workers and
encourage their production behavior to successfully implement cell production. In
practice, Japanese companies that introduced cell production systems have made a
lot of efforts to motivate workers for improving productivity. They have realized
empirically that it is very effective to prompt workers to compare themselves with
or compete against others for improving the productivity of production cells.

At the same time, many researchers have paid a lot of attentions to the effect of
social comparison in the workplace. The social comparison seems to be embedded
deeply into the fabric of organizational life and plays a critical role in influencing
our behavior at work. As Kramer et al. [9] concluded in their report, social
incentives in the workplace matter and symbolic rewards that trigger pride and
shame can motivate individuals to work harder. Gino and Staats [10] explored how
managers can use performance feedback to sustain employees’ motivation and
performance in organizations, and put forward several opinions on the role of
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performance feedback in motivating productivity in repetitive tasks. Cohn et al.
[11] examined how workers respond to wage cuts, and whether their demands
depends on the wages paid to their colleagues. They argued that social comparison
has an asymmetric effects on efforts.

We have also investigated the impact of social comparison on the performance
of production cells [12], and it is clear that through announcing relative perfor-
mance information, the rank in assembly times for each worker, the competition
among workers could be prompted effectively and as the result, the productivity
could be increased by averagely 20%. In this paper, we improve our previous
research and make an experimental study to investigate further the effects of upward
and downward social comparison in cell production systems. We put our emphasis
on clarifying how differently the comparison direction affects the performance of
production cells.

This organizational structure of this paper is as follows. At the beginning of, we
give a brief introduction of social comparison, the purpose and contribution of this
study are elaborated and then outline the cell production experiment design. Next,
we describe the cell experiment result briefly and then compare the effects of
upward and downward social comparison on the productivity of cells. At last, we
give some concluding remarks.

2 Social Comparison Theory and Comparison Direction

Social comparison is a central feature of human social life. In 1954, social psy-
chologist Festinger [13] initially proposed the term social comparison and outlined
a detailed theory of social comparison. He argued that people are inherently
motivated to compare themselves with others and averse to “looking bad” in these
comparisons, even when there are no consequences beyond the individuals’ private
awareness of the comparisons. Over the past five decades, the research on social
comparison has undergone numerous transitions and reformulations. Many different
methods, including interviewing people about their comparison habits and prefer-
ences and confronting individuals with vivid social comparison information, have
been used in various researches on social comparison. A series of major theoretical
developments such as classic social comparison theory, fear-affiliation theory,
downward comparison theory, social comparison as social cognition, and individual
differences in social comparison has been conducted [14].

The concept of downward social comparison was introduced by Wills [15].
When people look to another individual or group that they consider to be worse off
than themselves in order to feel better about their self or their personal situation,
they are making a downward social comparison. On the contrary, upward social
comparison is a comparison with others who are better off or superior. Downward
comparison theory emphasizes the positive effects of comparisons in increasing
one’s subjective well-being. Upward social comparisons are made to self-evaluate
and self-improve in the hopes that self-enhancement will also occur. In an upward
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social comparison, people want to believe themselves to be part of the elite or
superior and make comparisons highlighting the similarities between themselves
and the comparison group.

Moreover, the social comparison theory has been applied to explain or solve
some human-related issues such as getting cancer, eating disorders, the task divi-
sion at home, or job satisfaction. Intending to encourage productive behavior, many
organizations have prompted and guided social comparisons via the dissemination
of relative performance information (RPI) or introducing competitive monetary
incentives [16]. A lot of Japanese companies that introduced cell production sys-
tems have made various efforts to prompt workers to compare or compete against
others for the improvement of the performance of production cells. However, as
there are still insufficient researches to deal with human-related factors in cell
production systems, fewer academic studies have been reported so far to examine
the impact of social comparison on the performance of production cells.

3 Aim and Contribution of This Study

This study intends to improve our previous research [9] and conduct an academic
examination on the effects of upward and downward social comparison on the
performance of production cells. The main aim is to make the following contri-
butions to the literature:

• To the best of our knowledge, there is no research reported so far to compare the
effects of upward and downward social comparison on the performance of
production cells, this study is the first attempt.

• As human-related problems are typically difficult to quantify, previous studies
have mostly used questionnaire survey or case study methods. Because of this,
the evidence may change with who answered the questionnaire. In order to
measure the effects of comparison direction precisely, this paper applies the
experimental study method. We design and conduct a cell production experi-
ment, and use the assembly time to measure the performance of production cells.
Thus, we can not only examine how differently the comparison direction affects
the performance of production cells, but we can also measure to what extent the
performance of production cells could be improved through introducing upward
and downward social comparison.

• In the actual cell production systems, there are many factors affecting the per-
formance of production cells, and it is not easy to measure the effect coming
from just one factor. This is likely the main reason that there is no any report
published so far that address the effects of social comparison although many
Japanese firms have practiced internal competition as a motivating device for
workers. In this study, we can identify and measure only the effect of com-
parison direction through designing the cell production experiment. Thus we can
give a reasonable insight into how upward and downward social comparison can
motivate workers and enhance the performance of production cells.
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4 Cell Production Experiment Design

We design a laboratory experiment and use a toy robot consisting of LEGO
Mindstorms as a virtual product (see Fig. 1). The toy robot consists of 106 pieces of
parts and its assembly process is divided into 17 tasks. The workers are required to
complete the assembling tasks according to the following three steps:

[Step 1] We give the workers an assembly manual, which consists of 17 figures, one
figure for one assembling task. Then, an instructor gives the workers some
instructions or demonstrations on the assembling tasks of the toy robot.
[Step 2] The workers assemble the robots in a one-person cell mode. When
assembling, workers measure the operation time required to complete each task.
[Step 3] The assembly time of toy robot is calculated according to the sum of the
operation time of all tasks. In order to study the learning effect, the assembling and
time measurement are repeated five times.

We prompt upward and downward social comparison through disseminating the
relative performance information according to the following two procedures:

(1) Upward comparison: we check the assembly times for a group of the workers
every 15 min, and determine the rank of each worker in the group according to
the shortest assembly time. Then we show the names of the workers who are in
the upper half of the ranking on a big-screen video projector. But we don’t
provide any information related to the workers who are in the lower half of the
ranking.

(2) Downward comparison: we check the assembly times for a group of the
workers every 15 min, and determine the rank of each worker in the group
according to the longest assembly time. Then we show the names of the
workers who are in the upper half of the ranking on a big-screen video pro-
jector. But we don’t provide any information related to the workers who are in
the lower half of the ranking.

Fig. 1 The toy robot as the
virtual product
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As the workers leave the laboratory at once they complete five times of
assembling, we determine the ranking only for the workers who are still doing the
assembling in the laboratory.

5 Basic Statistics of Assembly Times

We conducted the experiments from October 2018 to January 2019. As the
workers, 70 students of Fukushima university participated in the experiment. For
the limited space of the laboratory, the workers were divided into four groups, two
for upward comparison and another two for downward comparison. Moreover, as
there were two instructors to organize the experiment, we attempted the following
two instructing methods together with the two instructors.

(1) Simple instruction: The instructor outlines some point of the assembly tasks,
and the workers complete the assembling tasks mainly according to the
assembly manual.

(2) Demonstration: The instructor demonstrates the order and essentials of the
assembling process through assembling one toy robot. Following the instruc-
tor’s demonstration, the workers assemble one toy robot too. After the
instruction, the workers complete the assembling tasks according to the
assembly manual.

Table 1 shows the basic statistics on the assembly time for the 70 one-person
cell, where n is the number of workers in each group, “Downward” corresponds to
the downward comparison and “Upward” to the upward comparison; “Simple”
corresponds to the simple instruction method and “Demo” to the demonstration
method of instructing. And, experience represents the order of the assembling and
time measurement.

From Table 1, it is clear that:

• The average number of toy robots assembled for the first time was 10.99, 9.57,
11.61 and 11.71 (min) for the four groups respectively; these assembly times got
shorter into 7.49, 6.77, 7.26 and 7.50 (min) on the fifth experience. With the
reduction of assembly time and the increase of workers experience, a significant
learning effect could be confirmed. This trend can be more clearly observed
from Fig. 2. It shows the average assembly time that decreases along with
experience increasing, where the average was calculated for each two groups of
downward and upward comparison respectively.

• Comparing the average of minimum and maximum of assembly times for each
group, there are 2.58, 2.27, 1.77 and 1.93 time of difference for the four groups
respectively. This indicates that there is a big difference between the slowest and
the fastest workers, and therefore workers’ aptitude gives a strong influence on
the production cells performance.
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• As most of the means of assembly times for the two groups of upward com-
parison are larger than that for the two groups of downward comparison, this
suggests that downward comparison is more effective to shorten assembly times
than upward comparison.

Table 1 Basic statistics of the assembly times (min)

Statistics Group (n) Experience Average

1st 2nd 3rd 4th 5th

Mean Downward + Simple (18) 10.99 9.14 8.38 7.82 7.49 8.77

Downward + Demo (17) 9.57 8.26 7.38 7.00 6.77 7.79

Upward + Simple (18) 11.61 9.85 8.20 7.85 7.26 8.95

Upward + Demo (17) 11.71 9.56 8.26 7.85 7.50 8.98

Std. deviation Downward + Simple (18) 2.68 2.32 2.44 2.03 2.03 2.17

Downward + Demo (17) 2.15 1.81 1.69 1.53 1.30 1.59

Upward + Simple (18) 2.80 1.88 1.36 1.55 1.22 1.43

Upward + Demo (17) 3.10 2.50 1.87 1.47 1.53 1.84

Minimum Downward + Simple (18) 6.98 5.28 4.47 4.47 4.43 5.23

Downward + Demo (17) 5.80 5.55 4.82 4.32 4.32 4.96

Upward + Simple (18) 8.13 7.85 6.18 5.98 5.53 7.04

Upward + Demo (17) 7.83 6.02 5.90 5.82 5.70 6.41

Maximum Downward + Simple (18) 15.50 15.12 14.28 12.63 10.35 13.50

Downward + Demo (17) 14.75 12.18 10.73 10.55 9.52 11.28

Upward + Simple (18) 19.00 14.05 11.57 11.82 10.18 12.43

Upward + Demo (17) 18.17 14.35 11.52 10.28 10.43 12.40
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6 Verification of Main Effect and Interaction

In order to verify quantitatively the effect of comparison direction and other factors,
we conducted a three-way ANOVA analysis, in which the dependent variable is
assembly time, the three factors are comparison direction (upward or downward),
instruction method (simple instruction or demonstration) and experience (learning
effect). The result is shown in Table 2, three main effects and one interaction are
statistically significant.

Concretely, we could observe that:

• Instruction method has a significant main effect on assembly times with p-value
of 3.0%, it accounts for 0.94% (=19.69/2097.61) of the total variance. In
addition to that interaction of instruction and comparison direction is also sta-
tistically significant with p-value of 2.3%, it is obvious that instruction method
has a very weak impact on the assembly times and the effect changes with
comparison direction.

• Comparison direction is also a significant main factor to affect assembly times
with p-value of 0.2%, it accounts for 1.95% (=40.99/2097.61) of the total
variance. As described above, because of the interaction effect of instruction and
comparison direction, the effect of comparison direction depends also on the
instruction method.

• Experience (learning effect) has a comparatively strong impact on assembly times
with p-value of 0.0%. it accounts for 30.08% (=630.95/2097.61) of the total
variance, and there is a marked rising from our previous research (20.0%) [6].

Table 2 Three-way anova

Factors Sum of
squares
(Type III)

Degree
of
freedom

Mean
square

F statistic p-value

Instruction 19.69 1 19.69 4.77 3.0%*

Comparison direction 40.99 1 40.99 9.92 0.2%**

Experience 630.95 4 157.74 38.18 0.0%**

Instruction * Comparison
direction

21.56 1 21.56 5.22 2.3%*

Instruction * Experience 1.87 4 0.47 0.11 97.8%

Comparison direction *
Experience

16.57 4 4.14 1.00 40.6%

Instruction * Comparison
direction * Experience

2.08 4 0.52 0.13 97.3%

Residual 1363.36 330 4.13

Total 2097.61 349

*p<0.05, **p<0.01
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• Residual (error) accounts for 65.0% (=40.99/2097.61) of total variance.
According to our previous research, it mainly resulted from the workers’ indi-
vidual difference or their aptitude.

7 Effect of Comparison Direction

In order to clarify the effect of comparison direction, we conducted two
Bonferroni’s multiple comparison tests. Table 3 is to compare the effect of
downward and upward comparison according to each instruction method, and
Table 4 is to do the same comparison according to every experience. The column of
“Difference in means (%)” in Tables 3 and 4 is the difference in average assembly
time for the workers conducting upward comparison from that for the workers
conducting downward comparison, and the rate (%) expressed in parentheses is the
rate of the difference to the mean of assembly time for workers conducting upward
comparison.

From Table 3, it is clear that if the instruction method is a demonstration, there is
a significant difference in the effects of downward and upward comparison.
Comparing to upward comparison, conducting downward comparison could
shorten assembly time by 13.2%. However, if the instruction method is simply to
give workers an assembly manual and outline some points, there is no significant
difference between downward and upward comparison. We think the reason for this
result is the method of conducting a social comparison. To prompt social com-
parison, we just showed the names of the workers who are in the upper half of the
ranking on a big-screen video projector. If the workers didn’t look at the projector
screen, they wouldn’t access to the ranking information. In the case of simple
instruction, the workers completed the assembling tasks mainly according to the
manual. The most likely scenario was that the workers concentrated on the manual
and didn’t have time to look at the projector screen. As the result, neither downward
comparison nor upward comparison affects the performance of production cells.
Therefore, there is no significant difference in average assembly time between the
two comparison directions.

As shown in Table 4, the means of assembly times for the groups of workers
conducting downward and upward comparison respectively have significant dif-
ference only on the first experience and the second experience. The effects of

Table 3 Bonferroni’s multiple comparison test by instruction

Instruction Mean for
downward

Mean for
upward

Difference in
means (%)

Test
statistic

p-value

Simple 8.77 8.95 0.19 (2.1%) 0.62 53.5%

Demonstration 7.79 8.98 1.18 (13.2%) 3.79 0.0%**

**p<0.01
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downward and upward comparison are not significant from the third experience.
This result was caused by the fact that because the workers left the laboratory at
once they completed five times of assembling, the number of workers was
decreasing as the experiment proceeded. On the first experience and the second
experience, all of the workers were ranked by their performance. On the third
experience or the later, the workers with higher performance have left the laboratory
and fewer workers were ranked. The smaller the number of workers, the smaller the
difference in their performance and the weaker the impact. Therefore, the effect of
social comparison was weaken as the experience increased. As the result, there is
less difference observed in average assembly time for different comparison direc-
tion. This implies that social comparison method in our experiment design should
be refined.

8 Concluding Remarks

This study designed a laboratory experiment for cell production to examine the
effects of downward and upward comparison. Based on the experiment result of 70
workers, we conducted a three-way ANOVA and two Bonferroni’s multiple
comparison tests. Through our experiment and analysis, it is obvious that:

• The main influences of three factors are comparison direction (upward or
downward), instruction method (simple instruction or demonstration) and
experience (learning effect), and one interaction (instruction method and com-
parison direction) are statistically significant.

• If the instruction method is a demonstration, there is a significant difference in
the effects of downward and upward comparison. However, if the instruction
method is simply to give workers an assembly manual and outline some points,
there is no significant difference between downward comparison and upward
comparison.

• Because of the method to show the relative performance information, the effects
of downward and upward comparison are significantly different only on the first
experience and the second experience.

Table 4 Bonferroni’s multiple comparison test by experience

Experience Mean for
downward

Mean for
upward

Difference in
means (%)

Test
statistic

p-value

1 10.28 11.66 1.38 (11.8%) 2.84 0.5%**

2 8.70 9.70 1.00 (10.3%) 2.06 4.0%*

3 7.88 8.23 0.35 (4.3%) 0.72 47.0%

4 7.41 7.85 0.44 (5.6%) 0.90 36.8%

5 7.13 7.38 0.25 (3.4%) 0.51 60.8%

** p<0.01, *p<0.05
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Our further researches include that: (1) improving the method to show the
relative performance information more effectively; (2) designing and conducting
more effective downward comparison; (3) investigating the relationship between
workers’ personality and the effects of social comparison.
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Content-Based Weibo User Interest
Recognition

Wei Wang, Sen Wu, and Qingyao Zhang

Abstract In recent years, more and more people use Weibo as an important tool to
get new information. It is very important to identify the interest of Weibo user. In
this paper we propose a content-based interest category recognition model for
Weibo user. Firstly, the user data of Weibo was collected and the characteristics of
text content were extracted by word2vec. Then, K-means clustering algorithm was
used to cluster the user’s characteristic data of the Weibo, and the user interest label
was marked according to the clustering results. Finally, the random forest classi-
fication algorithm was used to train and classify the Weibo data to identify the
interest of the user. The application results show that the performance of the
content-based user interest identification method proposed in this paper, measured
by the mean of F-measure, recall rate, and precision, is improved compared with the
traditional method, which indicates that the proposed method is effective for the
interest identification of Weibo user.

Keywords Data mining � Interest recognition � Word2vec � K-means �
Classification

Supported by National Natural Science Foundation of China (NSFC) under Grant No.71271027.

W. Wang � S. Wu (&) � Q. Zhang
Donlinks School of Economics and Management,
University of Science and Technology Beijing, Beijing, China
e-mail: wusen@mange.ustb.edu.cn

W. Wang
e-mail: wangweiustb@163.com

Q. Zhang
e-mail: zhangqingyao@imdada.cn

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2020
J. Zhang et al. (eds.), LISS2019,
https://doi.org/10.1007/978-981-15-5682-1_50

685

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5682-1_50&amp;domain=pdf
mailto:wusen@mange.ustb.edu.cn
mailto:wangweiustb@163.com
mailto:zhangqingyao@imdada.cn
https://doi.org/10.1007/978-981-15-5682-1_50


1 Introduction

In the past ten years, China’s mobile Internet industry has developed rapidly. As
shown by relevant data, the number of Internet users in China has reached 802
million by 2018, and the proportion of mobile Internet access accounts for 98.3%
[1]. By December 2018, the monthly active users of Weibo have increased to 431
million, and the mobile terminal access accounts for 93%. The most important thing
is that Weibo has become one of the top ten social platforms for users [2]. There is
no doubt that the reach of the mobile Internet has extended to all aspects of people’s
daily lives. Weibo is one of the most representative platforms in the social net-
working platform. It is composed of thousands of Weibos, each of which has a
length of no more than 140 words. Because Weibo is simple and easy to understand
in the social network platform, user can publish, obtain and share information in a
short time, making the update speed of information fast. In a word, Weibo has
become an important channel for users to get the latest information and social
trends.

The content posted by users on Weibo involves a variety of topics, which creates
an information explosion problem and can’t meet all users’ interest. Due to the
limited time for each user to get information every day, it is difficult for users to
have enough time to choose their favorite information when facing thousands of
Weibos every day. Only by accurately identifying user interest, can the platform
better recommend relevant topics and accurately advertise user, and improve user’s
viscosity and goodwill. Therefore, it is of great practical value to classify and
identify Weibo user interest.

To identify the interest of Weibo user, the characteristics of Weibo should be
accurately extracted and vectorized. The text representation model is the basis of
text recognition. Since the computer is not able to process unstructured data (such
as text) well, we need to restructure the unstructured data according to some specific
rules before performing feature extraction. The text representation model based on
Boolean, vector space and topic has been widely used in natural language pro-
cessing (NLP). Word2vec is a tool to transform words into vector form, and it can
also introduce semantic features, which is good at short text classification [3, 4].
Rong et al. introduce the principle of word2vec and give a detailed derivation and
explanation of the model parameter updating equation [5, 6]. At the same time, they
created an interactive presentation to make it easy and intuitive to understand the
model. Word2vec has been used in many ways since it was introduced in 2013.
Word2vec can be used to calculate the word vector of microblogs [7]. Bai et al.
calculated semantic similarity through word2vec, established an emotion dic-
tionary, and used the constructed emotion dictionary to classify the test text [8].
Zhang et al. studied the classification of short microblog texts based on the
word2vec model [9]. The word2vec model can also implement the vectorization of
emotional words and their microblog sentences [10]. It can be seen that word2vec
has great potential in the field of text recognition. The difference between the
content-based study on the classification and recognition of Weibo user interest
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proposed in this paper and the methods in the literature mentioned above is that a
new framework of the classification system of Weibo user interest is used in this
study.

This paper tries to recognize Weibo user interest. First of all, we quantize the text
words in order to extract the vector features of each Weibo. Then, we use K-means
clustering algorithm [11] to cluster the users’ Weibo characteristic data and mark
the users’ interest label according to the clustering results. Finally, we use data
mining classification algorithm of the random forest algorithm [12–14] to conduct
training and classification prediction on Weibo data and complete accurate classi-
fication and recognition of Weibo user interest.

2 Related Work

2.1 User Interest Classification Model Framework

The interest classification and recognition model of Weibo user is mainly to classify
and recognize the interest of Weibo user through relevant methods of data mining.
The content-based interest classification and recognition model of Weibo user in
this paper mainly includes the following three parts.

Python was used to crawl the information of Weibo users and obtain the
information documents of Weibo users. The information of Weibo users is pre-
liminarily screened out, and the interest labels are manually marked on the Weibo
data according to the user information and Weibo content.

Data preprocessing is carried out to extract the Weibo content information in the
Weibo information document. Then, the operation of word segmentation and
removing stop words is carried out on the Weibo, which includes meaningless stop
words, such as punctuation marks, pronouns, modal words, adverbs, and con-
junctions. We remove these stop words according to the rules of part of speech.
Furthermore, word2vec is used for feature extraction to transform the text into a
vector that can be recognized by the computer, and the eigenvector matrix is
obtained. Finally, K-means clustering algorithm is selected to cluster the charac-
teristic data of Weibo by users and mark the category of user interest label
according to the clustering results.

The random forest classifier was used for training and classification prediction of
Weibo users data.

The specific model framework of this paper is shown in Fig. 1.
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2.2 Content Feature Generation

Considering that word2vec is widely used in microblog, this paper uses word2vec
method to quantize the words, which can map the content features of Weibos into a
specified number of vectors. The word2vec model extracts word vectors based on
contextual information of words in the text, and the generated word vectors carry
contextual semantic information. The model mainly has two training models:
CBOW and Skip-Gram. The CBOW model inputs the word vector of the sur-
rounding words and outputs the word vector of the current word, which is to predict
the current word by surrounding words. However, the Skip-Gram model is opposite
to the CBOW model, its input is the word vector of the current word and the output
is the word vector of the surrounding words, which are to predict surrounding
words by the current word.. The Skip-Gram model is more accurate than the
CBOW model, so this paper uses Skip-Gram as the experimental method. The
schematic diagram of CBOW and Skip-Gram model in this paper is shown in
Fig. 2.

Data Collection and Preparation

Weibo Data

Data Preprocessing

Remove Stopwords,
Word Segmention

Word2vec 
Content Feature 

Extraction
K-means Clusteing and 

Classification Adjustment

Classification and Evaluation

Classification and Prediction 
of Experimental Data Using 

Random Forest

Use F measure,Recall Rate,Precision,
to Evaluate Classification Results

Fig. 1 Schematic diagram of the framework of Weibo user interest recognition model
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In the specific process of word vectorization, word2vec is used to first convert
each word in the text after word segmentation into a word vector. Then the average
value of each word vector in Weibo is taken as the vector feature of each Weibo.
All the Weibo features of a user constitute the characteristics of a user.

The vector feature of each user’s Weibo is to sum and then average the corre-
sponding word vector of each Weibo, which is used to represent the vector feature
of each Weibo. In a given Weibo corpus, any Weibo Sj ¼ w1;w2; � � � ;wmf g is
composed of m characteristic words. The word vector corresponding to the char-
acteristic word in this Weibo is Vwi ¼ vi1; vi2; � � � ; vinð Þ, then the characteristic vector
of this Weibo can be expressed as.

�Sj ¼ 1
m

Xm
i¼1

Vwi ð1Þ

where wi represents the i characteristic word in the Weibo, m represents the number
of the Weibo words, Vwi represents the word vector of the characteristic word, and
n is the word vector dimension.

2.3 User Interest Category Optimization

Traditionally, the label is manually labeled according to the user information and
the content of Weibo, so the label obtained normally has some errors. Firstly, the
user may have an unclear understanding of the category to which he belongs to.
Secondly, the user interest is transferred. Finally, the user interest is ambiguous in
the above categories. The solution is to cluster user characteristics and adjust user
labels according to the clustering results. K-means clustering algorithm is a hard

( 2)w t −

( 1)w t −

( 1)w t +

( 2)w t +

input projection output

( )w t

SUM

( 2)w t −

( 1)w t −

( 1)w t +

( 2)w t +

( )w t

SUM

input projection output

CBOW Skip_Gram

Fig. 2 Schematic diagram of CBOW and Skip-Gram model
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clustering algorithm, which is a classical algorithm to solve the clustering problem,
simple, and fast. For processing large data sets, this algorithm maintains scalability
and high efficiency. Therefore, this paper uses K-means algorithm to cluster user
data.

MacQueen proposed K-means algorithm in 1967. This algorithm belongs to the
clustering algorithm based on partition. Because of high efficiency, it is widely used
in the clustering of large-scale data in scientific research and industrial application.

The idea of K-means algorithm is to divide n data objects into k clusters so that
the sum of squares of data points in each cluster to the center of the class can be
minimized.

K-means algorithm procedure is as follows.
Input: the number of clusters k and data set containing n objects.
Output: k clusters.
Step1: The k initial cluster centers are randomly selected from n objects. For the

convenience of description, the notation is introduced:

X ¼ xi xi 2 Rm; i ¼ 1; 2; � � � ; njf g ð2Þ

where X represents the data set to be clustered.
Step2: Calculate the similarity (distance) between each object and each cluster

center, and assign all objects to the category with the highest similarity matching
(closest distance). The distance measurement is often calculated by the European
formula:

d xi; xj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi1 � xj1Þ2 þðxi2 � xj2Þ2 þ � � � þ ðxim � xjmÞ2

q
ð3Þ

where xi ¼ xi1; xi2; � � � ; ximð Þ and xj ¼ xj1; xj2; � � � ; xjm
� �

represents two m-dimen-
sional objects.

Step3: The k clustering centers are recalculated. The calculation formula is as
follows.

zj ¼ 1
nj

X
x2Xj

x ð4Þ

where nj represents the number of objects in the same class.
Step4: Compared with the k cluster centers obtained in the previous time, if the

cluster center changes (the clustering criterion function does not converge), repeat
Step2 until no cluster center changes. Generally, the error squared criterion function
is used as the clustering criterion function as follows.

J ¼
Xk
i

Xni
j

d xj; zi
� � ð5Þ
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where J is the sum of the mean square deviations of all objects in the data set. The
clustering criteria shown are intended to make the same class obtained as compact
as possible without separating the classes as far as possible.

Step5: Output k clusters.
The specific classification optimization flow diagram proposed in this paper is as

shown in Fig. 3.

Step1: According to the content and information of Weibo, we manually label the
user interest categories.
Step2: Carry out data preprocessing for the Weibo text, and extract the feature
vector of user Weibo content with word2vec.
Step3: Take the number of categories of manual classification as the k value in
K-means algorithm and conduct clustering.
Step4: Merge similar categories according to the clustering distribution, determine
the new k value after the combination, and return to Step3.
Step5: Until the clustering results are stable and output the clustering results.
Step6: Visualize the categories of clustering, we analyze the visualized results of
clustering and adjust the categories output.

Manually Labeled Category System

User Content Feature Extraction

K-means Cluster Analysis

Clear Classification

Category System

Yes

No

Fig. 3 Classification system
optimization flow diagram
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2.4 Random Forest Classification Algorithm

In this paper, the random forest classification algorithm is used to train and classify
Weibo user interest. Several advantages of random forests are as follows. (1) high
prediction accuracy, and it can produce high accuracy classifiers; (2) fast learning
process; (3) insensitive to noise, and difficult to overfit. Therefore, the Weibo
feature vectors obtained by classification optimization are classified into Weibo user
interest using a random forest classifier.

Random forest refers to a classifier that uses multiple trees to train and predict
samples. The classifier was firstly combined with Leo Breiman, and Adele Cutler’s
Bagging integrated learning theory and random subspace method to combine the
classification trees into a random forest algorithm. In machine learning, the random
forest is a classifier containing multiple decision trees. And the output category is
determined by the number of categories of the categories output by the individual
trees.

Principle of the random forest: random forest (RF) is a combined classifier that
uses the bootstrap resampling method to extract n samples from the original sample
and model the decision tree for each bootstrap sample to obtain n decision, tree
models. Then, these decision trees are grouped together, and the final classification
of each sample is obtained by voting based on the results of the n classifications
(Fig. 4).

Input

Bootstrap Sample

Classification 
Result 1

Classification 
Result 2

Classification 
Result n

Vote

Final Classification 
Result 

Fig. 4 Random forest algorithm diagram
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2.5 Classification Result Evaluation Method

The evaluation of the Weibo text classification effect is measured and characterized
by precision, recall rate, and F measure. Suppose that you want to see the classi-
fication results of the interest X class.

Precision refers to the ratio of the identified users interest in the proportion of all
users, viz. the proportion of users whose interests are correctly classified by the
classifier. The specific calculation formula is shown as follows.

Precision ¼ a
aþ b

ð6Þ

where a refers to the number of users correctly classified as X, b refers to the
number of users who are incorrectly classified into a category, c for users who are
misclassified as other interest classes (Table 1).

The recall rate, also known as the full rate of recall, is used to measure the
proportion of user interest that is correctly classified by the classifier.

Recall ¼ a
aþ c

ð7Þ

F measure is the harmonic mean of Precision and Recall and is a comprehensive
evaluation indicator.

F ¼ 2 Pr ecision � Recall
Precision þ Recall

ð8Þ

Finally, the average metric can be used to measure the average classification
performance of the classifier across all categories.

3 Result Analysis

3.1 Data Preparation

There are too many types of interests covered on Weibo, results in many types of
interest corresponding to users. Simply selecting the Weibo data of ordinary users
will make the experimental data contain more noise, compared with the

Table 1 Sample interest
classification of table

Classification result True result

X true X false

For X a b

Non-X c d
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authenticated users. It is easier to distinguish in categories. According to the
obvious principle of classification, this paper selects 1033 Weibos of 251 authen-
ticated users. The collected data includes the basic information of the user and the
content published by the user, the time of publication, and the tools published. The
obvious error information such as repeated garbled data in the data of the selected
user is initially removed, and then the initial classification according to the manual
method is determined into 8 categories, and then each user is manually assigned to
the closest category. The data volume and label of each category are as follows:
current affairs, star, constellation, game, finance, science and technology, sports,
live broadcast, as shown in Tables 2 and 3.

The collected Weibo corpus needs to be converted into a form that word2vec can
handle. Firstly, the text should be preprocessed. The preprocessing mainly includes:
word segmentation and removing punctuation stop words. Jieba, word segmenta-
tion toolkit in Python, is used for word segmentation. According to the stop word
list to remove the stop words, considering that the string does not contribute much
to the classification, all the strings are filtered and the words that have appeared in
all classes are filtered. Weibo user interest classification belongs to short text
classification and belongs to supervised learning. For the feature extraction of
Weibo content, the word feature is extracted from the Weibo text using the
word2vec model in the Gensim package. Considering the vectorization value of the
microblog text, the data attribute is multidimensional and cannot be directly visu-
alized. Through the current t-SNE method in manifold learning [15], the dimen-
sionality reduction is visualized. The preliminary Weibo user interest classification
data is manually classified into 8 types and visualization results are shown as in
Fig. 5.

Table 2 Labels of
classification

Label Number Label Number

Current
events

1 Finance 5

Star 2 Science and
technology

6

Constellation 3 Sports 7

Game 4 Live broadcast 8

Table 3 Classification of manual Weibo data

Label Number of Weibos Label Number of Weibos

Current events 440 Finance 75

Star 64 Science and technology 70

Constellation 112 Sports 120

Game 81 Broadcast 71
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In an ideal state, the points of each color (the points of the initial class) should be
together, and the classification of points of other classes is obvious. In combination
with the figure, we can know that the labels of manual labels are not accurate, and
some data points are scattered. Some data points are relatively close in distribution
but are divided into different classes, so it is necessary to be adjusted.

3.2 User Interest Category Adjustment

Before training the interest recognition model, to determine the correctness of the
category labeling, K-means algorithm is used to cluster the vector features of the
users’ Weibo. The clustering results do not fully represent the correct classification
results but can be compared with the artificially labeled categories to determine the
correct category.

The specific method of Weibo user interest category optimization is to use
K-means algorithm to cluster Weibo user interest. The initial value of k is set to the
initial user interest class number 8, which is reduced by one each time. The iterative
to clustering effect is relatively stable, and finally, the clustering effect is stable at
k = 5, so the final number of categories is determined to be 5. During the clustering
process, it is found that there are several clusters with similar distributions. At this
time, the two subclasses will be adjusted into one parent class.

Comparing the visual distribution results of clusters with k = 5 with the results
of visual distributions marked with 8 categories, analyzing the similarities and
differences of the categories of users in these two results, and adjusting them to new
ones based on the category labels of the original 8 categories. Most of the users in
Category 3 and Category 4 are grouped into one category, and the original Category
3 and 4 label names are adjusted to entertainment; the Category 5 and Category 6

Fig. 5 Manual 8 class initial
feature visualization
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label names are adjusted to Finance, and 7 categories and The 8 categories of tags
are adjusted to the event, the current affairs category and the star class are
unchanged. The list of new tags obtained are as follows (Table 4).

In this paper, the k = 5 clustering table label list and visualization are obtained as
shown in Fig. 6.

After being grouped into 5 categories, the data points of the users with the same
color are visually gathered together, and the data points with similar distribution are
basically gathered together. Compared with the manual 8 types of visualization
maps, the classification of user interest categories is clearer and more in line with
the actual situation. It is indicated that K-means clustering can optimize the user
interest category system. After the user interest category label is determined, the
category system is established. The clustering result category Weibo quantity his-
tograms are shown in Fig. 7.

Table 4 Adjusted
classification label

Label Number

Science and finance 1

Entertainment 2

Competition 3

Star 4

Current events 5

Fig. 6 Feature visualization
of k = 5 clustering
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3.3 Training and Testing of Weibo User Recognition Model

According to the application of random forests in multivariate classification, this
paper uses the random forest method in data mining as the classification algorithm.
In this paper, 1033 pieces of data have been marked, and 10 fold cross-validation
method is exploited. 90% of the data is used as the training set, and 10% of the data
is used as the test set. 930 training data and 103 test data are obtained.

The application results show that the accuracy rate of random forest manual 8
classification is 55.37%, the error rate is 44.63%, the classification correct sample is
572, the error sample is 461, the random forest 5 classification accuracy can reach
88.27%, and the correct classification sample number is 912, the error rate is
11.72%, and the number of samples for the error is 121.

Weibo text used in this paper is not a formal written text. The content published
by the user will not be as clear and focused as the written text, and it may be that the
theme is cluttered and fuzzy. These factors all make the classification difficult. To
further study the classification effect of each class, the F-measure, recall rate and
precision are used as the evaluation indicators of the random forest classifier effect.
The classification effect is as follows.

It can be seen from the Tables 5, 6 and 7 that the accuracy index of the manual
identification of 8 categories of interest is only 0.554, and the average of the
accuracy, recall rate and F-measure in the 8 categories application results are 0.554,
0.267 and 0.532. It is indicated that the classification effect of the 8 categories is not
good; after K-means clustering algorithm is used to optimize the user interest
category to 5 categories, the overall accuracy of the classification reaches 0.883.
The average precision, recall, and F-measure in the 5 categories application results
are 0.883, 0.883, and 0.882. The highest category precision is competition category,
and the precision is 0.899; the lowest is entertainment, and the precision is 0.863.
The highest recall rate is science and finance category, and the recall rate is 0.956;
the lowest is the competition and the recall rate is 0.801; the highest of F-measure is
the class of science and finance, and the F-measure is 0.919; the lowest is the
competition class, and the F-measure is 0.847.
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Fig. 7 k = 5 clustering result
category Weibo quantity
histograms
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It can be obtained from the results that the classification precision, recall rate,
and F-measure of the 5 category results are all greater than the 8 category results. In
the 5-category results, the values of the three evaluation indicators increased, the
precision average increased from 0.554 to 0.883, the recall average increased from
0.267 to 0.883, and the F-measure increased from 0.532 to 0.882. In summary,
compared with before category optimization, the optimization of interest categories
of Weibo user using K-means clustering algorithm and t-SNE visualization method
can improve the classification accuracy of user interest category, indicating that the
proposed method is effective.

Table 5 8 manual classification and 5 classification results

Item Number Percentage (%)

Correct 8 manual classification sample number 572 55.37

Error 8 manual classification sample number 461 44.63

Correct 5 classification sample number 912 88.27

Error 5 classification sample number 121 11.72

Table 6 Random forest 8
manual classification results

Categories label Evaluation index

Precision Recall F

Current events 0.535 0.930 0.679

Star 0.001 0.001 0.001

Constellation 0.581 0.637 0.608

Game 0.517 0.188 0.275

Finance 0.909 0.267 0.412

Science and technology 0.579 0.157 0.247

Sports 0.620 0.367 0.461

Live broadcast 0.333 0.014 0.027

Average 0.554 0.267 0.532

Table 7 Random forest 5
classification results

Categories label Evaluation index

Precision Recall F

Science and finance 0.885 0.956 0.919

Entertainment 0.863 0.919 0.890

Competition 0.899 0.801 0.847

Star 0.893 0.863 0.878

Current events 0.882 0.831 0.856

Average 0.883 0.883 0.882
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4 Conclusion

Aiming at the problem of Weibo user interest classification and recognition, this
paper proposes a classification model based on content-based Weibo user interest
recognition. Firstly, we use the word segmentation and the method of removing the
stop words to preprocess the Weibo published by Weibo users, and then we use the
word2vec method to vectorize the Weibo user text. Furthermore, K-means clus-
tering algorithm and t-SNE were used to cluster the interest category into 5 cate-
gories, and we label the user interest by clustering results. Finally, the random forest
method was used to train and classify the Weibo data. The mean value of the
evaluation indexes of our proposed method is higher than that of the traditional
manual classification method, which validates that the content-based Weibo interest
recognition model proposed in this paper is effective. However, the Weibo corpus
collected in this paper is offline text information, and the dynamic user interest
recognition and classification of real-time Weibo will be further studied.
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Distribution of the Profit in Used Mobile
Phone Recovery Based on EPR

Yufeng Zhuang, Rong Huang, and Xudong Wang

Abstract In 2018, more than 300 million used mobile phones were produced, but
the recovery rate of regular channels was less than 5%. Most of the recyclers were
unwilling to recycle low-value used mobile phones, which led to waste of resources
and potential environmental hazards. In recent years, the extended producer
responsibility proposed by environmentalists can just solve this problem. At the
same time, the research shows that China’s express delivery efficiency is low, far
from that of developed countries, and the return empty-load rate is high. Therefore,
this paper assumes that manufacturers and logistics enterprises cooperate. The
recovery is led by manufacturer, and meanwhile logistics enterprises are responsible
for reverse supply chain, to solve the problem of recycling used mobile phones. At
the same time, we should solve the problem of benefit distribution under this kind
of cooperation. Nash negotiation model is chosen as the most suitable profit dis-
tribution model, and the model is improved. Finally, an example is given to verify
the rationality of the algorithm.

Keywords Reverse logistics � EPR � Used mobile phone � Profit distribution

1 Introduction

Data from the Ministry of Industry and Information Technology show that by the
end of 2018, 414 million mobile phones had been shipped in the domestic market,
and the number of used mobile phones had exceeded 300 million. Waste mobile
phones have high recycling value, which can reduce the waste of resources. At the
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same time, the waste mobile phones contain dangerous substances such as batteries,
which may cause hidden dangers to the environment if they are discarded at will.

Although the recycling of waste mobile phones has experienced more than ten
years of development, there are still many problems to be solved urgently, such as
imperfect laws and regulations, low participation of consumers and low recycling
efficiency. In fact, research shows that the recovery rate of the normal channel of
used mobile phones is less than 5% [1].

In recent years, the EPR (extended producer responsibility) proposed by envi-
ronmental economists can solve the problems mentioned above. It requires pro-
ducers to be responsible for the environmental impact of the product throughout its
life cycle, and in particular to require producers to take responsibility for waste
disposal. Western countries are relatively mature in this respect. Most of them have
formulated relevant laws and regulations on waste product recycling, stipulating
extended producer responsibility. In China, until 2017, the Development and
Reform Commission launched the extended Producer Responsibility Scheme,
pointing out that by 2025, more than 50% of the waste products will be effectively
recycled and utilized, and at the same time, the extended producer responsibility of
key categories will be further improved.

At the same time, third-party logistics has played an important role in the
recycling of electronic waste, and has formed a relatively mature recycling model,
which has become one of the effective ways of sustainable development.

Based on the above background, this paper use EPR, and the recovery of used
mobile phones will be done through the cooperation between manufacturers and
logistics enterprises, The course is led by manufacturers, and meanwhile logistics
enterprises will be responsible for reverse supply chain, to solve the problem of
recycling used mobile phones. At the same time, to solve the problem of interest
distribution under this kind of cooperation, Nash negotiation model is chosen as the
most suitable one, and the model is improved. Finally, an example is given to verify
the rationality of the algorithm.

2 Literature Review

2.1 About Reverse Logistcs, Recovery Logistics, Return
logistics

Compared with forward logistics, reverse logistics has existed for a long time, but
the definition of reverse logistics is less than 30 years. In developed countries such
as Europe and the United States, the understanding and research of reverse logistics
is earlier than in China. After years of development, the definition and under-
standing of reverse logistics is also developing. In 1992, the American Logistics
Management Association (CLM) formally put forward the concept of reverse
logistics. It introduced that reverse logistics is a series of logistics activities
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involving the return or maintenance of products, the reuse of waste products and the
disposal of waste. Reverse logistics includes return logistics and recovery logistics.

Return logistics is related to the flow of normal products. It is the logistics
generated after the return of the purchased products due to unsatisfactory or
unqualified products. For example, the goods purchased online are returned due to
quality problems or personal reasons, and the returned goods flow due to wrong
delivery of orders.

Recovery logistics refers to the logistics that enterprises or other institutions
recycle used waste goods to consumers.

2.2 About EPR

The theory system of extended producer responsibility abroad has been studied
earlier. Wilmshurst et al. [2], focused on the field of packaging recycling based on
the extended producer responsibility. Spicer et al. [3] discussed three recycling
modes under EPR: manufacturer recycling, joint recycling and third-party recy-
cling, and compared them qualitatively. Forslind [4] applies manufacturer respon-
sibility to the automotive industry, pointing out that besides the automotive
manufacturer’s responsibility to dispose of abandoned vehicles on its own initia-
tive, automotive consumers also have the responsibility to send abandoned vehicles
to the automotive manufacturer on their own initiative.

Most domestic scholars have translated the achievements of the extended pro-
ducer responsibility system abroad, while some scholars have combined the
extended producer responsibility system with the domestic recycling of renewable
resources and put forward constructive suggestions. Tong [5] introduced the con-
cept of the extended producer responsibility system, and the practical experience of
developed countries in recent years. Combining with the current situation of
China’s recycling industry, Tong put forward the great significance of this policy
for China’s recycling industry. Jiang [6] analyzed the problems existing in the
recycling of abandoned automobiles in China and the reasons for the problems. At
the same time, he established a reverse logistics network of abandoned automobiles
based on the extended producer responsibility system.

2.3 About Recycling Mode of Used Mobile Phone

Morrell [7], Meade [8], Spicer [9] analyzed the mode of third-party reverse logistics
in this paper. The third party reverse logistics company takes over the reverse
logistics business of the product enterprise, and deals with discarded goods.
Manufacturers are required to pay a fee to third-party reverse logistics providers to
ensure that their products are handled in accordance with legislation and environ-
mental protection. Sun [10] analyzed three operating modes of reverse logistics, and
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introduced self-built reverse logistics, joint operation reverse logistics and
third-party reverse logistics respectively. Xu [11] analyzed in detail three com-
monly used reverse logistics modes: self-run, joint operation and outsourcing,
studied the selection and evaluation problems of the three modes, and analyzed the
influencing factors and selection methods. Chang [12] studied the government
responsibility system, production responsibility system and third-party responsi-
bility system under the extended producer responsibility system, and introduced the
characteristics and applicability of each recovery mode. Xia and Wang [13] put
forward a joint recycling model that is conducive to giving full play to the main
responsibility by studying the successful recycling model of mobile phones abroad,
namely the extended producer responsibility system.

2.4 About Profit Distribution

In the supply chain, the distribution of interests among partners is particularly
important, because scientific and rational distribution of interests can effectively
avoid conflicts among different stakeholders, increase the stability of cooperation,
and achieve win-win result among members. At present, most of the research
results are to solve the problem of profit distribution among the partners in the
forward supply chain, while the research on the problem of profit distribution in the
reverse supply chain is less.

Wang [14] and others first elaborated the important position of manufacturers,
distributors and customers in reverse supply chain, then studied the profit distri-
bution under the participation of manufacturers, the profit distribution without the
participation of manufacturers, and the profit distribution under centralized
decision-making. Wang et al. [15] used Lagrange mean value theorem to solve the
profit distribution problem of both parties involved in reverse logistics. Gong et al.
[16] used Nash negotiation model to distribute profits among participants in reverse
supply chain, and improved the model according to the capital and status of
participants.

3 Recycling Mode

3.1 Three Kinds of Recycling Mode

The extended producer responsibility clearly stipulates that the manufacturer is
responsible for the recycling of waste mobile phones, which establishes the main
position of mobile phone manufacturers in the reverse logistics of mobile phones.
According to the ways in which mobile phone manufacturers participate in recy-
cling, mobile phone recycling modes can be divided into the following three types:
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(1) Producer self-operated recycling model: The producer’s self-operated recy-
cling mode refers to the establishment of a reverse logistics system by the
manufacturer of electronic products, handling the return of the products and
recycling of used and discarded goods, and is solely responsible for the reverse
logistics business of the enterprise.

(2) Producer Joint Recycling Model: The joint recovery mode of producers in
reverse logistics of electronic products refers to the joint venture of electronic
products with the same industry to establish reverse logistics system. The
established reverse logistics system is jointly managed by the cooperative
enterprises, and a joint organization is formed among the cooperative enter-
prises, which is responsible for the recovery task.

(3) Third-party logistics Recycling Model: The third party recycling mode of
electronic products is also known as the outsourcing mode of reverse logistics,
which means that enterprises do not directly participate in the reverse logistics
recycling process, but pay a fee to the specialized reverse logistics company for
product recycling and processing. The third party reverse logistics enterprise is
fully responsible for the recovery and treatment of products, which can be
handed over to the original manufacturer or transferred to a specialized third
party manufacturer.

By comparing the three main recycling modes, the advantages of the third-party
recycling mode are relatively prominent. The third-party recycling mode has lower
cost, lower risk, faster information feedback, less difficulty in logistics management
and higher recycling efficiency, which is suitable for the recycling of most products.
Therefore, this paper adopts the recycling mode of cooperation between producers
and logistics enterprises.

3.2 Cooperation Cases Between Manufacturers
and Logistics Enterprises

Faced with the huge waste mobile phone market, some manufacturers recycle waste
mobile phones through direct stores and network channels. The model of mobile
phone manufacturers establishing network recycling platform to recycle used
mobile phones only began to appear in China in 2015. At the end of July 2015,
meizu released a product “meizu blue 2”, and announced meizu’s “mCycle for
home” mobile phone recycling and replacement plan, through cooperation with
“repurchase network” to recycle used mobile phones and exchange old ones for
new ones. Consumers submit the basic information of used mobile phones on the
website, and “repurchase network” is responsible for the pricing of used mobile
phones. Meizu feedbacks the quotation to consumers, and if the consumers confirm
the transaction, meizu staff will inform the express company to collect it at the door
through the sf-express appointment. Consumers can receive “meizu repurchase
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coupons” at the corresponding price, which are used to purchase equivalent goods
on meizu’s official online platform.

3.3 The Cooperation Mode Between Manufacturers
and Logistics Enterprises in this Paper

This paper adopts the recycling mode of cooperation between manufacturers and
logistics enterprises, which is dominated by manufacturers and logistics enterprises
are responsible for the logistics of recycling process. Regulated by government
departments and the public, manufacturers are required to recycle used mobile
phones with the same proportion of market share. At the same time, two recycling
schemes are designed. For high value used mobile phones, cash settlement method
can be adopted for low value mobile phones, old ones can be exchanged for new
ones for subsidies. To some extent, this can increase the sales volume of manu-
facturers, which is a win-win result. Recycling channels can be covered both online
and offline. Recycling can be carried out online through mobile official website or
shopping platform, while recycling can be carried out offline through mobile retail
stores.

4 Research Hypotheses

The common profit distribution patterns among partners are as follows:

A. Fixed Payment Mode

The main approach of this model is that the main members of the alliance pay
the remaining fixed profits of the enterprise according to the pre-signed contracts or
agreements, and the rest are entirely enjoyed by the main members.

B. Output Sharing Model

This model means that all partners can share their profits in accordance with a
clear proportion. The proportion is related to cost and risk.

C. Mixed Model

This model is a combination of the two models. In addition to paying certain
remuneration to other members, the main members will also pay some remunera-
tion to other members proportionally from the proceeds.

In the actual situation of this paper, the output sharing model is more suitable.
Firstly, from the perspective of manufacturers, we do not have to bear the cost risk
of recycling low-value used mobile phones; for logistics enterprises, this can share
more profits and improve the enthusiasm of participation.
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From the current research point of view, there are many achievements in the
cooperative benefit allocation of the forward supply chain, which can be used as the
basis for the study of the cooperative benefit allocation of the reverse supply chain,
such as Shapley value method and Nash negotiation model, as well as the estab-
lishment of group focus model, Raiffa’s ruling and so on.

The Shapley Value Method and Nash Negotiation Model mentioned above are
game theory. Game theory refers to the discipline of implementing strategies by
using relevant methods among teams under certain conditions. There are many
game situations in our daily life, such as playing chess.

Game theory is divided into cooperative game and non-cooperative game. If the
participants can reach a binding agreement in the course of the game, it is called
cooperative game, otherwise it is called non-cooperative game. For example, two
enterprises cooperate to build a production line. Party A provides production
technology and Party B provides plant and equipment. The non-cooperative game is
formed for the value evaluation of technology, plant and equipment. If Party B can
know Party A’s true evaluation of technology, it can maximize its own evaluation
value, and so can Party A. Participants give priority to their own interests and make
choices, which is non-cooperative game.

(1) Shapley value method

Shapley value method, proposed by Shapley in 1953, is one of the commonly
used methods to solve the profit distribution problem between two or more coop-
erators. When n subjects cooperate to accomplish certain economic activities, each
combination of cooperation methods can achieve benefits, and the number of
cooperation increases, will not reduce benefits. So all n people cooperate to get the
best benefit.

The traditional Shapley value method is based on the assumption of the same
risk, investment and other factors for each subject, without taking into account the
differences between each subject. Usually, analytic hierarchy process, network
analysis and fuzzy mathematics can be used to estimate the possible benefits of
various alliance combinations, and then proceed to benefit distribution.

At the same time, one of the preconditions of using Shapley value method is that
it needs to calculate the profit of each different cooperation combination, but in
practice, it is difficult to do so.

In the case of this paper, logistics enterprises and manufacturers are two different
entities. It is impossible to describe the risk-sharing factors and costs of alliance
members in a quantitative way.

At the same time, logistics enterprises and manufacturers cannot reach a binding
agreement in the game process. Throughout the process, logistics enterprises pro-
vide front logistics for the recycling of used mobile phones. Manufacturers are
responsible for the disposal and resale of used mobile phones, whether sold directly
or downstream. During the whole process, the profit of the used mobile phone is
relatively stable, when the participants choose their own actions, they will give
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priority to how to safeguard their own interests, rather than maximizing the col-
lective interests.

(2) Nash negotiation model

Nash negotiation model regards all parties involved in the distribution as a
cooperative game alliance. By reaching an implementable agreement, in order to
improve the overall profits, the two parties start negotiations and finally reach a
satisfactory benefit distribution plan.

(3) Raiffa’s ruling

Raiffa’s ruling was proposed by Elliot and Archibald. Because other profit
distribution models only consider the fairness of income distribution, but Raiffa’s
ruling takes into account the limitations of the minimum and maximum profits. This
method not only absorbs the essence of Shapley value method, but also guarantees
the interests of the weak.

There are many achievements in cooperative benefit allocation of forward supply
chain, which can be used as the basis for the study of cooperative benefit allocation
of reverse supply chain, such as Shapley value method and Nash negotiation model,
as well as Raiffa’s ruling and so on. At the same time, one of the preconditions of
using Shapley value method is that it needs to calculate the profit of each different
cooperation combination, but in practice, it is difficult to do so.

In the case of this paper, logistics enterprises and manufacturers are two different
entities. It is impossible to describe the risk-sharing factors and costs of alliance
members in a quantitative way. At the same time, logistics enterprises and manu-
facturers cannot reach a binding agreement in the game process. It is a
non-cooperative game. Throughout the process, logistics enterprises provide front
logistics for the recycling of used mobile phones. Manufacturers are responsible for
the disposal and resale of used mobile phones, whether sold directly or downstream.
During the whole process, the profit of the used mobile phone is relatively stable,
when the participants choose their own actions, they will give priority to how to
safeguard their own interests, rather than maximizing the collective interests. Based
on the above analysis, this paper will adopt Nash negotiation model to allocate the
cooperative benefits of reverse supply chain, and take into account the status weight
of both partners participating in reverse supply chain, and use the improved Nash
negotiation model to allocate profits.

5 Model

5.1 The Nash Model

The extended producer responsibility clearly stipulates that the manufacturer is
responsible for the recycling of waste mobile phones, which establishes the main
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position of mobile phone manufacturers in the reverse logistics of mobile phones.
According to the ways in which mobile phone manufacturers participate in recy-
cling, mobile phone recycling modes.

The problem is described as follows:
The manufacturer evaluates the actual situation of the used mobile phone, sets

the quotation of the discarder, and obtains the net profit in the whole logistics
process. The participants in the whole process are manufacturers and logistics
enterprises. Assuming that the total profit available for distribution is 1, v1 and v2
represent the profit allocation quota for each manufacturer and logistics enterprise
respectively, v1 þ v2 ¼ 1.

In the negotiations, both manufacturers and logistics enterprises have the lowest
acceptable bottom line, i.e. the minimum acceptable profits, which are v�1 and v�2
respectively, and meet the requirements of v�1 þ v�2 � 1. At the same time, man-
ufacturers and logistics enterprises have their own best plan, that is, the distribution
plan they advocate. The distribution scheme proposed by the manufacturer is
represented by v11; v12ð Þ, v21; v22ð Þ is represented by the distribution scheme pro-
posed by the logistics enterprises, and there is v11 þ v22 � 1.

Assuming that the two parties are in a complete information game, the following
basic assumptions are made:

• Assuming that there are two subjects in the whole negotiation process, the set of
participants N ¼ 1; 2f g. All the optional policy sets of each participant are
expressed as policy spaces, which are expressed as Tt. Then the policy spaces of
the two participants are Cartesian product T ¼ T1 � T2.

• There is no information concealment between the two sides, and the negotiation
status of the two sides is equal. Both sides have infinite patience, while the gains
are not reduced by the prolongation of negotiation time.

• Under any strategy combination tðt� TÞ, the benefit vt of each participant can
be quantified. And under a certain strategy combination, the benefit vt of both
participants satisfies the condition: v1 þ v2 ¼V .

• If the negotiation between two participants breaks down and no cooperation
agreement is reached, the benefit obtained by the two participants when they do
not cooperate is expressed in terms of ðv�1; v�2Þ. v1; v2ð Þ express the final solution
of cooperative negotiation, it represents the final profit of participant 1 and
participant 2 respectively.

On the basis of these assumptions, Nash proves and gives the following
conclusions:

If ðv1; v2Þ 2 T satisfies v1 � v�1, v2 � v�2, then the product maximization problem.

max gðv1; v2Þ, ðv1 � v�1Þðv2 � v�2Þ ð1Þ

There exists a unique optimal solution.
By establishing Lagrange multiplier function, the equilibrium solution of the

Nash negotiation model can be obtained as follows:
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v1 ¼ v�1 þ 1
2 V � v�1 � v�2
� �

v2 ¼ v�2 þ 1
2 V � v�1 � v�2
� �

�
ð2Þ

The above Nash model will seek the equalitarian equilibrium solution for all
members of the alliance, but often in the alliance, the participants investment costs,
negotiating positions and risks are different. Therefore, considering the actual sit-
uation, this paper will consider the status differences of the two participants and
their respective satisfaction.

5.2 The Improved Nash Model

(1) Introduction of negotiation status factor

In the process of cooperation between manufacturers and logistics enterprises,
the status is different. The final result of profit distribution will be affected by status.
Therefore, the negotiation status factor w is introduced here. The negotiation status
of manufacturers and logistics enterprises is expressed by w1 and w2 respectively,
and w1 þ w2 ¼ 1. There are many factors affecting the size of w, including the
investment cost and risk of manufacturers and logistics enterprises. W is propor-
tional to investment cost and risk.

(2) Introduction of Satisfaction

If the maximum expected return value of the two participants is vmax, and when
the return value is vi, the satisfaction degree is fi ¼ vi=vmax. If the minimum received
return value is vmin, the minimum received satisfaction degree is fmin ¼ vmin=vmax.

So the product maximization problem:

max gðv1; v2Þ, ð v1
v11

� v�1
v11

Þw1ð v2
v22

� v�2
v22

Þw2 ð3Þ

There exists a unique optimal solution:

v1 ¼ v�1 þ 1� v�1 � v�2
� �

w1v11
w1v11 þ w2v22

v2 ¼ v�2 þ 1� v�1 � v�2
� �

w2v22
w1v11 þ w2v22

(

ð4Þ

The above formula shows the specific distribution of the profit of each partici-
pant in the improved Nash model. The result consists of two parts. The first half of
the right side of the equation is the lowest bottom line received by the negotiators.
The second part takes into account the negotiating position of the negotiators.
Considering the satisfaction of both parties, the model is closer to the actual and
more operable after the adjustment of the distribution.
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6 Empirical Results

6.1 The Calculating Method of the Profit of Used Mobile
Phone

First of all, before the profit distribution, we need to know the specific calculation
method of the profit of each phone. Suppose the main parameters of used mobile
phones are as Table 1 shows:

Based on the following assumptions, the calculation method is different for each
case:

(1) Used mobile phones that can be resale directly:

P1 ¼ Ta � Tb � L� A2 � C1 ð5Þ

(2) Used mobile phones that can be resale after renovation:

P2 ¼ Ta � Tb � L� A1 � A2 � C1 ð6Þ

(3) Used mobile phones that must be remanufactured:

P3 ¼ C2 � C3 � C5 � C1 � A1 � A2 � L ð7Þ

(4) Used mobile phones that must be recycled for environmental protection:

P4 ¼ C4 � C5 � C1 � A1 � A2 � L ð8Þ

Table 1 The main parameters of used phones’ profit calculation

Variables Meanings

Tb Recycling price of used mobile phones from customers

Ta The selling price of second-hand mobile phones

L The fixed cost invested by the manufacturer, including the manpower and material
resources of the second sale and the transportation expense, etc.

A1 Variable recovery costs paid by the manufacturer to the processor

A2 Testing costs paid by the manufacturer

C1 transportation costs of products paid by logistics enterprises

C2 The cost of making a phone from new material

C3 The cost of producing a mobile phone by the manufacturer using parts of the
recycled used mobile phone

C4 The value of precious metals obtained after the complete end-of-life mobile phone
has been processed (generally recyclable)

C5 The amount of a subsidy given to customers
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6.2 Example of Profit Distribution Model

An example is introduced and Nash negotiation model is used for calculation.
Assuming that the profit is 180 yuan, the distribution scheme proposed by the
manufacturer is (170,10), the minimum profit accepted is 160 yuan, the distribution
scheme proposed by the logistics enterprise is (150,30), and the minimum profit
accepted is 8 yuan.

(1) According to the above data, using formula (3)

v�1; v
�
2

� � ¼ ð8
9
;
2
45

Þ; v11; v22ð Þ ¼ ð17
18

;
3
18

Þ

(2) Firstly, without considering the factors of negotiation status and satisfaction,
the allocation ratio should be as follows:

v1 ¼ v�1 þ 1
2 V � v�1 � v�2
� � ¼ 0:922

v2 ¼ v�2 þ 1
2 V � v�1 � v�2
� � ¼ 0:078

�
ð9Þ

(3) Considering negotiation status and satisfaction, it can be concluded that the
distribution ratio of the two is as follows:

v1 ¼ 8
9 þ 1� 8

9 � 2
45

� �
w1v11

w1v11 þw2v22
v2 ¼ 2

45 þ 1� 8
9 � 2

45

� �
w2v22

w1v11 þw2v22

(

ð10Þ

For different values, the following table can be obtained (Table 2):
As a result, the manufacturer invests more manpower, material resources and

risk costs in the whole process, so the manufacturer has a higher negotiating
position, and the proportion of profits is gradually increasing. This shows that the
profit in the model is proportional to the negotiating position. That is, the profit
distribution of the improved model is positively correlated with the risk cost, and
the manufacturer gains more profits in the process. This is also in line with the
actual situation, which shows that the improved algorithm has a certain practical
application.

This paper mainly considers the algorithmic innovation in the recovery mode.
Generally, there are many studies on the profit distribution among the partners in

Table 2 Profit distribution in
different negotiating positions

Parameter v11; v12ð Þ v1; v2ð Þ
Distribution ratio (0.2, 0.8) (0.908, 0.092)

(0.4, 0.6) (0.915, 0.085)

(0.6, 0.4) (0.919, 0.081)

(0.8, 0.2) (0.921, 0.079)
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the forward supply chain, but few on the algorithm of the profit distribution among
the partners in the reverse supply chain. Therefore, this paper applies the profit
allocation algorithm between the partners of the forward supply chain to the profit
allocation problem of the reverse supply chain.

In the case of this paper, logistics enterprises and manufacturers are two different
entities. It is impossible to describe the risk sharing factors and costs of alliance
members by a comparative quantitative method.

At the same time, logistics enterprises and manufacturers cannot reach a binding
agreement in the game process. Non-cooperative game. Throughout the process,
logistics enterprises provide the front logistics for the recycling of used mobile
phones. Manufacturers are responsible for the disposal and resale of used mobile
phones, whether sold directly or downstream. During the whole process, the profit
of the used mobile phone is relatively stable, when the participants choose their
own actions, they will give priority to how to safeguard their own interests, rather
than maximizing the collective interests. So Nash model has some applicability.
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Operating High-Powered Automated
Vehicle Storage and Retrieval Systems
in Multi-deep Storage

Andreas Habl, Valentin Plapp, and Johannes Fottner

Abstract Automated vehicle storage and retrieval systems (AVSRS) allow for a
flexible and powerful way to supply picking or manufacturing areas based on the
goods-to-person principle. AVSRS with tier- and aisle-captive vehicles achieve the
highest throughput capacity which can be further increased by deploying more than
one vehicle on each tier of an aisle. With these high-powered AVSRS, it is possible
to compensate for the reduction of throughput capacity in multi-deep storage sys-
tems where relocation operations occur frequently and result in more transportation
tasks. In this work, we present and compare different algorithms for efficiently
accomplishing relocation operations in high-powered AVSRS. We conduct a series
of simulation experiments to analyze the performance of these algorithms and
evaluate the application of high-powered AVSRS in multi-deep storage.

Keywords Automated vehicle storage and retrieval systems � Shuttle systems �
Discrete-event simulation � Scheduling

1 Introduction

Automated vehicle storage and retrieval systems (AVSRS) are used for storing
transportation units (TUs) such as containers, boxes or trays in order to supply picking
or manufacturing areas based on the goods-to-person principle [1]. As a key char-
acteristic of this technology, horizontal and vertical transport are largely separated
from each other and are thus executed by shuttle and lift vehicles, respectively [2].
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Due to the decoupling of horizontal and vertical transports, AVSRS can achieve a
significantly higher throughput capacity compared to conventional automated small
parts storage systems. As derived already in [3], AVSRS with tier- and aisle-captive
vehicles can achieve the greatest throughput. However, the throughput capacity of
AVSRS could be further increased by deploying multiple vehicles on every tier of an
aisle (see Fig. 1). The resulting version of high-powered AVSRS provides a powerful
solution in rapidly changing environments. Since additional vehicles could also be
added in an already existing system, high-powered AVSRS are able to flexibly adapt
to vehicle fleet size and throughput capacity in the horizontal direction, respectively.
As a consequence, the throughput capacity of existing AVSRS can be subsequently
increased and transformed into high-powered AVSRS.

In order to reduce storage area by maximizing storage density, multi-deep
storage is applied to AVSRS in many cases. However, multi-deep storage systems
usually face a loss of throughput capacity since relocation operations may cause
additional transportation tasks. With the help of high-powered AVSRS, the
reduction of throughput capacity could be compensated for.

The remainder of the paper is organized as follows: In the following section, we
reveal related work in the respective areas. In Sect. 3, we present different algo-
rithms for efficiently coordinating vehicles and executing relocation operations. In
Sect. 4, we compare the performance of the different relocation strategies in the
context of the conducted simulation study. Finally, a conclusion and outlook follow
in Sect. 5.

2 Related Work

The following section initially contains a review of literature in the field of the
controlling of AVSRS. Since scheduling problems with non-crossing constraints
also occur in other applications, existing literature in the respective research areas is
presented. Finally, a brief overview about relocation strategies in automated
warehouses is provided.

Fig. 1 Several shuttle vehicles operating on a tier of an aisle
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2.1 Control of Automated Vehicle Storage and Retrieval
Systems

Especially when deploying more than one vehicle on each tier of an aisle, the
applied control strategies to AVSRS are crucial for the efficiency of the system.
However, the scheduling of vehicles in AVSRS is mostly realized by priority rules.

The most related paper to this issue is presented in [4] by scheduling two
non-passing lift vehicles that share a common mast. This paper has been improved
in [5] by considering the acceleration and deceleration of the lift vehicles. Since
both studies focused on the lifting system, no relocation operations had to be
considered. In addition, the number of lift vehicles has been limited to two vehicles,
whereas in high-powered AVSRS, there can be more than two vehicles operating
on a tier of an aisle.

2.2 Control Algorithms in Other Applications

In high-powered AVSRS, several vehicles move along the same rail. In order to
prevent collisions and blockings between the vehicles, scheduling algorithms need
to be applied in such systems. However, we can find similar scheduling problems
with non-crossing constraints in other applications like port and factory cranes
(crane scheduling problem), elevators, and industrial robots.

Reference [6] present a dynamic programming algorithm and a related beam
search heuristic to schedule two gantry cranes that move along one rail while
avoiding interferences. Reference [7] present a heuristic algorithm to schedule
several factory cranes on a common track by using a block sequencing method.
Reference [8] present an optimized zoning strategy for controlling two elevator cars
in one shaft by using a genetic algorithm to determine the optimal zoning.
Reference [9] present exact and heuristic algorithms to schedule two robots oper-
ating on a common line.

2.3 Relocation Strategies in Automated Warehouses

In multi-deep storage systems relocation operations may become necessary if TUs
block a retrieving TU in the rack. To efficiently accomplish the additional trans-
portation tasks, relocation strategies need to be applied. Especially in the field of
conventional automated storage and retrieval systems, relocation strategies have
already been addressed in [10–12]. However, relocation strategies in AVSRS have
been addressed only in double-deep AVSRS [13] or have not been necessary
because multi-deep AVSRS are limited to homogeneous storage channels [14].
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3 Control Algorithms for Operating High-Powered
AVSRS in Multi-deep Storage

In this section, we present the control algorithm that accomplishes the scheduling of
vehicles and we focus on emerging challenges when deploying several vehicles on
one tier of an aisle as well as on the adaption to multi-deep AVSRS. Subsequently,
we describe different relocation strategies that can be applied in multi-deep AVSRS.

3.1 Scheduling Algorithm

In high-powered AVSRS, multiple vehicles move along a common rail. The
vehicles need to be coordinated in such a way that blockings and collisions among
themselves can be avoided as well as empty driving times and waiting times
minimized. Similar to the aforementioned crane scheduling problem, the vehicle
scheduling problem in AVSRS can be regarded as a special type of general machine
scheduling problem [15], which is characterized as NP-hard [16]. The vehicle
scheduling problem may be stated as: n jobs j1; j2; . . .; jnf g have to be processed by
m vehicles s1; s2; . . .; smf g.

In order to find a schedule that optimizes the processing with regards to the
minimization of completion time, a scheduling algorithm needs to be applied. In
this work, the scheduling algorithm relies on the block sequencing algorithm for
scheduling gantry cranes that is presented in [7] and it is adapted to AVSRS in [17].

Based on the block sequencing approach and according to the selected block
size, a number of jobs (block) is extracted from the job list for processing. The
algorithm creates a decision tree of possible states (partial and complete schedules)
to assign the extracted jobs to the vehicles and it selects the schedule with the
lowest completion time. The final schedule is then forwarded to execution where
vehicles complete the jobs. After the last job has been finished, the next iteration
starts by extracting the next block of jobs from the job list.

Since the number of possible states grows exponentially, the following heuristics
is developed in [7] in order to improve the algorithm’s efficiency:

• Pruning inferior partial schedules (dominance check)
• Chopping partial schedules when the heuristics threshold is passed

However, in order to apply the scheduling algorithm in multi-deep AVSRS,
relocation has to be included by carrying out an additional process (see Fig. 2).
When a block of jobs is extracted from the job list, all retrievals are copied into a
retrieval list that is further processed by determining and sorting the number of
necessary relocations for each retrieval. As long as the retrieval list contains
retrievals requiring relocations, the respective relocations are added to job execu-
tion. Otherwise, the retrieval is added to job execution and removed from the
retrieval list. After all retrievals are added to job execution, all storages can be
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processed. Since TUs are always stored in the last position, storage jobs don’t
require relocations and thus, they can be added to job execution without further
processing.

3.2 Relocation Strategies

In multi-deep AVSRS, additional transportation tasks have to be executed by the
vehicles, because there can be blocking TUs at retrievals. For an efficient execution
of relocation tasks, relocation strategies need to be applied. In the following, we
describe three strategies on the basis of Fig. 3, which represents a section of a tier in
an aisle with lifting systems on the front side.

start

extract and copy all 
retrievals of block into 

retrieval list

retrieval list empty?

determine/update number 
of relocations for each 

retrieval and sort in 
ascending order

add relocation to job 
execution

first retrieval in 
retrieval list requires 

relocation?

add retrieval to job 
execution

remove first retrieval from 
retrieval list

yes

no

no

add all storages to job 
execution

end

yes

Fig. 2 Process of including relocations in scheduling algorithm
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(1) Nearest neighbor

The strategyNearest Neighbor looks for an empty storage location that is closest to the
blocking TU (see Fig. 4). This minimizes the distance that needs to be traveled by the
vehicle in order to relocate the TU. Since this strategy doesn’t require information
about future jobs, it is a simple and robust solution for relocation operations. Only
information about free storage locations and their positions have to be available.

(2) Relocation close to retrieval

This strategy tries to relocate the blocking TU to a storage location close to a future
retrieval. As shown in Fig. 5, the blocking TU isn’t relocated to the closest storage
location (nearest neighbor) since there is a free storage location close to another
retrieval. This saves time since one accelerating and decelerating process as well as

Lifting 
systems

Buffer

Buffer

Occupied 
storage location

Vehicle Railing 
system

Empty storage 
location

Fig. 3 Section of a tier in an
aisle of a AVSRS

Blocking 
Transport Unit

Nearest 
Neighbor

Retrieval

Fig. 4 Relocation by
applying the strategy nearest
neighbor
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one alignment process can be omitted by the vehicle. However, a requirement for this
strategy is the availability of information about free storage locations and their
positions as well as future retrievals. In addition, the sequence of retrievals is not
predefined.

(3) Avoid relocation

If information about future jobs is available, relocations can be avoided by storing
blocking TUs only in storage locations that aren’t affected by future retrievals.
Figure 6 illustrates the difference from the other strategies. Both strategies Nearest
Neighbor and Relocation close to Retrieval relocate the blocking TU to storage
locations that interfere with upcoming retrievals. As a consequence, the strategy
Avoid Relocation looks for a storage location without any known retrieval.

Blocking 
Transport Unit

Retrieval IRetrieval II

Relocation close 
to Retrieval

Nearest 
Neighbor

Retrieval III

Retrieval IV

Avoid 
Relocation

Fig. 5 Relocation by
applying the strategy
relocation close to retrieval

Blocking 
Transport Unit

Retrieval IRetrieval II

Relocation close 
to Retrieval

Nearest 
Neighbor

Retrieval III

Retrieval IV

Avoid 
Relocation

Fig. 6 Relocation by
applying the strategy avoid
relocation
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4 Simulation Study

In order to compare the different relocation strategies and to evaluate the application
of high-powered AVSRS in multi-deep storage, we implemented the control
algorithm as well as the relocation strategies in a simulation model. In the fol-
lowing, the model is described and the results are presented and evaluated.

4.1 Model and Parameters

The simulation model was created using the discrete-event simulation environment
Tecnomatix Plant Simulation. It represents a segment of an AVSRS: One tier of an
aisle with multi-deep storage.

Table 1 shows the parameter specifications of the individual items used in the
simulation experiments. Kinematic parameters of the vehicles are based on [2].

In order to compare the different relocation strategies, a simulation experiment for
every strategy is conducted. In each experiment, the number of vehicles is varied
from 1 to 4. Since storage and retrieval jobs are created randomly, every experiment
is repeated five times. As soon as 500 jobs have been completed by the vehicles, the
experiment has finished and the time needed to carry out these jobs can be measured.

Table 1 Simulation
parameters

Vehicle

Velocity 2 m/s

Acceleration 2 m/s2

Deceleration 2 m/s2

Pick-up time basis 3 s

Pick-up time per depth 1 s

Rack

Number of aisles 1

Number of tiers 1

Number of bays 200

Distance between bays 0.5 m

Initial/Min./Max. Storage ratio 80/60/99%

Storage depth 1–4

Lift

Number per aisle 2

Position in aisle Centered

Number of transfer buffers per lift 2 (storage and retrieval)

Scheduling

Block size 10

Heuristics threshold 400 states

Heuristics deletion 40 states
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4.2 Simulation Results

Figures 7, 8 and 9 show the obtained throughput by applying the relocation
strategies Nearest Neighbor, Relocation close to Retrieval, and Avoid Relocation as
well as a strategy based on random relocations with respect to the number of
deployed vehicles. As can be seen, by deploying up to three vehicles, the
throughput increases at every storage depth. Each of the presented relocation
strategies achieves a higher throughput in comparison to a random relocation. The
strategies Avoid Relocation as well as Nearest Neighbor allow for the highest
throughput. With increasing storage depth, the number of relocations also increases
and as a consequence, the difference between the strategies becomes greater.
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As illustrated in Fig. 10, an increasing storage depth leads to a decrease in
throughput capacity. Deploying more than one vehicle on a tier results in a higher
throughput than if only one vehicle is deployed. In fact, by deploying two vehicles
in quadruple-deep storage, the throughput is still higher than it is in single-deep
storage and the deployment of one vehicle. As can be seen, when deploying more
than three vehicles, throughput capacity decreases. Since more vehicles move along
the same rail, sidesteps occur more often and this may affect the performance.
Moreover, the applied heuristics may select not the optimum schedule, especially
when the solution tree becomes large.

Figure 11 shows the percentage change of throughput by varying the storage
depth and number of vehicles. The obtained throughput when deploying one
vehicle in single-deep storage is selected as a reference. In single-deep storage, the
largest percentage increase of throughput (85%) can be achieved by adding one
more vehicle. Another vehicle raises the throughput by an additional 45%, which
results in a total increase of 130% when deploying three vehicles. When storage
depth increases, the loss of throughput can be prevented by adding one more
vehicle.
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Since multi-deep AVSRS can achieve a higher storage density, the increase of
storage depth leads to a reduction of the required storage area. Several aisles can be
consolidated and thus, the number of railing and lifting systems, as well as
pre-storage area can be reduced. Assuming the various dimensions of multi-deep
storage racks, which are exemplarily shown in Fig. 12, the required storage area can
be reduced by 17% in double-deep storage, 22% in triple-deep storage, and 25% in
quadruple-deep storage. Figure 13 shows the change of the required storage area
based on the reduction of railing systems when selecting a single-deep storage rack
as a reference of 100%.
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5 Conclusion and Outlook

In this paper, operating strategies for high-powered AVSRS in multi-deep storage
have been presented. Different relocation strategies have been developed and
implemented. A simulation model of one tier of an aisle has been created to test and
compare the strategies. By conducting a series of simulation experiments, the fol-
lowing main results could be identified:

• The deployment of additional vehicles can significantly increase the throughput
capacity.

• The relocation strategies Avoid Relocation as well as Nearest Neighbor show
the best performance.

• Multi-deep storage reduces throughput capacity. However, the loss of
throughput can be compensated for by adding just one additional vehicle.

In future work, the created simulation model of one tier of an aisle will be
integrated into an entire aisle with several tiers. At that point, lifting systems will
become crucial for overall throughput capacity. Since vertical transport is usually
the bottleneck in AVSRS, the effectivity and relevance of relocation strategies on
each tier will then be revealed.

Another future work is the improvement of the control algorithm. Especially
when deploying several vehicles in multi-deep storage, the state space becomes large
and this results in long computation time. The improvement of the applied heuristics
or the application of alternative control algorithms can alleviate this problem.
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Customer Perceived Value and Demand
Preference of Cross-border
E-Commerce Based on Platform
Economy

Li Xiong, Kun Wang, Xiongyi Li, and Mingming Liu

Abstract Cross-border online shopping platform has become an important channel
for consumers to choose imported products. This paper studies the four dimensional
driving model of customer perceived value based on the customer's perceived value
and Bayesian network. Python and SQL are used to capture product information
and online reviews from November 2017 to April 2018. Through pre-cleaning,
drying, desensitization, and integration, NLPIR is used to carry out keywords. The
second-level driving factors are extracted and classified, and the Bayesian network
model of the cross-border platform and non-cross-border platform is constructed.
The structure and importance of the model are compared and analyzed, and user
preferences of different platforms are observed. This paper finds that cross-border
platform users are more sensitive to brand drivers, while non-cross-border platform
users are more sensitive to value drivers. This conclusion can provide side support
for the rapid introduction and effective implementation of cross-border policies in
China.

Keywords Platform economy � Cross-border e-commerce � Customer perceived
value � Online reviews � Bayesian network
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1 Introduction

The platform economy is a new economic form. In recent years, the platform
economy has become an important direction for the optimization and upgrading of
commodity trading markets. It is an important measure for China to deepen
supply-side structural reform and promote high-quality economic development.
With the improvement of people’s living standards, diversified consumption
regions, and refined category demand, cross-border online shopping platforms have
become an important channel for consumers to choose and buy imported products.
According to statistics from the general administration of customs, the total volume
of import and export commodities through the cross-border e-commerce manage-
ment platform of customs in 2018 was 134.7 billion yuan, a increase of 50%,
including 78.58 billion yuan of imports, a increase of 39.8%. With the rapid
development of cross-border e-commerce, the quality of commodities has attracted
much attention, and the quality of platforms has become the focus of customers’
choice. What are the influencing factors that consumers choose from when buying
overseas products? What are the problems with cross-border e-commerce import
platforms? Currently, more and more research focuses on the consumption behavior
of cross-border e-commerce retail import platforms. There are a few micro-level
studies based on the fact data and consumer behavior research, and there is a lack of
consumer behavior preference modeling based on the platform customer perceived
value. Based on the theory of customer perceived value, we think about consumer
behavior in the cross-border e-commerce retail studies. We import the workbench
to build a four-dimensional driver model and then grab online reviews to analyze
customer perceived value. We aim to expand the theory of customer perceived
value further, adjust the past research perspectives and methods for business
applications, and provides a new solution for the future study.

2 Literature Review

In terms of customer perceived value, Zeithaml divided customer perceived value
into perceived profit and perceived profit loss through empirical research. Perceived
profit includes product factor, service factor, technical factor, and other quality
factors. Perceived profit and loss include the cost paid in the whole process of
purchase, specifically price factor, maintenance factor, and waiting factor [1].
Similarly, Kotler interpreted and analyzed customer value from the perspective of
the customer transfer value, which is divided into total customer and total customer
value [2]. Sheth divided customer perceived value into functional value, cognitive
value, emotional value, social value, and conditional value [3]. Kotler divided
customer perceived value into product value, personnel value, service value, and
image value [4]. Sweeney et al. divided customer perceived value into four aspects:
quality value, emotional value, price value and, social value [5]. Rust constructed
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the customer perceived value model and proposes three drivers: general value,
brand value, and relationship value [7]. Heinonen hold that customer perceived
value refers to the perceived value of a customer in a specific context (at a specific
time and place) to provide a specific product or service in a specific way, so the
measurement of customer perceived value should be made from four aspects: time,
space, function, and technology [6]. According to Jeffrey’s research, customer
perceived value in shopping is mainly composed of hedonic value and utilitarian
value [8]. Chiu shared customers’ perceived value with music value, utilitarian
value, and perceived risk [9].

3 Four-Dimensional Driving Model Construction
of Customer Perceived Value

Platform customer perceived value is an important predictor of consumer behavior,
and theoretical and empirical studies have largely supported its influence on
behavior orientation change. It can be reflected in two aspects:

Some researchers have studied that the perceived value of platform customers
has a direct impact on the behavioral intention of consumers, and indirectly
influences the behavioral intention of this and the future through user satisfaction
[10, 11], and directly leads to the change of users’ loyalty to the platform [12]. Ryu
found that the fast-food store image has a significant impact on the perceived value
of the platform and then ACTS on consumer behavior [13]. Other researchers
focused on the influence or effect of a certain driving factor of platform customer
perceived value, such as KIM focusing on foreign luxury fashion brands to test the
impact of brand value on brand loyalty [14]. Similarly, Yoo’s research in the field
of luxury goods found that the dimensions of platform perceived value acquired by
consumers are mainly reflected in pleasure, utility, creative achievement, and social
value, and directly affect consumer satisfaction [15]. Jiang et al. further tested the
effect of e-service quality dimensions on customer perceived value [16]. Hong, who
based on the field of innovation, explored the hedonic value and utilitarian value in
the context of smart watches, which is particularly important [17].

Above, for the cross-border e-commerce platform, the past theory model can’t
well cover the entire shopping process dimensions of customer perception. This
paper combined the cross-border e-commerce platform to improve the above theory
model We concluded that platform driving factors of customer perceived value
driven by brand elements, the drive factors, value-driving elements and technical
drivers of four aspects, become a platform 4 d drive model, as shown in Fig. 1.

Based on the perspective of consumers, this model takes the online plat-
form reviews to recognize the comprehensive measurement of the behavioral needs
and preferences of cross-border e-commerce platform import consumers. Value
driving factors include product quality, price, etc. Brand drivers include brand
recognition and reputation; Technical drivers include platform convenience and
logistics feedback services.
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4 Analysis on Customer Perceived Value Drivers
of Cross-border E-commerce Import Platforms

4.1 The Data Source

The main online reviews data captured in this paper include UserNick (user nick-
name), auctionSku (product property), cmsSource (source), rateDate (transaction
date), and rateContent (reviews content) on the website of imported B2C
cross-border e-commerce platform. Through consumer research, compare the main
platform penetration DuDu and authenticity perception found that Tmall interna-
tional, a comprehensive retail e-commerce platform, are easier to implement
innovation of product variety and quality of analogy. Tmall is an independent
domestic users shopping mall platform that has the same range of users, and the
quality of the user and user-level consistent, so choose Tmall international, which is
an import B2C cross-border e-commerce platform. According to import category of
various beauty care in 2016 and 2017, more than 50% customers choose the hottest
products under this category as the research object: choosing the first ten sales
commodity on Tmall international platform as the research sample, capture the
online reviews fetching period from November 2017 to April 2018. At the same
time, analyzing the online reviews and find out customers’ preference.

Fig. 1 Four-dimensional driving model of customer perceived value.
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4.2 Data Collection

We use Python+Mysql to collect data, using Scrapy’s URL parsing and recursive
crawling method to achieve automatic data collection, grabbing pages are mainly
product information data and online reviews data. The grabbed reviews include
multiple dimensions, namely, text content and images of online reviews, product
attributes, account nicknames of online reviews users, and online reviews pub-
lishing. According to the rules, the first ten sales of the liquid foundation/paste are
F1: Revlon, F2: Thailand Mistine, F3: Dermacol damask, F4: Korea MISSHA, F5:
Ai Jing age, F6: Revlon, F7: MaxFactor/honey Buddha, F8: Milani America, and
F9: Ai Jing, Zhu: France, Paris. Tables are arranged in descending order of sales.
Table 1 is the statistics of basic information on individual product sales platform
pages, including product price (yuan), import tax (yuan), freight (yuan), monthly
sales (pieces), cumulative online evaluation (bar), number of collections (popu-
larity), etc. To some extent, it indirectly reflects the acceptance, popularity, and
activity of platform products (Table 1). And we also conducted keyword selection
and classification, as shown in Table 2.

Fetching the data on the international platform Tmall article 17820, article 1900
or so, each product Tmall is outside the same brand products, a total of nearly
176.94 million collection period from November to April 2018, 2017, as Tmall

Table 1 Product information of foundation/cream on cross-border e-commerce platform.

Serial
number

Price
(yuan)

Import duty Freight Monthly trading
volume (Pieces)

Cumulative
evaluation

Collection
volume

F1 98.00 Full
tax-inclusive

0.00 16736 94105 247048

F2 65.00 The highest
selling price

Free
postage

15633 88985 291001

F3 208.00 Full tax
package

0.00 14923 18005 136488

F4 65.00 Businessmen
assume

0.00 10842 10975 3077

F5 158.00 17.70-40.34
yuan

0.00 9876 9065 532

F6 89.00 Full tax
package

Full tax
package

5952 11569 77140

F7 128.00 Businessmen
assume

0.00 5718 3515 13931

F8 118.00 Businessmen
assume

0.00 5274 19221 93335

F9 158.00 Businessmen
assume

0.00 3743 4460 16251

F10 99.00 Businessmen
assume

Full tax
package

2569 5898 69141
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international and Tmall display rules limit online reviews, and the data is fetched as
shown on the under the conditions of partial data, therefore, this period of time the
source data is far greater than visual data, this paper source data cleaning, the
cleaning rules are as follows: (1) irrelevant evaluation: the reviews have nothing to
do with the product, for example: “the clothes…”. (2) Invalid evaluation: the
reviews are made with invalid behaviors such as punctuation, emotion, filler words
or superposition of modal words, such as: “following filler words …”.
(3) Advertising: advertising or commission publicity for the products sold in the
reviews area (4) Repeated evaluation: if the same review content appears in the
review area due to multiple orders placed at the same time or multiple products
purchased at the same time, only one valid evaluation will be reserved.
(5) Reduplication evaluation: the content of the reviews is copied and pasted to
form a multi-word review, the reduplication evaluation is deleted, and only one
effective evaluation is retained, which is similar to repeated evaluation.

4.3 Determination of Driving Factor Indicators

In this study, cosmetics on the import platform of cross-border e-commerce were
selected to establish the second-level driving index of the model for empirical test.
The second-level driving index is shown in Table 3.

In this table, it is found that the value-driving index is more detailed, and the
merchants’ focus is more complex, so it is refined and measured. The packaging is

Table 2 The second level driver index for liquid foundation/paste keywords classification on
cross-border e-commerce platform.

Driving
index

Key words Variable

Makeup
effect

Natural, makeup feeling, naked makeup, makeup effect, fit,
makeup, fit, smooth, glossy, false white, white, false face

X1

Concealer
effect

Concealer, concealer, concealer strength X2

Duration Take off makeup, durable, hold makeup, durable X3

Skin type Mixed oil, oil skin, oily, dry X4

Price Price, par X5

Product
quality

Light, moist, waterproof, allergic, itchy face, fragrance, odor,
powder tone

X6

Genuine
security

Genuine, genuine, official X7

Package Packing, boxes, cases X8

Merchant
service

Customer service X9

Logistics Logistics, express delivery, delivery speed X10
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the acceptance and recognition of consumers’ product brands, so quality assurance
and packaging are the secondary indicators of brand drivers. Service drivers are
involved in online reviews primarily for merchants; Technology drivers logistics
delivery, and feedback systems embody platforms and merchants. We counted the
word frequency of keywords. Since some keywords have similar meanings, we
grouped the keywords with similar meanings together and used them as indicators
of driving factors. In order to determine influence import B2C cross-border
e-commerce platform user preferences, the driving factors are shown in Table 2, as
an index for later Bayesian network modeling source data.

We use the five-point calibration method of Likert scale based on the charac-
teristic factors mentioned in the review content to convert the users of the
cross-border e-commerce platform online to review the text data to digital data. We
calculate the final score as the basis for judging consumer preferences, and at the
same time it is also the basic data for modeling and analyzing customer perceived
value.

5 Analysis of User Preference Model of Cross-border
E-Commerce Platform

Bayesian network is an important branch of business intelligence that is used to
predict uncertain problems. In this paper, after the data preprocessing, we clean and
standardize the index data. Then, using Clementine software to apply the Bayesian
network modeling process. We use the ten send level drive index as the input
variables to build the training model, then calculate the overall score of each
variable. In this work, we select the TAN method to construct the FUN Bayesian
network, generate the network diagram, and calculate the conditional probability of

Table 3 Four-dimensional
driving factors and
second-level driving
indicators of cross-border
e-commerce platforms.

The driving factor Secondary driving index Variable

Value drivers Makeup effect X1

Concealer effect X2

Duration X3

Skin type X4

Price X5

Product quality X6

Brand drivers Genuine security X7

Package X8

Merchant drivers Merchant service X9

Technical drivers Logistics X10
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each node. Finally, output the importance of each node driving factors. In this way,
the consumer preference factors of imported B2C cross-border e-commerce users
for products can be judged. Meanwhile, the data of non-cross-border platforms can
be operated in this way to obtain the FUN1 Bayesian network. Fig. 2 for the
Bayesian network of non-cross-border platform and Fig. 3 for the Bayesian net-
work of cross-border platform.

Analysis of FUN Bayesian network model and FUN1 Bayesian network model
found that the network structure is very consistent, various interactions between the
two drive indicator further confirmed. We mainly focus on the output (the indicators
importance) of FUN Bayesian model and FUN1 Bayesian model.

According to Fig. 4 and Fig. 5, the importance rank of the indicators in the
FUN1 model is as follows: concealer effect, makeup effect, duration, quality
assurance, merchant service, price, etc., and there is a big difference in the
importance of each indicator. The importance rank of the indicators in the FUN
model, in turn, is: concealer effect, quality assurance, logistics, packaging, makeup
effect, duration, product quality, price, merchant service, and skin type. There is a
ladder gap among different indicators, among which the most obvious are concealer
effect, quality assurance and logistics. As shown in the model structure and
diagram:

(1) The second-level index importance rankings of both non-cross-border plat-
forms and cross-border platforms are ladder distributed, but there is a

Fig. 2 Non-cross-border e-commerce platform FUN1 Bayesian network.
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significant difference in the value. The value of each index in cross-border
platforms is more uniform, while the value of each index in non-cross-border
platforms is more volatile, leading to the phenomenon of “supporting the
moon”, and some indicators can be almost omitted.

(2) The value drivers are focused by customers’ online reviews of the two plat-
forms. The importance of the indicators of the value drivers of the two plat-
forms is ranked by concealer effect, makeup effect and duration. The difference
lies in that the two-dimensional indicators of value drivers are different in
different platforms. The two dimensional indicators of value drivers are inter-
spersed with brand drivers and technology drivers in the online reviews of
cross-border platforms, while there is no such phenomenon in cross-border
platforms. In addition, the importance value of indicators in non-cross-border
platforms is almost twice that of the same indicators in cross-border platforms.

(3) The brand drivers in both platforms online review importance ranking after the
value driving factors. Still, the difference is authentic cross-border platform to
ensure the index data is a platform for cross-border almost two times, and the
index of packaging in cross-border platform importance ranking fourth, rela-
tively, but is the lowest of the cross-border platform, almost negligible.

Fig. 3 Cross-border e-commerce platform FUN1 Bayesian network.

Customer Perceived Value and Demand Preference of Cross-border E-Commerce … 737



(4) The services driving factors in the importance of the two models have a similar
ranking, this may and increasingly customized shopping habits, related service
drivers in a platform for cross-border online reviews attention more, although in
the cross-border platform more later but also superior to the price, logistics, and
packaging such as secondary indexes, the obvious difference is that the latter low
ranking but importance value is greater than the latter.

(5) The technical drivers have obvious differences in attention between online
reviews on the two platforms. Cross-border online reviews rank the third in
importance, indicating that consumers attach more importance to technology
drivers. This phenomenon indicates that cross-border logistics costs are high
and the time span is large. The packaging treatment of cross-border platforms is
not consistent with the “secondary processing” packaging of non-cross-border
platforms, and thus the importance of technical drivers is not consistent.

(6) Inconsistent knowledge acquisition channels and the convenience of customer
service communication lead to the different perception shopping experience.
The specific reasons need further analysis and experimental confirmation,
which will be the next research goal. In addition, this study focuses on the
importance of “genuine guarantee” under brand-driven factors. The purchase
behavior on non-cross-border platforms is less sensitive to “genuine guarantee”
and users are more concerned about value-driven factors. This also explains the
relevance of the user’s platform selection, while cross-border platform users are
more sensitive to “genuine guarantee” as a secondary driving indicator. In
terms of actual importance, the FUN model is close to the FUN1 model, but the
FUN model pays more attention to quality.

Fig. 4 Importance of FUN1 Index for non-cross-border e-commerce platform.
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6 Conclusion

In this paper, the text analysis is carried out by capturing the online reviews of the
customers of the B2C website. We extract the commodity characteristics factors
that customers are concerned about the online review, build the Bayesian network
model of customer preferences through data training, and calculate the conditional
probability distribution of the variable nodes. By adjusting the probability of parent
nodes and sensitive factors, the consumption preference of customers under dif-
ferent evaluation results is analyzed. In the constructed network model, the parent
nodes are overall evaluation, comfort degree, quality, feeling, and beautiful degree.
Under the impact of the parent node, the customer evaluation of the sub nodes of
each characteristic factor variable is larger in the probability of “moderate” and
“good”. Customer preferences of commodities mainly include four factors, comfort
degree, quality, handle and beautiful degree.

Through the sensitivity analysis of the network model, we find that the sensi-
tivity of the price is the largest, 165e+003, and the sensitivity of the appropriate
degree, fabric workmanship, and handle are 640, 92.1, and 84, respectively. After
increasing the probability of “good” to 1, the effect of these four sensitive factors on
the probability of the remaining factors has a reverse effect. The probability of
“good” has a certain increase, some factors probability of “bad” decreased, and the
probability of “moderate” was risen. In the probability that all factors are “good”,

Fig. 5 Importance of FUN Indicators for cross-border e-commerce platform.
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besides the sensitive factors, customers prefer to comfort degree, quality, color, and
style. In the probability of every factor being “moderate”, customers prefer the
factors such as quality goods, match degree, logistics, style.
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Decision-Making for RPA-Business
Alignment

Bo Liu and Ning Zhang

Abstract Robotic process automation (RPA) is a software robotic technology that
is set to transform business operations by automating repeatable process.
RPA-business alignment can free up workers’ time to focus on core competencies.
How to do decision-making for RPA-business alignment? To answer this question,
the aim of this research is to find the general decision-making path. With fsQCA
method to review and analyze the decision-making factors during RPA deployment
in real cases, there are two decision-making paths. Then, according to coupling
evaluation, the two paths can reach RPA-business alignment that is in low coupling
coordination phase.

Keywords Robotic process automation � Coupling mechanism � Fuzzy-set qual-
itative comparative analysis (fsQCA)

1 Introduction

Robotic process automation (RPA) is a software robot that can mimic human tasks
[2, 3]. Although it is an emerging technology, it has been demonstrated through real
practice to reduce operating costs, improve efficiency [4, 7], improve productivity
and reduce human errors [1].

RPA-business alignment can prompt operation efficiency and decrease costs, and
these two dimensions positively affect enterprise performance [5, 21]. Companies
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have received good returns from RPA investment, as mainly reflected in decreased
FTE and overtime work, and increased time for employees to carry out high
value-added activities. It is the next coming wave of technology that enterprises
have embraced RPA as a future technology that may replace present human labor
[1]. RPA is a “lightweight” IT that can be integrated with businesses and provide
benefits to the enterprise [24, 25].

This potential technology can support more professional knowledge fields [14],
has been attracting increasing attention [15] and may become a core topic relevant
to enterprise managers. But how to do making-decisions for RPA-business align-
ment? And how is the decision-making path? To answer these questions, we
summarized the literature to address the key factors required to quantify and
evaluate the decision-making path.

2 Reference Review

Researchers have conducted detailed case studies in many industries and have
encountered various difficulties and obstacles during RPA deployment, thus gen-
erating valuable experiences [6, 11–13, 20–23]. RPA is a mature digital transfor-
mation and automatic upgrade plan for enterprises, and its simple configuration
provides good flexibility and usability to automate daily tasks [2, 3]. In fact, most of
fortune 500 companies worldwide have adopted RPA, thus producing a large
amount of practical experience and demonstrating that RPA can improve efficiency
and reduce operating costs [4–21].

A review of the existing literature indicates that researchers have performed
primarily theoretical explorations or case studies, mainly based on their specific
enterprise backgrounds. There is thus a lack of generality and the reviewed liter-
ature indicates that to increase RPA adoption, a primary research direction is
required to realize RPA-business alignment [18]. This is also the advanced stage of
RPA adoption.

Here, we further investigate various decision-making factors related to
RPA-business alignment through the analysis of existing case study data and
provide a comprehensive summary to obtain universal decision-making factors for
further decision quantification.

In addition, in the existing research cases of RPA, enterprises have used RPA to
build new enterprise capability without affecting the existing architecture, thus
eventually forming a non-invasive import scheme [18, 19]; therefore. For example, in
the case of TelefonicaO2, RPAwas initiated by departments outside IT, and IT started
with a small scale deployment and continued with a large scale deployment [8].

RPA is also an innovation in the field of IT business, and RPA is playing its role
and appears to be taking over the previous work of IT, thus posing a challenge to IT
departments [6, 12, 13, 18, 19].
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Therefore, research on decision-making factors can be referenced from existing
information technology and IT-business alignment research results. Among them, the
famous strategic maturity model (SAM) is an effective descriptive and normative tool
for IT-business alignment [26, 27], which indicates the influence of the IT-business
alignment for five possible determinants: environmental changes, decreased profits,
external influences, management changes, and information ideas [28].

In addition, the latest research in this field adopts punctuated equilibrium theory
to transition this alignment from static to dynamic and reveals that organizational
inertia is another determinant [29].

Therefore, we used RPA for more detailed analysis and combined with the
theory of existing IT-business alignment, exploring the key decision-making pro-
cesses in automation and business alignment.

3 Research Method and Data Source

The qualitative comparative analysis (QCA) method, which is based on the logic of
set theory with Boolean algebra, formalizes causal logic relationships for causality
asymmetry and has good applicability in small-scale sample analysis, is regarded as
a bridge between qualitative and quantitative methods [30, 31]. At present, the
QCA method has good adaptability to identify critical impact paths and results.
There are three QCA methods: crisp-set QCA [30, 31], fuzzy-set QCA (fsQCA)
[33] and multi-value QCA [32]. For example, some researchers have conducted
social movement researches to identify causality factors and results with the QCA
method [34–39].

In this paper, some key decision conditions were difficult to be accurately
quantify; therefore, among the three QCA methods, fuzzy-set QCA (fsQCA) was
closest to the study objective. In an RPA literature review, the existing studies were
all found to be qualitative regarding the basic concept and case study and showed a
lack of generality.

To study RPA-business alignment to address the key factors and
decision-making paths, we used the fsQCA method to analyze existing cases.
Therefore, we fully reviewed the RPA cases and IT-business alignment references,
extracted data and captured all key factors in RPA-business alignment.

RPA is still emerging and is only approximately 3 years old. Companies need
more time to finish deployment. Existing data indicate that Chinese enterprises
began RPA deployment in 2017 [41]; therefore, the number of cases is limited. By
searching Google Scholar from 2015 to the present with the key words “RPA” and
“Robotic Process Automation” with the language set to English or Chinese, we
found a total of 33 cases, referring to 21 enterprises.

Among them, Europe accounted for 78% with 9 enterprises; 1 enterprise in
America accounted for 11%; and 1 Chinese enterprise accounted for 11%, and the
ratio was 7:1:1.
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Therefore, the small-scale sample support characteristics of QCA can be ana-
lyzed through qualitative comparison for RPA-business alignment (Table 1).

RPA, especially in Western Europe, was adopted earlier and lacked labor
arbitrage because of high human costs in this region. Enterprise managers have
aimed to promote efficiency cost savings. Owing to the large number of immigrants
from Mexico and South America, the United States has some room for labor
arbitrage and therefore has been slower than Europe to adopt the RPA requirement.

Because Chinese enterprises are increasingly involved in international compe-
tition, managers are encouraged to seek certain process automation (Table 2).

4 Fuzzy-Set Qualitative Comparative Analysis

4.1 Variable Construction

We used the deductive method for RPA-business alignment research [52], with the
existing literature conclusions regarding key factors for IT-business alignment, such
as environmental changes, decreased profits, external influences, management
changes, information ideas [28] and organizational inertia [29].

Therefore, for factors scores, 6 IT strategy consultants with more than 10 years
experiences scored the casual factors of each target enterprise according to the
Likert scale. The average is the final value of each factor. The value of information
ideas takes the FTE saving ratio after RPA deployment, because perception
transformation is commonly thought to improve operational efficiency.

Table 1 Case distribution

Country Continent Qty. Percent (%) Percent by continent (%)

UK Europe 5 23.81 52.38

Netherlands 1 4.76

Finland 1 4.76

Hungary 1 4.76

Sweden 1 4.76

One European country 1 4.76

Austria 1 4.76

US America 5 23.81 28.57

Canada 1 4.76

Australia Australia 1 4.76 4.76

China Asia 1 4.76 14.29

India 1 4.76

Singapore 1 4.76
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For the result variable, RPA-business assignment, it is the number of RPA
robots, because one of the main phenomena in RPA-business alignment is the
appearance of robot employees (Table 3).

4.2 Data Calibration

fsQCA calculates the membership degree of each factor between 0 and 1. Because
the data for the above variables are all positive, which have different dimension, the
min-max normalization method is suitable for variable dimensionless, and each
factor can be converted into a value from 0 to 1 for future fsQCA analysis. Then, it
is determined whether each factor is necessary or mostly necessary for the outcome
to occur. The expressions are:

Table 2 Cases source of RPA adoption

Study object Author or data source

Xchanging Willcocks L P, Lacity M, Craig A 2015 [11]

Royal DSM Lacity M, Willcocks LP, Craig A 2016 [5]

SEB Bank Lacity M, Willcocks LP, Craig A 2017 [18]

OpusCapita Hellström A 2016 [7]

Radiant Law Lacity MC, Willcocks L, 2016 [19]

Telefónica O2 Lacity M, Willcocks LP, Craig A, 2015 [8]

Liberty Source Lacity M, Khan S, Carmel E, 2016 [6]

European Energy Lacity M, Willcocks LP, Craig A 2015 [21]

Vodafone Salvatore R. 2016 [38]

Ascension Health A.J. Hanna 2016 [39]

BNY Mellon BNY Mellon 2017 [40]

SINOCHEM SINOCHEM 2017 [41]

Davies Turner Gould R 2018 [42]

MUFG Union Bank KOFAX 2017 [43]

Leeds Building Society Sumner S 2017 [44]

Coveris Holdings Sarl Auxis website 2016 [45]

Wipro Tarafdar M, Beath C. [46]

Circle K Accenture 2017 [47]

Raiffeisen Bank Makarchenko M, Nerkararian S, Shmeleva IA 2016 [48]

ANZ Bank Paul Smith 2015 [49]

DBS Bank DBS Website 2016 [50]
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ConsistencyðXi � YiÞ ¼
X

minðXi; YiÞ½ �=
X

Xi ð1Þ

CovergeðXi � YiÞ ¼
X

minðXi; YiÞ½ �=
X

Yi ð2Þ

According to fsQCA good practice recommendations for the necessary condi-
tions, the consist score threshold should be above 0.9. For the necessary calculation,
the fsQCA 2.5 software can be used [30, 31]. As shown in the table below, all
consist scores are less than <0.9 (0.9 is the best threshold value), except that of
environmental changes (ENVSHI) (0.9534 > 0.9). Therefore, the factor ENVSHI is
a key and necessary decision-making factor for RPA-business alignment (Table 4).

Table 3 Variable construction

Items Abbr. Description Remark

Variables Environmental
changes

ENVSHI Environment or business
strategy change

Qualitative
variable

Decreased
profits

LOWPER Revenue decline Qualitative
variable

External
influences

INFOUT Outsider impact Qualitative
variable

Management
changes

NWLDER Leadership change Qualitative
variable

Information
ideas

PERTRA Internal digital perception Quantitative
variable

Organizational
inertia

ORGINE Organization barrier Qualitative
variable

RPA-business
alignment

RBALIG IT-business alignment
maturity

Quantitative
variable

Table 4 Necessary analysis Conditions Consistency Coverage

ENVSHI 0.9534 0.4902

*ENVSHI 0.3947 0.4579

LOWPER 0.7178 0.5042

*LOWPER 0.6971 0.5040

INFOUT 0.7298 0.5729

*INFOUT 0.6752 0.4405

NWLDER 0.8924 0.4287

*NWLDER 0.3964 0.5468

PERTRA 0.7390 0.4996

*PERTRA 0.6365 0.4795

ORGINE 0.7220 0.5417

*ORGINE 0.5699 0.3867

*means the opposite value of its own value. The result
calculated by fsQCA 2.5 software
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4.3 Sufficient Analysis

After exclusion of the necessary conditions, the remaining factors (decreased
profits, external influences, management changes, information ideas and organi-
zational inertia) were analyzed in different combinations in causal factor analysis
with the Quine–McCluskey algorithm [51], and the factor configuration was suf-
ficient to obtain results.

Thus, the fuzzy truth table generated (where the value of the result is 1, if the
consistency was greater than 0.75; otherwise it is 0). Consequently, the
decision-making paths of RPA-business alignment obtained. Then, according to the
fuzzy truth table, fsQCA 2.5 software was used to calculate the decision path of
possible decision factors of RPA-business alignment. Table 5 is fsQCA calculation
results.

In the fsQCA analysis results above, through case analysis, we found two key
decision-making paths. Because the decision-making paths affect the alignment
process of RPA and business, there is causality between the alignment results’
asymmetry; that is, two decision-making paths can enable internal implementation

Table 5 Configurations for decision-making of RPA-business alignment

Variables Configurations (1) Configurations (2)

LOWPER

INFOUT

NWLDER

PERTRA

ORGINE

Consistency 0.7960 0.8026

Raw coverage 0.3662 0.4711

Unique coverage 0.0682 0.1732

Solution coverage 0.5394

Solution consistency 0.7735

Consistency cutoff 0.75

Frequency cutoff 0.7960
indicates that the reason variable does not appear; indicates that the reason variable, in 

which the large represents the core conditions, represents the non-core conditions; space 
indicates that the reason variable cannot appear.
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of RPA and allow for smooth integration in the business. This result also reveals
that the traditional quantitative regression method is unable to analyze this
cause-and-effect asymmetry, thus briefly verifying the rationality and correctness of
the fsQCA method used in this paper. Then, how can the pros and cons of the two
key decision-making paths combined with multiple factors be evaluated? In addi-
tion, the two decision-making paths should have high practical and theoretical
reference value for enterprise managers seeking to align RPA into enterprise
business.

From the above analysis results, we identified two key decision path combina-
tions of RPA-business alignment. The consistency of the first decision paths
(consistency) is closed to the second (0.7960 < 0.8026), and the overall solution
consistency (solution consistency) is 0.7735. The two paths have strong power to
reach RPA-business alignment in enterprises.

The two key decision-making paths are as follows:

• Decision-Making Path 1:

ENVSHI * ORGINE * LOWPER * INFOUT * NWLDER * PERTRA (Fig. 1).

• Decision-Making Path 2:

ENVSHI * ORGINE * *LOWPER * *INFOUT * NWLDER * *PERTRA
(Fig. 2).

Fig. 1 Decision-making path 1
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5 Evaluation of Decision-Making Path

5.1 Evaluation Principles of Decision Influence Paths

We found that the above two key decision-making paths can both achieve
RPA-business alignment. Thus, all elements in each path must have a linkage
relationship with the results. Similarly, some researchers have studied the coupling
coordination relationship between innovation and business models [53]. Therefore,
we sought to evaluate the relationship between each path and the alignment results
through coupling theory. The evaluation function of decision-making factor
expression is:

ui ¼
Xm
i¼1

kijuij;
Xgn

j¼1

kij ¼ 1; ð3Þ

where i ¼ 1; 2; 3; . . .7; j ¼ 1; 2; 3; . . .7, uij represents the evaluation function of
decision-making factors, and kij represents the weight of each indicator, and m and
n represent the number of specific indicators. In this research, each decision-making
path has six key decision factors and one outcome factor, so m = n = 7.

Fig. 2 Decision-making path 2
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The coupling degree expression is:

Cn ¼ u1; u2; . . .; umð Þ=
Y

ui þ uj
� �n o1=n

ð4Þ

where um represents the comprehensive evaluation function of each key factor. C is
the coupling degree value between [0, 1].

The coupling coordination degree expression is:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
C � T

p
; T ¼

Xm
i¼1

aiui; ði ¼ 1; 2; 3; . . .Þi; ð5Þ

where D is the coupling coordination degree, C is the coupling degree, and T is the
evaluation index of the corresponding factor system. ai is the undetermined coeffi-
cient, because each decision-making patch is determined by six factors, and the
environment change has been demonstrated to be a necessary condition for the result;
therefore, a1 ¼ 0:3; a2 ¼ 0:1; a3 ¼ 0:2; a4 ¼ 0:1; a5 ¼ 0:1; a6 ¼ 0:1; a7 ¼ 0:1.

According to the existing literature, the coupling and coordination degree can be
divided into four intervals according to the value range (Table 6).

5.2 Evaluation Results

First, according to the information entropy method, the weight values of six
decision factors of each critical path and the results of RPA-business alignment
were calculated. The entropy weight method tested the rationality and effectiveness
of the data. The results revealed a value of >0.01 for all entropy weight q, so all
index data can be retained for the next analysis.

Second, according to the formula of coupling coefficient C (and then 3) and the
coupling coordination degree D, formula (4) can be used to calculate each key
decision factor of the path and the results of their comprehensive evaluation function,
and can be used to further calculate the environment changes, decreased profits,
external influences, management changes, information ideas and organizational
inertia coupling between the RPA and business integration correlation between the C
and D coupling coordination degree, thus laying a foundation for further comparative
analysis (Tables 7 and 8).

Table 6 Coupling coordination standard

Classification Low Medium High Max

Interval (0, 0.3] (0.3, 0.5] (0.5, 0.8] (0.8, 1]
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Table 7 Entropy weights of decision-making factor

Decision-Making Path 1: ENVSHI * ORGINE * LOWPER * INFOUT * NWLDER *
PERTRA

RBALIG ORGINE ENVSHI LOWPER INFOUT NWLDER PERTRA

0.2836 0.2044 0.0632 0.0769 0.1458 0.0694 0.1566

Decision-Making Path 2: ENVSHI * ORGINE * *LOWPER * *INFOUT * NWLDER *
*PERTRA

RBALIG ORGINE ENVSHI *LOWPER *INFOUT NWLDER *PERTRA

0.1886 0.136 0.0421 0.1745 0.1679 0.0462 0.2447

All entropy weight values had q[ 0:01, entropy weight elimination test, all retention index

Table 8 Coupling coordination degree for decision-making path

Case Decision-making path 1 Decision-making path 2

Coupling
degree (C)

Coupling
coordination degree
(D)

Coupling
degree (C)

Coupling
coordination degree
(D)

Xchanging 0.04 0.00 0.07 0.00

Royal DSM 0.08 0.09 0.06 0.00

SEB bank. 0.06 0.00 0.08 0.07

OpusCapita 0.03 0.00 0.06 0.00

Radiant Law 0.04 0.00 0.04 0.00

Telefónica O2 0.08 0.09 0.05 0.08

Liberty Source 0.08 0.10 0.05 0.08

European
Energy

0.10 0.11 0.06 0.00

Vodafone
(VSS)

0.09 0.11 0.06 0.09

Ascension
Health

0.07 0.00 0.06 0.00

BNY Mellon 0.04 0.07 0.04 0.06

SINOCHEM 0.12 0.12 0.08 0.10

Davies Turner 0.03 0.05 0.06 0.07

MUFG Union
Bank

0.04 0.00 0.05 0.07

Leeds Building
Society

0.07 0.10 0.06 0.09

Coveris
Holdings Sarl

0.03 0.00 0.04 0.00

Wipro 0.12 0.12 0.09 0.11

Circle K 0.14 0.13 0.10 0.11

Raiffeisen
Bank

0.05 0.07 0.04 0.07

ANZ Bank 0.10 0.10 0.10 0.11

DBS Bank 0.12 0.12 0.09 0.10

Decision-Making for RPA-Business Alignment 751



According to coupling degree C and coupling degree D of the two key decision
paths of RPA and business alignment calculated above, all values are less than 0.3;
that is, all cases are in low coupling correlation degree or primary coupling cor-
relation degree. This result is consistent with RPA’s being only 3 years old; many
enterprises are still in the initial deployment stage or the just completed stage. In
addition, according to comparative analysis of the figure below, the development
trend of the key decision path 2 (orange line) is better than that of path 1 (blue line),
thus again verifying the results of the previous fsQCA; that is, the consistency of
the decision path 2 is due to plan 1. Therefore, for the actual introduction of RPA
into daily business operation, enterprise managers can consider the decision path 2
analysis (Figure 3).

6 Conclusion

Through the above fsQCA analysis and coupling evaluation, two decision-making
paths for RPA-business alignment were found, with an overall solution consistency
of 0.7735. The coverage of 0.5394 is low, because the RPA technology is newly
emerging, and many enterprises have just completed the deployment that verified
by coupling evaluation results.

Decision-Making Path 1: ENVSHI * ORGINE * LOWPER * INFOUT *
NWLDER * PERTRA.

For achieving RPA-business alignment, enterprises should first adjust their
business strategy and maintain foreign business direction by adopting broader
science and technology management views, strengthening the internal efficiency
consciousness to overcome any internal structural rigidity and decreases in per-
formance. Finally, enterprise workers must realize that RPA-business alignment
will ultimately improve the internal efficiency of the enterprise and eventually

Fig. 3 RPA-business alignment coupling coordination
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improve enterprise competitive advantage. In fsQCA, the consistency is 0.7960, the
original coverage is 0.3662, and the case coverage effect is low.

Decision-Making Path 2: ENVSHI * ORGINE * *LOWPER * *INFOUT *
NWLDER * *PERTRA.

For achieving better RPA-business alignment, enterprises should first change
their business strategy and simultaneously improve enterprise efficiency and
maintain the stability of the global business strategy, using broader vision man-
agement to overcome the customer enterprise’s internal lack of vision. Ultimately,
RPA improves the internal efficiency of the enterprise and provides a competitive
advantage. In fsQCA, the consistency and raw coverage are 0.8026 and 0.4711
respectively.

The consistency and case coverage of this decision-making path is closed to the
first path. Moreover, evaluation of the above two decision-making paths through
coupled coordination calculation indicated that the two paths have a low coupling
coordination degree or initial coupling coordination degree. The fsQCA calculation
results indicated that, because RPA technology is new, many enterprises have just
finished deployment. According to the trend line in the coupling coordination, the
two decision-making paths are closely each other. Therefore, for enterprises that
plan to deploy RPA, this paper’s conclusions may provide a reference. Similarly,
two different methods of RPA-business alignment decision-making patch research
indicate the same conclusion in this paper. Our research results also enrich the
RPA-business alignment field.
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A New Performance Testing Scheme
for Blockchain System

Chongxuan Yuan and Jianming Zhu

Abstract The development of blockchain technology is developing rapidly. From
the appearance ofBitcoin, Ethereumandother blockchain systems to theHyperledger
and EOS platforms, the core concerns of the development of these systems is the
performance. Bitcoin, Ethereum and other blockchain systems have been criticized
a lot due to their lower TPS. Subsequent system platforms such as Hyperledger and
EOS have upgraded TPS performance to thousands or even more. In addition, such
a lot of blockchain projects claimed to have thousands to millions of throughput per-
formance. It is difficult for market participants to verify whether the performance of
such a system is in line with what they claimed, which raises concerns about the over-
all security of the blockchain system. At the same time, many projects ignore other
indicators to pursuit only higher TPS performance, and cause the “Only Through-
put” slogan. This paper proposes an application system performance test scheme for
blockchain technology, gives an indicator system for performance testing and veri-
fication, explains the testing principles and methods of these indicators, and designs
the framework and components of the test tools. This scheme can test whether the
performance of the blockchain system meets the actual business needs, verify and
evaluate the system from a technical point of view, then promote the real blockchain
project.

Keywords Blockchain · Performance · Test indicator · System component

1 Introduction

With the development of blockchain technology rapidly, the industry has shifted
from a wait-and-see attitude to an attempt to use blockchains.
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Government and website certificate agencies are good examples to explain, citi-
zens trust government authority so that they trust the purchasing ability of the cur-
rency issued by the government. Although the performance indicators of the system
are well, the information and network security issues are increasingly highlight, the
traditional central structure poses higher risk,mainly in the system andmoral aspects.
Take the website certificate issuing institution as an example, once the central node
is hacked and loses the root authentication key, it will rise system risk. Once the
central organization has issued a certificate for selfish abusing, it will cause moral
hazard, and all participants in this centralized structure will powerless. The risk of
traditional trust structure mode can not be ignored.

Under the above background, the original intention of Haber et al. invented time
stamps and package transactions with hash trees is to solve the system risk of tradi-
tional public trust forms [1], while Satoshi [2] tries using Bitcoin Blockchain to solve
moral hazard due to statutory banknotes issued by the government. The new trust
model provided by blockchain can be applied inmany fields, such as the supply chain
management [3]. Block information is voluntarily provided by each authenticated
participant. Compared to the manufacturer be the only authority node providing sup-
ply chain information, the credibility of overall system using blockchain technology
is higher than traditional models. While such distributed applications systems strug-
gle to outperform the performance of traditional centralized systems, it should be
recognized that losing performance to ensure network security is necessary.

This paper hopes to measure the performance of the overall blockchain system
under the premise of using blockchain technology to ensure information and network
security, and verify that the performance indicators can maintain the good operation
of the whole system when it needs to complete specified services.

2 Related Work

2.1 Contradictions in Blockchain

This section mainly describes the current research status of blockchain performance
testing technology. There are two main contradictions in blockchain system:

• Themain contradiction in blockchain technology is system poor performance. The
poor performance of the blockchain system is mainly manifested in two aspects.
First, the network congestion is slow, mainly focusing on high delay, excessive
redundancy, long communication time, etc. Second, the implementation cost is
high, mainly due to high hardware environment requirements.

• Another contradiction is fake bubble. At present, there are still many speculative
ICO projects claimed to have thousands to even millions of throughputs. There
are three problems—system with insufficient performance, good performance but
no application, only ensuring throughput but other aspects are not guaranteed.
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Every discussion about the scalability of blockchain cannot avoid the topic on
the measurement method of performance indicators. Many scholars have proposed
a scheme to extend the function of blockchain.

The performance test of the blockchain system was originally proposed by the
Ethereum official when the Ethereum platform was released. They made a per-
formance analysis and benchmark on the Ethereum network [4, 5]. Subsequent
related scalability studies for existing blockchains (mainly focus on reinforce Bit-
coin network and improved consensus algorithms) have emerged that have improved
the performance of blockchain networks to some extent. Decker et al. foremost
researched the Bitcoin network test report on how Bitcoin used multi-hop broadcast
to spread transactions and prohibited updating a copy through the network with ana-
lyzing block size, block height, block generation time, etc. [6]. Croman and Decker
et al. also analyzed the Bitcoin network and studied the performance of Bitcoin in
terms of distributed blockchain scalability, including maximum throughput, latency,
block generation time, and cost in per confirmed transaction [7]. In the PoW con-
sensus blockchain, Gervais et al. measured the security and performance of PoW
blockchains, analyzed the interactions between security and performance, captured
some current PoW blockchains and compared how to trade off between security
and performance by setting variables [8]. Kongrath and Dinh designed a mobile
blockchain application whose performance analysis focused on verifying memory
utilization rate of the process on the PoW process by setting up on-chain blocks
containing different numbers of transactions to observe these transactions accord-
ingly, finding that they have different execution time and resource consumption [9].
Gervais and Ghassan et al. introduced a new quantitative framework to analyze the
security and performance impact of various consensus and network parameters in the
PoW blockchain, and objectively compare the trade-off between performance and
security of the blockchain [10]. In addition, Jason and Peter’s main job is to compare
the differences between blockchain-based and non-blockchain-based applications,
focusing on response time, throughput, and network topology and so on overall
performance rather than merely data-reading modules test [11].

However, the performance measurement of the blockchain system lacks a general
testing method for multiple kind of blockchains, so that lacks a general performance
test solution for various blockchains. This paper proposes a general blockchain test
index and its implementation principles and methods.

2.2 Problems and Challenges

Whether to transforman existing network or designing a newblockchain, the research
status of blockchain testing indicates that its scalability needs to be greatly improved.
In addition, what are the problems with the existing improvement measures? Before
eliciting the test architecture, we believe it is necessary to explain the difficulties and
challenges in measuring the performance of blockchain systems.
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The key point: various schemes proposed by scholars and industry have consid-
ered performance and security, but wondering on whether security, scalability and
decentralization be an impossible triangle problem in the blockchain? Performance
is often the most important consideration in terms of scalability. A system called
Monoxide is composed by a 48,000 global nodes. In the test environment composed
of these distributed nodes, the transaction volume on per second and the memory
capacity is 1000 times higher than that of the Bitcoin network [12]. It may explains
some difficulties and challenges on the performance test of blockchain. In the future,
advanced techniques such as improved sharding and asynchronous consensus can be
used to solve the impossible triangle problem. The enlightenment of the Monoxide
environment deployment solution by designing a distributed node test structure like
the open source project Apache Zookeeper solution that providing high-performance
distributed application collaboration services [13].

Typical project: typical improvements in blockchain focus on these three aspects—
scalability, security and decentralization. For the designated business areas, how to
choose between these three aspects is particularly important.

• Stella. InSeptember 2017, theEuropeanCentralBank and theBankof Japan jointly
issued a first phase project report on blockchain testing [14]. In May 2018, the
second phase, a feasibility report on blockchain securities settlement was jointly
issued [15]. The project research only analyzes the theoretical performance, lacks
the plan of the performance verification scheme, and therefore has doubts about
the overall performance and safety of the blockchain system.

• Hyperledger. Hyperledger Fabric provides the infrastructure and code, the official
demonstrates its performance: Fabric achieves end-to-end throughput ofmore than
3,500 transactions per second, as well as other performance parameters provided
to users [16, 17]. Li and Sforzin proposed a performance-improved blockchain
solution based on the Fabric platform, using satellite chain technology running
different consensus protocols in parallel to make the performance meet industry
standards [18].

• Blockbench. The Blockbench project provides a private chain assessment method-
ology that tests private blockchain from both macro and micro indicators which
is the first code tool to evaluate the performance of private chains in testing envi-
ronments [19]. Tuan and Wang et al. provide test methods for TPS indicators in
Blockbench, but only be limited to testing private blockchain.

• Bitcoin and Ethereum status quo. Weber and Gramoli et al. determined the avail-
ability limitations of twomajor blockchain systems, such as Ethereum andBitcoin.
The proposed suspension mechanism technology reduces the availability limit of
the existing blockchain and it tests the effectiveness of the proposed technology
through experiments [20].
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Fig. 1 Design thinking process

3 Performance Test Scheme for Blockchain

In the context of Blockchain as a Service (BaaS), Blockchain Test-as-a-Service
(BTaaS) becomes a viable solution. By launching the BTaaS service [21], the devel-
opment team can quickly help users to verify performance and deploy distributed
blockchain ledgers.

3.1 Design Thinking

This section presents four design ideas for BTaaS general performance testing like
Fig. 1.

• Estimation. Obtain the parameters of the existing blockchain system, including
the number of nodes, net topology, block size, block generation rules, consensus
algorithm, chain code, etc.

• Optimization. Verify and decompose the application layer before deployment,
preserve the necessary applications, change the infrastructure, protocols, and con-
sensus algorithms.

• Configuration. Quickly launch a synchronous test networkwith a specified number
of configurable nodes in a test or production environment.

• Evaluation. Observe the performance of the blockchain system and its distributed
applications in a controlled environment.

3.2 Propose the Test Framework

The core of the above four design ideas is to use the adapter tool to simulate the
real network configuration to generate the test blockchain network, embed the pre-
programmed test cases and network optimization configuration into the test network,
and follow the proposed performance metrics system and its testing principles and
methods. Run the test program and finally get the test conclusion.

• Adapter Frame. According to Fig. 2, this paper proposes an adapter-based
blockchain test framework.
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Fig. 2 Framework

This framework designing provides theoretical support for blockchain testing,
supporting tests of generic blockchain systems: firstly, giving a target blockchain,
secondly adapting the corresponding configuration through this test system, then
generating a simulated test network, and lastly targeting the blockchain based on
pre-programed test cases. In the end, verify the performance indicators are up to
standard.

• System Architecture. As shown in Fig. 3, the architecture of the blockchain test
system is embodied as a target blockchain network, an adaptation layer, an interac-
tion layer, and a testing layer from bottom to top. The respective functions are: the
target blockchain network is the network to be tested; the adaptation layer is used
to integrate the existing blockchain system into the framework; the interaction
layer provides interfaces for data exchange for lower adaptation layer and upper
testing layer; the testing layer contains test cases for multiple blockchain schemes
and supports deploying custom case. Three experiments designed in this paper
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are examples of bank access services, ball games, digital copyrights. Each test
provides a configuration file to define the back-end blockchain network and test
parameters. The experimental results show relevant metrics and give experimental
conclusions.

• Test Metrics. The test metrics provided by the system are shown in Fig. 4. They
consist of four categories: TPS, delay, transaction execution success rate, and
resource occupation. Among them, the delay metric composed of the maximum,
minimum and average delay respectively, and the resource utilization is divided
into three kinds of tests: CPU usage, memory usage, and I/O traffic.

The indicator system includes but not limited to the above metrics can be
integrated into the system. State database monitoring multiple metrics such as
the status data format. These monitoring methods are achieved through resource
monitors in the test engine of the system components, which is based on the general
implementation of Docker container monitoring technology [22].

Fig. 3 System architecture
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Fig. 4 Test metrics
composition

3.3 System Components Design

The main components include adapters, test cases and test engines. The system
component structure diagram is given by the following Fig. 5. The core of the system
needs to achieve three targets: Adapter design, Configuration files implementation
in the test engine, Test case programming method.

The following will comprehensively analyze the implementation principles and
methods of each component of the system including the above three targets.

• System Components Function. The blockchain benchmark performance test sys-
tem includes test cases, a test engine, a blockchain interface module, a resource
monitor, a report generation module, and a blockchain adapter module. The test
case is a pre-written data stream file used by the user; the test engine is a program
carrier that runs the aforementioned data stream file, wherein the blockchain inter-
face module provides a set of compatible interfaces processing upper and lower
layers data, and is responsible for processing the test case data files; the resource
monitor is set in the test engine to monitor the computer resources occupied by
the test engine which based on Docker Container technology; the report genera-
tion module processes data obtained by the resource monitor into a user-friendly
formatted data to generate performance report.

• System Execution Flow. The performance test system execution steps are divided
into three basic phases: preparation, testing, and reporting. In the preparation
phase, the adapter sets configuration files based on the actual target blockchain
system, the main server creates and initializes the internal blockchain test network
according to configuration files, then test engine would deploy the smart contract
(or test cases) and start themonitoring object in theDocker container tomonitor the
resource consumption of the device running blockchain system; During the testing
phase, the main server performs an iterative test process, carries out performance
measures according to the iterative test mode specified in the configuration files,
generates tasks based on predefinedworkloads and assigns them tomultiple clients
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Fig. 5 Blockchain performance test system components structure diagram

(or nodes) for execution, and stores performance statistics returned by clients (or
nodes) for follow-up analysis; During the reporting phase, all statistics for each
test iteration are analyzed and a formatted data report is automatically generated.

These three basic steps involve processing a set of data containing input and
output data files. The detailed program flow is shown in Fig. 6.

The first step is to import predefined use cases. These use cases can ultimately
be represented by a set of data files that can be read by the test engine. In the
second step, the test engine uses several independent configuration files to process
use cases, these configuration files specify the type and name of blockchain to be
tested, the command scripts for starting and stopping, and detailed test methods
(including number of iterations, iteration parameters, rate control). The rate control
is performed by a rate controller that defines a set of interfaces for processing data
on the input data stream at a specified rate, enabling the user to perform tests under
a custom mechanism. In the third step, the test engine activates resource monitors
while executing the test. The resource monitors include an retrieve module and an
analysis module, and the retrieve module acquires resource consumption of the
blockchain system to be tested in the test engine, including CPU usage, memory
usage, and network I/O traffic, etc. The analysis module reads the performance
statistics and calculates the throughput, transaction delay, and transaction success
rate according to the specified data processing procedure. The specified blockchain
adapter module records key metrics when the interface is invoked, such as the
commit time and end time of the created transaction, and then provide these to the
engine. In the fourth step, the report generation module obtains the data results
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Fig. 6 Performance test program execution process

from resource monitors and outputs the data to generate a formatted performance
report.

• Test Engine Configuration File. The core designing of the test engine is to support
reading and executing two kinds of configuration files (base profile and blockchain
profile).

Listing 1 Network configuration parameters

1: "blockchain ": {
2: "type": "fabric",
3: "config": "./ fabric.json"
4: },
5: "command" : {
6: "start": "docker -compose -f up",
7: "end" : "docker -compose -f down ,
8: docker rm .."
9: }

Listing1 is a script of a configuration file can be used in a Fabric blockchain net-
work. The main parameters are the specified blockchain type and detailed parameter
configuration json file, using starting and stopping script commands based onDocker
container technology.
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Listing 2 Test case parameters

1: "test": {
2: "name": "test",
3: "description : "customize",
4: "clients ": {
5: "type": "local",
6: "number": 16
7: },
8: "rounds": [{
9: "label" : "test1",
10: "txNumber" : [10000] ,
11: "rateControl" : [{" type":
12: "fixed -rate", "opts":
13: {"tps" : 2000}}] ,
14: "arguments ": { "test": 1000 },
15: "callback" : "test1.js"
16: }]
17: }

Listing2 is to configure the parameters used to specify a target test case. The
parameters include the use case name, description, number of client nodes and its
type (divided into local and distributed environments).

Listing 3 Resource monitor parameters

1: "monitor ": {
2: "type": [" docker", "process"],
3: "docker ":{
4: "name": ["p0.o1 ",
5: "192.168.1.2:5250/ orderer "]
6: },
7: "process ": [
8: {
9: "command ": "node",
10: "arguments ": "local -client.js",
11: "multiOutput ": "avg"
12: }
13: ],
14: "interval ": 1
15: }

The configuration parameters represented in Listing3 are used to specify the
Docker resource monitors, including defining resource monitors. This example uses
the Fabric as an instance to specify the container name, process information, and
other parameters that are running in the Docker.

• System Deployment Mode. The deployment of blockchain performance testing
systems is divided into sole andmulti-machinemodes. Themulti-machine deploy-
ment idea of test blockchain performance proposed in this paper is reflected in the
distributed deployment structure diagram called Fig. 7. Designing a distributed



768 C. Yuan and J. Zhu

Fig. 7 Multi-machine distributed deployment structure

node test structure is similar to the open source project Apache Zookeeper solution,
which provides collaboration services for high-performance distributed applica-
tions [13].

• Use Case Designing. According to the blockchain performance test plan proposed
in this paper, three test cases of bank business, a ball game and digital copyright
are provided. Due to space limitations, this section only gives the design princi-
ples and methods of bank business test cases. The experimental analysis would
also given later. In the traditional mode, the methods of benchmarking a speci-
fied system mainly with the help of pressure performance testing, the common
content is to make capability verification, performance planning, performance
tuning, pressure loading and drawing performance degradation curve. In the field
of traditional relational database, Djellel et al. proposed a workload technology
with standardized definitions, and used TPC-C to design a relational transaction
database system [23]. Chaitanya et al. provided big data analysis and worked for
database systems that store large-scale data. The workload provides a benchmark
test [24]. In the emerging field of blockchain testing, some companies such as
Huawei and Hyperchain have supported user-defined and rate-controlled concepts
into Hyperledger, using Caliper tool to design benchmark test for Fabric, Iroha
and Sawtooth [25]. Hyperledger deliver performance traffic machine concept is
applied to the blockchain test, using the PTE SDK tool to send requests to one or
more networks and receive responses from one or more networks, so that it can
interact with the Fabric network to obtain status information.

The framework for use case designing in this paper has a similar advanced design
to the traditional benchmarking framework, but its workload and main drivers are
specifically designed for blockchain system. We write a dedicated smart contract
for the blockchain system that needs to be tested as a test case, use the interface to
specify the test flow.

Rate control [25] should include: a fixed rate controller, a fixed rate feedback
controller, a PID rate controller, Composite rate controller, linear rate controller,
recording controller, delay controller. The calculation theory of rate control is not
complicated. Its calculationmethod is expressed as the followingmathematical form:

rate = transsubmit − trans f inish
uni tT est Number

(1)
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Bank business use cases are reflected in the transaction of opening accounts,
deposit and withdrawal, and querying. The core of the use case is the implementation
of the “read and write” program (Js code), the “write” program is used for account
opening, deposit, etc. The “read” program is used for querying information. Listing4
is an example of querying balance. Each use case implementation requires three
functions, all of which return a Promise object: Init Function—The client will call
it at the beginning of each test, by using the given blockchain object context and
user-defined parameters that read from the base configuration file. Run Function—
The transaction should be generated and committed here using system APIs. The
client will call this function repeatedly based on the workload. Each call should only
commit one transaction, and if multiple transactions are committed each time, the
actual workloadmay be different from the configured workload; End Function—will
be called at the end of each round of testing. Implement program cleaning work.

Listing 4 A bank transaction use case instance

1: module.exports.info= "Query balance ";
2: let bc , contx , accounts;
3: module.exports.init = function (
4: blockchain , context , args) {
5: let acc=require (’./ Operations.js ’);
6: bc = blockchain;
7: contx = context;
8: accounts = acc.account_array;
9: return Promise.resolve ();
10: };
11: module.exports.run = function () {
12: let acc_num = accounts[Math.floor(
13: Math.random ()*
14: (accounts.length ))];
15: return bc.queryState(
16: contx , ’bank ’, ’v1 ’, acc_num );
17: };
18: module.exports.end = function () {
19: return Promise.resolve ();
20: }

4 Experiment

The experiment carried out four complete-experiments to eliminate accidental errors.
Each complete experiment consisted of 10 groups of group-tests, totaling 40 groups
of group-tests, including 23 groups of account opening and deposit transactions
and 17 groups of query transactions. Each group-test consisted of 2000 unit tests
that have 80,000 unit-tests in total, each unit-test performs an independent transac-
tion execution, each unit-test separately calculates the delay metric, the maximum,
the minimum and the average delay metric in each group-test statistics, and each
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Fig. 8 The performance curve varying with configuration

group-test respectively calculate memory consumption, CPU usage of rate, I/O traf-
fic, disk read and write and other metrics. The experiment explores two questions:

• Relationship between business performance and hardware configuration. This
paper finds that the system performance under the bank use case is basically
linearly improved when the hardware configuration goes up. As the hardware con-
figuration improves, the system performance will stay at a stable level finally. (By
upgrading other configurations, it can break through 1000 TPS. The Fig. 8 only
represent the relationship betweenmemory configuration and systemperformance,
it shows the curve of system performance from 4G memory to 128G memory:

• Overall performance of blockchain system for a certain business. The overall
system under the bank business use case is maintained the performance at 800–
1000 TPS basically, with 8000 transaction execution success rate on 99.725%
and transaction minimum latency less than 0.01 s. The maximum delay time of
querying is only 2.27 s, the average delay time of 34,000 querying unit tests is
0.0176s, and the transaction success rate is 100%; the maximum delay time for
more complicated transactions such as account opening and deposit are 99 s, the
minimum delay reaches 0.5 second level, and the average delay timemaintained at
35–50s, and there are 220 errors in 46,000 complex transactions occurred. Table1
is a complete experiment in a 128Gmemory environment, the performance results
of the use case blockchain test.

The rate of transaction input adopts the ladder control method. The transaction
rate of account opening and deposit is increased by 50 TPS per time from 50 to 250
TPS. The querying transaction is controlled on 100 TPS in the first group-test, and
the subsequent group-test would no longer limit the rate. The experiment finds
that rate control on complex transaction is no effect due to the complexity and
security of its business logic, it is close to the limit at around 18 TPS. The rate
control of simple transaction such as querying can be controlled. By artificially
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Table 1 Performace test result

Test Name Succ Fail Send
rate (tps)

Max
latency
(s)

Min
latency
(s)

Avg
latency
(s)

Throughput
(tps)

1 open 2000 0 50.0 78.52 0.58 41.63 16.9

2 deposit 2000 0 100.2 95.68 0.66 49.78 17.3

3 deposit 1940 60 150.0 98.38 0.61 50.25 17.9

4 deposit 1980 20 200.1 99.87 0.56 51.45 17.7

5 query 2000 0 249.8 99.91 0.69 50.89 18.4

6 query 2000 0 100.2 0.08 0.01 0.01 100.1

7 query 2000 0 1002.5 0.38 0.01 0.06 995.5

8 query 2000 0 992.6 0.19 0.01 0.03 988.1

9 query 2000 0 999.0 0.23 0.01 0.04 990.6

10 query 2000 0 998.5 0.15 0.01 0.03 993.5

Table 2 Account opening transaction resource occupation

Name Memory
(max) (MB)

Memory
(avg) (MB)

CPU (max)
(%)

CPU (avg)
(%)

Traffic in Traffic out

peer0.org1 60.0 59.4 25.10 2.54 3.4 MB 1.6 MB

peer0.org2 65.1 64.6 25.60 2.66 3.4 MB 1.6 MB

peer0.org2 53.1 53.1 0.01 0.00 303 B 262 B

peer0.org1 52.7 52.7 0.03 0.00 303 B 262 B

orderer 107.3 105.0 50.00 6.67 7.7 MB 16.0 MB

ca.org1 12.3 12.3 0.00 0.00 0 B 0 B

ca.org2 10.3 9.0 0.52 0.01 0 B 0 B

controlling the rate at 100 TPS, the system only processes about 100 querying
transactions per second. Querying transaction with the rate control can observe
that the highest throughput of the blockchain system reaches 995.5 TPS, which
basically meets the business needs. The resource monitors of the Docker container
return the results including memory usage, CPU usage, I/O traffic, etc. Tables2
and 3 are the resource occupancy of each node in two groups of group-test (a group
of account opening transactions and a group of querying transactions).

The resource occupancy of a group of group-test is counted. The simple query-
ing transaction on the nodes does not use I/O traffic but consumes CPU. The more
complex account opening transaction requires other nodes to endorse and reach
a consensus through consensus algorithm so that produce a lot of I/O traffic. In
addition, all nodes occupy a certain amount of memory because they are in active
state.
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Table 3 Querying transaction resource occupation

Name Memory
(max) (MB)

Memory
(avg)

CPU (max)
(%)

CPU
(avg)(%)

Traffic in
(B)

Traffic out
(B)

peer0.org1 62.6 62.6 MB 57.29 57.29 0 0

peer0.org2 68.3 68.3 M 60.24 60.24 0 0

peer0.org2 53.2 53.2 MB 0.00 0.00 0 0

peer0.org1 52.7 52.7 MB 0.00 0.00 0 0

orderer 131.2 131.2 MB 0.00 0.00 0 0

ca.org1 14.5 14.5 MB 0.00 0.00 0 0

ca.org2 10.3 10.3 MB 0.00 0.00 0 0

5 Summary

Blockchain technology is improving, in the areas of ntech, e-commerce, supply chain
management, e-government, they are considering using blockchain to solve security
problems. In order to verify whether the performance of the blockchain system can
meet the business needs and identify the fraudulent blockchain project in the market,
in addition to strengthening supervision, this paper considers that it is especially
important to test and evaluate the blockchain system from the technical aspect.

This paper proposes a new blockchain technology based application system per-
formance test scheme. This scheme uses the adapter to build the target blockchain
network, and builds a set of technically usable measurement systems through a four-
layer basic architecture designing. It includes a set of metrics such as throughput,
transaction delay, success rate, resource occupation, etc. From the specified trans-
action system service, a series of test cases that need to be written can be easily
embedded into this test tool to provide data to the core test engine to analyze and
produce user-friendly test results.

The contribution of this paper is that the proposed scheme is a new general test
method for blockchain network. This paper verifies the effectiveness of this per-
formance test scheme through experiments, and gives reasonable metrics for par-
ticipating in performance testing. The program reflects four design principles: esti-
mation, optimization, configuration, and evaluation. It can test whether the perfor-
mance of the blockchain system meets actual business needs, verify and evaluate the
blockchain system from a technical perspective, and promote valuable blockchain
projects landed.
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An Improved Two-Level Approach
for the Collaborative Freight Delivery
in Urban Areas

Ahmed Karam, Sergey Tsiulin, Kristian Hegner Reinau,
and Amr Eltawil

Abstract Despite the negative consequences on society and environment, urban
freight transport is critical for the prosperity of cities. Decision makers have con-
sidered the horizontal collaboration between carriers as a solution to reduce the total
transportation cost and the related negative impacts. In literature, the collaborative
freight delivery is modelled as a Multi-Depot Vehicle Routing Problem (MDVRP)
that can be solved by being decomposed into two sub-problems, i.e. assignment
problem and a set of vehicle routing problems. The assignment problem allocates
customers to the nearest depots while vehicle routing problem determines the
optimal routes to serve customers assigned to each depot. However, most of existing
approaches did not consider the interrelation between these two sub-problems,
which in turn impairs the solution quality of the overall problem. This paper presents
an improved two-level mathematical modelling approach to evaluate and optimize
the implementation of the collaborative freight distribution in urban areas. Unlike
existing studies, the proposed approach considers the interrelation among the
two-sub problems. A real-life case is used to illustrate the savings obtained from the
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collaborative distribution. In addition, the significance of the proposed approach is
demonstrated by a comparison against a similar approach found in literature.

Keywords City logistics � Carrier collaboration � Multi-vehicle routing problem �
Order sharing � Freight transportation � Sustainability

1 Introduction

In the recent years, economic and industrial growth led to a dramatic increase in the
volumes of transported goods in cities [1]. This in turn resulted in traffic congestion
and environmental pollutions in urban areas [2]. Congestion and environmental
issues appear primarily within city centers in Europe that are sensitive to any extra
vehicular traffic due to infrastructure limitations. In addition, freight in-city trans-
portations are responsible for 25% of overall CO2 emissions and for 30–50% of
other pollutants (Particulates, NOx) [3]. Moreover, such rates are expected to
increase over time due to the continual growth of E-commerce activities and the
world’s population living in cities [4].

In response, many strategies have been proposed in order to increase the effi-
ciency of freight distribution and reduce its related environmental and social
impacts, particularly in the context of urban logistics. One of these strategies is the
collaboration between carriers delivering goods in the same urban area. During the
last decade, research on carriers’ collaboration has gained an increasing interest of
professional and scientific communities [5, 6].

This paper considers a collaborative distribution network in which goods (cus-
tomers) of different carriers are pooled and shared between collaborating carriers. In
addition, each carrier has a single depot where its vehicles start delivering goods to
customers and return again to the depot. This situation can be modeled as a variant
of the Capacitated Vehicle Routing Problem (CVRP), namely Multi-Depot Vehicle
Routing Problem (MDVRP) in which more than one depot is to be considered [6].
The MDVRP is a well-known NP-hard problem [7]. To reduce its complexity, the
problem can be decomposed into two sub-problems: firstly, customers must be
assigned to depots (assignment problem); then routing of vehicles can be planned to
serve customers assigned to the same depot (herein, CVRP is solved as many as the
number of depots). Logically, it is more efficient to solve the two sub-problems
holistically as a one problem. However, this holistic approach is not tractable
computationally, especially in the collaborative environment where the size of
problem increases dramatically. It should be noted that due to the interrelation of
these two sub-problems, poor assignment solution leads to routing solutions of
higher total distance [8]. However, most of existing decomposition-based approa-
ches have been developed in a way that the interrelation of the sub-problems is not
adequately considered [9, 10].

The main aim of this paper is to develop a two-level mathematical modelling
approach for decomposing and solving the MDVRP in collaborative environment.
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Compared to similar approaches in literature, the proposed approach considers the
interrelation between the decomposed problems. Thus, this improves the solution
quality of the overall problem as will be illustrated in this paper. In doing so, a new
mathematical modeling approach is developed and validated using real-life data
from a large city in a European country. The remainder of this paper is organized as
follows: Sect. 2 provides a review of relevant studies. Section 3 discusses the
framework of the proposed approach. Numerical experiments are introduced in
Sect. 4. The conclusions and recommendations are in the last section.

2 Literature Review

The literature on collaborative logistics is very rich in several works. Most of
existing works on collaborative logistics have focused on maritime and air transport,
while research on collaborative logistics in road transportation is still rare and recent
[10]. In general, there are two types of collaboration, i.e. vertical and horizontal
collaboration. Vertical collaboration is made by actors in the same supply chain at
different levels, an example can be found in [11] where the authors proposed a
collaboration framework among carriers and the container port. The horizontal
collaboration is made by actors in the supply network, working at the same level
and providing similar services and products, an example can be found in
[12] where a collaboration strategy was developed among adjacent container ports to
reduce their operating costs by sharing container trucks among them. Herein, rele-
vant literature on horizontal collaboration among freight carriers is breifly reviewed,
specifically in the context of urban logistics. For a more boarder and detailed
description of the relevant works, the reader can examine the survey in [13].

Two main types of horizontal collaboration can be distinguished in literature:
order sharing and capacity sharing [13]. Order sharing means that customer orders
from different carriers are pooled and reallocated amongst collaborating partners to
decrease logistics costs and environmental impacts. Capacity sharing is realized by
sharing vehicle capacities in order to reduce empty back hauls and to increase
utilization rate of vehicles. In both types, carriers are motivated to share trucks and
customers in order to enhance their individual turnovers. Similarly, a better service
to customers can be achieved while reducing the environmental impacts of the
transport activities. In spite of these benefits, allocating the savings among the
collaborating partners still represents a major issue in collaborative freight trans-
portation. Therefore, some studies employed methods of game theory to optimize
allocating the joint cost savings between collaborating partners [14].

From modelling point of view, horizontal collaboration between carriers can be
considered as an MDVRP [15]. In literature, several techniques were employed to
solve the MDVRP. Mixed Integer Programming (MIP) models were used as in [16].
Meta-heuristic approaches such as genetic algorithm and a variable neighborhood
search (VNS) algorithm were utilized in [17, 18]. As stated before, some studies
solved the MDVRP through decomposing the overall problem into two
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sub-problems, i.e. assignment problem and routing problem [8–10]. The main
advantage of the decomposition-based approach is reducing the complexity of the
MDVRP and thus, more realistic aspects arising in the urban freight delivery can be
considered. For example, reference [9] proposed a two-level heuristic approaches in
which an MIP model is used to assign customers to depots at the first level while in
the second level, an MIP model is used to find the optimal routes to serve the
customers of each depot.

To sum up, the collaborative freight delivery has gained an increasing interest in
recent literature. The MDVRP has been considered as a tool to perform such
collaborative distributions in context of urban logistics. Even though the MDVRP
has been solved using two-level hieratical approach as in [8–10], but the method of
decomposing the overall problem, resulted in impairing the interrelation between
the decomposed sub-problems. Therefore, this paper presents an improved
two-level approach that could tackle the issues with existing approaches as will be
elaborated in the remaining sections of this paper.

3 The Framework of the Proposed Approach

This section is divided into four parts. In the first part, the collaborative delivery
problem is illustrated while the second part describes the proposed modelling
approach. An illustrative example is introduced in the third part to show the dif-
ference between the proposed approach and a similar approach in literature. Finally,
the solution methodology is illustrated in last part.

3.1 Problem Description

This paper considers a number of carriers that delivers goods in the same urban
region. In addition, these carriers are incentivized to collaborate to reduce
their transportation costs and as a result, reducing the environmental externalities
of their transportation activities. The current work addresses the collaborative
freight distribution through order sharing, meaning that each carrier can exchange
some of its delivery orders with other carriers. This collaborative strategy is
modeled as an MDVRP in which each carrier has at least one depot which serves a
number of customers with a set of vehicles that may not be identical. The locations
of the depot and each customer are known in advance. Each vehicle must start from
a depot and return to the same depot. Each customer is visited one and only one by
a vehicle. The total demands of customers assigned to a vehicle must not exceed its
capacity. It should be noted that collaboration may also require some logistics costs
to transport the exchanged orders between depots of the collaborating carriers.
However, these costs may not be applied or ignored when both carriers serve the
same consolidation center or their depots are very adjacent to each other as con-
sidered in this paper.

778 A. Karam et al.



3.2 The Proposed Approach

To overcome the NP-hardness of the MDVRP, we model it by a two-level math-
ematical modelling approach in which a mathematical model is used in each level.
Figure 1 shows the solution procedures of the proposed approach. As a first step,
data related to depots, customers, vehicles and other constraints are input to the
proposed approach. In the second step, a new binary linear programming model is
used to assign customers to depots. In the third step, the obtained assignment
solution is input to solve the vehicle routing model which is proposed in [9].
Finally, the collaborative solutions for each company can be obtained in the fourth
step. In the following, the two levels of the proposed approach are illustrated.

(1) Assigning customers to depots

A new binary linear programming model is formulated to assign customers to
depots with considering two objectives. The first objective minimizes the total
distance among customers and their assigned depots while the second objective
minimizes the total distance among customers assigned to the same depot.
Mathematical notations are as follows:

Fig. 1 The description of the proposed approach
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• Sets:
A: set of all depots, A = {1,2,…,a}(indexed by i)
B: set of all customers, B = {1,2,…,b}(indexed by j & h)

• Parameters:

cij: Average distance between depot i and customer j.
c1jh: Distance between customer j and customer h: h 6¼ j.
mi: Maximum number of customers that can be assigned to depot i,

Pa
i¼1

mi ¼ b.

TQi: Total capacity of all vehicles at depot i, available to serve assigned
customers.

qi : Demand of customer i.
Ut: Minimum limit of average vehicle utilization, %

• Decision variables:

zij: 1, if depot i serves customer j, 0 otherwise.
yijh: 1, if depot i serves customers j and h: h 6¼ j, 0 otherwise

The model:

f1 : min
Pa
i¼1

Pb
j¼1

cij � zij

f2 : min
Pa
i¼1

Pb
j¼1

Pb
h¼1;h6¼j

c1ij:yijh

Subject toPa
i¼1

zij ¼ 1 8j 2 B ð1Þ

Xb
i¼1

zij �mi 8i 2 A ð2Þ

zij þ zih � 1� yijh 8i 2 A; 8j; h 2 B; j 6¼ h ð3Þ

Xb
j¼1

qi � zij � TQi 8i 2 A ð4Þ
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Xb
j¼1

qi � zij � ut:TQi 8i 2 A ð5Þ

zij; yijh 2 0; 1f g 8i 2 A; j; h 2 B ð6Þ

The first objective f1 aims at minimizing the total distance among depots and
their assigned customer while the second objective f2 minimizes the total distance
among customers assigned to the same depot. Constraint (1) ensures that each
customer is assigned to no more than one depot. Constraint (2) guarantees that the
number of customers assigned to each depot does not exceed its maximum allowed
number. Constraint (3) states that when customer j and h are assigned to the same
depot i, yijh equals to one. Constraint (4) ensures that the total demand of customers
assigned to each depot does not exceed the total capacity of vehicles available at
that depot. Constraint (5) forces average vehicle utilization of each depot to be not
lower than a minimum specified limit. Constraint (6) defines domains for the
decision variables.

(2) Routing of vehicles for each depot

In this level, the optimal routes to visit all customers assigned to each depot, are
determined by using the MIP model introduced in [9]. This model is used to
determine the optimal routes with objective of minimizing the total travelled dis-
tance. The travel time and CO2 emissions are calculated based on the total travelled
distance. The travel time (h) is calculated as a result of dividing average total
distance (km) by travel speed (km/h) while the amount of CO2 emissions (g) is
calculated as a result of multiplying the average factor for the level of carbon
emissions, 160 g/km by total distance (km).

3.3 An Illustrative Example

In this section, an example is provided to demonstrate the benefits of the proposed
approach by a comparison against the approach introduced in [9]. The graphic
illustration of the example is shown in Fig. 2. In this example, there are two depots

Fig. 2 Graphic illustration of
the example
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(carriers) and three customers to be served. To make the comparison simple,
capacity of vehicles and demands of customers are not considered. Suppose also,
that at most two customers can be served by any depot (constraint 2). The distances
between customers and each other as well as depots are also shown in Fig. 2.

Table 1 shows the results of solving the example with the approach in [9] and
our proposed approach. As can be noted, the proposed approach achieves a total
distance of 12 distance unit which is less than the total distance obtained by the
existing approach. The main reason for this improvement is due to the better
assignment of customers to depots produced by the new MIP model of level (1). In
other words, reference [9] assigns customers to depots with considering only
objective f1 while in the proposed approach; both f1 and f2 are considered when
assigning customers to depots. The consideration of the objective f2 results in
improving the solution of the routing problem at the second level.

3.4 Solution Methodology

As stated before, two objective functions are considered when solving the assign-
ment model. From preliminary experiments, it is noted that summing the two
objectives into one objective function may be unsuitable as the value of f2 is often
higher than that of f1, and therefore it is expected that f2 will dominate f1. This
situation might lead to solutions focus only on minimizing f2 at the expense of f1.
So, the two objectives are combined into one non-dimensional fitness function (f3)
with equal weights by using a function transformation method as follows:

f3 ¼ w
f1
f �1

� �
þ 1� wð Þ f2

f �2

� �
ð7Þ

Table 1 Results of solving the example

Results

Assignment results Routing results
(distance)

Total distance

The existing approach [9] Depot (1) Customer 2 6 15

Depot (2) Customer 1
Customer 3

9

Our approach Depot (1) Customer 1
Customer 2

8 12

Depot (2) Customer 3 4
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Where f �1 and f �2 are minimum or approximate minimum values of f1 and f2
respectively while w is the relative weight which we set to 0.5. After assigning
costumers to each depot, the routing model will be used to solve the VRP for each
depot separately, meaning that we solve the routing model as many as the number
of depots.

4 Results and Analysis

In this section, the benefits of collaboration and the significance of the proposed
approach are demonstrated by solving a real-life case. All the experiments are
conducted on a PC with 2.3 GHz processor and 4 GB RAM working under win-
dows 7 operating system. The MIP models are solved using CPLEXTM12.2.

4.1 Description of the Case Study

This case study includes two carriers A and B. For confidentiality reasons, we
cannot mention the names as well as locations of the depots or their customers.
Therefore, all figures of customer locations and routing solutions are converted to
schematic illustration by overlaying Google map with a white background. We
consider 35 customers to be served by each carrier. The average driving speed in
the delivery area is 25 km/h. A schematic illustration of customer locations is
shown in Fig. 3. The case study is solved, assuming that each carrier can serve the
customers with a single vehicle having a sufficient capacity to accommodate its
assigned demands. It should be noted that the proposed approach can solve for
multiple vehicles as well, we only consider a single vehicle in this case study as any

Fig. 3 Schematic illustration of the customer locations
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savings coming from one vehicle translate into similar savings for several vehicles.
The depot–customer and customer-customer distance matrices are determined using
real driving distances using Google Maps™ mapping service. To facilitate
obtaining the distance matrices among customers and depots, we created a custom
function in Google Apps Script and used it in Google spreadsheet. All data of this
case study can be provided upon request to the corresponding author.

4.2 Non-collaborative vs. Collaborative Solutions

In this section, we illustrate the benefits of collaboration in terms of total travelled
distances, travel times and CO2 emissions by solving the case study. In the
non-collaborative scenario, each carrier plans the routing of its vehicles individu-
ally. In order to obtain the non-collaborative solutions, the MIP model of level 2 is
solved for each carrier. In the collaborative scenario, we use the proposed approach,
which firstly assigns the customers to one of the two carriers, and then the routing
problem for each new assignment is solved. mi is set to 35 for all carriers, meaning
that each carrier should keep the same amount of customers before and after col-
laboration. This setting may increase the motivation of carriers to participate in the
collaborative distribution. The solution of the assignment model could be obtained
in 20 minutes with an optimality gap of 5% while the optimal solutions of the
routing model are obtained in few seconds. Figure 4 shows the delivery routes for
each carrier in the non-collaborative and collaborative scenarios. Table 2 shows the
numerical results for both scenarios. It can be noted that in the collaborative sce-
nario, each carrier is reassigned to the customers whose locations are relatively
closer to its depot with respecting all assignment constraints. The new assignments
of customers to each carrier result in reducing the total travelled distance, and as a
result, the travel times as well as amount of CO2 emissions are also reduced. The
improvements in travelled distances for carriers A and B are 22 and 27.5%
respectively. It is worth noting that carrier B has slightly larger improvement in the
total distance as the location of its depot is closer than that of carrier A to the
delivery area.

4.3 Comparison with an Existing Approach

The difference between the proposed approach and a similar approach in literature,
is illustrated in Sect. 3. Herein, the performance of the proposed approach is tested
using the case study. In doing so, the approach proposed in [9] is also applied to the
case study and the obtained results are compared to ours. Table 3 shows the results
of solving the case study by the two approaches. As can be noted from Table 3, our
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Table 2 Results of non-collaborative and collaborative scenarios

Non-collaborative Collaborative

Distance
(Km)

Time
(h)

CO2 emissions
(g)

Distance
(Km)

Time
(h)

CO2 emissions
(g)

Carrier A 40,967 1.64 6554.72 31,961 1.3 5113.76

Carrier B 32,738 1.31 5238.08 23,735 0.95 3797.6

Table 3 Comparison of solutions obtained by our approach and the approach in [9]

Distance (Km)

Carrier A Carrier B Total

An existing approach [9] 35,330 25,890 61,220

Our approach 31,961 23,735 55,700

Improvement (%) 9.54% 8.30% 9.02%

Fig. 4 Schematic illustration of the solutions before collaboration (a) and after collaboration (b)
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approach improves the total travelled distances by 9.02% compared to that obtained
by the approach in [9]. The reasons for this improvement are explained before in
part C of Sect. 3. It is worth noting that this improvement would be much larger in
case of solving large-scale problems where many depots and multiple vehicles are
included.

5 Conclusions and Future Work

This paper investigates the collaborative distribution of freight by solving the
MDVRP in the context of urban transportation. Due to the NP-hardness of the
problem, the proposed approach dealt with it by using an improved two-level
mathematical modelling approach. While similar approaches in literature, consider
minimizing the total distance among customers and depots when solving the
assignment problem, we additionally consider the minimization of the total dis-
tances among customers assigned to the same depot by using a new assignment
model. The new assignment model enables the consideration of the interrelation
between the assignment problem and the vehicle routing problem. This interrelation
was ignored in existing approaches, which in turn impaired, the solution quality of
the overall problem.

The benefits of the proposed collaborative approach were illsutrated through
solving a realistic case. The results showed that the collaborative distribution could
reduce the total travelled distance of each carrier by an average of 24.75% com-
pared to the non-collaborative distribution. Moreover, compared to the solution of
this case by a similar approach found in literature, our approach improved the total
travelled distances by 9.02%.

In this paper, the proposed solution approach depends on solving the mathe-
matical models by using an exact solver. Therefore, solving the mathematical
models by heuristic or Meta-heuristic algorithms, is recommended to be studied in
the future research. In addition, future research may consider more realistic aspects
such as the existence of contracted customers and estimating the CO2 emissions
based on speed as well as loads on the vehicles.
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A Novel Course Recommendation Model
Fusing Content-Based Recommendation
and K-Means Clustering for Wisdom
Education

Penghui Cao and Dan Chang

Abstract It has become a hot issue in digital research on how to recommend
high-quality courses for users in the massive information of the wisdom education
course recommendation platform. Traditional content-based recommendation
algorithms usually have low accuracy. In this paper, we propose a novel recom-
mendation model of fusing content-based recommendation and K-means clustering.
The proposed model mainly contains three parts. Firstly, the users’ data is con-
verted into a high-dimensional space vector by Term frequency–inverse document
frequency. Secondly, the model calculates the similarity between user course
content model and course resources, and recommends the most frequent courses by
clustering similar users. Finally, a comprehensive recommendation list is generated.
The contribution of the proposed algorithm is that the performance of the content
recommendation is improved by using the optimized K-means clustering method.
In addition, the proposed algorithm is verified by online user data of the Chinese
university MOOC platform, and the experimental results show that the recom-
mendation model of fusing content-based recommendation and K-means clustering
has high recommendation accuracy and certain practical value.

Keywords Wisdom education � Content-based recommendation � TF-IDF �
K-means clustering

1 Introduction

In current society, information technology is widely used in various fields, so is the
education industry. The goal of wisdom education, i.e. education informationiza-
tion, is to realize the sharing, collaboration and interaction of educational modes.
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The rapid development of education informationization has brought about
increasing content of course teaching resources and various data forms, which
usually requires a lot of time and effort for users to find useful and targeted
information [1].

Therefore, under the condition of increasing amount of educational resources
and course data, the recommendation system applied in the field of education came
into being and gradually becomes a research hotspot. The frequently used wisdom
education platforms by users provide personalized resource recommendations for
users based on the user’s learning behavior and the characteristics of the course.
The course recommendation system can analyze the user identity information, user
course information, and certificate information, so as to find potential course
resources and recommend some resources for the user. The content-based recom-
mendation, with low dependence on the user’s behavioral operation information,
can solve the sparse matrix problem to a large extent. Users of the course platform
often have their own areas of attention, and therefore the content-based recom-
mendation can provide more appropriate course resources using the main recom-
mendation algorithm.

However, traditional content-based recommendation algorithms have some
limitations: First, the problem of validity. For example, the selection of feature
items and the setting of related parameters will affect the effectiveness of the
system. Secondly, the solely usage of content-based recommendation will make the
system only recommend existing information, whereas it is unable to recommend
courses that users might be interested in. In this paper, a recommendation model is
proposed of fusion content and K-means clustering. Of all the platform courses, the
user’s records and identity information are extracted by feature segmentation and
term frequency–inverse document frequency (TF-IDF), to form a space vector. By
calculating the similarity between the user content model and the course resources,
the recommendation is made; after the similar users are clustered by the K-means
algorithm, the recommended resources of the user are found by using the most
frequent items. The combination of two types of recommendations will form an
end-user recommended course. It takes the advantages of content-based recom-
mendation and K-means clustering algorithm. On the basis of user content infor-
mation, it solves the problem that content-based recommendation algorithm cannot
recommend novel resources and further improves the performance of recommen-
dation system. Finally, the user and course data on the Chinese university MOOC
platform can be used to verify and compare the fusion content and K-means
clustering recommendation model, so as to improve the accuracy and efficiency of
the recommendation.
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2 Literature Review

2.1 Wisdom Education

Wisdom education is an evolved form of teaching and learning in the network
environment. Existing research mainly include the following recommendations:
content-based recommendation, collaborative filtering recommendation, social
network-based recommendation, association rule-based recommendation, and so on
[1]. With the advent of the era of big data, many scholars have studied the rec-
ommendation algorithm based on big data platform. Ding et al. used the fusion
tensor model of “learner-resource” to construct the direct relationship between
learners and resources by using high-order singular values to achieve a match [2].
Luo et al. used the item-based collaborative filtering algorithm with user behavior
data, which achieved recommendation of related course resources to the user and
therefore reduced the course resources existing in the “dark information”, and
improves the sharing effect of the course resources [3]. In order to solve the
problem that the traditional collaborative filtering resource recommendation tech-
nology is ineffective in processing sparse data and consequently cannot accurately
process the high-dimensional attributes of online learning users, Zhang et al. pro-
posed a personalized recommendation system based on DBN in MOOC environ-
ment. This system utilizes DBN for high performance in function approximation,
feature extraction, and prediction classification [4].

Albeit the above recommended strategies all have respective disadvantages, the
recommendation for personalized resources in the field of wisdom education has
been greatly improved to a certain extent. But most of the recommended algorithms
utilized in other fields are not fully applicable to the field of wisdom education,
where learners have a focused field of study, personalized interests, high latitude
learning resources, and diverse data resources. This requires more professional and
more instructive resources to these users by considering their historical learning
content.

2.2 Content-Based Recommendation

Now the frequently-used collaborative filtering recommendation algorithm only
considers user history score data, but does not include the user’s own identity
characteristics and course resource information. However, the content-based rec-
ommendation algorithm can make a more full use of the information, i.e., to rec-
ommend the course with the highest similarity to the course that the user was once
interested in [5]. Applying the content-based algorithm to the field of wisdom
education course resource recommendation can properly utilize the user’s learning
content and therefore identity more professional data to improve the performance of
this algorithm. Nevertheless, this algorithm shows the problem of low accuracy and
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cold start. In order to solve this problem, many research scholars made research. In
the field of e-commerce, Shan applied the k-means clustering algorithm to the
traditional content-based recommendation. First, the products with similar charac-
teristics are put together, and then the products closest to each cluster center to the
target customers are found [6]. In the field of learning resources, Shu et al. proposed
a content-based recommendation algorithm based on Convolutional Neural
Network (CNN). In this algorithm, CNN and split Bregman iterative methods are
used, therefore text information can be directly used for content-based recom-
mendation without mark [7]. Therefore, it is meaningful to improve the traditional
content-based recommendation algorithm.

2.3 K-Means Clustering

The K-means algorithm is a typical unsupervised machine learning method. By
calculating the Euclidean distance to determine the similarity degree, the optimal
classification of the initial cluster center is obtained. This algorithm has the
advantages of high efficiency, easy understanding and implementation, but it also
has some limitations. For example, the reasonable k value in the algorithm is
difficult to be determined, and the randomness of the algorithm initial cluster center
will lead to unstable clustering results. In order to solve these problems, some
scholars studied to improve the K-means algorithm. Tao and others improved the
k-means clustering algorithm through the globalization idea, and got better clus-
tering effect, and improved the stability of the algorithm [8]. In addition, the elbow
point of the traditional elbow method is not clear. Wang et al. used the exponential
function property and weight adjustment to propose an improved method based on
the elbow method—ET-SSE algorithm. This algorithm can determine the k value
more quickly and accurately than the elbow method [9].

In summary, most algorithms in the field of wisdom education course resource
recommendation do not take into full account the detailed characteristics of the
education course category and the characteristics of the learner’s professional field.
Therefore, this paper proposes a recommendation model of fusion content and
K-means clustering. Firstly, based on the user content information, this model uses
TF-IDF to extract the best feature items, which can improve the real-time perfor-
mance of the algorithm and solve the problem of cold start. Then through the
combined K-means clustering algorithm, this model recommends new courses for
users and improves the accuracy of the algorithm.
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3 The Construction of Recommendation Model of Fusion
Content and K-Means Clustering

This paper proposes a fusion model based on user content information, which
combines content and k clustering. Recommendations are made by similarity
alignment and K-means clustering. The specific recommendation framework is
shown in Fig. 1.

Course 
resource 
library

User content 
modelSimilarity calculation

User description 
model

K-means 
clustering

Whether the best K value

top-N1 top-N2

Final recommendation

merger

Y

Replace the K value

User identity information

User's course record

User's certificate record

Course 
Description

Word segmentation

TF-IDF

transfer

Fig. 1 Recommended framework
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3.1 Data Preprocessings

The user’s identity information can determine its strong interest in a certain field.
The higher the frequency of learning certain courses, the higher the user’s interest in
such courses. The user’s obtaining of the course and certificate indicates that the
user has great interest in the course. Therefore, the recommendation model of this
paper uses the user’s identity information, course selection information and the
acquisition certificate record as the original data.

In this paper, the vector space model is used to describe the resource informa-
tion, to remove the content-independent structure of the crawled information.
Considering that the number of words in the resource description and the vector
space dimension of the text are large, this paper extracts the feature items in the
model, which can improve the efficiency of the program and therefore improve the
accuracy of the algorithm.

This article uses the jieba library in Python for word segmentation, including the
domain dictionary of the course and the stop words of the Chinese Academy of
Sciences. TF-IDF is used to calculate the importance of the feature words in the text,
and the first n% feature words are extracted, to ensure the objectivity of the descrip-
tion. The extracted feature words are used as vector components, and the frequency as
component values constitutes a feature vector. The TF-IDF calculation formula is:

TFIDFi dð Þ ¼ tfi dð Þ � lnN
ni

ð1Þ

where tfi dð Þ indicates the number of times a feature word appears in this text, ln N
ni

� �
indicates the number of times the feature word appears in all the text.

• Establish a course resource library D. The feature vectors of each course are
divided into two groups, and the feature words extracted from TF-IDF are taken
as vector components and the occurrence frequency as component values. The
type, course name and school of course information are grouped into a group,
and the weight is a; The description part of course information is a group, and
the weight is b.

• Establish a user identity information vector P0. The identity information words
after word segmentation are taken as vector components and the occurrence
frequency as component value.

• Establish a user course selection information vector P1. Use (course name,
school name) as a unique identifier, corresponding to the course information
resource database, and take out the feature vector of the course, then combine all
the course vectors for each user’s course.

• Establish the user certificate course vector P2. Using the course name to retrieve
the unique identification in the course selection information, corresponding to
the course information resource database, take out the course feature vector.
Each course vector of all the certificate courses for each user is integrated.
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3.2 Recommendation Model of Fusion Content
and K-Means Clustering

(1) Calculation based on content similarity
The idea of content-based recommendation algorithm is to compare the simi-
larity between the courses selected by users and all the courses, to recommend
the best matched items by reasonably utilizing the content of the course
resources. This algorithm was first applied to information retrieval technology,
as it has little dependence on users’ evaluation and comment on the course.
Firstly, it is necessary to extract the user’s course selection and obtain the
content features of the certificate course, to establish the user’s content vector.
The content vector is obtained according to the characteristics of the course
resource content formerly selected by the same user; finally, the similarity
between the user’s content vector and the item to be recommended is compared
to recommend the most similar course resources.

(a) According to the data pre-processing, the user’s course selection vector and
the certificate course vector are obtained. And the user’s content vector is
obtained by combining the course selection vector and the certificate course
vector with a certain weight.

pf ¼ w � p1 þ v � p2 ð2Þ

where p1 is the user’s course information vector, p2 is the user’s acquisition
certificate vector, pf is the user’s comprehensive content vector. By
assigning different weights, the influence of the user course information and
certificate information on the content vector can be adjusted.

(b) The recommendation algorithm calculates the performance evaluation
index under this value for any recommended number by calculating the
similarity between the content vector and the course resource.

(c) Through the similarity calculation, the top-N1 courses with the highest
similarity are recommended to the user, albeit it is very difficult to deter-
mine the N1 value. In this algorithm, the initial value is predetermined and
then adjusted by the accuracy of the test data recommendation.

(2) K-means clustering based on content

(a) A reasonable user description model collects user personal identity infor-
mation to the user content vector. The degree of influence of each infor-
mation can be adjusted by different weights.

pl ¼ x � p0 þ y � pf ð3Þ

where pl indicates the user description vector, p0 indicates the user identity
information vector, and pf indicates the user content vector.
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(b) In the real problem, when the positive and negative samples in different
scenes are offset, the conclusion that the artificially labeled samples are
obtained as the training set after the condition is improved may be inef-
fective. Therefore, the algorithm uses K-means unsupervised learning
method to cluster users, which avoids the impact of artificial labeling.
The main feature of the k-means algorithm is its computational efficiency
and easy understandability, a as well as the wide application in daily life.
However, this algorithm is flawed in selecting the k value, which is gen-
erally judged by the elbow method. The basic idea of the elbow method is
to establish a correspondence between the k value and SSE, and then
determine the optimal k value by observing the inflection point in the
two-dimensional plane rectangular coordinate system. This method is
computationally efficient and simple to understand than other k-value
selection algorithms, albeit it has problems in practical applications: When
applied to a specific data set, there will be an inconspicuous “elbow point”.
The actual value of k is a range [a, b] (a, b are positive integers, and a < b),
so some clustering results will be greatly deviated, which will consequently
affect the final clustering results. Since the choice of k value has ran-
domness and uncertainty, this paper uses the improved k value selection
algorithm ET-SSE to determine the k value, which can eliminate the arti-
ficial influence and therefore make the algorithm more objective.

(c) The data used in this algorithm is the user’s course selection and acquisi-
tion information record. Therefore, the most frequent method is recom-
mended. The course selection records of all users in the current user cluster
are counted, and accordingly the N2 courses with the highest frequency to
this user are recommended.

(3) Fusion recommendation model
Now the frequently used collaborative filtering recommendation algorithm only
considers the user history score data, but does not include the user’s own
characteristics and resource information. To address this problem, this paper
uses content similarity calculation and unsupervised k-means cluster recom-
mendation algorithm. The main steps are as follows:

(a) The similarity calculation is performed by the user course content vector
composed of the user’s course selection and certificate information as well
as the course resource library, while the similarity is represented by the
cosine value of the angle between the vectors. Recommend N1 resources
with the highest similarity to form a top-N1 recommendation.

simu pf ;Dið Þ ¼
Pm

k¼1 pfk � DikffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
K¼1 pf

2
k �Pm

k¼1 D
2
ik

q ð4Þ

where Di indicates course vector in the course resource library, pf
represents user content vector, m represents the dimension of the feature
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vector, Dik expresses the weight of the kth word, pfk represents the weight
of the kth word in the user content vector.

(b) Add user identity information to build user description content vector. The
k-means algorithm clusters users by calculating the Euclidean distance
between the users. The most frequent course will be recommended as a top-
N2 recommendation.

Calculate the Euclidean distance between users u, v

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

plui � pluið Þ
s

ð5Þ

where plu represents the description vector of the user u, plv represents the
description vector of the user v, and n represents the number of components of the
user description vector.

The K-means clustering algorithm flow is as follows:

Input: Databases and number of clusters k;

Output: k clusters.

step:

Choose k objects arbitrarily as the initial cluster center

Repeat. 

Calculate the Euclidean distance between a point and 
each cluster, and select the smallest Euclidean distance into 
the cluster.

Update the average of the clusters based on the 
average of the clusters of the objects in the cluster.

Until no change occurs. 

Average of clusters

Ci ¼ 1
Li

XL1

J¼1
tij1 ;

XL1

J¼1
tij2 ; . . .;

XL1

J¼1
tijk

n o
ð6Þ

where Li represents the number of users of the i-th cluster, and tijk represents the k-th
component of the j user in the i cluster.

Since the choice of k value has randomness and uncertainty, this paper uses the
improved K value selection algorithm ET-SSE to determine the K value. Based on
the total error tempering formula, the exponential function ex is introduced. The
exponential function is very sensitive to the changes in the positive value of the
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exponent x. By amplifying the SSE and adjusting a certain weight, the accuracy of
K can be further improved, which can eliminate any artificial influence and make
the algorithm more objective.

Sum of squared errors SSE calculation formula:

sse ¼
Xk

i¼1
p� cið Þ2 ð7Þ

where k is the number of clusters, p is the sample object in cluster ci, and ci is the
cluster center of the current cluster.

Improved ET-SSE formula:

ET-SSE ¼
Xk

i¼1
e

p�cið Þ
h ð8Þ

where k is the artificially set cluster number, ci is the center of the cluster ci, h is the
weight responsible for adjusting the value, and p is the sample object in the cluster ci.

(c) The top-N1 and top-N2 sequences are combined as the recommended resources
for the fusion recommendation model.

top-N ¼ top-N1 [ top-N2 ð9Þ

(d) In order to make a scientific evaluation of the performance of the top-N rec-
ommendation system, some evaluation indicators are used in the text retrieval
system for evaluation. The main evaluation indicators in the text retrieval
system are:
Precision rate:

Precision ¼ testing\ top-N
N

ð10Þ

Recall rate:

Recall ¼ testing\ top-N
testing

ð11Þ

where testing is the user-selected course, and top-N is the recommended course
resource.

The accuracy P is used to measure the probability that the recommended list
predicts the user’s favorite items; The recall rate R is used to measure the pro-
portion of users’ favorite items in the recommended list. The two indicators are
combined to form a comprehensive index F-measure for evaluation, for balance
consideration. The larger the F value, the stronger the ability of this algorithm to
recommend.
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Comprehensive evaluation index F-measure:

F-measure ¼ 2 � precision � recall
precisionþ recall

ð12Þ

3.3 Model Optimization

The fusion content and K-means the cluster recommendation algorithm proposed in
this paper comprehensively considers the influence of these two categories:
Recommend the corresponding courses according to the similarity with the cur-
riculum resources, and recommend the most frequent courses according to the user
classification. The recommendation mechanism proposed in this paper can
dynamically modify various parameters according to different platforms and
courses, to improve the accuracy of the recommendation model.

Adjustable parameters in this model:

① The feature selection ratio after calculating TF-IDF: n%
② The type and description of course resources constitute the proportion: a:b
③ Select the combination ratio of the course and the certificate: w:v
④ User information and course portfolio ratio: x:y
⑤ Number of clusters K
⑥ Similarity recommendation and cluster recommendation ratio: N1:N2

(a) This paper selects the top 10% of the vocabulary as feature
words; Yang and Pedersen pointed out that using the docu-
ment frequency to reduce the feature space to 10%, the per-
formance of the classification almost has no loss; after
reducing the feature space to the original 1%, the classifica-
tion performance has only suffered a small loss [10, 11].

(b) According to the characteristics of the course of the MOOC
platform and the difficulty in obtaining the certificate,
selecting appropriate weights for course selection informa-
tion, certificate information, and user personal information.

(c) The sum of squared errors SSE for different cluster numbers
K is shown in Fig. 2:

(d) Choose the best N1 and N2 ratio.

Through the improved ET-SSE amplification error squared effect, the best
cluster number is selected: K = 5. The improved error squared ET-SSE for different
cluster numbers K is shown in Fig. 3:
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In this paper, the total recommended resource number is N = 15, and the ratio of
N1 and N2 is tested. The results are shown in Fig. 4.

As can be seen from Fig. 4 when the ratio of N1:N2 is 1:2, the recommendation
system can obtain the best performance, so the ratio of N1:N2 is 1:2 in the sub-
sequent experiments.

Fig. 2 SSE for different cluster numbers K
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Fig. 3 ET-SSE for different cluster numbers K
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4 Model Application

This chapter uses the real user data on the Chinese university MOOC platform to
test the fusion content and K-means clustering recommendation model, and then
compares the performance indexes of each recommendation system.

4.1 Data Description

The data in this paper uses crawler software to crawl user basic information and
resource learning data on the Chinese university MOOC platform. The user set is
the evaluation user of the front-end technology, program design and development,
computer foundation and application, hardware and software system and principle
courses on the platform. The data set has a total of 11,000 selective data and 4200
certificate data. The test user is the user whose study time in the data set is longer
than 10 and the number of courses selected is greater than 10 and less than 20.
Hardware configuration in the experiment: ASUS ZX50JX4720, 2.6 GHZ, 8 GB of
memory.

The format of the captured information is as follows:

(a) Course data is shown in Table 1:
(b) User data

User identity information is shown in Table 2:
The user part selection information is shown in Table 3:
The user part certificate information is shown in Table 4:

0.3
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2:13 5:10 8:7 10:5
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F P R

Fig. 4 Recommended performance for different ratios
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Table 1 Course data

Type Course
name

Description School

Economics Futures
and
options

The volatility of global economic finance
has created a favorable opportunity for the
rapid development of the derivatives
market. In order to achieve their respective
functions of hedging, speculation and
arbitrage, various market entities need
derivatives as a powerful weapon. Our
course will unveil its mystery, bring
derivatives into thousands of households,
help the workplace to compete, enrich your
asset allocation options

Central University
of Finance and
Economics

Table 2 User identity information

Username User info Duration

Eating is worse than learning Student|Nankai University-Finance Department 174:25

Table 3 User part selection information

Username Course name School

Eating is worse
than learning

Futures and options Central University of Finance
and Economics

Eating is worse
than learning

Python web crawler and
information extraction

Beijing Institute of Technology

Eating is worse
than learning

Discrete mathematics University of Electronic Science
and Technology

Eating is worse
than learning

High-level language
programming (Python) CAP

Harbin Institute of Technology

Table 4 User part certificate information

Username Certificate course

Eating is worse than learning Futures and options

Eating is worse than learning Python language programming

Eating is worse than learning Ten lectures on mathematics culture

Eating is worse than learning Behavioral economics
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4.2 Application of Fusion Recommendation Model

The TF-IDF is used to obtain the importance of each word, and then the top 10% of
the vocabulary is taken as the vector component in descending the order of
importance. The number of occurrences of the feature words in the course
description is used as component values. The course resource library consists of
types and text descriptions. Take the “Futures and Options” course run by the
Central University of Finance and Economics as an example: Table 5.

“Eating is worse than learning” user identity information vector P0: Table 6.
“Eating is worse than learning” user course information vector P1: Table 7.
“Eating is worse than learning” user certificate course vector P2: Table 8.
The user’s course and certificate information are integrated into a user content

model by using (2). Next, the calculation of similarity is proceeded by (3) with the
aid of user’s content model and resources in the course resource library. Then, the
best match is recommended. Take the user’s “Eating is better than learning” and
“Futures and Options” courses as an example:

“Eating is worse than learning” user content model pf: Table 9.
The user information model is formed by using the (4) to integrate the identity

information on the basis of the user content model, and then (5) can be used to
calculate the Euclidean distance among users.

cos pf ;Dið Þ ¼ 1 � 1:4þ 0:8 � 0:96þ . . .ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:42 þ . . .ð Þ � 12 þ . . .ð Þp ð13Þ

Take “learning is better than eating” and “shuo nan han” as examples: “Eating is
worse than learning” user content model pl: Table 10.

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1ð Þ2 þ 1� 0ð Þ2 þ 1� 0ð Þ2 þ . . .

q
ð14Þ

The recommended resources include five best matched resources and ten most
frequent courses. The recommended results are shown in Table 11.

“Shuo nanhan” user content model pl: Table 12. The evaluation result of “Eating
is worse than learning” is:

Table 5 “Futures and
options” vector

Component Value Component Value

Economics 1 Literature 0

Transaction 0.8 Risk 0.65

Mathematical 0.5 Philosophy 0

National boutique 1 General elective 0

Computer 0 Foreign language 0
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Table 6 “Eating is worse
than learning” identity vector

Component Value Component Value

Sudent 1 Risk 0

Worker 0 High duration 1

Nankai University 1 Medium duration 0

Financial 1 …… ……

Table 7 “Eating is worse
than learning” course vector

Component Value Component Value

Economics 1 Literature 0

Transaction 0.8 Risk 1

Mathematical 1 Philosophy 0

National boutique 4 General elective 0

Computer 3 Foreign language 0

Table 8 “Eating is worse
than learning” certificate
vector

Component Value Component Value

Economics 2 Literature 0

Transaction 1.2 Risk 0.65

Mathematical 0.8 Philosophy 0

National boutique 4 General elective 0

Computer 2 Foreign language 0

Table 9 “Eating is worse
than learning” content model

Component Value Component Value

Economics 1.4 Literature 0

Transaction 0.96 Risk 0.86

Mathematical 0.92 Philosophy 0

National boutique 4 General elective 0

Computer 2.6 Foreign language 0

Table 10 “Eating is worse
than learning” content model
pl

Component Value Component Value

Student 1 Transaction 0.96

Nankai University 1 Mathematical 0.92

Financial 1 National boutique 4

High duration 1 Computer 2.6

Low duration 0 Risk 0.86

Economics 1.4 …… ……
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P ¼ 10
14

¼ 0:71 ð15Þ

R ¼ 10
16

¼ 0:625 ð16Þ

F ¼ 2 � P � R
PþR

¼ 0:67 ð17Þ

4.3 Results and Analysis

(1) Comparative analysis with the recommended model before optimization

In order to verify that the model optimization has an improvement effect on the
algorithm proposed in this paper, the same data is used to test the pre-optimized and
optimized models, and compare the prediction accuracy P, recall rate R and com-
prehensive index F when different K values are selected.

Table 11 The recommended results

Username Similarity
recommendation

Cluster recommendation

Eating is
worse than
learning

High-level language
programming
(Python) CAP,
High-level language
programming
(Python),
C language
programming,
C language
programming,
C programming
methodology

Python web crawler
and information
extraction,
discrete mathematics,
High-level language
programming
(Python) CAP,
Python language
programming,
Advanced
Mathematics (2)

C language programming
is advanced,
data structure,
Advanced Mathematics
(1),
Zero-based Java
language,
Programming and
Algorithm (1) C language
programming

Table 12 “Shuo Nanhan”
user content model pl

Component Value Component Value

Student 1 Transaction 0

Nankai University 0 Mathematical 0.32

Financial 0 National boutique 6

High duration 0 Computer 4.8

Low duration 1 Risk 0

Economics 0 …… ……
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Figure 5 show the prediction accuracy P of the three values for the three K-value
models.

Figure 6 show the recall rate R of the three values for the three K-value models.
Figure 7 show the comprehensive index F of the three values for the three

K-value models.
It can be seen that when K = 5, P, R, and F are the highest among the three sets

of models. So the performance of the recommendation algorithm can be improved
by model optimization.

It can be seen from the figures that when the number of recommended items is
small, the prediction accuracy is high and the recall rate is low. As the number of
recommendations increases, the prediction accuracy decreases and the recall rate
increases; while the comprehensive index F is firstly increased and then decreased.
When N = 15, the recommendation ability of the optimized model is obviously
improved, and the best performance is obtained. Therefore, the number N of the
best recommended items in the subsequent experiment is 15.

0.4

0.45

0.5

0.55

0.6

0.65

9 12 15 18

RECOMMENDED NUMBER N

K=4 K=5 K=6

Fig. 5 Prediction accuracy of different K values
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0.4

0.45

0.5
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0.6

9 12 15 18

RECOMMENDED NUMBER N

K=4 K=5 K=6

Fig. 6 Recall rate for different K values
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(2) Comparative analysis with traditional recommendation algorithm model

In order to verify the fairness and objectivity of the recommendation experiments,
this paper uses the improved content recommendation model, the traditional rec-
ommendation algorithm and the K-means clustering algorithm to recommend the
same data crawled. The parameters K = 5, N = 15 are selected to compare the
values of P, R and the F. The recommended results are compared as shown in
Fig. 8.

It can be seen from the table that, compared with the traditional content rec-
ommendation algorithm and the K-means clustering algorithm, the recommenda-
tion algorithm proposed in this paper greatly improves the recommendation
performance.

In order to fairly and objectively compare the recommendation efficiency of the
two models, the traditional content-based recommendation model, and the recom-
mendation model proposed in this paper, this paper compares the running time of
the two models. The traditional model takes 473 s, while the model proposed here
takes only 152 s, to calculate by extracting the best feature. It is obvious that the
newly proposed recommendation model is better.

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

0.56

9 12 15 18

RECOMMENDED NUMBER N

K=4 K=5 K=6

Fig. 7 Comprehensive index F for different K values
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49.30%
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Fusion  recommenda on model Content-based recommenda on K-means clustering

Fig. 8 Comparison of recommended accuracy of different models
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5 Conclusions and Prospects

In this paper, we propose a novel recommendation model of fusing content-based
recommendation and K-means clustering. Firstly, the proposed model converts the
user’s course learning content into the user’s course content space vector. Then it,
calculates the similarity between content space vector and course resource library.
Finally, it recommends the best matched course by combing the K-means algo-
rithm. The proposed model improves the computational efficiency and the recom-
mendation accuracy. In addition, the cold start problem of the mainstream algorithm
can be alleviated via combining with user registration information. Finally, the
experiments which use the online data of the Chinese University MOOC platform
show that the proposed algorithm has good performance in terms of accuracy.
Compared with the traditional recommendation methods, the accuracy of the pro-
posed recommendation model increases from 19.74 to 53.91%, and the calculation
time reduces from 473 to 153 s. Therefore, this proposed algorithm has certain
practical values for the recommendation of wisdom education courses.

Although the proposed recommendation model in this paper shows good per-
formance on the real dataset, it is still difficult to select the vector combination
weights. In addition, there is no reasonable weighting method for other similar
platforms. In subsequent studies, we will add more considerations to the setting of
weights, which can make the model more applicable to other wisdom education
platforms.
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Robot Task Allocation Model of Robot
Picking System

Teng Li and Shan Feng

Abstract In the logistics robot picking system, how to assign tasks to each robot
reasonably determines the running time and cost of the whole system. A robust
optimization model for task allocation based on logistics robot picking system is
presented in this paper. In themodel, the task completion time is taken as the objective
function, and the actual walking distance of the robot is used as the uncertainty factor.
With the robust optimization theory, the robust peer-to-peer transformation was
performed on the task allocation model with uncertain parameters. Then, the task
allocation model is solved by the Hungary algorithm. Finally, the effectiveness of the
model is verified by an example simulation. The optimized task completion time is not
sensitive to the uncertainty distance and is relatively stable.

Keywords Logistics picking system � Robot task allocation � Robust optimiza-
tion � Hungary algorithm

1 Introduction

With the development of the Internet economy, the e-commerce industry is paying
more and more attention to efficient logistics systems in order to improve cus-
tomers’ requirements for delivery timeliness in the context of multi-category,
small-volume, and high-frequency orders. The picking time accounts for most of
the entire logistics operation time. Therefore, companies favor the improvement of
picking efficiency. The traditional picking method is manual-oriented. This kind of
“picker-to-rack” picking system is less efficient, so the new “rack-to-picker”
picking system is increasingly favored [1]. The “rack-to-picker” picking system
based on mobile robot represented by Kiva is studied in this paper. The robot task
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allocation means that each task is allocated to the robot in the system for execution,
and the robot transports the rack where the goods are located to the picking station
for picking. That is, the goods are moving, people are not moving. Therefore, how
to allocate tasks to the robot in multi-robot, multi-task, parallel operation system
determines the operating efficiency and cost of the whole system.

In recent years, many scholars have studied the problem of multi-robot
assignment in different application fields. D. H. Lee studied the task allocation of
multi-robot system and proposed a resource-based task allocation algorithm [2].
During the task operation, the robot continuously consumed their resources. The
robot calculated the tasks and accessed them according to their resource levels. The
results showed that the unnecessary time and resource waste of the robot during the
completion of the task has been reduced. Reference [3] proposed a clustering-based
multi-robot task allocation method, which used genetic algorithm and imitation
learning algorithm to solve the problem, the running time has been saved. Su
studied the task allocation problem of multi-robot system, and proposed a dis-
tributed task allocation method. The model was established by using the theory of
combined auction, which proved that this method can obtain reasonable result of
task allocation [4].

Liu studied the dynamic task allocation problem and proposed a task allocation
model based on contract network. It can be seen from the simulation results that the
method can effectively reduce the communication cost of the robot to complete the
task [5]. Cao studied the allocation of robot tasks in dynamic environment. They
used the idea of utility function, an improved ant colony algorithm was proposed to
solve the task allocation problem. It has verified by simulation that this method can
obtain the task allocation result with the best cost [6]. Reference [7] and reference
[8] aimed at load balancing, analyzed the task allocation problem, and realized the
emerging task allocation. J. Guo used the task allocation of multi-objective set as
the research problem, and realized the optimal allocation of the target point set by
using the network graph-based allocation method [9]. Arif expressed the
multi-robot task assignment problem as a generalization of multi-traveler problem
and used Evolutionary Algorithm for optimal task allocation [10]. Li proposed a
utility evaluation algorithm based on adaptive neuro-fuzzy inference system, and
used Q learning to improve the learning efficiency of utility function and improve
the quality of task allocation scheme [11].

2 Problem Description

The problem of “rack-to-picker” picking system ask allocation can be described as
follows: after the system accepts the order, the order is processed in batches
according to certain rules. The system needs to confirm the position of the rack
where the goods are placed in each order, and then assign tasks to robots. During
the robot’s completion of the mission, the robot first moves from the initial position
to the position of the rack, and transports it to the picking station. The picker picks
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the goods on the rack based to the cargo information and places them in the
designated area. When all the picking stations in the system are occupied by other
robots, the robot will wait in line until it is selected. After the picker completes the
picking operation, the robot transports the rack to the original position of the rack
and waits for the allocation of the next task at this position. The system requires that
each robot can only carry one rack at a time, and each rack can only be transported
by one robot at a time.

2.1 Assumptions

(1) At initial moment, all robots in the system are idle.
(2) During the completion of the mission, the power of all the robots in the system

is always greater than 20%.
(3) The initial position of all robots in system is random.
(4) All tasks in the system are distributed in different shelves, and there is no

shortage of goods.
(5) After the robot moves the shelf back, wait for the next task at the shelf position.
(6) Ignore waiting time of the robot at the picking station.
(7) All robots have the same speed and ignore the acceleration and deceleration of

the robot.

2.2 Parameter Definition

(1) R represents the robot set, and m is the number of robots in the system. Ri

represents the i-th robot in the system, where i 2 1;m½ �; T represents a task set,
and n is the number of tasks in the system. Tj represents the j-th task in the
system, where j 2 1; n½ �.

(2) (xi,yi) is the initial position coordinates of the robot Ri; (xj,yj) is the position
coordinates of task Tj.

(3) W represents the collection of road segments that robot Ri completes Tj,
i; jð Þ 2 W .

(4) Dij indicates the nominal value of the distance traveled by the robot Ri to
complete the task Tj; the distance used here is the Manhattan distance, i.e.

Dij ¼ xi � yij j þ j xj � yjj ð1Þ

(5) Vi indicates the walking speed of the robot Ri.
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ð6Þ Xij ¼
1; robot Ri completes task Tj
0; otherwise

(

(7) Z indicates the total time to complete the task.

3 Model of Logistics Robot Task Allocation

3.1 Ideal Robot Task Allocation Model of Picking System

The ultimate goal of the task allocation of the logistics robot picking system is to
spend the least amount of time on the premise of completing the task, so the
objective function obtained is:

minZ ¼
Xm
i¼1

Xn
j¼1

Dij

Vi
Xij ð2Þ

In the logistics robot picking system, one robot is required to be completed at
most, and one task is allowed to be completed by one robot. So, the constraints are
as follows:

Xm
i¼1

Xij ¼ 1; i ¼ 1; 2; 3. . .. . .m

Xn
j¼1

Xij � 1; j ¼ 1; 2; 3. . .. . .n

Xij 2 0; 1½ �; i ¼ 1; 2; 3; . . .m; j ¼ 1; 2; 3; . . .n

3.2 Robot Task Allocation Model of Picking System Affected
by Uncertain Factor

In the process of the robot completing the task, if multiple tasks are concentrated in
a certain area at the same time, the walking path between the multiple robots will be
conflicted. In order to reduce the collision between the robots or reduce the waiting
time of the robot, the scheduling system will schedule the robot to walk other paths
to complete the task. Regardless of whether the robot chooses to wait or change the
path, will affect the completion time of the task, and thus affect the efficiency of the
robot to complete the task. Therefore, the time and path change of the robot are
converted into the increase of the walking distance, and the uncertainty of the
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walking distance caused by the robot in the process of completing the task due to
scheduling, obstacle avoidance, path planning, etc. is considered. It can be seen that
the actual walking distance of the robot to complete the task is not necessarily the
Manhattan distance from which the robot completes the task, so the actual walking
distance of the robot to complete the task is represented by the interval value [12]:

bDij indicates that the robot Ri completes the deviation of the actual walking

distance of task Tj from its nominal value; bDij � 0 indicates the uncertainty distance

that the robot Ri has completed the task Tj; eDij 2 Dij;Dij þ bDij

h i
. Introducing

parameters J, J indicates the set of road segments affected by the uncertainty
distance, introducing parameters C, C 2 0; Jj j½ �, C is used to control the conservative
degree of uncertainty, let C take an integer, When C ¼ 0, regardless of the influence
of distance deviation. At this time, the task allocation model is consistent with (2),
the model is most sensitive to uncertain distances. As the value of C increases, the
robustness increases, and the sensitivity of the model to the uncertainty distance
decreases. When C ¼ Jj j, taking into account the uncertainty distance deviation of
all road segments, the model is least sensitive to the uncertainty distance, and the
obtained task allocation result is the most conservative [13]. Therefore, the robust
optimization model of task allocation:

minZ ¼
Xm
i¼1

Xn
j¼1

Dij

Vi
Xij þ max

J J2W ;C¼ Jj jjf g

Xm
i¼1

Xn
j¼1

bDij

Vi
Xij ð3Þ

s:t:
Xm
i¼1

Xij ¼ 1; i ¼ 1; 2; 3. . .. . .m

Xn
j¼1

Xij � 1; j ¼ 1; 2; 3. . .. . .n

Xij 2 0; 1½ �; i ¼ 1; 2; 3; . . .m; j ¼ 1; 2; 3; . . .n

Equation (3) considers the deviation of the uncertainty distance of the robot
when completing the task, indicating that the task allocation is performed with the
maximum deviation of the uncertainty, so that the robot has the shortest time to
complete the task. The objective function contains the max term and cannot be
solved directly. Therefore, this paper refers to the robust discrete transformation
rule proposed [14], and transforms the objective function in the above model as
follows:

ZIJ ¼ min aþ bf gþC
bDIJ

Vi
ð4Þ
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where

a ¼
XI: I;jð Þ2Wf g

i¼1: i;jð Þ2Wf g

XJ: i;Jð Þ2Wf g

j¼1: i;jð Þ2Wf g

bDij

Vi
Xij

and

b ¼
XI: I;jð Þ2Wf g

i¼1: i;jð Þ2Wf g

XJ: i;Jð Þ2Wf g

j¼1: i;jð Þ2Wf g

bDij � bDIJ

Vi
Xij;

s:t:
Xm
i¼1

Xij ¼ 1; i ¼ 1; 2; 3. . .. . .m

Xn
j¼1

Xij � 1; j ¼ 1; 2; 3. . .. . .n:

Xij 2 0; 1½ �; i ¼ 1; 2; 3; . . .m; j ¼ 1; 2; 3; . . .n:

The time optimal target value:

T ¼ min
I;J2Wð Þ

Zij ð5Þ

s:t:
Xm
i¼1

Xij ¼ 1; i ¼ 1; 2; 3. . .. . .m

Xn
j¼1

Xij � 1; j ¼ 1; 2; 3. . .. . .n

Xij 2 0; 1½ �; i ¼ 1; 2; 3; . . .m; j ¼ 1; 2; 3; . . .n:

3.3 Solving Task Allocation Model Based on Hungarian
Law

The Hungarian law is used to solve the assignment problem. Because the robot task
assignment problem in this paper is consistent with the assignment problem, and a
shelf can only be transported by one robot, one robot can only carry one shelf at the
same time, so the problem is solved by the Hungarian algorithm [15]. Figure 1
shows the specific steps.
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(1) Determine the coordinates of each robot and each task.
(2) Determine whether m and n are equal. If they are equal, construct the

Manhattan distance between each robot and each task as matrix Dij; if m is
greater than n, assume that the virtual task constructs n-order matrix of Dij

(filled with 0); if m less than n, assume that the virtual robot constructs an
m-order matrix of Dij (filled with 0).

(3) In the distance matrix, find the smallest element of each row, and each element
is different from the element.

(4) In the distance matrix, find the smallest element of each column, and each
element of this column is different from the element.

(5) Overwrite all elements 0 in the matrix with a minimum number of lines. If the
number of lines is less than the order of the matrix, find the smallest element
value that is not covered in the matrix, and the value of each element that is
not covered minus the minimum element. The value of each element at the
intersection of the line plus the minimum element value, the values of other
elements are unchanged, constructing a new distance matrix.

(6) Repeat step (5) until the number of lines is equal to the order of the matrix.

Determine the coordinates 
of each robot and each task.

Whether the number of robots 
equal to the number of tasks?

Constructing
distance matrix.

Find the minimum element value for each row or 
column, and subtract the minimum element value 

for all element values for that row or column.

Overwrite all elements 0 in the matrix 
with a minimum number of lines

Take the row or column with the smallest 
number of elements 0, change one of the 

elements 0 to 1, and mark all elements0 of the 
row and column where the element is located.

Whether the number of lines is 
equal to the order of the matrix

Get task assignment results

Yes

Yes

Construct  virtual 
robots or virtual tasks

No

Find the minimum value among the uncovered 
elements, subtract the minimum value for all 
uncovered acids, add the minimum value at 

the intersection of the lines, and the remaining 
elements remain unchanged.

No

Fig. 1 Flow of the Hungarian algorithm for solving the task assignment problem of robots
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(7) Take the line with the least number of elements 0, mark the element 0 of the
line, and mark the element 0 of the same column, repeat the above steps until
the last line.

(8) Take the column with the least number of remaining elements 0, mark the
element 0 of the column, and mark the remaining elements 0 of the same
column, repeat the above steps until the last column.

(9) If m is equal to n, mark the number of m or the number of n elements 0; if m is
greater than n, mark the number of n elements 0; if m is less than n, mark the
number of m elements 0.

(10) Replace the value of the marked element 0 with 1, and replace the other
element values in the matrix with 0, thus forming a matrix of robot task
assignment. The value of 1 means that the robot completes the task, and the
element value is 0 means this robot does not complete this task.

(11) Find the distance corresponding to each robot in the system to complete the
task, and add the distance values to get the shortest distance for each robot in
the system to complete the task.

(12) If m is equal to or greater than n, the task assignment ends; if m is less than n,
continue to allocate the remaining tasks.

(13) Assign the completed task coordinate values to the corresponding robot and
repeat steps (2)–(12) until all tasks in the system are assigned.

4 Simulation of Task Allocation

4.1 Instance Description

The simulation environment is set in a 20 � 20 (m) warehouse, with 10 robots
randomly distributed, and the number of tasks is 30 and 40 respectively. It is agreed
that each task is completed by a single robot, and each robot can only complete one
task at a time. Table 1 is the initial position of the robot specified randomly, and
Table 2 is the shelf position where the task is located.

When the number of tasks is 30, Table 2 is the coordinates of each task.
When the number of tasks is 40, Table 3 is the additional coordinates of each

task.

Table 1 Robot position Robot Ri R1 R2 R3 R4 R5

Position 4,2 16,8 14,10 19,12 2,11

Robot Ri R6 R7 R8 R9 R10

Position 7,19 15,4 18,13 16,3 5,18
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4.2 Analysis of Task Allocation Simulation Results Under
Ideal Conditions

When the number of robots is 10, the number of tasks is 30 and 40 respectively.
The simulation results are as follows:

When the number of tasks is 30, Table 4 is the assignment result of the task.
When the number of tasks is 40, Table 5 is the assignment result of the task.

Table 2 Task position Task Tj T1 T2 T3 T4 T5 T6

Position 10,4 12,6 2,7 5,2 11,18 8,13

Task Tj T7 T8 T9 T10 T11 T12

Position 8,10 4,7 9,2 3,17 4,18 7,6

Task Tj T13 T14 T15 T16 T17 T18

Position 9,11 16,15 14,7 5,15 3,18 18,2

Task Tj T19 T20 T21 T22 T23 T24

Position 14,6 13,3 2,19 12,7 14,14 5,19

Task Tj T25 T26 T27 T28 T29 T30

Position 3,6 7,17 10,2 17,16 8,12 9,4

Table 3 Task position Task Tj T31 T32 T33 T34 T35 T36

Position 20,20 8,14 19,7 15,8 4,17 10,10

Task Tj T37 T38 T39 T40

Position 16,3 11,8 6,11 18,14

Table 4 Task allocation
result

Robot Ri R1 R2 R3 R4 R5

Task Tj T4 T19 T15 T14 T3

Task Tj T9 T2 T22 T6 T8

Task Tj T30 T13 T7 T29 T25

Robot Ri R6 R7 R8 R9 R10

Task Tj T24 T23 T28 T18 T11

Task Tj T21 T20 T5 T27 T17

Task Tj T16 T1 T26 T12 T10

Total distance 115 m

Speed 2 m/s

Total time 57.5 s
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According to the simulation results, as the number of tasks increases, the total
time for the robot to complete the task will also increase, and the task allocation
result will be different each time.

4.3 Analysis of Simulation Results of Task Assignment
Affected by Uncertain Factors

When the number of robots is 10 and the number of tasks is 30, since the distance is

uncertain, the deviation bDij 0� bDij � 0:5Dij

� �
of the nominal value is set to a

randomly generated number, and the nominal value and the deviation constitute a
robust model test example. The uncertainty distance matrix is taken as C ¼ 30 and
C ¼ 80 respectively, to simulate the task allocation problem of logistics robots. The
simulation results are as follows.

Table 5 Task allocation
result

Robot Ri R1 R2 R3 R4 R5

Task Tj T4 T34 T15 T33 T39

Task Tj T9 T38 T22 T19 T7

Task Tj T27 T36 T12 T2 T29

Task Tj T25 T13 T3 T8 T6

Robot Ri R6 R7 R8 R9 R10

Task Tj T26 T23 T40 T37 T11

Task Tj T35 T20 T14 T18 T17

Task Tj T10 T1 T28 T31 T21

Task Tj T16 T30 T32 T5 T24

Total distance 142 m

Speed 2 m/s

Total time 71 s

Table 6 Task allocation
result

Robot Ri R1 R2 R3 R4 R5

Task Tj T4 T19 T15 T14 T3

Task Tj T9 T2 T22 T6 T25

Task Tj T12 T13 T7 T29 T8

Robot Ri R6 R7 R8 R9 R10

Task Tj T3 T26 T23 T28 T18

Task Tj T10 T20 T5 T27 T17

Task Tj T21 T30 T16 T1 T24

Total distance 123.0 m

Speed 2 m/s

Total time 61.5 s
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When the number of tasks is 30 and 30 distances change, Table 6 is the result of
task allocation.

When the number of tasks is 30 and 80 distances change, Table 7 is the result of
task allocation.

When taking C = 1–300, it means that the number of uncertain distances
changes from 1 to 300, Fig. 2 is the simulation result. The abscissa represents C and
the ordinate represents the total time the robot has completed all tasks.

In order to compare with the total time of the robot in the ideal situation to
complete the task, the distance is also randomly changed when the task assignment
result is unchanged. Figure 3 is the comparison of the total time of the robot in both
cases.

Table 7 Task allocation
result

Robot Ri R1 R2 R3 R4 R5

Task Tj T4 T15 T22 T14 T3

Task Tj T9 T19 T2 T5 T25

Task Tj T27 T7 T13 T11 T7

Robot Ri R6 R7 R8 R9 R10

Task Tj T26 T23 T28 T18 T24

Task Tj T16 T1 T6 T20 T30

Task Tj T21 T29 T10 T12 T8

Total distance 155 m

Speed 2 m/s

Total time 77.5 s

Fig. 2 Total time of
completion of tasks affected
by uncertainties
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In Fig. 4, the abscissa represents t, the ordinate is the total time the robot
completes the task, and the dashed line indicates the total time the robot completed
the task in an ideal situation. When the distance changes randomly, the solid line
indicates the total time that the robot completes the task after the robust opti-
mization. It can be seen from the figure that when the distance changes under ideal
conditions, the total time for the robot to complete the task is significantly more
than the total time after the robust optimization and gradually increases. While the
optimized curve is relatively stable and the fluctuation range is small. Figure 4 is a
partial enlargement of Fig. 3. In the first part, the optimized curve is higher than the
curve before optimization because the model is sensitive to the uncertainty distance.
As the value increases, the sensitivity of the model to the uncertainty distance is
reduced. The robustness of the understanding; when C = 300, all the sections will

Fig. 3 Total time for task
completion in both cases

Fig. 4 Partial enlargement of
the total time of task
completion in both cases
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change randomly. At this time, the model is least sensitive to the uncertainty
distance, and the obtained task assignment result makes the total time of completing
the task the most stable.

5 Conclusion

In the “rack to picker” picking system, the key to improve the efficiency of the
operation depends on how to assign tasks, which affects the operating efficiency and
cost of the whole system. This paper considers the scheduling, obstacle avoidance
and path planning of the robot in the process of completing the task. Based on the
uncertain factors of walking distance, a robust optimization model based on
walking distance uncertainty is established. The minimum total time of the robot is
the objective function. The Hungarian algorithm is used to study the model and the
optimization results are analyzed. By comparing the simulation results without
considering the distance variation and the robust optimization, the result of the
robust optimization of the task allocation results in the total time that the robot
completes the task is not sensitive to the uncertainty distance factor. This means that
it is the most conservative in the case of such task assignment results, and the model
is least sensitive to uncertain distances. It improves the picking efficiency of the
system and reduces the operating cost of the whole system. The result has a certain
guiding effect on the task assignment of the robot, and at the same time realizes the
picking sequence of the robot, which provides a reference for the design and
application practice of the picking system.
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E-closed-loop Supply Chain Decision
Model Considering Service Level Input

Ying Yang and Yuan Tian

Abstract This paper studied the decision-making of the E-closed-loop supply
chain (E-CLSC) which is composed of the manufacturer, the retail e-commerce and
consumers. Based on Stackelberg game and Nash game, we proposed centralized
and decentralized decision-making models and considered three market structures
in the decentralized system. First, this paper confirmed that the centralized decision
model can maximize system profit, and in decentralized system, the market oriented
by the manufacture is more beneficial for higher profits achieved for the system and
this is also a market structure that consumer’s favorite. In addition, based on the
profit loss of supply chain members in decentralized decision model, we proposed a
profit coordination mechanism. Second, we find that market leaders always obtain
more profits from recycling and remanufacturing activities, and the highest waste
product recycling rate can be achieved when retail e-commerce acts as a leader.
Finally, based on the comparison of market demand in different market structures,
we find that consumers no longer only pay attention to product prices in the
E-CLSC, but also concerned about service levels, and are willing to pay higher
prices in order to obtain better service.

Keywords E-closed-loop supply chain � Service level � Game � Decision

1 Introduction

As the potential of the e-commerce market continues to expand, more and more
manufacturers are beginning to choose online sales channels, thus forming E-supply
chain (E-SC). Different from traditional offline sales channel, consumers in the
E-SC no longer only pay attention to product prices, but also focus on the service
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level of e-commerce companies. And when the manufacturer recycles waste
products through an e-commerce partner and combines it with the forward sales
process, the E-CLSC are formed. It is widely accepted that closed-loop supply
chain (CLSC) are more complicated than traditional manufacturing and selling
process. on the one hand, the CLSC for remanufacturing, which involves the
movement of products from upstream suppliers to downstream customers and the
flow of used products back to the remanufacturers, combines the forward logistic
with the reverse logistic, on the other hand, there also exist uncertainty of sources of
used products [1, 2].

In short, unlike the traditional supply chain decision-making problem, E-CLSC
members not only need to face the new market demand structure, but also be
affected by the complexity of CLSC. Therefore, the study of E-CLSC
decision-making problems can provide members with decision-making reference,
in order to maximize their own profits or minimize losses when they face different
market structures, and it can also clarify the new market positioning of the E-SC
different from traditional ones and helps E-SC members accurately grasp changes in
market demand.

The current research on the E-CLSC can be divided into two categories. The first
category generally focuses on E-CLSC management. Werbach proposed a joint
model based on the Internet to promote enterprises to focus on adjusting business
strategies [3]. Siddiqui found that when transforming to E-SCs, enterprises should
focus on innovation firstly, and later shift to focus on collaboration [4]. Battini
provided a theoretical basis for the new research direction of CLSC management by
combing literatures on the economics, modeling and management of CLSC [5].

Another group of E-CLSC research mainly focuses on decision-making prob-
lems. Savaskan found that when the manufacturer acts as the leader in CLSC, the
model that retailers are responsible for recovery is optimal [6]. The study by
Giovanni verified this conclusion, too [7]. Wang studied CLSC decision-making
problem by considering government intervention [8]. Miao considered three models
for CLSC with trade-ins and found that the decentralized model can achieve better
environmental performance [9]. Yao only considered the impact of price on product
demand when studying CLSC decision problems [10]. However, the service level
factor is also taken into account when E-SCs decision-making problems are studied.
Wang conducted a study on E-CLSC that consists of a manufacturer and a platform
e-commerce [11]. Kong believed that in order to alleviate the two-channel conflict,
offline retailers should also focus on improving service levels [12].

To sum up, although the existing supply chain research is very rich, service level
factor was rarely considered in previous E-CLSC studies. In general, the contri-
bution of this research is threefold. Firstly, different from the existing research,
considering the fact that E-CLSC decisions are affected by the product price and
service level, a series of decision-making models with different market structures
were established. With the theoretical derivation, the characteristic of E-CLSC was
exhaustively explored and optimal decisions of E-CLSC members were detailed
illustrated. Secondly, indicating the centralized system is most beneficial to the
system and proposing a profit coordination mechanism in the decentralized system.
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Thirdly, the paper confirmed that consumer behavior in the E-SC is different from
traditional one, which was significantly meaningful to market position in the
E-CLSC.

2 The Model and Notations

The E-CLSC is consist of the manufacturer, the retail e-commerce and consumers.
The flow of products in this supply chain is as follows: First, manufacturers sell
products to the retail e-commerce at a wholesale price. Then, new products are sold
to the market by retail e-commerce who also needs to provide transportation,
warehousing and other services. In addition, the retail e-commerce is also
responsible for recycling used products from the market. Finally, these used
products are recycled by manufacturers from the retailer for remanufacturing and
then remanufactured products together with new ones are put on the market. It is
worth noting that the reason why the retail e-commerce is responsible for recycling
is that its distribution and logistics networks are spread throughout the country
generally and recycling activities are easy to implement. The E-CLSC system is
shown in Fig. 1.

The notations and assumptions in this article are defined as follows: In the
forward E-CLSC, manufacturers can both use raw materials and the waste to
produce products, and consistent with the research hypothesis of Savaskan [6],
there is no difference between the new product and the re-product, and they are both
sold at the same price. The unit cost of producing new products is cm, while the unit
cost of producing re-products is cr, c ¼ cm � cr is used to denote the manufac-
turer’s unit cost savings from remanufacturing.

f is the service level provided by retail e-commerce, and k
2 f

2 is the service cost of
the e-commerce, where k is unit cost elasticity coefficient (k > 0). The use of
quadratic functions to represent the cost of decision makers has been widely used in
many economic and management literature [6, 13].

Supposing that the market demand is a linear function of price and service level,
the market demand function is defined as Q ¼ D� apþ pf , D refers to potential
maximum market demand, and a > 0 is the price sensitivity coefficient, and p is the
service level elastic coefficient, the retail price of products is denoted as p. Assuming

Manufacture Retail e-commerce
(Provide service )

Consumer

Forward logistics

Reverse logistics

Fig. 1 The E-CLSC system
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that the recovery amount is only related to the recovery price and is denoted as
Q0 ¼ kp0, where p0 refers to the recycling price of the used product. In addition, the
wholesale price and recovery rate are denoted as w and d ¼ Q0

Q respectively.
Based on the above assumptions and symbol descriptions, following profit

functions can be obtained: The profit function of the manufacturer, retail
e-commerce and supply chain are as follows:

pim ¼ w� cwð Þ Q� Q0ð Þþ w� cr � bð ÞQ0 ð1Þ

pie ¼ p� wð ÞQþ b� p0ð ÞQ0 � k
2
f 2 ð2Þ

pi ¼ p� cmð ÞQþ c� p0ð ÞQ0 � k
2
f 2 ð3Þ

We use m, e to represent the manufacturer and e-commerce, respectively. i ¼
M;E;W are defined to represent the market dominated by manufacturers,
e-commerce companies and no dominance respectively. To ensure the practical
significance of the above problems, there is the definition of ak[ p2,
p0\b\bþ cr\cm\w\p.

3 Centralized Decision Model

In this paper, we only consider a supply chain consisting of one manufacturer and one
e-commerce. In E-CLSC, the decision of each participant is as follows: manufacturers
decide the wholesale price w and the recycling subsidy b, and the retail e-commerce
determines the service level f, the retail price p and the recycling price p0.

In the centralized system, the manufacturer and the retail e-commerce form an
integrated firm, which means that they will make decisions with the goal of max-
imizing system profit and the wholesale price and recycling subsidy are internal
factors. They determine the optimal p, f, p0 to maximize the total value of the
system:

According to the objective (3), we can obtain the optimal p�C; f
�
C ; p

�
C0 as follows:

p�C ¼ KDþ cm ak � p2ð Þ
2ak � p2

ð4Þ

f �C ¼ p D� acmð Þ
2ak � p2

ð5Þ

p�C0 ¼
c
2

ð6Þ
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where subscript “C” denotes the centralized system, and the system profit is cal-

culated as p�C ¼ k D�acmð Þ2
2 2ak�p2ð Þ þ kc2

4 .

4 Decentralized Decision Model

A. Stackelberg Game

(1) Manufacturer oriented

When the manufacturer acts as the Stackelberg leader, it will maximize its profits
in prior, so the decision order is that manufacturers decide wholesale price w and
the recycling subsidy b, and then the retail e-commerce gives the service level f, the
retail price p and the recycling price p0 according to manufacturers’ pricing strat-
egy, because of the assumption of complete information game. Manufacturers take
into account the retail e-commerce’s response when making decisions. As a result,
reverse induction is used in two periods.

In the first period, we calculate the best-response function of the retail
e-commerce for a given pMR

E , pMR
E0 , and f MR

E :

pM0 ¼ b
2

ð7Þ

fM ¼ p D� awð Þ
2ak � p2

ð8Þ

pM ¼ ak � p2ð Þw� kD
2ak � p2

ð9Þ

Then, substituting pMR
M ; pMR

M0 ; f
MR
M into (1), and we can obtain best decisions of the

manufacturer for w and b and deduce the optimal value of pMR
E , pMR

E0 , and f MR
E as

follows:

w�
M ¼ Dþ acm

2a
ð10Þ

b�M ¼ c
2

ð11Þ

p�M0 ¼
c
4

ð12Þ
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f �M ¼ p D� acmð Þ
2 2ak � p2ð Þ ð13Þ

p�M ¼ 2akDþ Dþ acmð Þ p2 � akð Þ
2a 2ak � p2ð Þ ð14Þ

In the second period, by substituting (10) (11) (12) (13) into the objective
function, the optimal values pMR�

Mm ; pMR�
Me ; pMR�

M are calculated, which denotes the
optimal profit of the manufacturer, retail e-commerce and supply chain respectively.
Let QMR�

M denotes optimal market demand, and to ensure that QMR�
M is meaningful,

D[ acm is established. The value of pMR�
Mm ; pMR�

Me and QMR�
M are listed in Table 1.

(2) Retail e-commerce oriented

When the retail e-commerce acts as a leader, the decision order is that the retail
e-commerce decides the service level f, the retail price p and the recycling price p0
firstly, and then the manufacturer decides w and b. The backward induction method
is also used. We suppose that the e-commerce earns r for selling one unit of product
and y for recycling one unit of product, then r ¼ p� w and y ¼ b� p0 are
obtained.

In the first period, we get the best-response function of w and b by bringing
p ¼ rþw and p0 ¼ b� y into (1):

wMR
E ¼ Qþ acm

a
ð15Þ

bE ¼ c� p0 ð16Þ

Then, we substitute wMR
E and bE into (2), and optimal decisions of the retail

e-commerce PMR�
E ; f MR�

E ;PMR�
E0 and the value of wMR�

E , b�E will be obtained as
follows:

p�E0 ¼
c
4

ð17Þ

Table 1 The optimal results of E-CLSC

Manufacturer oriented Retail e-commerce oriented No dominance

Q� ak D�acmð Þ
2 2ak�p2ð Þ

ak D�acmð Þ
4ak�p2ð Þ

ak D�acmð Þ
3ak�p2ð Þ

p�m k D�acmð Þ2
4 2ak�p2ð Þ þ

kc2
8

ak2
D�acmð Þ2

4ak�p2ð Þ2 þ kc2
16

ak2
D�acmð Þ2

3ak�p2ð Þ2 þ kc2
9

p�e k D�acmð Þ2
8 2ak�p2ð Þ þ

kc2
16

k D�acmð Þ2
2 4ak�p2ð Þ þ

kc2
8

k 2ak�p2ð Þ D�acmð Þ2

2 3ak�p2ð Þ2 þ kc2
9
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f �E ¼ p D� acmð Þ
4ak � p2

ð18Þ

p�E ¼ 3kDþ cm ak � p2ð Þ
4ak � p2

ð19Þ

w�
E ¼ kDþ cm 3ak � p2ð Þ

4ak � p2
ð20Þ

b�E ¼ 3c
4

ð21Þ

Similarly, further calculations can get p�Em, p
�
Ee and Q�

E, which are also listed in
Table 1.

B. Nash Game

When there is no dominance, the manufacture and retail e-commerce take
actions simultaneously, so it is easy to obtain the optimal retail price, recycling
price, service level, wholesale price and recycling subsidy:

p�W ¼ 2kDþ cm ak � p2ð Þ
3ak � p2

ð22Þ

p�W0 ¼
c
3

ð23Þ

f �W ¼ p D� acmð Þ
3ak � p2

ð24Þ

w�
W ¼ kDþ cm 2ak � p2ð Þ

3ak � p2
ð25Þ

b�W ¼ 2c
3

ð26Þ

Similarly, we can also obtain p�Wm, p
�
We and Q�

W , which are also listed in Table 1.

5 Comparison and Numerical Stimulation

A. Comparative Analysis of Models

Based on the above analysis of optimal decision-making results, the following
propositions can be drawn:
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Proposition 1. The retail price satisfies: p�E [ p�W [ p�C [ p�M .

Proof. Due to D[ acm; ak[ p2, the inequality group p�W � p�C ¼
k D�acmð Þ ak�p2ð Þ
2ak�p2ð Þ 3ak�p2ð Þ [ 0, p�C � p�M ¼ Dþ 3acmð Þ ak�p2ð Þ

2a 2ak�p2ð Þ [ 0 and p�E � p�W ¼
k ak�p2ð Þ D�acmð Þ
4ak�p2ð Þ 3ak�p2ð Þ [ 0 could be obtained, and the Proposition 1 is established.

Proposition 2. The service level satisfies: f �C [ f �W [ f �M [ f �E .

Proof. For f �W � f �M ¼ p ak�p2ð Þ D�acmð Þ
2 3ak�p2ð Þ 2ak�p2ð Þ [ 0 and f �C � f �W ¼ pak D�acmð Þ

3ak�p2ð Þ 2ak�p2ð Þ [ 0,

f �M � f �E ¼ p3 D�acmð Þ
2 4ak�p2ð Þ 2ak�p2ð Þ [ 0, the Proposition 2 is established.

Proposition 3. The demand satisfies: Q�
C [Q�

W [Q�
M [Q�

E.

Proof. For Q�
W � Q�

M ¼ ak ak�p2ð Þ D�acmð Þ
2 3ak�p2ð Þ 2ak�p2ð Þ [ 0 and Q�

M � Q�
E ¼

akp2 D�acmð Þ
2 4ak�p2ð Þ 2ak�p2ð Þ [ 0, Q�

C � Q�
W ¼ a2k2 D�acmð Þ

3ak�p2ð Þ 2ak�p2ð Þ [ 0 the Proposition 3 is

established.

Proposition 4. The wholesale price satisfies: w�
M [w�

W [w�
E.

The conclusion of above propositions can be summarized as follows. First, in the
decentralized decision system, it is observed from Proposition 1 and 2 results that,
compared with retail e-commerce as a market leader, when the manufacture is
regarded as the leader, not only the retail price is the lowest, but the service level is
also improved. Second, in the centralized decision system, not only the service level
is the highest, but also the price is not high.

Proposition 3 shows that with the combined effect of prices and service levels,
the market for joint decision making is most popular with consumers. In addition,
according to the relationship of p�W [ p�C [ p�M ; f

�
C [ f �W [ f �M and

Q�
C [Q�

W [Q�
M , the conclusion can be observed as that consumers are willing to

pay a higher price for better service. Therefore, different from traditional supply
chains, consumers no longer only care about prices, but also focus on service levels
in the E-CLSC.

Note that from Proposition 1 and 4, although the retailer can obtain the lowest
wholesale price when itself dominates the market, it will not sell products at the
lowest price, but take advantage of dominant strength to formulate a price for
obtaining high profits. Conversely, when it is in a weak position, manufacturers will
take use of dominant strength to increase wholesale prices, but this will not directly
lead to a high retail price, however, retailers choose to sacrifice some of their profits
to sell at low prices to increase sales, which is not only can increase the visibility of
the e-commerce platform in the short term, but in the long run, it can also help to
stabilize the cooperation relationship with manufacturers, thereby improving bar-
gaining power and lowering the wholesale price level.
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Proposition 5. The recycling price and recovery amount satisfy:
p�M0 ¼ p�E0\p�W0\p�C0, Q

�
M0 ¼ Q�

E0\Q�
W0\Q�

C0.

Proposition 6. The recovery rate satisfies: d�E [ d�W [ d�M ¼ d�C.

Proof. For d ¼ Q0
Q , it is easy to prove Proposition 6.

Proposition 7. The recycling subsidy satisfies: b�E [ b�W [ b�M .

From above propositions, we have the following observations. Firstly, note that
from Proposition 5, the recycling price and volume is highest in the centralized
decision system, and in the decentralized one, compared to a market structure
without leadership, the existence of a market leader will lead to the decline in the
recycling price and total recycling volume of waste products, which in turn damage
the profit of consumers. Secondly, Proposition 6 reveals that the highest recovery
rate is achieved when retail e-commerce dominates the market. The reason is that
when the retail e-commerce dominates the market by itself rather than being led by
the manufacturer, it can obtain higher recycling subsidies from manufacturers due
to higher bargaining power. Therefore, the increase in profit margin will stimulate
the recycling enthusiasm of retail e-commerce, thereby a higher recycling rate.

Proposition 8. The profit of the manufacturer satisfies: p�Mm [ p�Wm [ p�Em.

Proof. For p�Mm � p�Wm ¼ a2k3 þ 2ak2p2 þ kp4
4 4ak�p2ð Þ 2ak�p2ð Þ þ kc2

72 [ 0, p�Wm � p�Em ¼
a2k3 þ 7ak�2p2ð Þþ D�acmð Þ2

4ak�p2ð Þ2 3ak�p2ð Þ2 þ 7kc2
144 [ 0, the Proposition 8 is established.

Proposition 9. The profit of the e-commerce satisfies: p�Ee [ p�We [ p�Me.

Proof. For p�We � p�Me ¼
k D�acmð Þ2 7ak�p2ð Þ ak�p2ð Þ

8 3ak�p2ð Þ2 2ak�p2ð Þ2 þ kc2
72 [ 0 and p�Ee � p�We ¼

a2k3 D�acmð Þ2
2 4ak�p2ð Þ 3ak�p2ð Þ2 þ kc2

72 [ 0, the Proposition 9 is established.

Proposition 10. The profit of the supply chain satisfies: p�C [ p�W [ p�M [ p�E.

Proof. For p�M � p�E ¼ kp2 24ak�p2ð Þ D�acmð Þ2
8 4ak�p2ð Þ2 2ak�p2ð Þ [ 0 and p�W � p�M ¼

kp4 þ 6 ak�p2ð Þ D�acmð Þ2
8 2ak�p2ð Þ 3ak�p2ð Þ2 þ 5kc2

144 [ 0, p�C � p�W ¼ a2k3 D�acmð Þ2
2 2ak�p2ð Þ 3ak�p2ð Þ2 [ 0, the

Proposition 10 is established.

It follows from Proposition 8 and 9 that manufacturers and retail e-commerce
can achieve the highest profit when themselves act as market leaders, however, if
they are led by the other party, their profits will be greatly damaged. Observing the
total profit of the supply chain, it can be found that no matter whether the market is
dominated by either one, the overall profit cannot be optimized as the centralized
decision, but the manufacturer oriented is better than the retailer in the decentralized
system.
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B. Numerical Simulation

In order to verify the rationality of above propositions and analyze the man-
agement implications deeply. This section simulates the example of waste product
recycling and remanufacturing of an electronic product enterprise in China, and
parameter settings are as follows D ¼ 100; cm ¼ 100; cr ¼ 5; a ¼ 2; n ¼ 1; p ¼
1; k ¼ 1 The simulation consists of three parts.

The first is to propose a profit coordination mechanism. The second performs
parameter sensitivity analysis, which is to analyze the impact of consumer sensi-
tivity on prices and service levels on decisions, market demand and profits,
respectively. The third is to analyze the influence of manufacturer’s unit cost
savings from remanufacturing on recycling subsidy and market recycling price.

(1) Profit coordination mechanism

First, the results obtained by the example analysis are shown in Table 2. It can
be seen that all the above propositions are verified. Second, through theoretical
analysis and case verification, it can be seen that the decentralized decision-making
system has been unable to achieve the optimal system profit regardless of who leads
it, resulting in the whole system being passive. Therefore, an optimization mech-
anism should be designed to coordinate the profit distribution among supply chain
members in order to achieve multi-party win-win.

Take the manufacturer-oriented market structure as an example to design a profit
coordination mechanism. When the manufacturer acts as the leader, the increased
system profit is:

U ¼ p�C � p�M ¼ k D� acmð Þ2
8 2ak � p2ð Þ þ kc2

16
[ 0 ð27Þ

Allocating profits under the coordination mechanism, assuming that the profit
distributed by the manufacturer accounts for t of U, and the retail e-commerce
accounted for (1 − t), the value of t depends on the strength of both sides during
negotiations.

Base on the profit coordination mechanism, the profit function of the manu-
facturer and retail e-commerce is:

pm tð Þ ¼ p�Mm þ tU ð28Þ

Table 2 Numerical simulation results

Leader p� f � p�0 w� b� Q� d� p�m p�e p�

Manufacturer 40 13 1.25 30 2.5 27 4.7% 536 268 804

Retail
e-commerce

44 11 1.25 21 3.7 23 5.5% 262 460 722

No dominance 42 16 1.33 26 3.3 32 5.2% 514 387 907
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pe tð Þ ¼ p�Me þ 1� tð ÞU ð29Þ

It can be seen that the party with strong bargaining power will always get a large
proportion of the increased system profit, but regardless of any value that t 2 0; 1ð Þ,
both companies can get better returns than decentralized decisions. Therefore, it is
recommended that both parties should actively adopt a joint pricing strategy and
distribute system profit rationally. Therefore, the profit of each member of the
closed-loop supply chain will be increased.

(2) Influence of a, p on equilibrium decisions and profits

As shown by Fig. 2, we can summarize the following conclusions. First of all,
profits of supply members and supply chain are monotonically increasing and
decreasing with the increase of p and a respectively. Secondly, in terms of the
respective profits of manufacturers and retail e-commerce, when the Nash game is
played, the profits obtained by both parties are similar to those of the market
dominated by themselves, but if the market is controlled by the other party, its own
profits will be damaged greatly. Finally, observing the total profit of the supply
chain, when the centralized decision is conducted by supply chain members and the
system profit can be optimal.

Figure 3 shows that optimal wholesale price decision of the manufacturer is
monotonically increasing with the increase of a and decreasing with the increase of
p when the marker is oriented by the retail e-commerce or no dominance, however,
it is independent of p when the manufacture acts as the market leader. Thus, the
wholesale price in the market dominated by manufactures does not depend on the
volatility of service sensitivity coefficient, which means that it is sufficient for the
manufacture to make the optimal wholesale decision only by considering the price
factor.

(3) Influence of c on equilibrium decisions

Note that from Fig. 4, it is observed that recycling subsidy and recycling price
increase with unit remanufacturing cost savings c. In addition, the cost-saving
benefits of remanufacturing will shift with the transfer of rights among supply chain
members. First, when the manufacturer is a leader, retailers and consumers get very
low profits, so the profit left to itself is relatively large. However, when the market
leadership is transferred from the manufacturer to the retailer, b will rise signifi-
cantly, which means that retailers take use of their dominant rights to gain more
profits, but at this time would not damage the consumer’s income. Only when there
is no dominance,p0 will increase, thereby increasing consumer income.
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Fig. 2 Relationship between a, p and profits in E-CLSC
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6 Conclusion

In this paper, we discuss the decision-making of the E-CLSC with recycling and
remanufacturing plans based on the fact that the market demand is influenced by
both product prices and service levels. In the case of real market competition, we
consider centralized system and decentralized system respectively, and three kinds
of market structure that is dominated by manufacturers, e-commerce enterprises and

Fig. 3 Relationship between a, p and equilibrium decisions (w)

Fig. 4 Relationship between c and equilibrium decisions (b, p0)
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has no dominance in the decentralized are considered. Based on the above analysis
and discussion, the conclusion and contribution of this paper can be summarized as:

First, from the perspective of profits of supply chain members and overall supply
chain, this paper confirms that the centralized decision system is optimal, however,
considering that joint decision making is not easy to achieve in reality, this paper
designs a profit coordination mechanism to encourage both parties to make coop-
erative decisions. In addition, in the decentralized system, manufacturer-oriented
market is more conducive to achieving optimal profit of the system, and manu-
facturers also maximize their profits simultaneously. Therefore, under the condition
that the joint decision cannot be realized in reality, manufacturers should strive to
improve their own competitiveness and strive to be market leaders, which is not
only beneficial to themselves, but also to the overall profit of the supply chain.
However, in order to stabilize the cooperative relationship, manufacturers must
make up for the loss of profits of retail e-commerce to a certain extent. On the one
hand, manufacturers can make up for the increase of recycling subsidies for retail
e-commerce, which can also improve the recycling enthusiasm of retail
e-commerce, thereby improving waste recycling rate and environmental perfor-
mance, on the other hand, it can also be stabilized by the revenue cost sharing
contract design to reduce the loss of retailers’ profits.

Secondly, from the view of profit distribution, we find that the cost that man-
ufacturers save from recycling and remanufacturing activities in the E-CLSC will
be translates into the total benefits of manufacturers, retail e-commerce, and con-
sumers. And the dominant party always obtains more profits, but when there is no
dominance in the market, profits will be evenly distributed.

Finally, from the point of consumer preferences, on the one hand, the paper
confirms that consumers are almost equally sensitive to product prices and service
levels, on the other hand, consumers are very keen on a market dominated by
manufacturers, because they will enjoy the lowest product price and better service
level. In addition, the research work is significantly meaningful to the market
orientation and recycling strategy development. In terms of market positioning, we
find that consumers no longer focus solely on the price of products in E-SCs, but
they are willing to pay a higher price for better services, which is an important
instruction for E-SCs members about their decisions. As well as the important
instruction for enterprises (especially manufactures) in recycling strategy
development.

However, our research is restricted and there are three potential future extensions
to improve model. One would be to analyze the competition among multiple
manufacturers. The other potential direction is to consider the uncertainty associ-
ated with the market demand. The third is to study multi-period game.
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Intellectual Structure Detection Using
Heterogeneous Data Clustering Method

Yue Huang

Abstract In recent years, with the widespread of the concept of big data, data
mining has gradually been applied in different disciplines as well as bibliometrics.
Bibliographic data analysis provides a way for researchers to know the intellectual
structure of a specific area. However, most existing methods for bibliographic data
analysis firstly compute the similarity matrix between authors or papers then con-
duct some kind of clustering method on the matrix, and they tend to ignore the
external user-provided information. Enlightened by a newly proposed heteroge-
neous data clustering method, this paper proposed an algorithm called ISDHBD
(Intellectual Structures Detection in Heterogeneous Bibliographic Data) which
discovers intellectual structures from the perspective of heterogeneous networks.
ISDHBD involves three main steps and takes papers from bibliographic data as the
central objects while the other kinds of objects as attribute objects. Lastly, a running
example extracted from CNKI (China National Knowledge Infrastructure) illus-
trated the principles and procedures of ISDHBD.

Keywords Data mining � Bibliographic data analysis � Clustering �
Heterogeneous data � Intellectual structure

1 Introduction

In the era of “Internet+”, big data has become the focus of attention. How to mine
and use these massive information is the significance of scientists studying big data.
Generally speaking, data mining refers to an engineered and systematic process of
mining implicit and previously unknown but potentially useful information and
patterns from large amounts of data. Through data mining, engineers can propose
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new algorithms and models, and medical institutions can develop new antibodies
and drugs. We can say that data mining provides new ideas and methods for all
disciplines as well as for bibliometrics.

Bibliometrics provides a way for researchers to know the intellectual structure or
frontier of a certain area. Intellectual structure [1] is a network of clusters along with
the relations, which is obtained by clustering through the building of a bibliographic
coupling matrix based on the analysis of bibliographies. Each cluster corresponds to
one research subfield (also known as topics). Whereas, the concept of the frontier of
the discipline has been revised and enriched by other scholars since it was intro-
duced by Price in 1965. Price believed that the research frontier was time-varying,
that is, the research frontier changed with time [2]. For the discipline field, the
process of changes in the frontier of research basically represents the development
process of this discipline. There are many concepts related to the research frontier,
such as emerging trends, emerging topics, and research hotspots. The concept of
emerging trends was proposed by A. Kontostathis in 2003, which refers to the
subject areas that have gradually attracted interests of people over time and are
being discussed by more and more researchers [3]. The concept of emerging topics
was proposed in 2002, which refers to a set of emerging subject areas represented
by multiple keywords or phrases in a particular scientific research field. It represents
the most promising research directions or trends in the field of discipline research
[4]. In this paper, we believe that by detecting the intellectual structures of a specific
area with different time periods, we can easily get the research hotspots.

The identification methods of the intellectual structure are roughly divided into
two categories which are qualitative research method and quantitative research
method. The qualitative research method is relatively mature and the quantitative
research method is still developing and improving. The methods for quantitative
bibliographic data analysis fall roughly into three categories, co-citation analysis
[5, 6], coupling analysis [7, 8] and co-words analysis [9, 10]. And there have been
used in various disciplines to help discover intellectual structure, such as infor-
mation science, library science, knowledge management, supply chain management
[11]. However, the conventional methods for bibliographic data analysis usually
involves two steps, i.e., they first calculate the similarity matrix between authors or
papers based on different quantitative bibliographic data analysis methods, then
some kind of clustering method is conducted on this matrix to obtain the intellectual
structure. Hence, we can see that, detecting the intellectual structure of a specific
area is in essence the same as the process of clustering. By further thought, the
bibliographic data is composed of heterogeneous kinds of objects, such as papers,
authors, venues and keywords.

The aim of this paper is to apply heterogeneous data clustering methods directly
to bibliographic data analysis, with a purpose to explore the possibility of using
heterogeneous data clustering methods to detect intellectual structure.
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2 Method

Heterogeneous information networks [12], which consist of multi-typed objects and
links, are ubiquitous in the real world. Clustering on heterogeneous networks directly
is of great importance [13], since it loses less information than heterogeneous-
transformed homogeneous networks clustering.

Currently, most clustering methods for heterogeneous networks cluster objects
based on internal information of the dataset. However, sometimes the object infor-
mation provided by a dataset does not suffice to provide effective information for
clustering in actual scenarios. This is quite similar to the thesaurus construction in
bibliographic data analysis where it is common to combine two synonyms words
before conduct bibliometric methods. Thus, in this paper, we use the newly proposed
algorithm Heterogeneous Data Clustering Considering Multiple User-provided
Constraints (UserHeteClus) [14] which consider the auxiliary external information to
detect intellectual structure. In a star-structured heterogeneous networks, there has to
be a key kind of objects. Apparently, in bibliographic data, the central objects are
papers and all the other kinds of objects are attribute objects. Hence, the followings
are some definitions.

Definition 1: User Constraint on Object Relation in Heterogeneous
Bibliographic Data. For the given heterogeneous bibliographic data of DB = (P,
A), assume that the user-provided constraint is on the objects of paper P = {Pi |
i = 1, 2, …, n} and that the objects of paper eventually cluster as the set of Clus_p
that contains N objects of paper clusters, described as P.Clus = {Clus1, Clus2, …,
ClusN}. Suppose that there are two papers, i.e., Ps and Pt (s 6¼ t). The must-link
constraint and the cannot-link constraint of the user-provided constraint on object
relation can be specifically described as follows:

(1) If Ps and Pt should be in the same cluster, then Must-link (Ps, Pt) = True,
which can be specifically described as Ps 2 Clusi, Pt 2 Clusj, i = j;

(2) If Ps and Pt should not be in the same cluster, then Cannot-link (Ps, Pt) = True,
which can be specifically described as Ps 2 Clusi, Pt 2 Clusj, i 6¼ j.

Similarly, as illustrated in UserHeteClus [14], the must-link constraint and the
cannot-link constraint are both Boolean functions and have the following properties.
That is the must-link constraint and the cannot-link constraint of the user’s two types
of constraints have symmetry. And the must-link constraint and the cannot-link
constraint of the user’s two types of constraints have limited transitivity.

Definition 2: User Constraint on Decisive Attributes in Heterogeneous
Bibliographic Data. For the given heterogeneous bibliographic data of DB = (P,
A), assume that the user-provided constraint is for the objects of paper P = {Pi |
i = 1, 2, …, n}, that there are two papers, i.e., Ps and Pt (s 6¼ t), and that the objects
of paper eventually cluster as the set of Clus_p that contains N central object
clusters, described as P. Clus = {Clus1, Clus2, …, ClusN}. Suppose that there are
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two paper objects, i.e., Ps and Pt (s 6¼ t), and that the cluster attributions of Ps and
Pt are represented by Ps. Clus and Pt. Clus, respectively. Then, a user-provided
constraint on paper attributes can be described as Ps. Akp = Pt. Akp ,Ps. Clus = Pt.
Clus, in which Ak is denoted as the decisive attribute.

Definition 3: User Constraint on Attribute Value Equality in Heterogeneous
Bibliographic Data. For the given heterogeneous bibliographic data of DB = (P,
A), assuming that the user-provided constraint is for the objects of paper P = {Pi |
i = 1, 2, …, n} and that there are two papers, i.e., Ps and Pt (s 6¼ t), the
user-provided constraint on attribute value equality can be described as Akp = Akq

(p 6¼ q).

Definition 4: Similarity between Objects of Papers in terms of the kth Type of
Attribute Object in Heterogeneous Bibliographic Data. For the given hetero-
geneous bibliographic data of DB = (P, A), the calculation formula of the similarity,
Sk (Pi, Pj), between two papers, i.e., Pi and Pj in terms of the kth type of attribute
object is as follows:

Sk Pi;Pj
� � ¼ 2� Pi:Ak:ID\Pj:Ak:ID

�� ��

Pi:Ak:IDj j þ Pj:Ak:ID
�� �� ð1Þ

where Pi. Ak. ID represents the collection of IDs of the kth type of attribute object
correlated to Pi and Pj. Ak. ID represents the collection of IDs of the kth type of
attribute object correlated to Pj.

Definition 5: Similarity between Objects of Paper in Heterogeneous
Bibliographic Data. For the given heterogeneous bibliographic data of DB = (P,
A), the similarity, S (Pi, Pj), between two papers Pi and Pj, is the linear combina-
tions of similarities between the two in terms of the k th type of attribute object,
with the following calculation formula:

S Pi;Pj
� � ¼

Xr

k¼1
wk � Sk Pi;Pj

� � ð2Þ

where wk is called the contribution coefficient, representing the contribution of the
kth type of attribute object to the judgment of whether Pi and Pj are similar and
satisfying: (1)

Pr
k¼1 wk ¼ 1 and (2) wk � 0, wk 2 R, which jointly constitute the

contributing coefficient vector w = (w1, w2, wk, …, wr).

Definition 6: Similarity between Paper Clusters in Heterogeneous
Bibliographic Data. For the given heterogeneous bibliographic data of DB = (P,
A) and paper clusters Clus, the similarity between paper object clusters Cluss and
Clust, S (Cluss, Clust), the average of the similarities between papers contained in
one cluster and those contained in another cluster, has the following formula:
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S Cluss;Clustð Þ ¼
P Clussj j

i¼1

P Clustj j
j¼1 S Pi;Pj

� �

Clussj j � Clustj j ð3Þ

where S (Pi, Pj) represents the similarity between Pi and Pj.

Obviously, the value range of all these similarities is [0, 1], and it is easy to
prove that it meets the three properties of similarity measurement.

Procedures for intellectual structures detection in heterogeneous bibliographic
data (ISDHBD) are depicted as follows:

(1) Entity resolution of all kinds of objects in heterogeneous bibliographic data.
(2) Similarity measurement between papers.
(3) Paper clustering considering user-provided constraint.

3 Experimental Results

In this section, we use a running example to illustrate the principle and procedures
of the proposed method ISDHBD.

3.1 Dataset

In this section, we use an experimental dataset comes from CNKI (http://www.cnki.
net/) to illustrate the principles and main procedures of ISDHBD as shown in
Table 1. It contains 54 objects of four kinds, in which papers account for 8, authors
account for 23, venues account for 8, keywords account for 33. Then, it is con-
structed as a star-structured heterogeneous network. In addition, the user-provided
constraints are: the papers “Improved method of CABOSFV” and “High dimen-
sional sparse data clustering based on sorting idea” belong to Must-link, while the
keywords “CABOSFV algorithm”. “CABOSFV” and “CABOSFV clustering”
actually represent the same meaning.

3.2 Entity Resolution of All Kinds of Objects

Firstly, papers, authors, venues and keywords are detected according to the names
of all kinds of objects, which are shown in Tables 2, 3, 4, and 5.
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Table 1 Bibliographic data for ISDHBD

ID Title Attributes Attribute objects

1 Survey on feature dimension
reduction for high-dimensional
data

Author Hu Jie

Venue Application Research of
Computers

Keywords dimension reduction; machine
learning; feature selection; feature
abstraction; selection criteria

2 Research on methods of
dimensionality reduction in
high-dimensional data

Author Yu Xiaosheng; Zhou Ning

Venue Information Science

Keywords high-dimensional data; dimension
reduction; MDS; Isomap; LLE

3 The method of how to determine
the threshold value of set
dissimilarity in CABOSFV
algorithm

Author Song Yan; Xiao Qian

Venue Ship Science and Technology

Keywords clustering; CABOSFV algorithm;
set dissimilarity; threshold

4 Improved method of CABOSFV Author Yin Jia; Wu Sen; Wang Shacheng

Venue Information Research

Keywords CABOSFV; sparse dissimilarity;
clustering

5 Clustering algorithm based on set
dissimilarity for high dimensional
data of categorical attributes

Author Wu Sen; Wei Guiying; Bai Chen;
Zhang Guiqiong

Venue Journal of University of Science
and Technology Beijing

Keywords clustering; high-dimensional; set;
dissimilarity; data mining

6 High dimensional sparse data
clustering based on sorting idea

Author Zhu Qin; Gao Xuedong; Wu Sen;
Chen Min; Chen Hua

Venue Computer Engineering

Keywords high dimensional sparse data;
CABOSFV clustering; sorting

7 Application of interesting subspace
mining algorithm in
high-dimensional data clustering

Author Yang Yin; Han Zhongming; Yang
Lei

Venue Computer Engineering

Keywords interesting subspace;
high-dimensional data; clustering;
data mining

8 Improvement method of
dimensionality reduction through
mining density information

Author Jia Hongzhe; Yan Deqin; Zhang
Yan

Venue Application Research of
Computers

Keywords manifold learning; dimension
reduction; clustering; diffusion
maps
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Table 2 New ID for papers

Title ID

Survey on feature dimension reduction for high-dimensional data P1

Research on methods of dimensionality reduction in high-dimensional data P2

The method of how to determine the threshold value of set-square-difference in
CABOSFV algorithm

P3

Improved method of CABOSFV P4

Clustering algorithm based on set dissimilarity for high dimensional data of categorical
attributes

P5

High dimensional sparse data clustering based on sorting idea P6

Application of interesting subspace mining algorithm in high-dimensional data clustering P7

Improvement method of dimensionality reduction through mining density information P8

Table 3 New ID for authors Author name ID Author name ID

Hu Jie A1 Zhu Qin A12

Yu Xiaosheng A2 Gao Xuedong A13

Zhou Ning A3 Chen Min A14

Song Yan A4 Chen Hua A15

Xiao Qian A5 Yang Ying A16

Yin Jia A6 Han Zhongming A17

Wu Sen A7 Yang Lei A18

Wang Shacheng A8 Jia Hongzhe A19

Wei Guiying A9 Yan Deqin A20

Bai Chen A10 Zhang Yan A21

Zhang Guiqiong A11 – –

Table 4 New ID for venues Venue name ID

Application Research of Computers V1

Information Science V2

Ship Science and Technology V3

Information Research V4

Journal of University of Science and Technology
Beijing

V5

Computer Engineering V6
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3.3 Similarity Measurement between Papers

Since papers are central objects in heterogeneous bibliographic data, in this section
we compute the similarities between papers.

(1) Papers represented by attribute objects

Firstly, papers are represented by other kinds of objects, namely authors, venues,
and keywords (Table 6).

(2) Update the description of papers based on constraints

According to the user-provided constraints where the keywords “CABOSFV
algorithm”. “CABOSFV” and “CABOSFV clustering” actually represent the same
meaning, we update the papers representation as Table 7.

Table 5 New ID for keywords

Keywords ID Keywords ID

Dimension reduction T1 CABOSFV T14

Machine learning T2 Sparse dissimilarity T15

Feature selection T3 High-dimensional T16

Feature abstraction T4 Set T17

Selection criteria T5 Dissimilarity T18

High-dimensional data T6 Data mining T19

MDS T7 High dimensional sparse data T20

Isomap T8 CABOSFV clustering T21

LLE T9 Sorting T22

Clustering T10 Interesting subspace T23

CABOSFV algorithm T11 Manifold learning T24

Sparse set dissimilarity T12 Diffusion maps T25

Threshold T13 – –

Table 6 Papers represented by attribute objects

ID P_ID A_ID V_ID K_ID

1 P1 A1 V1 T1, T2, T3, T4, T5

2 P2 A2, A3 V2 T6, T1, T7, T8, T9

3 P3 A4, A5 V3 T10, T11, T12, T13

4 P4 A6, A7, A8 V4 T14, T15, T10

5 P5 A7, A9, A10, A11 V5 T10, T16, T17, T18, T19

6 P6 A12, A13, A7, A14, A15 V6 T20, T21, T22

7 P7 A16, A17, A18 V6 T23, T6, T10, T19

8 P8 A19, A20, A21 V1 T24, T1, T10, T25
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Table 7 Updated papers represented by attribute objects

ID P_ID A_ID V_ID K_ID

1 P1 A1 V1 T1, T2, T3, T4, T5

2 P2 A2, A3 V2 T6, T1, T7, T8, T9

3 P3 A4, A5 V3 T10, T11, T12, T13

4 P4 A6, A7, A8 V4 T11, T15, T10

5 P5 A7, A9, A10, A11 V5 T10, T16, T17, T18, T19

6 P6 A12, A13, A7, A14, A15 V6 T20, T11, T22

7 P7 A16, A17, A18 V6 T23, T6, T10, T19

8 P8 A19, A20, A21 V1 T24, T1, T10, T25

Table 8 Similarity between
papers

Ci Cj Sauthor Svenue Skeyword S

P1 P2 0.000 0.000 0.200 0.140

P1 P3 0.000 0.000 0.000 0.000

P1 P4 0.000 0.000 0.000 0.000

P1 P5 0.000 0.000 0.000 0.000

P1 P6 0.000 0.000 0.000 0.000

P1 P7 0.000 0.000 0.000 0.000

P1 P8 0.000 1.000 0.222 0.256

P2 P3 0.000 0.000 0.000 0.000

P2 P4 0.000 0.000 0.000 0.000

P2 P5 0.000 0.000 0.000 0.000

P2 P6 0.000 0.000 0.000 0.000

P2 P7 0.000 0.000 0.222 0.156

P2 P8 0.000 0.000 0.222 0.156

P3 P4 0.000 0.000 0.571 0.400

P3 P5 0.000 0.000 0.222 0.156

P3 P6 0.000 0.000 0.286 0.200

P3 P7 0.000 0.000 0.250 0.175

P3 P8 0.000 0.000 0.250 0.175

P4 P5 0.286 0.000 0.250 0.232

P4 P6 0.250 0.000 0.333 0.283

P4 P7 0.000 0.000 0.286 0.200

P4 P8 0.000 0.000 0.286 0.200

P5 P6 0.222 0.000 0.000 0.044

P5 P7 0.000 0.000 0.444 0.311

P5 P8 0.000 0.000 0.222 0.156

P6 P7 0.000 1.000 0.000 0.100

P6 P8 0.000 0.000 0.000 0.000

P7 P8 0.000 0.000 0.250 0.175
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(3) Calculate S(Pi, Pj) according to (1) and (2).

Repeat calculating to get all similarities (Table 8). Take S (P1, P2) as an
example.

SAuthorðP1;P2Þ ¼ 2� /j j
fA1gj j þ fA2;A3gj j ¼ 0

SVenueðP1;P2Þ ¼ 2� /j j
fV1gj j þ fV2gj j ¼ 0

SKeywordðP1;P2Þ ¼ 2� fT1gj j
fT1; T2; T3; T4; T5gj j þ fT6; T1; T7; T8;T9gj j ¼

2
10

If w = (wAuthor, wVenue, wKeyword) = (0.2, 0.1, 0.7), then

SðP1;P2Þ ¼ wAuthor � SAuthorðP1;P2ÞþwVenue � SVenueðP1;P2ÞþwKeyword

� SKeywordðP1;P2Þ ¼ 0:2� 0þ 0:1� 0þ 0:7� 2=10 ¼ 0:140

3.4 Paper Clustering Considering User-provided Constraint

(1) Sort the similarity between papers.

As shown in Table 9, the similarity evaluation between papers is 0.125, thus the
threshold could be 0.130.

Table 9 Descended order of
similarity between papers

Pi Pj Similarity Pi Pj Similarity

P3 P4 0.400 P5 P8 0.156

P5 P7 0.311 P1 P2 0.140

P4 P6 0.283 P6 P7 0.100

P1 P8 0.256 P5 P6 0.044

P4 P5 0.232 P1 P3 0.000

P3 P6 0.200 P1 P4 0.000

P4 P7 0.200 P1 P5 0.000

P4 P8 0.200 P1 P6 0.000

P3 P7 0.175 P1 P7 0.000

P3 P8 0.175 P2 P3 0.000

P7 P8 0.175 P2 P4 0.000

P2 P7 0.156 P2 P5 0.000

P2 P8 0.156 P2 P6 0.000

P3 P5 0.156 P6 P8 0.000
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(2) Take each paper as a single cluster.

Currently, {{P1}, {P2}, {P3}, {P4}, {P5}, {P6}, {P7}, {P8}}.

(3) Combine the papers in Must-link.

According to the user-provided constraints, the papers “Improved method of
CABOSFV” and “High dimensional sparse data clustering based on sorting idea”
belong to Must-link. Currently, {{P1}, {P2}, {P3}, {P4, P6}, {P5}, {P7}, {P8}}.

(4) Compare the similarity between papers to cluster.

P3 and P4 have the biggest similarity (0.400) and they are not in the same
cluster, then calculate: (S (P3, P4) + S (P3, P6)) � 2 = (0.400 +
0.200) � 2 = 0.300 > 0.130, then they should be combined. Currently, {{P1},
{P2}, {P3, P4, P6}, {P5}, {P7}, {P8}}.

P5 and P7 have the biggest similarity (0.311) and they each is a single cluster,
then they should be combined. Currently, {{P1}, {P2}, {P3, P4, P6}, {P5, P7},
{P8}}.

P4 and P6 have the biggest similarity (0.283), they are already in the same
cluster.

P1 and P8 have the biggest similarity (0.256) and they each is a single cluster,
then they should be combined. Currently, {{P1, P8}, {P2}, {P3, P4, P6}, {P5,
P7}}.

P4 and P5 have the biggest similarity (0.232) and they are not in the same
cluster, then calculate: (S(P3, P5) + S(P3, P7) + S(P4, P5) + S(P4, P7) + S(P5,
P6) + S(P5, P7))/6 = (0.156 + 0.175 + 0.232 + 0.200 + 0.044 + 0.100)/6 = 0.151
> 0.130, then they should be combined. Currently, {{P1, P8}, {P2}, {P3, P4, P6,
P5, P7}}.

P3 and P6 have the biggest similarity (0.200) and they are already in the same
cluster.

P4 and P7 have the biggest similarity (0.200) and they are already in the same
cluster.

P4 and P8 have the biggest similarity (0.200) and they are not in the same cluster,
then calculate: (S(P1, P3) + S(P1, P4) + S(P1, P5) + S(P1, P6) + S(P1, P7) + S(P3,
P8) + S(P4, P8) + S(P5, P8) + S(P6, P8) + S(P7, P8))/12 = (0 + 0 + 0 + 0 + 0 +
0 + 0.175 + 0.200 + 0.156 + 0 + 0.175)/12 < 0.130, thus they should not be
combined.

Currently, {{P1, P8}, {P2}, {P3, P4, P6, P5, P7}}.
P2 and P8 have the biggest similarity (0.156) and they are not in the same

cluster, then calculate: (S (P1, P2) + S (P2, P8))/2 = (0.140 + 0.156)/
2 = 0.148 > 0.130, then they should be combined.

Thus, {{P1, P8, P2}, {P3, P4, P6, P5, P7}}.
Lastly, all papers are in one cluster.
It is the same as in hierarchical clustering methods, ISBHD also get a dendro-

gram tree. In this example, we take {{P1, P8, P2}, {P3, P4, P6, P5, P7}} as the
intellectual structure detection result (shown in Fig. 1). We could see that it takes
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“Survey on feature dimension reduction for high-dimensional data”, “Research on
methods of dimensionality reduction in high-dimensional data” and “Improvement
method of dimensionality reduction through mining density information” as a
cluster and the others as another cluster, which is consistent with human judgement.

4 Conclusions

Bibliographic data analysis can detect intellectual structure of a specific area and
they are heterogeneous. This paper proposed an algorithm called ISDHBD to
directly cluster the multi-typed heterogeneous bibliographic data to obtain the
hidden intellectual structure. ISDHBD takes “papers” in bibliographic data as the
central objects and all the other kinds (such as authors, venues, keywords) as the
attribute objects. Firstly, it needs the identification number of all kinds of objects in
the heterogeneous bibliographic data. Then it calculates the similarities between the
central object papers. Lastly, it clusters papers using external information provided
by users. A running example extracted from CNKI has shown the working pro-
cedures and effectiveness of ISDHBD. For future study, large scale analysis of
bibliographic data will further testify the effectiveness of ISDHBD.

Fig. 1 Intellectual structure detection result of the example
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Improving the Utilization Rate
of Intelligent Express Cabinet Based
on Policy Discussion and Revenue
Analysis

Erkang Zhou

Abstract In this paper, we have studied how to reduce the service time of the
intelligent express cabinet service system and improve the utilization rate of
intelligent express cabinet. By considering the intelligent express cabinet service
system as a queuing system, the current status of the use of intelligent express
cabinet is analyzed. Then we have conducted policy discussions, collected
user-fetched pick-up time data, and finally performed revenue analysis. It is con-
cluded that under the dual policy of reward and punishment, the utilization rate of
the intelligent express cabinet can be improved without increasing the cost, and
suggestions are given to the operator of the express cabinet.

Keywords Queueing theory � Intelligent express cabinet � Policy discussion �
Revenue analysis

1 Introduction

The emergence of intelligent express cabinets can help the recipients keep the
express in a short time, which is safe and reliable. It also solves the troubles of
many parties and brings convenience to everyone hence more and more customers
tend to use it. As for the recipients, they can enjoy a simple self-service experience,
while from the perspective of the courier, it saves the time for the courier to wait for
the recipient to take the express and improve the work efficiency. As for the courier
company, the cost of communication between the courier and the recipient is
reduced and the difficulty of recruiting the courier is solved. Finally, centralized
delivery is realized, which is convenient, fast and effective.

With the development of intelligent express cabinets, there are naturally some
problems. After the express is put into the intelligent express cabinet, some cus-
tomers can take it away as soon as possible, but sometimes it takes a long time for
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them to take it away, others are even too lazy to take it. As a result, there are not
enough cabinets available after the arrival of the next batch of express, while
manual delivery will increase the delivery cost. Increasing the number of express
cabinets to meet the demand of customers is practicable, but the cost of facilities is
relatively large. The cost of one intelligent express cabinet is about 30,000 yuan,
and the operational expenses of each express cabinet are about 10,000 yuan per year
including electricity, network, maintenance, property charges.

In addition, as the number of express cabinets increases, the relative utilization
rate will decrease. It is also feasible to reduce the time of the express being in the
express cabinet by promoting the customer to pick it up, thereby improving the
utilization rate of the intelligent cabinet.

Correspondingly, it also brings certain costs, such as the cost of providing
incentives to customers.

Therefore, the main problem at present is to weigh the increased utilization rate
against the cost paid after providing a certain policy. In theory, it is a trade-off
problem.

This paper aims to study how to improve the utilization rate of intelligent
express cabinet by facilitating customers’ pick-up. The process of accessing express
through the intelligent express cabinet is regarded as a queuing system. It is studied
that how to improve the efficiency of the intelligent express cabinet by policy
discussion and revenue analysis, based on the queuing theory model.

2 Previous Work

With the rise of intelligent express cabinets, there are many studies focusing on
intelligent express cabinets. In the research on the concept and development status
of intelligent express cabinets, Shang introduced the definition and operation flow
of intelligent express cabinets, and analyzed intelligent express cabinet operation
mode and existing problems in China [1]. Reference [2] introduced the current
research and application status of intelligent express cabinets, put forward the
application and advantages of intelligent express cabinet self-service and the
existing problems of intelligent express self-service at the present stage, and sug-
gestions for its development. Reference [3] proposed to develop standards for
intelligent express cabinets and charge a certain management fee for overdue items,
and guide consumers to make rational use of resources such as public facilities
through the analysis of the status quo of intelligent express cabinets.

In the research of intelligent express cabinet layout planning, Morganti, Dablanc
and Fortin introduced the network planning of the French pickup point, analyzed
the influence of transportation nodes and population density on the delivery of
pickup points, and pointed out that France is a country with the highest usage of
pickup point in Europe [4]. Reference [5] studied the layout planning of intelligent
express cabinets, using fuzzy data analysis, operations research, transportation
planning theory and other methods, combined with logistics, traffic engineering and
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other subjects. Reference [6] proposed a location model for pickup point based on
cost, and demonstrated the feasibility of the model by cost estimation.

In the research on the size of the intelligent express cabinet, Shang took the size
ratio of the grid of the express cabinet as the research direction, and qualitatively
analyzed the differences in geographical location and population structure of dif-
ferent regions according to the market segmentation theory. And then it conducted
surveys on couriers, collected data on the size of express and conducted cluster
analysis to study the size ratio of express cabinets in different regions [7].

In the research on system designing of intelligent express cabinets, Wang and
Huang designed a new intelligent express terminal based on Android and STM32,
which can realize 24-h self-service mailing, self-service dispatch and self-service
pickup. The system realizes automatic access of the express through the fully
automatic mechanical system, optimizes the storage of the express through the
optimized space allocation algorithm, which can improve the utilization rate of
intelligent express cabinet [8]. Reference [9] focused on the analysis of the overall
system structure of intelligent express cabinet system and decomposed the functions
of intelligent express cabinet terminals and servers, designed the terminal system of
intelligent express cabinet by selecting Smart210 board as the target hardware
platform, which is based on the ARM Cortex-A8 core. Reference [10] designed an
intelligent express cabinet that can provide diversified services based on the
“Internet+” information service platform according to the analysis of the current
market demand and usage of intelligent express cabinet.

In the “Attended” and “Unattended” studies of express delivery, Punakivi,
Yrjola, and Holmstrom proposed a “centralized point of delivery” (collection and
delivery point, CDP) model to solve the last mile issue [11]. Reference [12]
comparatively analyzed the cost of two “centralized delivery point” CDP models
and found that unattended delivery points could save nearly one-third of the
logistics costs compared to attended, and small packages using “centralized
delivery point” CDP are more efficient in delivering, while the implementation of
unattended delivery points (unattended CDP) is difficult.

In related research on identified service systems, zhao studied the frame and the
message delivery of the system based on the Queueing Theory, Second, the
modified M/Ek=1 model has been built to analyze the performance of the email
system when the email message delivery system is conforming to the Queueing
Theory [13]. Reference [14] presented an analysis for an M=Ek=1 queuing system
with balking and state-dependent service, customers are served with two different
rates depending on the number of customers in the system, entering the queue or
balking with a constant probability, then obtained the equilibrium condition of the
system by formulating the queuing model as a quasi-birth and death (QBD) process.
Reference [15] considered the single-channel queueing equations characterized by
Poisson-distributed arrivals and Erlang service times, and obtained the transient
phase probabilities in terms of a new generalization of the modified Bessel function,
and then evaluated the mean waiting time in the queue. Reference [16] considered a
control policy for M/Ek=1 queue in which the server turns up after a random period
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and service initiation does not depend on the arrival pattern, but service rate pro-
vided by the server is proportional to the customers in the queue.

In order to improve the efficiency of the use of intelligent express cabinets,
domestic research can effectively achieve their goals through the layout planning of
intelligent express cabinets, the optimization of their size ratio and the design of
more efficient intelligent express cabinet system. However, they do not involve
customers and there is no participation of customers, in fact, in the intelligent
express cabinet service system, the most important thing is the process of cus-
tomers’ pickup.

For a more comprehensive study of how to improve the efficiency of intelligent
express cabinets, this paper considers the time factor and uses the model of queuing
theory in operations research to improve the efficiency of intelligent express cabinet
by improving its service rate.

3 Queueing Theory Model of Intelligent Express Cabinet

3.1 Intelligent Express Cabinet Service System

In the intelligent express cabinet service system, the whole process is as follows:
First, the parcels arrive, and then the staff sorts and accepts the parcels. After the
acceptance, the parcels are scanned and put into the intelligent express cabinet. If
there is no empty cabinet, then wait for the customer to pick up the parcels, and then
put the rest of them into the express cabinet with the next batch of parcels. When
the customer receives the pick-up message, he/she arrives at the express cabinet
within a certain time and takes away the express, which will be the end of the whole
process. It can be simplified as follows: Express arrives ! Staff acceptance ! The
staff puts the accepted parcels into the express cabinet ! Notify the customer to
pick up the item ! The customer picks up the item (Fig. 1).

According to the foregoing, the whole process of accessing express delivery
through the intelligent express cabinet can be regarded as a queuing system, the
intelligent express cabinet is used as a service organization in the queuing system,
and the parcel to be stored is used as a customer. In addition, the process of the
parcel being delivered according to the order of delivering time can be regarded as
the parcel waiting for the service organization to perform the service, and the model
for accessing the parcel through the intelligent express cabinet based on the formula
can be expressed by the equation:

X=Y=C=1=1=FCFS ð1Þ

Among them, the time interval for the staff to put the parcel into the express
cabinet is the distribution of the customer arrival time interval, denoted as X; The
distribution of the service time is from the delivery to the removal of the parcel,
denoted as Y; The number of cabinets in the intelligent express cabinet system

858 E. Zhou



selected in this paper is constant, that is, the number of service desks (denoted as Z)
is C (C > 1); the customer source (denoted as B) is infinite; Assume that the system
capacity (denoted as A) is infinite; the delivery process is generally delivered in the
order of arrival, so the service rule (denoted as F) is a first-come, first-served service.

This paper assumes that the process of putting the parcel into the express cabinet
and the customer’s taking it are continuous, regardless of the idle time at night.
After the parcel is accepted, it will be placed in the free express cabinet. If all the
express cabinets are occupied, it is considered that the parcel is waiting in line.

3.2 Intelligent Express Cabinet System Analysis

(1) Determination of the distribution of arrival time intervals

This paper mainly analyzes the law of the process of the staff’s putting the parcel
into the intelligent express cabinet service system. Firstly, in the non-overlapping
time, the parcels that need to be placed are independent; Secondly, for a sufficiently
small time interval [t, t + D t], the probability that a parcel needs to be serviced is
independent of t, which is only proportional to the time interval, furthermore, the
probability that two or more parcels need to be serviced is negligible. The random
event, the staff’s putting the parcels into the express cabinet, appears randomly and
independently at a fixed mean instantaneous rate, that is, the delivery law of parcels
satisfies the inefficiency, the stability and the generality. It can be seen from the
above analysis that the delivery law of express delivery is Poisson distribution.

The 
parcels 
arrive

The parcels 
waiting for 
acceptance

The parcels 
being put into 
express cabinet

The parcels 
which have 
already ben  
picked up

Notify the
customer 
for pick-up

Fig. 1 Intelligent express cabinet service system flow chart
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(2) Determination of service time distribution

In the intelligent express cabinet service system, the probability of the cus-
tomer’s taking the parcel is random, so it is assumed that the parcel’s service time is
subject to a certain probability distribution and is continuous. According to the law
of the students’ pick-up, the distribution of the time of the students’ pick-up was
investigated. Combined with the staff’s working hours of the intelligent express
cabinet called “Jinlinbao”, the time is divided into 4 segments, 9 to 12 and 14 to 18
for normal class time, 12 to 14 for lunch break, and the time after 18 o’clock for rest
time. A total of 127 questionnaires were received from the students in the form of
questionnaires, of which 127 were valid questionnaires. The distribution of the
service time of the current service system obtained is as follows (Fig. 2):

Therefore, it is assumed that the service time distribution of the intelligent
express cabinet service system is subject to the k-order Erlang distribution.
According to the current distribution of service time, the peak time of pick-up is
between 12:00–14:00 and 18:00–21:00, and the mean service time of current sit-
uation is 5.85 h.

(3) Indicators of the intelligent express cabinet service system

We define

k = the arrival rate of the parcels,
C = number of service desks,
l = the mean service rate of the entire system,
q = service intensity, which is the ratio of the mean arrival rate to the mean service
rate.
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3.3 Model Correction

(1) Model parameters

We define

P0 = the probability that the cabinet is idle,
Ls = the queue length, the total number of parcels in the system,
Lq = the waiting queue length, the number of parcels waiting in the queue,
Ws = the stay time, the length of time the parcel stays in the system, including
waiting time and service time,
Wq = Waiting time, the waiting time of the parcel in the queue.

Little formula for the correlation of related indicators:

Ls ¼ kWs; Lq ¼ kWq; Ws ¼ Wq þ 1=l; Ls ¼ Lq þ k=l:

(2) Model analysis

According to the analysis above, the model for accessing the parcels through the
intelligent express cabinet can be corrected as

M=Ek=C=1=1=FCFS ð2Þ

For the queuing model of M/Ek=C, if q < 1, the stationary distribution of the
length q(t) exists, independent of the initial distribution, and is equal to the sta-
tionary distribution of qm, that is

pj ¼ limt!1 P q tð Þ ¼ jð Þ ¼ limm!1 P qm ¼ jð Þ ¼ pj ðj� 0Þ ð3Þ

This will translate the problem of the stationary distribution of q(t) in the sta-
tistical equilibrium state into the problem of the smooth distribution of the queue
length left by the time when the parcel is taken away.

Below we will present an approximation hypothesis that under the assumption of
the approximation, the change in queue length after the time the parcel is taken
away depends only on the queue length left at that moment, and does not depend on
how long the parcel in the cabinet has been serving.

Then, under this approximation hypothesis, when the parcel is taken away, it
becomes the regeneration point of the process, at this time, the queue length left
forms an embedded Markov chain.

Approximation hypothesis (AH): If the queue length left at the time when a
parcel is taken away is j (1 � j � C − 1), it is assumed that the remaining service
time of those parcels is an independent and identically distributed random variable,
and its distribution function is
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Where B sð Þ is the distribution function of the service time v. At this time, if the
service for the new parcel is completed earlier than the above j parcels, the next
departure time is the departure time of the new parcel. If the queue length left at the
time of the pick-up is j ðj�CÞ, then a new service starts at this time, while other
C − 1 services are in progress. Therefore, we assume that there is a distribution
function for the time interval from the moment of departure to the time of the next
departure.

B tð Þ ¼ 1� e�KlCt 1þ KlCt
1!

þ ðKlCtÞ2
2!

þ . . .þ ðKlCtÞK�1

K � 1ð Þ!
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At this point, the next departure time will not be affected by the parcel coming
later. For the queuing theory model of M=Ek=C, if q < 1, then under the approx-
imation hypothesis (AH), the approximate distribution of the stationary captain
satisfies the following relationship:

p0 ¼
PC�1

i¼0
k=lð Þi
i! þ k=lð ÞC

C! 1�qð Þ
n o�1

pj ¼
k=lð ÞJ
j! p0 1� j�C � 1ð Þ

k aj � CpC�1 þ k
P j

m¼C bj � mpm j�Cð Þ

(
8>><
>>: ð6Þ

Among them,
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K
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þ . . .þ 1
K
ðKltÞK�1

K � 1ð Þ!

" #C�1
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þ . . .þ ðKltÞK�1

K � 1ð Þ!

" #
ktð Þ
n!

n
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ð7Þ

bn ¼
Z 1

0
1þ KlCt

1!
þ ðKlCtÞ2

2!
þ . . .þ ðKlCtÞK�1

K � 1ð Þ!

" #
ktð Þ
n!

n

e� kþKlCð Þt v� 0ð Þ:

ð8Þ

From this, the following inference can be obtained. For the queuing theory
model of M=Ek=C, if q < 1, then under the approximation hypothesis (AH), the
probability of all the cabinets being occupied is
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X1
j¼C

pj ¼ ðk=lÞC
C! 1� qð Þ p0 ð9Þ

The approximate solution to the mean waiting queue length is

Lq ¼ qðk=lÞC
C! 1� qð Þ2 p0 ð1� qÞCl

Z 1
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" #C

dtþ q
2

1þ 1
K

� �( )
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The approximate solution to the mean queue length is Ls ¼ Ls þ k=l:
The waiting time is the time from the arrival of the parcel to the time when it is

put into the cabinet. The time of stay is the time from the arrival of the parcel to the
time it is taken.

The mean waiting queue length ðLqÞ and the mean waiting time ðWqÞ of the
M=Ek=C queuing model satisfy the Little formula Lq ¼ kWq. Hence the approxi-
mate solution to the mean waiting time of the express cabinet system is Wq ¼ Lq=k.
In turn, the approximate solution to the mean stay time of the system is
Ws ¼ Wq þ 1=l.

In summary, for the M=Ek=C queuing model, if q < 1, then under the approx-
imation hypothesis (AH), the approximation to the mean waiting time of the parcel
in the system is

Wq ¼ ðk=lÞC
C!Cl 1� qð Þ2 p0 1� qð ÞCl

Z 1

0
e�KlCt 1þ K � 1

K
Klt
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þ K � 2
K

ðKmutÞ2
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þ . . .þ 1
K
ðKltÞK�1

K � 1ð Þ!

" #C

dtþ q
2

1þ 1
K

� �( )

ð11Þ

The approximate solution to the mean stay time is

Ws ¼ Wq þ 1=l: ð12Þ

4 Policy Discussion and Revenue Analysis

4.1 Revenue Model

In the intelligent express cabinet service system, unlike the general random service
system, reducing the service time of the parcel in the cabinet depends on the
customer’s pickup, rather than depending on the service efficiency of the service
organization. Therefore, this paper aims to improve the enthusiasm of customers to
take their parcels by policy discussion, and thus improve the utilization rate of
intelligent express cabinet.

The current service time distribution of the system is as shown above. According
to the time law of customers’ pickup, the changes in the distribution of service time
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are observed by giving customers different policies. Nowadays, the sources of
revenue for intelligent express cabinets mainly depends on the advertising revenue,
the income from parcels, the usage fee charged to the courier, etc., but these sources
of funds are quite limited, and they cannot be balanced compared with the huge
cost. Therefore, the reward policy of this paper is to provide customers with points.
When customers need to send parcels, they can use a certain amount of points to
realize the reward, one point equals to one cent. As for customers, they get dis-
counts when they need to send parcels. As for operators of intelligent express
cabinets, this policy can promote customer consumption, and on the other hand, it
will bring certain profits to the company. The penalty policy is to impose a certain
amount of fine on customers, prompting them to take their parcels earlier.

In this section, the profit model of the intelligent express cabinet is constructed,
and the related parameters, including the income of the intelligent express cabinet
and the cost of the relevant policy, are discussed and analyzed.

Assume that the revenue per cabinet is r, there are a total of C express cabinets,
regardless of the impact of the size of the express cabinet on the income, the service
intensity of the intelligent express cabinet is q (0 < q < 1); According to the four
periods divided, the probability of customers’ pickup from morning to night is
p1; p2; p3; p4, the corresponding reward points are a1; a2; a3; a4, and the corre-
sponding fines are b1; b2; b3; b4. The revenue of the intelligent express cabinet is
ðr + p1b1 þ p2b2 þ p3b3 þ p4b4Þ�Cq, and the cost of the intelligent express cabinet
after the relevant policy is formulated is ðp1a1 þ p2a2 þ p3a3 þ p4a4Þ�Cq. This
section only considers the costs and income associated with customers’ pickup, and
other factors such as utilities and advertising revenue are not considered.

In summary, the revenue model of the intelligent express cabinet is:

Z ¼ rþ p1b1 þ p2b2 þ p3b3 þ p4b4ð Þ � Cq� p1a1 þ
þ p2a2 þ p3a3 þ p4a4Þ � Cq; ð0\q\1Þ ð13Þ

The existing income of the intelligent express cabinet reaching steady state is
Z0 ¼ rCq0. Assume that the initial arrival rate of the parcels in the system is
k0 ¼ 10, the number of cabinets is C = 100, and from 3.2.2, l0 ¼ 0:17, q0 ¼
k0=Cl0 ¼ 0:588 is obtained, so the current revenue of the intelligent express
cabinet is Z0 ¼ 58:8r.

4.2 Policy Discussion

The specific policy discussions are as follows:

(1) Provide customers with a reward policy while the original rules are unchanged.
Customers will get 15 points for rewards if they pick up parcels before 12
o’clock, 10 points for rewards between 12 and 2 o’clock, and 5 points for
rewards between 14 and 18 o’clock and points reward after 18 o’clock.
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According to the data obtained by the survey, the service time distribution of
the system obtained after providing the reward policy is as follows (Fig. 3):

According to the new service time distribution of the system, customers are more
inclined to take the parcels from 9:00 to 12:00, and the mean service time l of the
system is reduced. According to (12), the mean stay time of the system decreases
with the decrease of the mean service time l, and the new mean service time of the
system becomes 4.73 h, with an average decrease of 1.12 h. And as the parcels are
taken earlier, the staff can also put more parcels into the cabinets, assuming that the
staff will put them into the cabinets at the rate of k1 ¼ 13, then the service intensity
of the intelligent express cabinet is q1 ¼ k1=Cl1 ¼ 0:615.

The revenue of the intelligent express cabinet under this policy is
Z1 ¼ rCq1 � p1a1 þ p2a2 þ p3a3 þ p4a4ð Þ � Cq1 ¼ 61:5r � 5:617. When
Z1 � Z0 [ 0, that is, r > 2.08, this policy can increase the utilization rate of the
intelligent express cabinet without increasing the cost.

(2) Provide customers with a penalty policy while the original rules are unchanged.
Customers who take the parcels before 12 o’clock will not be punished, a
penalty of 0.05 yuan is required to take the parcels between 12 o’clock and 2
o’clock, a penalty of 0.1 yuan is required to take the parcels between 14 o’clock
and 18 o’clock, and a penalty of 0.15 yuan is required after 18 o’clock.
According to the data obtained by the survey, the service time distribution of
the system obtained after providing the penalty policy is as follows (Fig. 4):

According to the new service time distribution, the customers who prefer to pick
up the parcels from 9:00 to 12:00 are greatly increased, and the mean service time
of the system is reduced. According to (12), the mean stay time of the system
decreases with the decrease of the mean service time l, and the new mean service
time becomes 3.96 h, with an average decrease of 1.89 h. Assuming that the staff
will put parcels into the cabinets at the rate of k2 ¼ 16, then the service intensity of
the intelligent express cabinet is q2 ¼ k2=Cl2 ¼ 0:634:
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Fig. 3 The new service time
distribution of the service
system with a reward policy
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The revenue of the intelligent express cabinet under this policy is Z2 ¼
ðrþ p1b1 þ p2b2 þ p3b3 þ p4b4Þ�Cq2 ¼ 63:4rþ 2:846: It can be seen that the
penalty policy can increase the utilization rate of the express cabinet without
increasing the cost.

However, in this case, there may be customers who choose not to use the
intelligent express cabinet, so the trade-offs must be weighed.

(3) Now combine the reward policy with the penalty policy: customers will get 10
points for rewards if they pick up parcels before 12 o’clock, 5 points for
rewards between 12 and 2 o’clock, while a penalty of 0.05 yuan is required to
take the parcels between 14 o’clock and 18 o’clock, and a penalty of 0.10 yuan
is required after 18 o’clock. According to the data obtained by the survey, the
service time distribution of the system obtained after providing a policy com-
bining reward with penalty is as follows (Fig. 5):
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According to the new service time distribution, there are fewer customers who
tend to pick up the parcels between 18:00 and 21:00, and there are more customers
who tend to pick up the parcels between 9:00 and 12:00. The mean service time l
of the system is reduced. Similarly, the mean stay time of the system decreases with
the decrease of the mean service time l according to (12). The new mean service
time is 4.89 h, with an average decrease of 0.96 h. Assuming that the staff will put
parcels into the cabinets at the rate of k3 ¼ 13, then the service intensity of the
intelligent express cabinet is q3 ¼ k3=Cl3 ¼ 0:636:

The revenue of the intelligent express cabinet under this policy isZ3 ¼ rþ p3b3 þð
p4b4Þ � Cq2 � p1a1 þ p2a2ð Þ � Cq3 ¼ 63:6r � 1:553. When Z3 � Z0 [ 0, that is,
r > 0.324, the policy can increase the utilization rate of the intelligent express cabinet
without increasing the cost.

According to the data obtained in the surveys above, comparing the three
policies given, it is found that the customer is more sensitive to the penalty policy.
As for the intelligent express cabinet service system, it can significantly reduce the
mean service time of the system and improve the utilization rate of the intelligent
express cabinet, but the gains and losses must be weighed.

For the policy combining reward with penalty, when r > 0.324, the utilization
rate of the intelligent express cabinet can be improved without increasing the cost.
According to research on the current market, it is found that the income of one
single cabinet is generally r = 0.5 yuan. Therefore, this paper believes that the
policy combining reward with penalty can improve the utilization rate of the
intelligent express cabinet without losing customers and increasing costs, which is
preferable.

As a result, this paper suggests that operators of intelligent express cabinets can
increase the enthusiasm of customers’ pick-up by appropriately applying the policy
combining reward with penalty, thereby improving the operational efficiency of
intelligent express cabinets. The specific policy is that customers will receive a
certain amount of points for rewards if they pick up the parcels within a certain
period of time, while a certain amount of fines are required to take the parcels if the
parcels are not taken at the specified time, and different fines will be charged to the
customers according to different time periods.

5 Conclusion and Outlook

As a logistics service facility, the intelligent express cabinet is a symbol of the
development of the logistics express industry to the electronic industry. It is also the
specific practice of developing a smart city. It needs to use advanced science and
technology and means to realize smart management and promote social progress.
This paper has referred to studies about the development trend of intelligent express
cabinet, system design and the model of the determined stochastic service system
and so on, investigated the user’s behavior of pick-up, and selected the best policy
that can improve the utilization rate of intelligent express cabinet through policy
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discussion and benefit analysis, and finally made recommendations to the operators
of intelligent express cabinets. By appropriately applying the policy combining
reward with penalty, to improve the enthusiasm of customers’ pickup, thereby
improving the utilization rate of intelligent express cabinets.

Although this paper has achieved certain research results, due to limited time and
energy, it has not been able to continue to study in depth. There can be some
improvements, such as when collecting data, the research object is only the students
of the school, the pick-up laws of different people are different, and the data is
limited; This paper can also continue to conduct in-depth research, for instance, the
amount of rewards and fines to maximize the benefits of the intelligent express
cabinet can be studied after giving the optimal policy.
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Coordination Between Regional
Logistics and Regional Economy
in Guangdong-Hong Kong-Macao
Greater Bay Area

Jiajie Ye and Jiangxue Di

Abstract Regional logistics is a sub-system of regional economy. Studying on the
coordination between regional logistics and regional economy will help to learn the
development of regional economy. Taking Guangdong-Hong Kong-Macao Greater
Bay Area as an example, this paper selects the data of 10 years from 2008 to 2017,
established a multiple linear regression model, analyzed the coordination between
regional logistics and regional economy to carried out prediction on this basis. The
results show that Guangdong-Hong Kong-Macao Greater Bay Area has a good
coordination between regional logistics and economy, and there is a significant
positive influence between them by forming a mutually reinforcing relationship.

Keywords Regional logistics � Regional economy � Coordination �
Multiple linear regression � Guangdong-Hong Kong-Macao Greater Bay Area

1 Introduction

Regional economy combines all kinds of economic activities (including logistics
activity) in a region, and the main purpose of developing regional logistics is to
maximize the advantages of logistics facilities in the region, realizing the reasonable
connection among spatial benefits, time benefits, and various logistics links, and to
promote the economic development of the region [1]. The study of the coordination
of the two is helpful to deeply analyze the economic development of a region, so as
to improve the quality and efficiency of economic development. The coordination
between regional logistics and regional economy provides a new way to realize
high-quality development of Guangdong-Hong Kong-Macao Greater Bay Area’s
economy.
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Many scholars have done extensive research on the relationship between
regional logistics and regional economy. Among them, Yan and Yuan [2] estab-
lished a multivariate linear regression model by taking data of freight volume,
freight turnover, passenger transport turnover, traffic fixed assets investment, etc., as
the representative indicators of regional logistics and taking annual GDP as the
representative index of regional economic development on research of interaction
between regional logistics and regional economy. We can conclude that the
regional logistic has positive impact on regional economy, and they put forward
some suggestions on how to use regional logistics to promote the development of
regional economy. Zeng et al. [3] established regression equation by selecting
passenger volume, total volume of post and telecommunications business, turnover
of goods, added value of tertiary industry, regional gross product, and industrial
value added as research indicators, and using the least square method. The con-
clusion is that the regional economy has an obvious driving effect on the devel-
opment of regional logistics, the development of regional logistics industry has no
significant driving effect on economic growth, and the development level of
logistics industry lags behind. Tan et al. [4] made a statistical analysis for the gross
value of production, logistics capacity, fixed asset investment, working labor force,
and intangible scientific and technological progress in the region. The result shows
that it is an important task for the research area to adjust the structure of logistics
system reasonably, strengthen the information construction of logistics system, and
build a modern logistics system as soon as possible while strengthening the con-
struction of logistics infrastructure.

It can be seen that GDP is usually used as an index to measure the level of
regional economy development, but the academic community has not yet had a
unified definition standard in studying the logistics level of a certain region. At the
same time, in the macro statistics of the domestic economy and industry, there is no
independent accounting for logistics, it needs to combine the actual situation of the
study region and the researchers’ understanding about regional logistics to select
the indicators. The indicators selected in this paper combine the actual situation of
Guangdong-Hong Kong-Macao Greater Bay Area logistics industry in a certain
extent.

2 General Situation of Guangdong-Hong Kong-Macao
Greater Bay Area

By the end of 2017, Guangdong-Hong Kong-Macao Greater Bay Area’s total GDP
had exceeded 10 trillion (RMB, the same below), accounting for about 12.87% of
the country’s total GDP. The average density of road network within the region is
9.5 km/100 m2, and the mileage of expressway is more than 4300 km; The mileage
of inland waterway exceeds 6000 km, and the container throughput of coastal port
is more than 80 thousand TEU. The passenger throughput of civil aviation exceeds
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200 million, and the annual cargo and mail throughput capacity is about 8.07
million tons. The mileage of the railway is 2179 km, of which high-speed rail
accounts for 64.8%. In terms of policy, in the outline of the development plan for
Guangdong-Hong Kong-Macao Greater Bay Area issued by the National
Development and Reform Commission in 2019, it focused on “building a modern
integrated transportation system,” “constructing a modern freight logistics system”,
and speeding up the development of railway-water carriage, highway-railways,
air-railway freight, combined maritime-riverine shipment, and ‘one sheet system’
inter-modal service [5].

However, the freight transportation in the Greater Bay Area mainly depends on
road transportation, seamless docking, or efficient docking of multi-modal trans-
portation, such as connecting the sea and air transportation, etc., which cannot be
effectively realized. On the other hand, the logistics industry in Greater Bay Area is
still insufficient in management, modern logistics technology, information tech-
nology system application and so on.

The above situation shows that although Guangdong-Hong Kong-Macao Greater
Bay Area has a developed economy and excellent regional logistics base, there are
still some shortcomings in the development of regional logistics, and the coordi-
nation between regional logistics and regional economy is worthy of further
exploration.

3 Research Method

3.1 Model Selection

Referring to [2], Analysis of the Interactive Relationship between Regional
Logistics and Regional Economy of Hubei Province and Zeng et al. [3] Empirical
analysis of Relationship Between the Regional Economy and Regional Logistics
Development in Gansu Province and other literature on this filed, all of which use
linear regression model to analyze the relationship between regional logistics and
regional economy. As the logistics level is a synthesis of many factors, the corre-
lation degree between the independent variable and the dependent variable can be
displayed intuitively by using regression analysis method, so this paper established
the multivariate linear regression model by selecting Guangdong-Hong
Kong-Macao Greater Bay Area’s relevant logistics index and economic indexes
used to represent the regional logistics development level and the regional eco-
nomic development level from 2008 to 2017, and then carrying on the linear
regression analysis. The model is shown as follows:

Y ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ b4X4 þ . . .bnXn þ e ð1Þ
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From (1), Y represents the dependent variable, Xn represent the independent
variables, b0 represents the constant term, bn represent the coefficients, respectively,
of Xn, and e represents the random error term.

3.2 Variable Selection

First of all, the total retail sales of social consumer goods represent the sum of the
amount of goods used by urban and rural residents for living consumption and
social groups for public consumption, which is positively correlated with economic
development in a certain extent. At the same time, the resources flow between
regions, when the specific performance of the circulation of retail goods, the greater
the demand for retail goods, the faster the speed of circulation, the more the
development of logistics. Therefore, the index of total retail sales of social con-
sumer goods is related to the level of economy and logistics. Secondly, due to the
large number of ports in Guangdong-Hong Kong-Macao Greater Bay Area, port
logistics has an important impact on the regional economy, so the index of Freight
Throughput of Ports is selected. Thirdly, road traffic infrastructure is the foundation
of logistics, especially in solving the problem of “last kilometer” of logistics, the
highway with traffic ability is the next key point that cannot be bypassed. Finally,
the increase in the scale of logistics will certainly cause an increase in the number of
people employed in the logistics industry, so this indicator of the number of
employed persons in the transport, storage, and postal services can effectively
reflect the change of logistics scale of Guangdong-Hong Kong-Macao Greater Bay
Area from 2008 to 2017.

To sum up, combined with the author’s understanding of the concepts related to
regional economy and regional logistics, after summing up the relevant data of
Guangdong-Hong Kong-Macao Greater Bay Area from 2008 to 2017, the fol-
lowing selected indicators in this paper as below: GDP, total retail sales of social
consumer goods, freight throughput of ports, length of highways, and the number of
employed persons in the transport, storage, and postal services. Among them, GDP,
as a dependent variable, is an index to measure Guangdong-Hong Kong-Macao
Greater Bay Area’s regional economic development. The total retail sales of social
consumer goods, freight throughput of ports, length of high ways and the number of
employed persons in the transport, storage, and postal services are four independent
variables, which represent Guangdong-Hong Kong-Macao Greater Bay Area’s
logistics level.
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4 Empirical Test and Results

4.1 Data Processing

Table 1 shows the GDP, the total retail sales of social consumer goods, freight
throughput of ports, length of highways and the number of employees about
transport, storage and postal services in Guangdong-Hong Kong-Macao Greater
Bay Area. The total retail sales of social consumer goods, freight throughput of
ports, length of highways, and the number of employees about transport, storage
and postal services are recorded as X1, X2, X3, and X4, respectively.

In order to avoid the influence of excessive abnormal fluctuation of time series
data and make the abnormal data shrink to the expected range, this paper takes
logarithmic processing for GDP, which is recorded as lnGDP. At the same time, the
unit root test is used to test the stationarity of the time series of each independent
variable before the study, so as to avoid the occurrence of invalid results due to the
existence of pseudo-regression. In this paper adopts ADF unit root test method to
test the stationarity of time series. Carried out the root test of lnGDP, X1, X2, X3, and
X4 by using Eviews 8.0. software.

The test results are shown in Table 2 below (where the critical value is taken as
5% confidence level, the test criterion is whether or not p value is greater than 0.05,
If p > 0.05, the test fails and the sequence is unstable). The results show that the
lnGDP, the total retail sales of social consumer goods, freight throughput of ports,
length of highways and the number of employed persons in the transport, storage,
and postal services are all non-stable, while some independent variables still have

Table 1 Annual data of Guangdong-Hong Kong-Macau Greater Bay Area’s main indicators for
measuring economic level and logistics level

Year GDP (RMB
trillion)

X1 (RMB
trillion)

X2 (trillion
tons)

X3 (ten thousand
kilometers)

X4 (thousand
persons)

2008 4.664708 1.25 10.68 5.59 547.02

2009 4.861988 1.39 10.80 5.67 595.46

2010 5.557599 1.61 12.58 5.83 629.14

2011 6.26147 1.94 13.46 6.02 697.02

2012 6.765227 2.08 13.68 6.24 696.12

2013 7.395885 2.31 15.05 6.39 892.54

2014 7.970996 2.51 15.64 6.41 910.63

2015 8.490038 2.70 15.48 6.56 887.27

2016 9.272479 2.93 16.01 6.62 880.48

2017 10.21713 3.17 17.61 6.67 891.25

By the end of 2017, date source: Guangdong-Hong Kong-Macau Greater Bay Area Municipal
Bureau of Statistics, Census and Statistics Department of Hong Kong Special Administrative
region and DSEC of Macau Special Administrative Region
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unit roots after the first order difference, and is non-stable; After the second order
difference of the original sequence, the sequence is stable and the five variables
belong to the second order integrated sequence.

4.2 Model Building

Table 3 shows that the correlation coefficient between lnGDP and the total retail
sales of social consumer goods is the highest (0.998). The second shows the cor-
relation coefficient between lnGDP and Freight throughput of port (0.989), the third
indicates the correlation coefficient between lnGDP and length of highways
(0.988), and finally the correlation coefficient between lnGDP and the number of
employed persons in the transport, storage, and postal services (0.929). In addition,
the p values corresponding to the four correlation coefficients are 2.2791E−11,
3.7077E−8, 3.9042E−8, 0.000050, respectively, all less than 0.05. The passed
one-tailed test shows that there is a significant correlation between lnGDP and the

Table 2 ADF unit root test
results

Variable P value Conclusion

lnGDP 1.00000 Unstable

d-1lnGDP 0.58650 Unstable

d-2lnGDP 0.00390 Stable

X1 1.00000 Unstable

d-1X1 0.57120 Unstable

d-2X1 0.00010 Stable

X2 0.99700 Unstable

d-1X2 0.22470 Unstable

d-2X2 0.00120 Stable

X3 0.99980 Unstable

d-1X3 0.31300 Unstable

d-2X3 0.00330 Stable

X4 0.94720 Unstable

d-1X4 0.02660 Stable

d-2X4 0.00080 Stable

Table 3 Correlations lnGDP

Pearson correlation lnGDP 1.000

X1 0.998

X2 0.989

X3 0.988

X4 0.929
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four indexes. The simple correlation coefficients between lnGDP and X1, X2, X3, X4

are all above 0.9. This shows that the total retail sales of social consumer goods,
freight throughput of ports, length of highways and the number of employed per-
sons in the transport, storage, and postal services is highly positively correlated with
Guangdong-Hong Kong-Macao Greater Bay Area’s GDP. Based on this, a multi-
variate linear regression model is established, which is as follows:

lnGDPi ¼ b0 þ b1X1i þ b2X2i þ b3X3i þ b4X4i þ ei ð2Þ

s.t.

i ¼ 2008; 2009; . . .; 2017

From (2), lnGDP represents the dependent variable, X1, X2, X3, and X4 represent
the independent variables, b0 represents the constant term, b1, b2, b3, and b4
represent the coefficients, respectively, of X1, X2, X3, X4, and ei represents the
random error term.

Since the multiple collinearity problem between the independent variables, the
stepwise regression method is then used. The SPSS 22.0 system uses the stepwise
regression method to make the independent variable enter the equation. The
probability of judging the F value is p � 0.050 when the independent variable
enters into, and the independent variable is eliminated when p � 0.100.

The first stepped into the equation is the total retail sales of social consumer
goods (X1), the second stepped is freight throughput of port (X2), and the third
stepped is length of highways (X3). Because the F value of the number of employed
persons in the transport, storage, and postal services (X4) is always p � 0.050, this
variable is excluded from the range of independent variables of linear regression
equation. Therefore, the multiple linear regression model is composed of three
independent variables, namely, the total retail sales of social consumer goods (X1),
freight throughput of port (X2) and the third stepped is length of highways (X3).

Table 4 gives the relevant data of the fitting degree of the regression model.
According to the notes of the table, the first model is the unitary linear regression
model between lnGDP and the total retail sales of social consumer goods, and the
second model is the binary linear regression model between lnGDP and the total
retail sales of social consumer goods and freight throughput of port. The third
model is a ternary linear regression model between lnGDP and total retail sales
of social consumer goods, fright throughput port, and length of highways.

Table 4 Model fitting results

Model R R square Adjusted R square Std. error of the estimate

1 0.998 0.996 0.996 0.0169832

2 0.999 0.998 0.998 0.0123975

3 1.000 0.999 0.999 0.0077325
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The determination coefficient R of the three models is 0.996, 0.998, and 0.999. The
goodness of fit is getting better and better. The third model can already explain
99.9% of the variation, and the error of standard estimation declines gradually, from
0.01698 down to 0.00773.

According to the variance analysis table for F test of the three equations obtained
by the stepwise regression method, which is used to test the significance of the linear
relationship between independent variables and dependent variables, the F test
values of the three equations are 2219.220, 2086.295, and 3579.319, the p values
corresponding to three probability are 4.5582E−11, 1.9225E−10 and 3.8091E−10.
Take the significant level a = 0.05, that is, 5% confidence level, all p values are less
than 0.05, indicating that all of them have passed the F test. The linear relationship
between the independent variable and the dependent variable is significant, and the
model can be designed as a linear model. So there is, (2) turns to (3):

lnGDPi ¼ b0 þ b1i þ b2X2i þ b3X3i þ ei ð3Þ

i ¼ 2008; 2009; . . .; 2017

From (3), lnGDP represents the dependent variable, X1, X2, and X3 represent the
independent variables, b0 represents the constant term, b1, b2, and b3 represent the
coefficients, respectively, of X1, X2, X3, and ei represents the random error term.

From the above data, it can be seen that taking lnGDP as the dependent variable,
the total retail sales of social consumer goods (X1), freight throughput of port (X2),
and the third stepped is length of highways (X3) as independent variables, a multiple
linear regression equation can be established to explain the relationship between
relevant logistics indicators and economic development. Table 7 shows the specific
values of parameters in (3) (Table 5):

The empirical regression equation obtained by the stepwise regression method is
as follows:

lnGDP ¼ 9:502þ 0:26X1 þ 0:022X2 þ 0:123X3 ð4Þ

From the above, it can be seen that the empirical regression equations of lnGDP
and X1, X2, X3, and X4 have passed the significance test, and the goodness of fit is
getting higher and higher, but the equation still can’t be used for analysis and

Table 5 Regression coefficient

Model Unstandardized Coefficient Standardized coefficient

B Std. error Beta

(Constant) 9.502 0.169 –

X1 0.260 0.027 0.633

X2 0.022 0.006 0.189

X3 0.123 0.035 0.183
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prediction. In the process of establishing the empirical regression equation, a series
of theoretical assumptions are made on the random error term e, including taking
the residual error as the estimated value of the random error, etc. If the hypothesis is
not satisfied, the equation is lack of basis and meaning. Therefore, it is necessary to
analyze the residual error of the model and investigate the adaptability of the
empirical regression equation to the theoretical hypothesis.

According to the residual statistical scale, the results show that the average
residual is −1.7764E−16, which is approximately regarded as 0, and there is no
systematic error. The absolute value of culling residual is less than 3, which can be
considered as no abnormal value.

The histogram of standardized residual error is in good agreement with the
normal curve, and the points basically distributed near the diagonal line of the p-p
diagram. It can be concluded that the residual error approximately obeys the normal
distribution. It can be seen from the residual diagram, with standardized residuals as
the X axis and takes dependent variables as the Y axis, that the standardized residual
is basically randomly distributed and is between ±2 standard deviation, the
equation satisfies the assumption that the residual error is homogeneous.

After taking residual analysis, the empirical regression equation basically sat-
isfies the assumption that the residual error is regarded as the estimated value of
random error term e in the process of establishing the equation, and the equation
can be used for analysis and prediction.

5 Result Analysis and Prediction

5.1 Coordination Analysis

In this paper, the model is established by the selection of representative indexes. In
the process of the modeling, because there is a certain problem of multiple
collinearity between independent variables, in order to eliminate the influence of
multiple collinear equations, stepwise regression method is used to eliminate the
independent variable X4, that is the number of employed persons in the transport,
storage, and postal services Although this independent variable is excluded, the
Pearson correlation coefficient between this index and the dependent variable,
lnGDP, is also reached by 0.929, and it can be considered that the variable has a
highly positive correlation with the level of economic development.

Through a series of processes, such as ADF unit root test, multiple collinearity test
and correction, residual analysis and so on, the results show that: The coefficient of the
total retail sales of social consumer goods is 0.26, that is, for every 1 percentage point
increase (or decrease) of the total retail sales of social consumer goods, the level of
social and economic development of Guangdong-Hong Kong-Macao Greater Bay
Area will increase (or decrease) by 0.26 percentage points. Similarly, the impact of
freight throughput of port and length of highways on economic development is 0.022
percentage points and 0.123 percentage points, respectively.
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In general, the total retail sales of social consumer goods have the greatest
influence on Guangdong-Hong Kong-Macao Greater Bay Area’s economic
development level, reaching by 0.26, which plays the most important role in pro-
moting economic development among the three independent variables. The influ-
ence coefficient of freight throughput of port on economy is 0.022. The length of
highways in a region has a direct impact on the economic development of the
region, which reached 1:0.123 in Guangdong-Hong Kong-Macao Greater Bay
Area.

Generally speaking, the coordination between Guangdong-Hong Kong-Macao
Greater Bay Area’s regional logistics and regional economy is still strong, and there
is a positive relationship between them. Regional logistics plays a strong role in
promoting the regional economy. And economic development feeds back on the
development of logistics, the two promote and improve with each other in a
virtuous circle.

5.2 Prediction

According to the previous model (4), the following will predict the impact of
logistics level on economic development in the next stage.

The first is the changes of independent variable. The formula for calculating the
average growth rate is:

�G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y1
Y0

� Y2
Y1

� . . .� Yn
Yn� 1

n

r
� 1 ¼

ffiffiffiffiffiffi
Yn
Y0

n

r
� 1 ð5Þ

According to the equation, Yn is the final data, that is, the data of each inde-
pendent variable in year 2017. Y0 is the base period data, the data of each inde-
pendent variable in year 2008. According to the data in Table 1, the average annual
growth rate of lnGDP is 4.2%, while the average annual growth rate of the total
retail sales of social consumer goods is 9.75%, and the average annual growth rate
of the freight throughput of ports is 5.13%. The average annual growth rate of
length of highways is 1.78%. Therefore, when Guangdong-Hong Kong-Macao
Greater Bay Area’s total retail sales of social consumer goods was RMB 3.17
trillion, the freight throughput of port was 17.61 trillion tons, and the length of
highways was 66.7 thousand kilometers, according to the above data, it can be
predicted that Guangdong-Hong Kong-Macao Greater Bay Area’s total retail sales
of social consumer goods will be RMB 3.48 trillion, the freight throughput of port
was will be 18.51 trillion tons, and the length of highways will be 67.9 thousand
kilometers (shown in Table 6).

When the above data are fitted into (4), it is calculated that the value of lnGDP in
the next phase is about 11.649, and the scale of the economy was forecast to grow
by 4.95% over the previous year. Table 7 is a comparison between the annual
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average growth rate and the linear regression model when the value of lnGDP and
the growth rate are annual average growth rate and linear regression model.

According to the predicted results, Guangdong-Hong Kong-Macao Greater Bay
Area’s economy will continue growing in the next stage. Under the macro-control
of the government, the probability of seriously deviating from the operational range
is relatively small, and it is expected to maintain the momentum of sustained,
healthy, and stable growth. As the development of Guangdong-Hong Kong-Macao
Greater Bay Area is not yet mature, much cooperation has not yet been carried out,
including the centralization of statistical data and the standardization of statistical
indicators. Therefore, in this study, due to the lack of statistical data and differences
in statistical indicators in some areas, this present paper only selects five indexes of
GDP, the total retail sales f social consumer goods, freight throughput of ports,
length of highways, and the number of employed persons in the transport, storage,
and postal services to establish the model. The results of the model only show the
effect of the regional logistics level represented by these indicators on the regional
economic development, and the above prediction results are only used as a
reference.
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Table 6 Predictive values
for each independent variable

X1 X2 X3

Predictive values 3.48 18.51 6.79

Average annual growth rate 9.75% 5.13% 1.78%

The predicted values are based on 2017

Table 7 Comparison of two
predictions

lnGDP

Average annual growth rate 12.476

Linear regression model 11.649
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Location Selection of the Terminal
Common Distribution Center of Express
Delivery Enterprise

Dongyu Cui, Yuan Tian, and Lang Xiong

Abstract Mastering the structural characteristics of the express terminal delivery
network has an important role in reasonable layout of the terminal common dis-
tribution center of express delivery enterprise. This paper takes the layout of the
terminal common distribution center of express delivery enterprise as the research
object. Under the premise of quantitative analysis of the terminal delivery network
structure, and considered the importance of each node in its network. Then, com-
bined with the network operation economy and network invulnerability, a
multi-target location model of the terminal common distribution center of the
express delivery enterprise is established and solved by genetic algorithm. Finally,
taking the express terminal delivery network in Haidian District of Beijing as an
example, the quantity, location and corresponding distribution range of the terminal
common distribution center of express delivery enterprise are determined. This
research introduces the joint distribution concept into the express terminal distri-
bution, and integrates the existing express terminal delivery resources to reduce the
express delivery cost and improve the service level of the express delivery industry.
It has certain theoretical value and practical significance.
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1 Introduction

The rapid development of e-commerce has promoted a large number of private
express delivery companies. At the same time, it has gradually exposed many
problems such as disorderly competition, serious homogenization, high distribution
costs and unreasonable layout of nodes in the express delivery industry. In par-
ticular, the problem of terminal distribution is more prominent. In order to seize the
consumer market, many express delivery companies have set up a large number of
end distribution nodes in the same service area, resulting in serious waste of
resources and external uneconomic phenomena. Coupled with the impact of some
special e-commerce festivals and unpredictable emergencies on the express terminal
delivery network, it directly affects the quality evaluation of express delivery ser-
vices. Therefore, many domestic express delivery companies have tried to introduce
the common distribution concept into the end of the express delivery process,
through the establishment of a common distribution alliance to integrate the
existing express terminal delivery resources, and to rationally layout the terminal
co-distribution center of express delivery. The aim is to solve a series of problems
such as high delivery cost, low distribution efficiency and uneconomical outside the
city at the end of express delivery from the root cause, and provide guarantee for the
healthy development of the express delivery industry.

The terminal co-distribution of the express delivery belongs to the category of
urban distribution. According to the different methods of customer pickup, the
co-distribution mode of the express delivery is divided into two types: home
delivery and customer self-acquisition. For the home delivery mode, in addition to
the rise of the C2C crowdsourcing delivery model in the past two years [1]. The
terminal co-distribution of the express delivery is mainly based on the optimization
of the vehicle path, and providing consumers with “door-to-door” delivery services.
Kovacs [2], Spliet [3], Ni [4] and Cao [5] combined with factors such as large
terminal distribution, vehicle capacity limitation, and time uncertainty, etc., with the
total cost or customer satisfaction as the goal, the end delivery path and vehicle
scheduling of the express delivery enterprise has been optimized. At the same time,
with the enhancement of environmental awareness and the development of electric
vehicle technology, Xiao also studied the route optimization and scheduling of
green vehicles [6]. For the customer self-pickup mode, the layout of the express
terminal self-service site are mainly studied. Zhang [7], Feng [8] and Sun [9]
analyzed the demand characteristics, implementation difficulty, cost input and other
factors of the express terminal delivery, proposed the application of express
delivery enterprises to cooperate with communities and schools to establish the
express terminal self-service site. Sun proposed that the terminal co-delivery
operation mode of express delivery enterprises should be based on the construction
of self-pickup site, supplemented by the express self-container [10]. On the other
hand, in the research of site selection for distribution centers. Chen analyzed the
location problem of the same city express delivery center based on degree cen-
trality, intermediate center degree and near center degree [11]. Zhang used the
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complex network theory to comprehensively analyze the structural characteristics
of the express delivery network, and determined the important nodes in the dis-
tribution network [12]. Sheng used quantum particle swarm optimization to solve
the problem of optimal solution for logistics distribution center location [13].

The existing literature on the terminal co-distribution of express delivery com-
panies is more limited. Among them, the problem of site selection of the terminal
common distribution center, or combined with path planning, or the construction of
mathematical models with the goal of cost and consumer satisfaction, or focus on
the improvement of the algorithm. However, these site selection studies rarely
consider the interrelationship between nodes and the impact of node layout on the
overall network. At the same time, it also neglects the impact and destructiveness of
uncertain factors such as e-commerce special festivals and traffic conditions on the
express delivery network. Based on the existing research, the innovation of this
paper is mainly reflected in the following two points. First, the social network
analysis method is applied to the express terminal delivery network. The structure
of the express terminal delivery network is quantitatively analyzed from the per-
spective of relationship, and the importance degree of the nodes in the existing
network are considered. Provide a new perspective for site selection research of the
express terminal delivery center. Secondly, based on the site selection of express
delivery nodes focusing on operational costs and customer time satisfaction, the
new goal of introducing network invulnerability is more practical.

2 Problem and Model

2.1 Problem Description and Basic Assumptions

The layout problem of the terminal co-distribution center of the express delivery
enterprise can be described as: within a certain service area where the number of
customer groups and demand are known, through the quantitative analysis of the
existing express terminal delivery network structure, considering the importance
degree of the nodes in its network, select the alternative points for establishing the
terminal co-distribution center, then, combined with the economic and stability
requirements of the express terminal delivery, determined the number, location, and
corresponding delivery range of the terminal co-distribution center from the can-
didate points.

Based on the characteristics of the problem, the relevant basic assumptions made
are as follows: in the site selection area, the geographical location, distribution
range and express demand of the end delivery nodes of each express company are
known; only consider the delivery process from the terminal co-distribution center
to the demand point; the identified terminal co-distribution center can meet the
demand of all demand points within its coverage, and one demand point can only be
provided by at most one terminal co-distribution center; the number of vehicles
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required to deliver the goods during the delivery task shall not exceed the total
number of vehicles configured by the terminal co-distribution center; a van or
electric tricycle can be selected for the delivery task, but only one of them can be
selected; the traffic haul coefficients of all distribution lines are the same.

2.2 Symbol Definition

The symbols used in the model are shown in Table 1.

2.3 Models

Based on the axis-spoke network structure of express delivery, this paper estab-
lishes the alternative point location model and multi-objective location model of the
terminal co-distribution center.

Table 1 The symbols used in the model

Symbols Definition

N The sum of the number of nodes in the terminal delivery network of the express
delivery

n Number of the terminal co-distribution centers of express delivery wi,
i ¼ 1; 2; . . .; n

m Number of demand points wj, j ¼ 1; 2; . . .;m

qij The amount of goods delivered from the terminal co-distribution center wi to the
demand point wj

dij Delivery distance from the terminal co-distribution center wi to the demand point
wj

d�ij The ideal delivery radius for the terminal co-distribution center

uij Penalty factor when the delivery distance exceeds the service radius of the
terminal co-distribution center

pij Fuel consumption cost per unit distance of small vans

p�ij Electric tricycle cost per unit distance

l wið Þ The total number of nodes in the network that have direct business with node wi

gkj wið Þ Number of shortest delivery paths between two nodes wk and wj containing node
wi, k 6¼ i 6¼ j; k\ j

gkj Number of shortest delivery paths between nodes wk and wj

hi wi;wj
� �

Shortest distance between node wi and node wj

d wi;wj
� �

The number of the fewest edges passed from node wi to node wj
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(1) Alternative point location model of the terminal co-distribution center of
express delivery

The contact mode and connection strength between the nodes in the terminal
delivery network of the express delivery enterprise determine the degree of control
and utilization of the existing network resources, and then determine the distribu-
tion efficiency of the entire distribution network. However, on the location of the
express terminal delivery nodes, few scholars use the central analysis theory to
study it. That is to say, the central analysis theory can provide new ideas for the site
selection of nodes in the express delivery network. The centrality analysis measures
the importance of a node in its network from three aspects, includes the degree to
which a node is in direct contact with other nodes in its network, the degree of
mediation as a “bridge”, and the importance of geographic location. They are called
the point center degree, the intermediate center degree and the close center degree.

(a) The degree of point center

Combined with the characteristics of the terminal delivery network of the
express delivery enterprise, the degree of point center indicates the distribution
relationship among the nodes in the network. That is, the more nodes in the network
that have a business relationship with the terminal distribution center, the higher the
importance of the distribution center in the network. Its calculation formula is,

CP wið Þ ¼ l wið Þ= N � 1ð Þ

(b) The degree of intermediate center

If a node in the express terminal delivery network is at the shortest path distance
from the terminal distribution center to other nodes, the node has a higher inter-
mediate center. That is, it has the role of a bridge to communicate with other nodes.
The shortest path distance here refers to the actual shortest delivery distance
between nodes. Its calculation formula is,

CI wið Þ ¼
XN
k¼ 1

XN
j¼ 1

X
k\ j

gkj wið Þ=gkj
" #

= N � 1ð Þ N � 2ð Þ½ �

(c) The degree of close center

In the express terminal delivery network, the demand point is limited by the
terminal distribution center, and relies on the terminal distribution center to obtain
information and complete the service. But the terminal distribution center has direct
business contact with most demand points, without the need of other nodes. When
calculating close-centrality, the focus is on shortcuts rather than direct relationships.
That is, if the sum of the distances from the terminal distribution center to many
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other demand points in the network is smaller, the more it does not need to rely on
other nodes in the terminal delivery process, the more important the role of the
distribution center in the network is. Its calculation formula is

CC wið Þ ¼
XN
j¼ 1

hi wi;wj
� �

= N � 1ð Þ

In order to eliminate the influence of data processing and comprehensive anal-
ysis due to different units of centrality, the calculated data needs to be dimen-
sionless. In addition, because the different networks need to evaluate according to
the characteristics of the network itself when evaluating the centrality. Therefore,
when the comprehensive evaluation, it is necessary to set the corresponding weight.
Finally, the centrality of the nodes is comprehensively scored, and the nodes with
higher scores are selected as the alternative terminal co-distribution center. The
location model of the alternate point of the terminal co-distribution center of the
express delivery is as follows:

Pi ¼ x1CP þx2CI þx3CC ð1Þ

(2) Multi-objective location model of the terminal co-distribution center of express
delivery

The task of the terminal co-distribution center of the express delivery is to realize
the systemization and scale of the express terminal delivery, so as to further reduce
the express delivery cost and improve the service efficiency of the express delivery
industry. That is, economics and timeliness are the main objectives of the location
modeling of the express terminal co-distribution center. In addition, with the
development of e-commerce platform and people’s recognition of the express
delivery industry, the impact of the rapid increase in demand has become more and
more serious to the express terminal delivery network. Therefore, in the site
selection process of the terminal co-distribution center of the express delivery, in
addition to considering the operating cost of the network, the invulnerability of the
entire network should be considered. And how to balance the contradiction between
the operating cost of the terminal delivery network and the network’s invulnera-
bility has become the key to the location of the express terminal co-distribution
center. This section analyzes the location of the express terminal co-distribution
center from the perspective of network operation economy and network invulner-
ability, and establishes a multi-objective location model as follows,
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min Z Lð Þ ¼ A1 þA2 þA3 þA4 þA5

¼ Pn
i¼ 1

xi � Cþ Pn
i¼ 1

Pm
j¼ 1

qij � v

þ a
Pn
i¼ 1

Pm
j¼ 1

cijqijdij þ a b
Pn
i¼ 1

Pm
j¼ 1

dijpij þ 1� bð Þ Pn
i¼ 1

Pm
j¼ 1

dijp�ij

" #

þ s
Pn
i¼ 1

kiBi 1þ eið Þri þ 1 1� 1þ eið ÞTi 1þ fð Þ�Ti
� �

= f � eið Þ

þ h
Pn
i¼ 1

Pm
j¼ 1

tijqij

þ Pn
i¼ 1

Pm
j¼ 1

max dij � d�ij; 0
n o

uijqij

ð2Þ

maxE Lð Þ ¼ 1
NðN � 1Þ

X
i;j2N;i 6¼ j

1
dðwi;wjÞ ð3Þ

s:t: Xn
i¼ 1

ki � n
ð4Þ

Xn
i¼ 1

kiuij ¼ 1 ð5Þ

ki ¼ 0;
Xm
j¼ 1

qij ¼ 0 ð6Þ

Xn
i¼ 1

qij �Qj ð7Þ

uij ¼ 1; dij � 5Demand point is covered
0; dij [ 5Demand point is not covered

�
ð8Þ

ki ¼ 1;The terminal co� distribution center is selected
0;The terminal co� distribution center is not selected

�
ð9Þ

b ¼ 1;Use small box truck

0;Use electric tricycle

(
ð10Þ
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Xm
j¼ 1

uijqij �Ei ð11Þ

0� tij � 24 ð12Þ

qij � 0 ð13Þ

Among them, the Eq. (2) indicates that the total operating cost of the terminal
delivery network of express delivery enterprise is the lowest, including labor costs,
distribution costs, opportunity costs, time costs, and penalty costs. Equation (3)
indicates that the network invulnerability of the terminal delivery network of the
express delivery enterprise is the best. Equation (4) indicates that the final number
of the terminal co-distribution centers cannot exceed the number of candidate
points. Equation (5) means that each demand point can only be serviced by a
terminal co-distribution center. Equation (6) indicates that if a terminal
co-distribution center wi is not selected, the traffic volume is zero. Equation (7)
indicates that the total amount of goods delivered to the demand point by all the
terminal co-distribution centers in the end delivery network meets the total demand
Qj of all demand points. Equations (8), (9) and (10) are 0–1 variables.
Equation (11) indicates that the total amount of goods delivered by the terminal
co-distribution center wi to the demand point wj is not greater than its service
capability Ei. Equation (12) means that the time when the goods arrive at the
terminal co-distribution center wi and then to the demand point wj must not exceed
24 h. Equation (13) is the value constraint of the variable.

3 Model Algorithm

When selecting the candidate points of the terminal co-distribution center of express
delivery, it is necessary to determine the weight of the node’s centrality. In order to
objectively reflect the importance of nodes in the network, this paper uses the
entropy method to determine the relevant weight values. In addition, because the
multi-target location model of the express terminal co-distribution center is rela-
tively complicated, multiple variables and constraints are involved, and the
requirements for the output solution are high. Therefore, this paper uses the genetic
algorithm to search for the optimal solution under the condition of satisfying the
constraint. The specific design steps of the genetic algorithm are,

Step1: Determine the coding scheme. The coding scheme of the genetic algo-
rithm is designed as follows: if there are n terminal co-distribution centers of
express delivery, and m demand points, the coding length is L ¼ nþ n � m, and the
gene is a real number in the interval [−1, 1].

For example: assuming n = 4, m = 6, the length of the code is
L ¼ 4þ 4 � 6 ¼ 28, then a legal chromosome can be expressed as: [−0.45, 0.09,
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0.26,−0.93, 0.98, −0.84, 0.61, −0.07, 0.21, 0.52, −0.15, 0.36, 0.44, −0.31, 0.78,
0.11, 0.27, −0.13, 0.56, −0.69, 0.22, 0.81, 0.33, 0.71, 0.46, −0.25, 0.64, 0.37].

Coding meaning: convert the italic parts −0.45, 0.09, 0.26, −0.93 into a matrix Ki,

Ki ¼ �0:45 0:09
0:26 �0:93

� �

When Ki < 0, it means that the terminal co-distribution center wi is not selected;
when Kij > 0; it means that the terminal co-distribution center wi is selected.

Convert the non-italic part 0.98, −0.84, 0.61, −0.07, 0.21, 0.52, −0.15, 0.36,
0.44, −0.31, 0.78, 0.11, 0.27, −0.13, 0.56, −0.69, 0.22, 0.81, 0.33, 0.71, 0.46,
−0.25, 0.64, 0.37 into a matrix Kij,

Kij ¼

0:98 �0:84 0:61 �0:07
0:21 0:52 �0:15 0:36
0:44 �0:31 0:78 0:11
0:27 �0:13 0:56 �0:69
0:22 0:81 0:33 0:71
0:46 �0:25 0:64 0:37

2
6666664

3
7777775

Then the code corresponding to the first demand point is 0.98, −0.84, 0.61,
−0.07, and so on. When Kij < 0, it means that the terminal co-distribution center wi

does not provide service for the demand point wj; when Kij > 0; it means that the
terminal co-distribution center wi provides the service for the demand point wj.

Step 2: Initialize the population. The solution that satisfies the condition is
reflected by the initialized population according to the existing known conditions to
improve the computational efficiency of the optimal solution.

Step 3: Determine the fitness function. In the solution process, the lowest net-
work operation cost is the main goal, and the network invulnerability is the sec-
ondary target. According to the genetic algorithm’s requirement for the
non-negative of the fitness function value, combined with the main objective
function of the model. The fitness function of this study is 1/total cost.

Step 4: Choose. The probability that i is selected is:

Pi ¼ fi=
XN
n¼1

fi

Step 5: Cross. This paper sets the crossover rate of the genetic algorithm to 0.85.
Step 6: Variation. This paper sets the mutation rate of the genetic algorithm to

0.05.
Step 7: Terminate the condition judgment. In this paper, the termination criterion

of the algorithm is that the number of iterations is 1000. If this condition is reached,
the algorithm terminates.
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4 Case Analysis

This paper takes the four private express delivery companies in Beijing Haidian
District, such as Yunda Express, Shentong Express, ShunFeng Express and
Zhongtong Express as examples to establish a joint distribution alliance for express
delivery enterprises. Integrate the existing terminal distribution resources in Haidian
District, and rationally layout the terminal co-distribution center to be responsible
for the delivery of express mail in Haidian District. Through field research, we have
mastered the relevant situation of 76 express delivery branches (function equivalent
to the terminal distribution center) in Haidian District. Through the sorting, the 76
express delivery branches currently have 3,590 distribution routes, responsible for
the delivery of 1,578 demand points. Among them, 19 Yunda Express Delivery
Branches are responsible for delivering 1,279 demand points, 11 Shentong Express
Distribution Branches are responsible for delivering 884 demand points, 20
ShunFeng Express Distribution Branches are responsible for delivering 605
demand points, 26 Zhongtong Express Distribution Branches are responsible for
delivering 822 demand points, as shown in Fig. 1, which is used as the empirical
basis data for the verification of the relevant model. The relevant constant param-
eters required for the rest of the calculations are set according to the market con-
ditions of the current year.

4.1 Analysis of the Terminal Delivery Network Structure
of Express Enterprises in Haidian District

In order to study the structure of the existing express delivery network and the
connection between nodes in its network in Haidian District. This paper uses the
social network analysis method to process the collected data, and quantitatively
analyzes the structure of the terminal delivery network of the express delivery
enterprise.

With the help of the network analysis function in the social network analysis
software UCINET, the network density of the terminal delivery network of the
express delivery enterprise in Haidian District is 0.0026, and the E-I index is
−0.889, as shown in Fig. 2. It shows that the links between the nodes in the
terminal delivery network of the existing express delivery enterprises in Haidian
District are very limited. At the same time, there are many independent small
groups in the terminal delivery network, and there is a lack of communication
between the groups.

Further, through the visual data analysis function in UCINET, the centrality of
each node in the network is studied, as shown in Figs. 3, 4 and 5. According to the
analysis, the distribution center of each express delivery company in the existing
terminal delivery network in Haidian District has a higher degree of point (Fig. 3).
In combination with the actual situation, each express delivery branch is responsible
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Fig. 1 The map of distribution areas of express delivery branches in Haidian District
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Fig. 2 Structure of the terminal delivery network of express delivery enterprises in Haidian
District

Fig. 3 Analysis results of the point center
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for the distribution of goods in different areas in its network, and is directly in
contact with many demand points. It is at the center of the terminal delivery
network of the respective express company, which determines the distribution
efficiency of the goods and the company’s service level. Among them, the point
center of Yunda Express and Shentong Express Delivery Branches are generally
higher than that of ShunFeng Express and Zhongtong Express, indicating that
Yunda Express and Shentong Express have relatively better development and
market share in Haidian District. In addition, from the analysis of the intermediate
center degree (Fig. 4) and the close center degree (Fig. 5), it can be seen that in the
current delivery network of the express delivery enterprise in Haidian District, each
express delivery branch has relatively high independence and self-contained
groups. And there are very few nodes that can serve as a bridge for communication.

Fig. 4 Analysis results of the intermediate center
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In summary, in the end of the express delivery process in Haidian District, each
express company has a waste of resources that are repeatedly constructed at the
terminal distribution center, isolated from each other, and repeatedly delivered to
the same demand point, which is not conducive to the overall network and the
development of individuals in the network. Therefore, it is possible to consider
establishing the terminal co-distribution center in Haidian District to re-integrate the
existing end-delivery resources of express delivery enterprises. Realize the sys-
temization and scale of express delivery in Haidian District, reduce distribution
costs and improve the service level of the express delivery industry.

4.2 Determination of the Terminal Co-distribution Center
of the Express Delivery Enterprise in Haidian District

Using the entropy method, the data matrix calculation can be used to obtain the
weight values of the point center degree, the intermediate center degree and the
close center degree of the nodes in the express delivery network in the current

Fig. 5 Analysis results of the close center

894 D. Cui et al.



T
ab

le
2

C
en
tr
al

co
m
pr
eh
en
si
ve

sc
or
es

of
th
e
ex
pr
es
s
de
liv

er
y
br
an
ch
es

in
ha
id
ia
n
di
st
ri
ct

D
is
tr
ib
ut
io
n

B
ra
nc
h

T
ot
al

sc
or
e

R
an
ki
ng

D
is
tr
ib
ut
io
n

br
an
ch

T
ot
al
s

co
re

R
an
ki
ng

D
is
tr
ib
ut
io
n

br
an
ch

T
ot
al

s
co
re

R
an
ki
ng

D
is
tr
ib
ut
io
n

br
an
ch

T
ot
al
s

co
re

R
an
ki
ng

Y
un

da
2

31
.4
42

1
Y
un

da
18

4.
53

2
20

Y
un

da
5

2.
12
8

39
Z
ho

ng
to
ng

16
0.
75

7
58

Sh
en
to
ng

5
25

.0
44

2
Y
un

da
6

4.
01

4
21

Z
ho

ng
to
ng

23
1.
58
0

40
Z
ho

ng
to
ng

7
0.
72

7
59

Y
un

da
12

17
.6
54

3
Y
un

da
11

3.
86

6
22

Sh
un

fe
ng

18
1.
50
6

41
Y
un

da
4

0.
65

5
60

Z
ho

ng
to
ng
3

11
.6
21

4
Sh

en
to
ng

1
3.
65

7
23

Z
ho

ng
to
ng

10
1.
40
8

42
Sh

un
fe
ng

1
0.
55

6
61

Z
ho

ng
to
ng
15

11
.0
87

5
Y
un

da
1

3.
62

1
24

Z
ho

ng
to
ng

13
1.
34
7

43
Z
ho

ng
to
ng

18
0.
49

7
62

Sh
en
to
ng

8
10

.8
03

6
Y
un

da
17

3.
59

6
25

Z
ho

ng
to
ng

20
1.
24
3

44
Sh

un
fe
ng

5
0.
46

0
63

Sh
en
to
ng

9
8.
86
4

7
Z
ho

ng
to
ng

14
3.
47

7
26

Sh
un

fe
ng

15
1.
21
4

45
Sh

un
fe
ng

4
0.
46

0
64

Sh
en
to
ng

7
8.
71
9

8
Y
un

da
3

3.
46

6
27

Sh
en
to
ng

10
1.
17
6

46
Sh

un
fe
ng

3
0.
43

6
65

Sh
en
to
ng

2
7.
84
1

9
Y
un

da
9

3.
41

4
28

Y
un

da
13

1.
15
9

47
Z
ho

ng
to
ng

24
0.
41

6
66

Y
un

da
7

6.
64
3

10
Y
un

da
14

3.
29

8
29

Sh
un

fe
ng

20
1.
08
1

48
Sh

un
fe
ng

8
0.
38

4
67

Z
ho

ng
to
ng
17

6.
42
7

11
Sh

en
to
ng

6
3.
16

0
30

Z
ho

ng
to
ng

2
0.
95
9

49
Z
ho

ng
to
ng

12
0.
35

7
68

Sh
un

fe
ng

19
5.
95
3

12
Z
ho

ng
to
ng

1
3.
14

9
31

Z
ho

ng
to
ng

21
0.
95
7

50
Sh

un
fe
ng

14
0.
32

7
69

Sh
en
to
ng

3
5.
64
3

13
Z
ho

ng
to
ng

4
3.
11

8
32

Z
ho

ng
to
ng

22
0.
90
4

51
Sh

un
fe
ng

11
0.
27

1
70

Sh
en
to
ng

4
5.
52
5

14
Y
un

da
10

3.
04

1
33

Z
ho

ng
to
ng

5
0.
86
8

52
Z
ho

ng
to
ng

26
0.
25

9
71

Y
un

da
19

5.
40
2

15
Sh

un
fe
ng

2
2.
92

6
34

Sh
un

fe
ng

17
0.
83
6

53
Sh

un
fe
ng

16
0.
19

0
72

Sh
un

fe
ng

9
5.
28
7

16
Z
ho

ng
to
ng

9
2.
70

2
35

Sh
un

fe
ng

10
0.
83
3

54
Sh

un
fe
ng

6
0.
15

4
73

Y
un

da
15

5.
14
5

17
Sh

un
fe
ng

13
2.
54

5
36

Y
un

da
16

0.
80
4

55
Z
ho

ng
to
ng

19
0.
13

3
74

Y
un

da
8

4.
91
0

18
Z
ho

ng
to
ng

11
2.
39

8
37

Sh
un

fe
ng

12
0.
79
6

56
Z
ho

ng
to
ng

25
0.
11

7
75

Sh
en
to
ng

11
4.
61
9

19
Z
ho

ng
to
ng

8
2.
30

5
38

Sh
un

fe
ng

7
0.
76
9

57
Z
ho

ng
to
ng

6
0.
04

3
76

Location Selection of the Terminal Common Distribution … 895



Haidian area, which are 0.233, 0.763, and 0.004. Bringing the weight value into (1),
we can get the central comprehensive score of each express delivery branch in its
express delivery network, see Table 2. The higher the central comprehensive score
indicates the higher the importance of the express delivery branch in its terminal
delivery network.

Through Table 2, a total of 39 express delivery branches with a score of more
than 2 in the central comprehensive evaluation are initially selected as an alternative
terminal co-distribution center. The genetic algorithm can be used to calculate the
simulation results of the terminal co-distribution center location in the express
delivery network under different objective functions, as shown in Table 3.

It can be seen from the location selection results in Table 3 that the network
invulnerability is only 0.612 when the total operating cost of the terminal
co-delivery network of express delivery is the lowest. It indicates that the terminal
co-delivery network will cause large-scale network function failure when attacked.
At this time, the express delivery network cannot maintain the original distribution
capability, and the express service level of Haidian District is not guaranteed. When
considering the network operation cost and network invulnerability at the same
time, although the total operating cost of the terminal co-delivery network increased
to 65.576 million yuan, the network invulnerability reached 0.813. It indicates that
the terminal co-delivery network of express delivery enterprise has strong invul-
nerability. When the network is attacked, the network can still maintain a relatively
stable state, and the network operation cost can be relatively low under the premise
of ensuring the express delivery service level.

In summary, when the network operation cost and network invulnerability reach
a relative balance, there are 15 express delivery branches in Haidian District that
have chosen to establish the terminal co-distribution center of express delivery
enterprise. And the feasibility distribution scheme corresponding to these 15
express terminal co-distribution centers in Haidian District is shown in Fig. 6.

Table 3 Simulation results of the terminal co-distribution center

Objective function Cost/10,000 yuan Network invulnerability

Lowest cost 6131.69 0.612

Highest network invulnerability 7047.65 0.898

Optimal cost and network invulnerability 6557.61 0.813
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Fig. 6 Feasible distribution scheme for each terminal co-distribution center of express delivery in
Haidian District Conclusions
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5 Conclusion

This paper takes the location layout of the terminal co-distribution center of the
express delivery enterprise as the research object. Firstly, starting from the integrity
of the terminal delivery network, considering the importance of each node in its
network, it is found that some nodes have incomparable advantages in the influ-
ence, degree of action and geographical location of the network. Then, combined
with operational economy and network invulnerability, the multi-target location
model of the terminal co-distribution center of the express delivery is established,
and then used the genetic algorithm to determine the number, location and corre-
sponding service area of the terminal co-distribution center, which is more practical.
Finally, the Haidian District of Beijing is taken as an example to prove the validity
of the model. However, the terminal distribution network of express delivery
enterprises studied in this paper belongs to the axis-spoke structure, ignoring the
research on the network structure such as full connectivity, which leads to the lack
of universality in this study. Therefore, the analysis of various network structures in
future research needs to be further strengthened.
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Radiation Range and Carrying Capacity
of Logistics Core City: The Case
of Xi’an, China

Yaqi Zhang, Zhaolei Li, Dan Wei, and Yeye Yin

Abstract The investment size and construction scale for logistics infrastructure of
a city depend on its logistics service scope and logistics carrying capacity primarily,
especially for the core city on the Belt and Road Initiative of China at present. We
propose a comprehensive field intensity and gravity model in order to demarcate the
logistics service scope of the core city according to the field intensity factor,
medium factor and interaction factor based on radiation theory. In addition, the
logistics service scope is further demarcated into direct radiation scope, indirect
radiation scope and extended radiation scope of the importance degree. Then,
depending on the demarcation of logistics radiation range, the influencing factors of
logistics carrying capacity in Xi’an were analyzed using the gray incidence matrix
method. The measurement model of the logistics carrying capacity based on the
factor correlation was constructed. The rationality of the model is verified. Xi’an is
provided to illustrate the practicability and effectiveness of this method as an
example. Furthermore, some suggestions about logistics are provided for core cities
on the Belt and Road Initiative.
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Logistics radiation range
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1 Introduction

Over the past two decades, the Yangtze River Delta, Pearl River Delta and
Circum-Bohai-Sea Region in China have acquired outstanding achievements due to
their location advantage, resource advantage and policy advantage. Recently,
central government of China supports relatively backward area by regional reju-
venation plans constantly, such as the Western Development, the Rise of Central
Plains, and the Northeast Revitalization. So far, the effect is not ideal and even has a
polarizing trend. The GDP growth rate of Liaoning province was-2.5% in 2016,
which was the only negative growth one. The initial purpose of the Belt and Road
Initiative is to connect all the separate economic regions together and is to promote
export-oriented economic development. Although it probably needs long run efforts
for every country to realize the prospects of the Belt and Road Initiative, central
government of China has promoted it desperately. That was in order to reinforce the
connection and exchange between each separate economic region, and to attain the
whole prosperity and sustainable development of Chinese economy.

Therefore, logistics infrastructures, transport corridors and information com-
munication networks are constructed in the core cities on the Belt and Road
Initiative vigorously. These investments will help these cities get the initiative
because they could gain political and financial support from central government of
China. And further enhance the city’s logistics carrying capacity. For example,
Xi’an has promoted the construction of the inland port and free trade zones.
Xinjiang has strengthened the construction of the logistics park and frontier port. In
addition, some cities have opened special train to Central Europe for gaining the
attention of central government, as shown in Fig. 1. Consequently, logistics com-
petition has become the determinant factor of getting policy and fund support from
central government. Each the core city on the Belt and Road Initiative is trying
every means to improve logistics competitiveness and broaden logistics hinterland.
How to demarcate the logistics service scope and measure the logistics carrying
capacity of a core city are problems that must be solved first. Because the logistics
services scope is directly related to how much logistics quantity will converge to the
core city. And the logistics carrying capacity is directly related to whether the core
city could meet the logistics demands. According to the logistics services scope,
logistics demand and the existing logistics carrying capacity can scientifically
determine the additional logistics investment. If not, it will be a blind logistics
investment. In order to avoid blind and excessive logistics investment in core cities
on the Belt and Road Initiative, the objective of this study is to develop a measure
method of radiation range (service scope) and carrying capacity for logistics core
cities, and give some useful logistics advices for the core cities on the Belt and
Road Initiative.

The efficiency of logistics network is extremely important for promoting the
city’s or country’s competitiveness [1]. The span, depth, and density of logistics
service network has significant effects for gathering logistics resources and pro-
moting regional economy [2].
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BRI (the Belt and Road Initiative) as one of the “major new international ini-
tiatives address logistics issues”, it is essential to investigate how the BRI affects
international logistics network and further explore the implication for
decision-makers. Sheu et al. presents a spatial-temporal logistics interaction model
integrated with Markov chain to address the dynamic and stochastic challenges that
underlie the problem of international logistic network reconfiguration induced by
the One Belt-One Road initiative [3]. It is clear that extending and exerting the
function of logistics radiation in the core city and forming a band economic zone
with dense point, linear extension and surface radiation can help the economic
development of the integration of production and trade along the road.

Research on the logistics radiation range. Liu He established the index system of
hub node selection, used principal component analysis to determine the hub city
and hub city in Haixi District, measured the logistics gravity intensity of hub city to
hub city by gravity model, analyzed the radiation scope of each hub city and the
construction of regional logistics corridor, and constructed the hub-and-spoke
logistics network in Haixi District [4]. It is insufficient for the logistics hinterland
demarcation study at present. Most of the researches focus on the application of
methods, such as Gravity Model [5], Voronoi Diagram [6-7], Breakpoint model and
Thiessen Polygon [8].

In addition, the researches on port-hinterland have gained wide attention as well
as inland city’s hinterland, especially after the emerging concept of dry port [9-10].
The dry port is conducive to expanding the scope from seaport to hinterland,

Fig. 1 China-Europe special freight railway lines
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improving overall competitiveness, developing the regional economics and making
the logistics operating smoothly [11].

On this basis, the researches begin to pay attention to the sustainable develop-
ment of urban logistics system, and study the carrying capacity of urban logistics
system from the bearability of the system. The concept of carrying capacity comes
from population ecology. Now it is widely used in population, resources, envi-
ronment, ecology, economy, network and other fields. At present, the carrying
capacity is mainly concentrated in industries, sectors such as transportation and
logistics. Based on the concepts of transportation network capacity [12–15],
transportation system flexibility [16], network flexibility [17], and transportation
reserve capacity [18], the measurement methods and configuration models of
transportation (transport, logistics) system facilities are quantitatively studied.

From the above-mentioned research development situation and trend, urban
logistics carrying capacity has attracted more and more attention from academia and
business circles, and has become an indispensable research content in the complex
logistics theoretical system. However, the existing research on urban logistics
carrying capacity is very few, the calculation method is very few, and it is not
suitable to study the regional logistics carrying capacity of the Silk Road Economic
Belt with large span. The logistics carrying capacity of core city on the Silk Road
Economic Belt needs to be further studied.

As the starting point of the Silk Road Economic Belt, the connecting point of the
Silk Road Economic Belt and the Maritime Silk Road Economic Belt, Xi’an has
obvious geographical advantages and should play an important role as a “bridge-
head”. Therefore, we take Xi’an as a research case. In order to optimize the accurate
demarcation of logistics hinterland, and to measure the logistics carrying capacity
of Xi’an on the background of the Belt and Road Initiative. We compare the
logistics basic data of the core city on the Silk Road from the different trans-
portation modes and identifies the bottlenecks that restrict the Shaanxi regional
logistics carrying capacity. We propose a comprehensive field intensity and gravity
model to demarcate the logistics hinterland scope of the core city combined with
influence factors based on radiation theory, and we measure the logistics carrying
capacity by grey incidence matrix method with the case of Xi’an, which is an
important dry port and the origin city of the Silk Road Economic Belt.

2 Radiation Model of Logistics Core City

2.1 Influence Factors of Logistics Radiation Range

The concept of radiation originates from physics, which means the process that high
energy transfer to low energy through a certain medium. The use of the term,
radiation, in this study means transferring the energy (logistics technology, infor-
mation, management and service from all those core cities) to the outside through
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radiation medium (logistics nodes, transport lines, information networks and so on).
Meanwhile, the logistics radiation range of core cities means the origin-destination
scope where logistics services originate and disappear. The intensity factor, medium
factor and interaction factor influence the radiation scope significantly. The radia-
tion mechanism of logistics radiation range is shown in Fig. 2.

(1) The field intensity factor

The field intensity means the size of acting force from the radiation source to
some point in the radiation range, which reflects the logistics energy size of logistics
core city. The field intensity is the most important influence factor of radiating field,
which is showed as the overall scale, service level, information degree, labor
quality, logistics facilities and equipment. The comprehensive level of these
sub-factors reflects the degree of logistics energy. Equation (1) is used to calculate
the field intensity of the core city.

Si ¼ Zi
dai

ð1Þ

Where Si is the logistics field intensity of the core city on point i; Zi is the core
city’s logistics energy; di is the distance between the core city and the demanding
point i; a is the friction coefficient of distance.

(2) The transferring medium factor

The transferring medium refers to the transportation systems and information
networks. The space movement of cargo is the final form of logistics, so trans-
portation system is a significant factor. Different grade transportation system and
different transportation mode influences the logistics radiation ranges directly. That
means the distance will be different under different transportation system with the
same amount of time and the same origin. In other words, time can be used to

Fig. 2 The radiation
mechanism of logistics
radiation range
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measure the reachable of traffic facilities. Firstly, in order to determine the speed by
different transportation mode and traffic facilities, the regional transportation net-
work is analyzed and concluded systematically. Then, the reachable distance net-
work can be calculated based on the transportation network and different time sets.
In practical application, traffic reachable can be specified accord with different
logistics service, such as 6-H Circle of Transportation, 8-H Circle of Transportation
and so on. It should be noted that the distribution of logistics radiation range
through transport corridor doesn’t extend as layer but as zonal.

(3) The interaction factors

The interactive effect means the connecting and communicating process among
the core city and other demanding nodes. This interactive effect reflects in capital
flow, information flow, talent flow and material flow specifically. With the analysis
of the direction and frequency of the four flows, the interaction degree among the
core city and other nodes can be clearly investigated. Therefore, the logistics
radiation range, which is divided by interaction degree, can reflect the interaction
degree among the core city and other demanding nodes objectively. Since the
competition is more than interaction among core cities, and the layouts of those
cities are exclusive, the interactive effect is an inherent economic connection. Thus,
the regional economic scale or supporting industry scale should be chosen as the
main index. Based on the gravity model, the interaction model is established as (2).

Fi ¼ KiQqi
f dið Þtai

ð2Þ

Where Fi is the interaction degree between the core city and the logistics
demanding point i; Q is the logistics quality of the core city; qi is the logistics
quality of logistics demanding point; Ki ¼ Q

ðQþ qiÞ; f dið Þ is the traffic resistance

function between the core city and node i; ti is the transit time between the core city
and radiate node i; a is the empirical coefficient and a ¼ 2:0.

In addition, two aspects should be emphasized. Firstly, if the interactive effect is
not from the core city (radiation source) directly but from the radiation transfer
point, then the interactive effect needs to be calculated piecewise. Secondly,
according to the gratify model, there are all existing interactive effect between the
core city and each node demanding point (the values greater than zero). Hence, an
interactive degree standard should be set, and if any node city’s logistics demand
lower than the standard, it was excluded from the logistics hinterland.

2.2 Measurement of Radiation Range

Based on the degree of connection between the logistics core city and demanding
nodes, the logistics radiation range can be divided into direct logistics radiation
scope, indirect logistics radiation scope and extensive logistics radiation scope.
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With the analysis of influential factors, we can find that different factors have their
significant influence. Different factors have different focus. The field intensity factor
demarcates the radiation scope via the logistics energy size of the core city. The
medium factor demarcates the radiation scope by the reachability and convenience
of the transportation network. The interaction factor demarcates the radiation scope
through the degree of economic connection between the core city and its hinterland.
We can get different results by different dividing methods. Therefore, we calculate
three radiation scope separately and then integrated three factors to obtain optimal
logistics hinterland scope. Take the intersection set as the direct radiation scope, the
complementary set as the indirect radiation scope and the union set as the extensive
radiation scope. The logistics radiation range of the core city is showed as Fig. 3.

(1) Direct radiation scope

Based on the three different zones calculated by three factors, direct radiation
scope is overlaid three of them and takes intersection, shows as (3).

Z ¼ I \M \F ð3Þ

(2) Indirect radiation scope

Based on the three different zones calculated by three factors, indirect radiation
scope is overlaid three of them and takes complement, shows as (4).

J ¼ 1� I \Mð Þ [ M \Fð Þ [ F \ Ið Þ½ � ð4Þ

Fig. 3 Logistics radiation range of the core city
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(3) Extensive radiation scope

Based on the three different zones calculated by three factors, extensive radiation
scope is overlaid three of them and takes union, shows as (5).

H ¼ I [M [F ð5Þ

3 Demarcation of Xi’an Logistics Radiation Range

3.1 Demarcation of Xi’an Logistics Radiation Range
by the Field Intensity Factor

Using logistics energy data of the core city and (1), we can get (the field intensity
radius of the core city). Setting the core city as the central point, we can get logistics
radiation range of the core city. However, considering the availability of data and
the characteristics of equation, there are many factors influence logistics energy of
the core city. Therefore, the freight volume can be used as the logistics energy index
in practical application. The (1) can be transformed to (6).

si ¼ Q
dai

ð6Þ

Where si (ton/km
2) is the logistics field intensity of the core city i; Q (ton) is the

freight volume; di (km) is the distance between the core city and the destination i; a
is the friction coefficient of distance, and a ¼ 2:0. Due to the function curve, the
distance data for obviously attenuation is the field intensity radius of the core city.

According to the data from Xi’an Bureau of Statistics, the number of freight
volumes is 462.69 million tons in 2015, which includes 8.47 million tons freight
volumes by railway, 454.01 million tons freight volume by truck and 0.21 million ton
by other ways. The attenuation data of Xi’an logistics field intensity with distance is
drawn by (6), as shown in Fig. 4. The logistics field intensity attenuates obviously
beyond 300 km, so the logistics radiation range by the field intensity factor can be
demarcated which is the scope of a radius of 300 km, Xi’an as the center of the circle.
This scope could cover Guanzhong-Tianshui economic zone basically.

3.2 Demarcation of Xi’an Logistics Radiation Range
by the Medium Factor

Xi’an is located in the center of Chinese land territory and in the intersecting part of
the central plains economic zone and the northwest economic zone in China.
Besides, Xi’an is in the main path which is from the northwest to the central plains,
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north China and east China. As the original city of the Silk Road Economic Belt,
Xi’an occupies the important strategic position with linking the west and the east,
connecting the north and the south. The radiation scope of 8-hour cargo trans-
portation circle of Xi’an is shown as Table 1.

According to the 8-h cargo transportation circle data of Xi’an, its logistics
radiation range is vast, which is north to Yinchuan, Ningxia autonomous region and
Ordos, Inner Mongolia autonomous region; east to Shangqiu, Henan province and
Shijiazhuang, Hebei province; south to Chongqing municipality and Wuhan, Hubei
province; west to Chengdu, Sichuan province.

3.3 Demarcation of Xi’an Logistics Radiation Range
by the Interaction Factor

In order to describe the interactive action between Xi’an and other cities, the road
freight volume, railway freight volume, GDP, population density, gross value of
industrial output, total sales of wholesale and retail trade, retail sales of consumer
goods and total export-import volume are selected to be the indexes of interaction
factor. The calculation results and ranks of interactive action intensity between
Xi’an and other cities in (2) are shown in Table 2. The top 15 cities in each index
are included in the logistics radiation range by the interaction factor.

Fig. 4 The graphs represent the attenuation of Xi’an logistics field intensity with different
distance for Q ¼ 462:69 and a ¼ 2:0
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3.4 Demarcation Integrated Logistics Radiation Range
of Xi’an

Based on the analysis above, we can take intersection, complement and union of the
three different zones calculated by three factors separately to gain direct radiation
scope, indirect radiation scope and extensive radiation scope of Xi’an, as shown in
Fig. 5.

The direct radiation scope of Xi’an is determined by the field intensity factors. It
can be seen that the location is important for regional logistics hinterland. The
medium factor further extends the radiation scope of Xi’an. 11 provinces, munic-
ipalities directly under the central Government of China and municipality burgs
make up the indirect radiation scope. Relative to direct radiation scope, indirect
radiation scope has a vast territory but weaker intensity. The interaction factor

Table 1 The Hinterland scope of 8-H transportation circle of Xi’an

Transportation
mode

Route Transportation
speed (km/h)

8-h
distance
(km)

Reach city

Expressway Shanghai–Xi’an
Expressway(G4)

95 760 Hefei & Lu’an, Anhui
province

Fuzhou–Yinchuan
Expressway(G70)

90 720 South to Wuhan,
Hubei province; north
to Yinchuan, Ningxia

Baotou–Maoming
Expressway(G65)

95 760 South to Chongqing;
north to Ordos, Inner
Mongolia

Beijing–Kunming
Expressway(G5)

95 760 South to Chengdu;
north to Shijiazhuang,
Hebei province

Lianyungang–Khorgas
Expressway(G30)

90 720 South to Shangqiu,
Henan province; north
to Yongchang, Gansu
province

Railway Lanzhou-Lianyungang
Railway

80 640 South to Shangqiu,
Henan province; north
to Lanzhou, Gansu
province

Zhengzhou-Xi’an
railway

80 640 Zhengzhou, Henan
province

Xi’an-Pingliang
railway

80 640 Pinliang, Gansu
province

Houma–Xi’an Railway 80 640 Houma, Shanxi
province

Baotou–Xi’an Railway 80 640 Baotou, Inner
Mongolia

910 Y. Zhang et al.
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tremendously extends the logistics hinterland of Xi’an to some developed province
of southeast coast and the northeast. The extensive radiation scope of Xi’an con-
nects economic belt surrounding the Circum-Bohai-Sea Region and Yangtze River
Delta. Including many vital node cities in the Belt and Road Initiative, the extensive
radiation scope is the widest but its intensity is the weakest.

4 Logistics Carrying Capacity Model of Xi’an

The model of carrying capacity is constructed to measure the current level of
carrying capacity of the regional logistics based on the above study. Combining
with the demand forecasting, the reasonably logistics construction resources could
be allocated in order to enhance the carrying capacity of regional logistics. Taking
Xi’an as an example, the carrying capacity of the logistics core city is studied.

The objective condition of logistics carrying capacity is mainly determined by
the geographical location of logistics nodes. Its capacity depends on the number of
the local population and the level of logistics demand. The problems of logistics
nodes in the construction process are often based on experience to solve, due to the
lack of macro planning, leading to waste of resources and lack of resources and so
on. Therefore, firstly we should measure the carrying capacity of the regional
logistics network, according to the carrying capacity of the logistics system,
combined with the regional logistics demand to carry out the logistics construction,
and enhance the carrying capacity of regional logistics.

Fig. 5 The logistics radiation range of Xi’an
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4.1 Influence of Various Factors on Carrying Capacity
by Grey Incidence Matrix Method

The processing capacity of logistics nodes is generally adapted to the factors such
as the density of the local population, the total population, the per capita income of
the urban residents, and the regional production value. And how these factors affect
logistics flow, revenue and rotation volume of freight transport is not obvious, so
the method of grey incidence matrix is used to analyze. The grey relational analysis
method regards the factor value of the research object and the influence factors as
the point on a curve, compares the closeness between them, and quantifies them
separately; calculate the correlation degree of the degree of closeness between the
object of study and the influencing factors of the object to be identified. At the last,
by comparing the degree of correlation, the influence of the object to be identified
with the object of study is judged.

(1) Algorithm steps of grey incidence system method

The grey relational system theory puts forward the concept of grey correlation
analysis for each subsystem, and intends to seek the numerical relationship among
subsystems by means of certain methods. Grey correlation analysis provides a
quantitative index of the development of a system, which is suitable for dynamic
process analysis.

(a) Determine the reference sequence reflecting the system behavior characteristics
and the comparative sequence affecting the system behavior: The reference
sequence is the local population density, the total population, the urban residents’
per capita income and the local GDP; the comparison sequence is the logistics flow,
rotation volume of freight transport and daily income.
(b) Dimensionless treatment of reference sequence and comparison sequence.
(c) Seeking grey correlation coefficient of the reference sequence and comparative
sequence nðXiÞ: The degree of association is the degree of difference between the
geometric shapes of the curves. A reference sequence x0 has a number of com-
parative sequences x1; x2 : : : xn. In the formula for the degree of difference
between the comparative sequence and the reference sequence at each moment (that
is, the points on the curve), q is the resolution coefficient, generally between 0� 1,
usually take 0.5. Dðmin) means the minimum difference of class two, Dðmax)
means the maximum difference of class two, D0iðK) is the absolute difference
between each point on the xi curve of comparison sequence and each point on the x0
curve of the reference sequence. Therefore, the calculation formula of the associ-
ation degree is simplified as follows:

n0i ¼
Dðmin) + qDðmax)
D0iðK) + qDðmax)

ð7Þ
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(d) Seeking relevancy ri: Because the correlation coefficient is the correlation
degree between the comparison sequence and the reference sequence at each
moment, so it’s numerical more than one. Therefore, it is necessary to
concentrate the correlation coefficients of each moment into a numerical
value to make a holistic comparison, That is, the average value of the cor-
relation coefficient is used as the quantitative representation of the correlation
degree between the comparison sequence and the reference sequence, the
formula of correlation degree ri is as follows:

ri¼ 1
N

XN

K¼1
niðK) ð8Þ

The closer the value of ri to 1, the better the correlation

(e) The ranking of correlation degree: The degree of association between factors is
mainly described by the ranking of the degree of association. The m subsequence is
arranged in order according to the correlation degree of the same parent sequence,
and then the association order is formed, denoted by fxg, which reflects the “good
and bad” relationship of the subsequence for the parent sequence. If r0i [ r0j, then
fxig is superior to fx0g for the same parent sequence fxjg; r0i is representing the
eigenvalues of the i subsequence to the parent sequence.

(2) Matlab realization of grey relational analysis and construction of logistics car-
rying capacity model.

Based on the above algorithm, the local population density, the total population,
the per capita income of urban residents and the regional GDP are taken as the
reference sequence. The logistics flow, rotation volume of freight transport and
daily income are compared. Taking Xi’an city as an example, the corresponding
data of 9 districts were collected, and the data of logistics flow, freight turnover and
daily income of a logistics company in Xi’an were forwarded to all parts of the
country in March, 2017.

Programming with Matlab the grey incidence matrix is as follows: (Table 4)
It can be found that the logistics flow, rotation volume of freight transport and

daily income are most closely related to population density and GDP in this region
from the Fig. 6.

Table 4 The incidence
matrix

rij d h s

m 0.7097 0.7270 0.7004

r 0.6193 0.5925 0.5615

c 0.5385 0.5476 0.5810

g 0.7126 0.7275 0.6729
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According to the grey incidence matrix, the ranking of the processing require-
ments of the nodes (i.e. the order of the odd number) can be described by the
equation:

d ¼ 0:7097mþ 0:6193rþ 0:5385cþ 0:7126gþ e ð9Þ

e is the correction factor.
The ranking of the logistics carrying capacity should be consistent with the

logistics demand, but only a ratio coefficient K. K is determined by the level of
regional economic development and the speed of economic development.
Therefore, the measurement model of logistics carrying capacity is as follows:

F ¼ k � d ð10Þ

The number of nodes to be established here is:

j / d ð11Þ

With the construction of “The Belt and Road” and the growth of logistics
demand we can determine the number and location of the construction of regional
logistics nodes by using this method, in order to ensure the node warehouse suit-
able, not a waste of resources.

4.2 Empirical Analysis of Logistics Carrying Capacity
in Xi’an

Table 3 shows that the income of urban residents is not very different, and the GDP
has an obvious difference in the district of Xincheng, Beilin, Lianhu, Baqiao,

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

The population
density

Population Per capita income
of urban residents

GDP

Logistics flow Cargo turnover Daily return

Fig. 6 The effect diagram of each factor on logistics quantity
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Weiyang, Yanta, Yanliang. The reason is that Weiyang District as a new city center
which Xi’an National Economic and Technological Development Zone and the
Xi’an new administrative center was established in the drive the purchasing power
and consumption growth.

According to the existing data, the processing capacity of the existing nodes is:

L ¼ d=j ð12Þ

According to the equation and data, the daily processing capacity of the node is
calculated as follows:

LðBeilinÞ[ LðWeiyangÞ[ LðYantaÞ[ LðXinchengÞ[ LðLianhuÞ
[ LðChanganÞ[ LðBaqiaoÞ[ LðYanliangÞ[ LðLintongÞ

The revenue value of each node is approximately calculated by the following
equation:

W ¼ r=j ð13Þ

According to the equation and data, the node revenue is sorted as follows:

WðBeilinÞ[WðWeiyangÞ[WðXinchengÞ[WðYantaÞ
[WðChanganÞ[WðBaqiaoÞ[WðLianhuÞ
[WðYanliangÞ[WðLintongÞ

The two sets of sorting are approximately the same, so the point of a big deal of
processing is also large, and the data fitting is done by Matlab, the fitting result is
shown as Fig. 7.

As showed in the Fig. 6, processing capacity and the revenue value of each node
are approximately linear. The processing capacity of Beilin, Weiyang, and Yanta
District is large, almost > 100. They should add more nodes or increase the staff, to
ensure no blasting warehouse. However, the processing capacity of each node in
Lintong district is low, which may result in waste of resources, so a node can be
revoked.
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Fig. 7 Correlation analysis
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5 Conclusion

The core city diffuse capital flow, information flow and material flow to its relevant
node cities through transferring medium, which reflects strong attraction and radiate
effects. The study finds that demarcation the logistics hinterland of core cities and
its logistics carrying capacity have significant influence on the planning and con-
struction of the Belt and Road Initiative. We can draw the conclusion from the
analysis above.

The field intensity factor is a decisive factor for radiation range. In order to
improve the logistics energy of the core city, there are two effective measures. On
the one hand, we can promote the development of manufacturing and commercial
trade, so as to facilitate the logistics business. On the other hand, we can reinforce
the development of logistics industry as well as infrastructure, thus the logistics
service will be improved and the logistics hub will be established.

The medium factor is important for the span of logistics hinterland. The outline
of logistics radiation range is zonal which is along the transport corridors. In the
Belt and Road Initiative, transport corridor is the guide line for the core cities.
Therefore, based on the main transport corridors, more branch networks are needed,
which will improve the convenience and reachability of transportation network. In
addition, apart from transport system, we find that information network can
improve logistics efficiency, reduce logistics costs and widen logistics hinterland.
The discussion has been limited to gain data for quantitative analyzing the impact of
the information medium. However, the logistics information platform has become
one of the necessary requisites for core cities. Such as Guiyang city, it has become a
regional central city for taking “big data in logistics” as a resort.

The interaction factor is related to the sustainability of logistics hinterland clo-
sely. The demand of logistics is random and fluctuant, then the logistics radiation
range will vary with the demand. In order to make sure the sustainability of logistics
hinterland, the stable connection among node cities is needed, especially a steady
long-term trade operation with countries along the Belt and Road Initiative.

The measurement model of logistics core city is constructed to measure the
logistics carrying capacity at the current situation. Combining the demand fore-
casting, reasonably allocate logistics construction resources, and enhance the car-
rying capacity of regional logistics. The study found that the logistics carrying
capacity of various urban areas in Xi’an is inconsistent with the demand. The
logistics carrying capacity can be regulated by adjusting the number of nodes, the
number of employees, facilities and equipment.
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Thoughts and Construction
on Improving the Quality of Training
Postgraduates in Different Places

Bin Dai and Ye Chen

Abstract The construction of research institutes in different places is an important
way for universities to realize the industry-education integration, and it is also in
line with the requirements of the construction of “double first-class”. The research
institutes have positive significance for the development of the subjects, the
incremental development and aggregate resources. But it is also faces some prob-
lems such as insufficient input of the adviser, insufficient academic atmosphere,
insufficient support of the courses and the influence of the quality of the enrollment.
This paper puts forward the concrete ways and methods to improve the quality of
postgraduates in different places from four aspects: industry-education integration,
employment-oriented enrollment, training process and mode diversification, and
teaching staff motivation system.

Keywords Double first-class � Industry-education integration � Research institutes
in different places � Training of postgraduates in different places

1 Introduction

At the National Education Conference on Teachers’ Day in 2018, General Secretary
Xi Jinping delivered an important speech on whom to train, how to train and for
whom to train. It points out the direction for speeding up the modernization of
education, building a powerful country in education, and running a satisfactory
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education for the people [1]. At present, in order to deeply study and implement Xi
Jinping’s thought of socialism with Chinese characteristics in the new era and the
spirit of the 19th CPC National Congress, and to promote the close connection
between education, science, technology, and industry, universities promote the
integration of industry and education actively [2].

Therefore, some universities have explored the construction of research institutes
in different places to carry out the work of cultivating postgraduates [3]. This way can
narrow the distance between talent training and industrial development, and at the
same time, it can also enable universities to make use of the support given by the local
government and enterprises to promote the development of scientific researches,
disciplines and schools [4]. It is of great significance to understand the situation of
postgraduates training in different places, to clarify the existing problems, and to find
the corresponding countermeasures for perfecting the training work of postgraduates
in different places, better realizing the integration of production and education, and
promoting the construction of double first-class students [5].

2 Literature Review

The integration of production and education has become an important research
topic [6]. China’s economy has entered a new normal of steady development,
enterprises have reduced the use of personnel, and the difficult of employment for
college graduates has become prominent problem [7]. In this context, universities
began to attach importance to the integration of production and education in the
training process [8]. At the same time, due to the problems in the development of
higher education and vocational education, China has entered a new stage of
innovation-driven development, the acceleration of technological revolution and the
cluster breakthrough of new technology. The integration of production and edu-
cation has become a national strategy [9].

Although the integration of industry and education is becoming a strategic
choice to solve the main contradiction between industry with higher education, the
imbalance of economic and social development [10]. However, in the process of
promotion, we still face some problems, such as the restriction of traditional
thinking inertia and institutional mechanism [11].

The main reasons for these problems were influenced by three kinds of insti-
tutional logic: the national logic with the conflict of power, the market logic with
property rights and benefits, and the university logic with discipline and discipline
[12]. These three kinds of logic contradict the development goal of “integration of
production and education”, which leads to the institutional dilemma of “integration
of production and education” [13].

In order to deepen the integration of production and education, (1) finding a
systematic breakthrough, legislation, the construction of teachers and give full play
to the role of private education in the leading position to deepen the implementation
of the integration of production and education [14]. (2) the government to “set up
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the stage” and for the market to “sing the show”. Under the “four-in-one” inte-
gration mode of production and education, the cooperative dynamic mechanism of
the integration of production and education was solved [15]. Public universities and
private universities have different development basis and policy background [16].
The state should not only actively promote the market-oriented “introduction”
mechanism of public schools [17], but also pay attention to the inherent advantages
and incentive policies of the integration of production and education in private
universities [18]. (3) The government, industry, university, enterprise and inter-
mediary were the five cooperative subjects to deepen the integration of production
and education [19]. The key factors affecting the deepening of production and
education integration were talent, technology, concepts, systems, projects, funds,
vision, institutions, platforms and information [20]. The integration of production
and education was not only the integration of various subjects, but also the inte-
gration of key factors [21].

The construction of research institutes in different places was a specific form of
the integration of production and education, and its core purpose was to improve the
quality of graduate training [22]. At present, some studies have discussed the
quality of graduate training. Graduate training was a systematic work, therefore, the
evaluation of training quality also needs to be systematically promoted [23]. The
quality of students, training, degree and development were the main factors that
affected the quality of graduate training (Fig. 1). Among them, the quality of
development involves the employment feedback mechanism, which was related to
the integration of production and education [24].

Fig. 1 Evaluation and Assurance system of Educational quality
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At the same time, some studies began to pay attention to the evaluation of
graduate training quality from the quantitative level. Some researchers have eval-
uated the quality of management graduate education with Fuzzy Analytic Hierarchy
Process (FAHP) [25]. The specific steps for conducting a comprehensive evaluation
as follows:

(1) Determine the set of factors. According to the established hierarchical structure
of the ladder, the factor set U = {u1,u2,……,um}, U = {ui1,ui2,……,uis}, m is
the number of the first index, and s is the number of the second index under the
first index i.

(2) Establish the evaluation set. The evaluation model V = {v1,v2,……,vm}, v1, v2,
…vm, n represented the corresponding evaluation grades, such as excellent,
good, medium, poor and so on.

(3) Introduce the weight set respectively. According to the weight in the evaluation
index system, the weight set of the first level can be obtained, and the weight
set of the second level W = {wi1,wi2,…,wis}.

(4) Single factor evaluation. Based on the evaluation of each evaluator, the single
factor evaluation matrix Ri is established, as in (1).

Ri ¼
ri11 ri12 . . . ri1n
ri21
. . .
ris1

ri22
. . .
ris2

. . .

. . .

. . .

ri2n
. . .
risn

2
64

3
75 ð1Þ

0 6 risy 6 1ðx ¼ 1; 2; � � � ; s; y ¼ 1; 2; � � � ; sÞ; s is the number of secondary
indexes that corresponding to each primary index, n is the number of elements in
the evaluation set V. After the evaluation matrix of each unit factor is determined,
each single factor evaluation vector is obtained based on Bi = Wi� Ri = {bi1,
bi2…,bin}, and the hierarchical fuzzy subset Bi* can be obtained by normalizing
it, as in (2).

Bi
� ¼ bi1�; bi2�; . . .. . .; bin�f g ð2Þ

t ¼ bi1 þ bi2 þ . . .þ bin; 06 bij� 6 1ðj ¼ 1; 2; . . .; nÞ, is the membership
degree of grade fuzzy subset Bi* obtained by grade vj to single factor
evaluation.

(5) Comprehensive evaluation. Construction of comprehensive evaluation matrix R
based on fuzzy subset of each grade obtained from vector normalization of
single factor evaluation results, as in (3).

R ¼
r11 r12 . . . r1n
r21
. . .
rm1

r22
. . .
rm2

. . .

. . .

. . .

r2n
. . .
rmn

2
64

3
75 ð3Þ
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Then, through W � R={b1,b2…,bn} gets the comprehensive evaluation vector
B, and the grade confusion set B* can be obtained by normalization, as in (4).

B� ¼ b1�; b2�; . . .. . .; bn�f g ð4Þ

t ¼ b1 þ b2 þ . . .þ bn; 06 bj� 6 1ðj ¼ 1; 2; . . .; nÞ, is the membership
degree of the grade fuzzy set B* obtained by grade vj to the comprehensive
evaluation.

In addition, a research has compared and analyzed the quality evaluation of
graduate education in Britain, the United States and Australia, obtained the corre-
sponding data through the graduate experience survey. The dimensional indicators
of the three countries were similar to each other (Table 1). Among them, the

Table 1 Common indicators of investigation on postgraduate education quality in three countries

Main dimension Main indicators

Mentor guidance Mentors provide useful advice and guidance in all aspects

Mentors provide both useful progress feedback to guide graduate
research

The tutor has enough professional and technical level to guide the
students

Mentors provide guidance and advice on career choices

Courses High quality teaching (teaching methods, teaching skills, teaching
incentives, etc.)

Effective teaching feedback (teacher-student interaction, teaching
evaluation is feedback, etc.)

Students’ participation and input in and out of class

Environment and
resources

Cultural atmosphere (respect for students, encourage
communication, etc.)

Facilities and resources (learning venues, libraries, equipment,
etc.)

Organization and
management

Students’ evaluation on the arrangement and management of
training links

Understanding and evaluation of degree thesis defense procedure
and Standard

Skills and professional
development

General skill development (communication, writing, teamwork,
etc.)

Research capacity improvement (project management, innovation,
analysis, etc.)

Professional development (professional and professional
confidence)

Comprehensive
satisfaction degree

Overall study satisfaction and evaluation of satisfaction with each
link and element
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dimension of “skill and professional development” is also related to the integration
of production and education [26].

The research findings have important reference significance for this study. Of
course, this study is not focus on the overall quality of graduate training, but a
specific analysis of the integration of production and education.

3 The Significance of the Construction of Research
Institutes in Different Places Under the Background
of the Integration of Industry and Education

As an important part of the integration of industry and education, the construction
of research institutes in different places is of great significance to the cultivation of
postgraduates.

3.1 Improve the Quality of Subjects

The improvement of discipline quality was reflected in two aspects. On the one
hand, improve the quality of talent training. The quality of graduates is an important
index to measure the quality of talent training, and the judgment of the quality of
graduates is based on the evaluation of employers. The construction of research
institutes in different places makes some of the superior disciplines and teachers of
the school transfer to the outside world, and close relations have been established
with the development of local industries, so that scientific researchers can better
serve the local social and economic development [27]. In this process, the culti-
vation of postgraduates will gradually form a strong interaction with the develop-
ment of the industry, thus promoting the formation of customized employment
intentions between local enterprises and graduates.

In this way, enterprises increase the opportunity and probability of obtaining
“ready-to-use” talents, and then make a satisfactory evaluation of the quality of
graduates, and affirm the quality of talent training in the subjects in which graduates
are located and in schools as a whole. Furthermore it lay an important foundation
for further improvement in the future. On the other hand, the construction of
research institutes in different places improves the reputation of social service and
discipline. The positive evaluation of talent quality by enterprises and the gov-
ernment will urge schools to pay more attention to the construction of relevant
disciplines, improve the process of student training, strengthen the construction of
teaching staff, and provide more and stronger support for education and scientific
researches. At the same time, it will also attract more students to apply, which will
provide a sustainable driving force for the development of the subject.
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3.2 Incremental Development

Incremental development is reflected in two aspects: scientific research projects and
scientific research teams. On the one hand, the increase of new projects and the
transformation of mature scientific research achievements. Some dominant subject
and teachers of the school have been transferred to the research institutes in dif-
ferent places, and made the combination of scientific research with local industries
development. Guided by actual demands, scientific research can solve the problems
in the process of industrial development more specifically and pertinently, which
will become the source of crosswise tasks and promote the growth of scientific
research funds. This growth effect is difficult to achieve in Alma Mater. At the same
time, the mature scientific research achievements of Alma Mater teachers can come
to the research institutes in different places with the postgraduates, and make full
use of support to carry out the transformation of the results, and obtain more
economic and social benefits [28].

On the other hand, promote the professional construction of professional sci-
entific research team. The scientific research work of the research institute in dif-
ferent places has clear goal orientation, that is, to serve the local industries and
enterprises. The scientific research team of Alma Mater was extensiveness and
dispersion, The scientific research team of the research institutes in different places
can better concentrate its time, energy and resources into a number of specific
fields, which improves the professionalism of the scientific research team in some
fields. At the same time, the scientific research team undertakes the task of training
postgraduates, so it can also teach more professional research ability and research
methods to postgraduates, and improve the professional ability of them.

3.3 Aggregate Resources

Aggregate resources not only refers to the support from local enterprises and
governments, but also the external absorption of other resources.

On the one hand, many domestic universities gathered in central cities, but the
resources of the central cities were limited, and the support provided to universities
was weak. Research institutes in different places have sufficient resources from
local governments and enterprises to provide policies, funds, equipment, infras-
tructure, and so on, which provide rich resources for the construction of relevant
disciplines and the training of talents [29]. It also lays a sufficient resource foun-
dation for the development of the institutes and the universities. For example, some
scientific research projects of Alma Mater can be carried out by using the advanced
and perfect experimental equipment of the research institutes in different places.

On the other hand, On the other hand, the construction of research institutes in
different places have also strengthened the attraction of foreign resources. With the
formation of the cooperative relationship, the superior resources of universities and
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localities were combined. Some universities, enterprises, scientific research pro-
jects, etc. will take a look at the platform of the research institutes and actively
cooperate. At the same time, more cooperation subjects and cooperation projects
will bring more resources to the research institutes and provide more powerful
support for postgraduate education of research institutes in different places.

4 Challenges in the Training of Research Institutes
in Different Places

At present, Tsinghua University, Peking University and Beihang University are
promoting the construction of the research institutes in different places and carrying
out postgraduates training in different places. However there are some problems in
the process.

4.1 Insufficient Adviser’s Invest

Due to the fact that there is a certain distance between the city of the research institutes
in different places and the city where the university is located, the face-to-face com-
munication between the postgraduates and the advisers is difficult. Although advisers
and postgraduates can communicate with each other through mail, telephone or other
means to discuss academic issues, but the effect is difficult to compare with that of
face-to-face communication. More importantly, it is difficult to achieve regular
face-to-face communication with advisers, which also means that postgraduates are
unable to participate in adviser’s research and lose the opportunity to learn and
improve themselves. Thus it can be seen that the above objective situation is difficult
to establish a close relationship between postgraduates and advisers in different
research institutes. The instruct of advisers to postgraduates is more like a part-time
behavior, which will undoubtedly affect the quality of postgraduates’ training.

4.2 Insufficient Academic Atmosphere

Although training postgraduates in different places close the relationship between
training work and industrial development and provides a good learning and
development platform for them. However, due to the excessive industrial atmo-
sphere, the academic atmosphere has been affected. For example, some postgrad-
uates trained in different places are required to enter the research institutes to carry
out specific research work after the completion of their courses [5]. In this way, the
communication between these postgraduates and senior will be separated.
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At present, the main scientific research energy of most advisers are focused on
the headquarters of the universities, and the postgraduates instructed by them are
also mainly in the main area. Students from different research institutes can get the
help of adviser or senior sisters and brothers apprentice in time after admission. The
ability and experience of research can be accumulated quickly through continuous
team learning. However, after entering research institutes in different places,
postgraduates have to adapt to a completely different research state, unable to
participate in team learning, which will inevitably weaken the improvement of
personal research ability and the development of research work.

4.3 Insufficient Curriculum Support

At present, different universities have different programs for postgraduates’ courses
in different places. In some universities the postgraduates have to complete the
theoretical courses in the headquarters of the universities and enter the research
institutes in different places to carry out researches. Some other universities com-
plete the teaching and scientific researches in research institutes. However, due to
the limitation of teaching resources and the focus of teaching management, any way
will face the problem of insufficient curriculum support. Because most of the
courses are arranged in the headquarters of the universities, and the time span of the
courses is basically one semester, these students need to stay in different places for
most of the time, once they are unable to restudy in time, it will inevitably affect
graduation and will not be conducive to the smooth development of the overall
training work.

4.4 Affect the Quality of Enrollment

The quality of enrollment has an important impact on the quality of training.
Compared with the headquarters of the university, the quality of postgraduate
enrollment in research institutes in different places cannot be guaranteed effectively.
Because the headquarters of the universities are concentrated in the central big city
and have the advantage of regional support, it has most attraction [6]. The increase
of the number of examinees will inevitably aggravate the competition, some of the
non-advantage of the universities, the enrollment scores of non-top disciplines will
also make the competition more intense because of the regional advantage. Of
course, the fierce competition also ensures the quality of the enrollment, so that the
future training work can be maintained at a high level. However, due to the fact that
the scientific research focus of postgraduates in research institutes in different places
is not in the headquarters of the universities, even the whole study and scientific
research process, so that the candidates will consider more factors. The research
institutes in different places no longer has the advantage of the location of the
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headquarters of universities, and the intensity of applying for the examination
cannot be compared with the enrollment of the headquarters of universities. With
the weakening of the competition and the reduction of the number of candidates, the
quality of enrollment cannot be guaranteed naturally.

5 Thoughts and Suggestions on Improving the Quality
of Postgraduate Education in Different Places

In view of the above problems, in order to improve the quality of postgraduates in
different places, it is necessary to take improvement measures from the following
four aspects.

5.1 Industry-Education Integration

The landing of research institutes in different places is bound to provide full support
for the development of local industries, enterprises and economic society, also,
deepen the degree of integration of production and education.

There are three specific ways to realize the integration of production and edu-
cation (Fig. 2), that is, cooperation with enterprises, transformation of achieve-
ments, multi-level cooperation. Each way can strengthen the theoretical level and
practical ability of postgraduates from different dimensions, which is of positive to
strengthen the quality of training.

First of all, cooperate with enterprises actively. In order to serve the local
industry, it is necessary to strengthen the cooperation with local enterprise in the
process of cultivation of postgraduates in research institutes in different places. The
specific ways include the double tutor system, the construction of joint laboratory

Fig. 2 Ways of integration
of production and education
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and the implementation of joint training. The research institutes in different places
and the advisers should provide sufficient theoretical guidance to the postgraduates
to improve their scientific research ability. Meanwhile the enterprises should pro-
vide sufficient practical opportunities and practical guidance to the postgraduates.
Different ways of cooperation make postgraduates not only extract theoretical
problems, think theoretically and stimulate the motivation of theoretical learning,
but also apply the knowledge mastered in theoretical learning to practice, and
constantly improve their scientific research and practical abilities.

Secondly, we should promote the transformation of achievements actively. At
present, many universities faculty have accumulated much research results, but
affected by many factors, the transformation of results is not ideal. It is suggested
that the postgraduates could bring the scientific research results to the research
institutes in different places, make full use of local funds, technology and policy
support to promote the transformation of the achievements. At the same time, the
process of achievement transformation is also a scientific research process. Students
can carry out scientific research training through the corresponding practice to
improve the ability to find and solve problems.

Finally, carry out multilevel cooperation and accumulate resources. In order to
improve the construction and development of research institutes in different places,
the research institutes in different places could establish cooperative relations with
universities, research institutes and enterprises with the help of local government.
So that we can better carry out academic exchanges, teacher exchanges, joint
training, scientific research practice base, scientific research achievements trans-
formation and other work.

5.2 Employment-Oriented Enrollment

In order to clarify this orientation, must emphasis on the ideas transfer at enrollment
stage and opportunities provision in the training process.

In order to better serve local industries and enterprises and improve the matching
degree between talent training and demand, enrollment work needs to pay attention
to employment-oriented. On the one hand, publicize the concept of enrollment
accurately. In the stage of enrollment, we must convey the characteristics of
research institutes in different places, the relationship with enterprises,
employment-oriented training objectives and other information effectively, so that
the candidates can fully understand and lay the foundation for the smooth devel-
opment of the follow-up training work. Of course, in the specific operation, we can
try to take the local and surrounding areas as the main source of candidates, at the
same time radiate the whole country, improve the pertinence of enrollment work.
On the other hand, in the process of training, research institutes in different places
need to provide postgraduates with rich channels of practice and employment
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through various ways. Only when the students are considered in many ways can we
absorb and train more and better postgraduates, and then improve the matching
degree between the postgraduates’ training and the needs of the local industry.

5.3 Diversified Training Process and Ways

Exploring diversified training processes and methods play an important role in
ensuring the training quality of postgraduates in different places. The main
breakthrough points are advisers guarantee and the construction of scientific
research team.

In terms of adviser security (Fig. 3), it is important to establish an effective
adviser assessment mechanism at first. The training in different places makes the
face-to-face communication between postgraduates and advisers is difficult and the
lack of such communication will inevitably affect the guidance of advisers to
postgraduates and the progress of students’ studies.

Therefore, the indicators of face-to-face guidance can be included in the work
assessment of advisers, so that the importance of face-to-face guidance between
advisers and postgraduates trained in different places can be clearly defined. Once
they do not meet the requirements, the performance appraisal of advisers will be
affected. This will give some supervision to the advisers. To achieve the goal of
face-to-face communication with postgraduates, advisers can refer to the following
ways. Help postgraduates to take advantage of winter and summer vacation to study
in the headquarters of the universities by participating in academic activities, so as
to facilitate the communication between postgraduates and advisers and better
receive the guidance of advisers. Guided by the development of scientific research
projects, some of the work can be completed by advisers and postgraduates in
research institutes in different places, which not only promotes the process of the
project, but also strengthens the communication between advisers and postgradu-
ates. It also makes full use of the advantages of scientific research facilities of

Fig. 3 Tutor guarantee
mechanism
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research institutes in different places. It is also necessary to implement the system of
deputy tutor in enterprises. Inviting the enterprise managers with high professional
level and rich experience as the second adviser of the postgraduates to provide more
opportunities for postgraduates to receive guidance face to face, which is also
conducive to the postgraduates to broaden their horizons. Promoting postgraduates
to better combine theory with practice, and improve postgraduates’ ability to solve
practical problems.

In the terms of construction of scientific research team. The scale and special-
ization of scientific research team will not only affect the quality of postgraduates
training, but also affect the effect of cooperation with local enterprises. Therefore, it
is necessary to continue to strengthen the professional construction of existing
scientific research teams and enhance the ability to provide knowledge and tech-
nical support to local industries and enterprises. In addition, research institutes in
different places can set up their own or jointly set up postdoctoral workstations with
enterprises, absorb more talents, and strengthen the scientific research team. The
improvement of the construction of scientific research team can not only provide
postgraduates with good theoretical guidance, make up for the lack of communi-
cation between advisers and postgraduates, but also provide better services for local
industries and enterprises.

5.4 An Effective Incentive System for Teaching Staff

The construction of teaching staff is also an important factor affecting the training of
postgraduates in research institutes in different places. Only with a strong targeted
incentive system can the research institutes in different places attract more needed
talents and better retain the talents.

Taking a survey on the expatriate incentive mechanism of teaching staff in
BUAA as an example. As shown in Table 2, 18 persons were “very much agreed”
that they would be sent to participate in school-land cooperation, it takes up 7%; 97
persons were “more agreed, and specific discussions can be held”, it takes up take
up 39%; the cumulative proportion of people with a tendency to “agree” was 46%.
It can be seen that at present, the willingness of teaching staff to work in remote
research institutes is not strong.

According to the survey, there are four kinds of factors that affect the willingness
of BUAA teaching staff.

Personal Development
There are 106 peoples believe that the assignment is very or relatively helpful to
personal development among the 115 teaching staff who have intention to “agree to
assignment”, it takes up 92%. To this end, if the individual can obtain development
space will tend to agree to assignment.
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Salary Level
The average expected annual salary of teaching is 328, 000 yuan. Among them, the
lowest expected annual salary is 80, 000 yuan, the highest is 1 million yuan, the
choice of most people are between 300,000 yuan and 500,000 yuan. The expected
annual salary is also an important factor.

Living Security
The living security mainly includes two aspects: the accompanying family members
and the housing security of the assignment location. In terms of accompanying family
members, the survey shows (Fig. 4), whether for all teaching staff or those who tend
to “agree” to the assignment, the proportion of going with their children is the
highest; The lowest proportion is going with elderly. Another key living security
factor is the housing security of the assignment location. According to the survey, the
overall demand for housing in the school headquarters is as high as 95%.

Table 2 Survey results Survey results Persons Proportion

Agree 18 7%

Comparative agree 97 39%

Comparative disagree 104 42%

Disagree 27 12%

Total 246 100%
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Assigning Location
The survey found (Table 3) that 176 peoples think the most important factor is “the
degree of local economic and social development,” which determines the material
basis for the development of school-land cooperation, and also determines the local
living standards of expatriate teachers, staff and their accompanying families, it
takes up 71%; Secondly, the proportion of factors such as “local regional ecological
and human environment”, “Subject layout of School-Land Cooperation Base”,
“comprehensive influence of universities in the local area” are similar that around
55%; Thirdly”, “One’s place of origin or social relationship” is relatively low,
indicating that the impact of this factor is relatively small.

When strengthening the construction of incentive system, we need to pay
attention to the above four factors.

Therefore, on the one hand, each research institute in different places should
further refine the existing incentive system. At the same time, we should also design
an incentive mechanism in accordance with its own characteristics actively, such as
salary system, insurance of family members and vocational development. In addi-
tion, in order to achieve sustainable development, research institutes in different
places must constantly supplement the teaching staff to meet the needs of the
construction of the teaching staff.

6 Conclusion

The research focus on the problems such as insufficient input of the adviser,
insufficient academic atmosphere, insufficient support of the courses and the
influence of the quality of the enrollment in the “Industry-education Integration”.
This paper puts forward the concrete ways and methods to improve the quality of
postgraduates in different places from four aspects: industry-education integration,
employment-oriented enrollment, training process and mode diversification, and
teaching staff motivation system.

Table 3 Evaluation form of assignment location

Consent degree Persons Proportion

Comprehensive influence of Universities in the local area 136 55.28%

Degree of local economic and social development 132 53.66%

Local regional ecological and human environment 176 71.54%

One’s place of origin or social relationship 143 58.13%

Other factors 62 25.2%
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Pricing Strategy of Manufacturer
Supply Chain Based on the Product
Green Degree

Lili Du and Yisong Li

Abstract Based on the influence of product green degree and green product price
on the market demand of products, this paper develops a pricing strategy for
Cournot competition between manufacturers in a supply chain system consisting of
two manufacturers and one retailer. Since the manufacturer is the leader, the
Cournot game model and the manufacturer Stackelberg game model are con-
structed. This paper focuses on the results obtained through numerical analysis. The
study has shown that the three factors of the market scale of green products,
consumers’ green preferences and manufacturers’ competition degree have positive
effects on the wholesale prices, retail prices, product green degree and manufacturer
and retailers’ profits. The market scale of green products is the most important
factor that can enhance the effects of other factors.

Keywords Product green degree � Manufacturer competition � Pricing strategy �
Game theory

1 Introduction

With the rapid development of the global economy and the progress of society, the
shortage of resources and the deterioration of the ecological environment have
become serious challenges that people have to face. Countries are actively
exploring the path of sustainable development. At the same time, with the
increasing income level and quality of life, as well as the active publicity of the
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green consumption concept, the consumers began to accept the concept of green
consumption and more favored the purchase of green products. Therefore, enter-
prises should not only consider product pricing but also consider the rational for-
mulation of product green degree when producing and selling green products. How
to maximize the green degree and the price of green products under the competition
between supply chain member companies within the acceptable range of con-
sumers, so as to maximize the economic benefits of enterprises and supply chains is
necessary to solve the problem.

At present, domestic and foreign scholars have many new researches on the
supply chain considering the product green degree. But the research object is
mainly a secondary supply chain of a manufacturer and a retailer. For example,
Reference [1] mainly consider the green supply chain game model of four different
game relationships that introduce product green degree, focusing on the compara-
tive analysis of models in terms of product green degree, product price and
wholesale price. In addition, the researchers also introduced other influencing
factors to study supply chain pricing, coordination, and income distribution.
Reference [2] for manufacturers to avoid loss aversion, retailers are risk-neutral
secondary green supply chain to study loss aversion and green efficiency coefficient
on retail price, wholesale price, green degree, member profit And the impact of
green supply chain profits. Reference [3] introduced the service level factor and
proposed a supply chain coordination strategy based on two pricing contracts to
explore the impact of green product R&D costs and service costs on pricing and
profit. Reference [4] studied the impact of fair concerns on product green degree,
profitability of the supply chain, and overall profit. Reference [5] consider the
impact of targeted advertising investment and product green degree on market
demand in the big data environment, and develop a green supply chain pricing
strategy. Reference [6] studied the green product pricing strategy of government
intervention under the fuzzy uncertainty of manufacturing cost and consumer
demand. Reference [7] study the green degree and pricing of products when
non-green products compete with green products based on an online and offline
dual-channel supply chain. Reference [8] introduced e-commerce into green supply
chain management, and studied the pricing and green strategies of supply chain
members under the concentration and dispersion of dual-channel green supply
chains. Reference [9] studied the pricing and green issues of a dual-channel green
supply chain when market demand was interrupted. Studies have shown that the
market scale caused by interference, the green cost is reduced, and the loyalty of
customers to the retail channel is reduced, which is beneficial to the supply chain
and can better improve the product green degree.

There are also some studies on more complex supply chain systems. Reference
[10] Consider the influence of the choice of manufacturer’s competitive relationship
and different R&D models in the second-order green supply chain composed of two
manufacturers and individual retailer on the different decisions of supply chain
members. Reference [11] studied the impact of product green degree and sales
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efforts on firm decision-making and profit acquisition in a retailer-led closed-loop
supply chain. Reference [12] began to consider three-level supply chain coordi-
nation based on product green degree.

2 Problem Definition and Model

2.1 Problem Description

This paper examines a supply chain system consisting of two manufacturers and
one retailer, each of which produces a green product, with retail prices and product
green degree for their respective green products. Providing alternative green
products, retailers set retail prices for green products and sell two green products to
the green consumer market. Pursue the maximization of their respective interests.
There is a Cournot competition between the two manufacturers, and there is a
Stackelberg game between the manufacturer and the retailer. Manufacturers are
dominant throughout the supply chain, with manufacturers as leaders and retailers
as followers. The supply chain structure as shown in Fig. 1.

This article will focus on the size of the green product market, the competition
degree between manufacturers, the impact of consumer green preferences on the
profitability of manufacturers and retailers, and the choice of strategies (Fig. 1).

2.2 Parameters

Set the manufacturer to Mi, the green product to Gi, and the retailer to R, where
i ¼ 1; 2.

ci : the manufacturing cost of the green product;
wi : the wholesale price of green product;
w�
i : the optimal wholesale price for green product;

pi : the retail prices for green product;
p�i : the optimal retail prices for green product;

Manufacturer 1

Manufacturer 2

Retailer Consumer

Leader Follower

1w 1g

2w 2g

1q 1p

2q 2p
1d

2d

Fig. 1 Supply chain structure with Cournot competition between two manufacturers
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di : the market scale of green product;
qi : the market demand for green product;
gi : product green degree;
g�i : the optimal product green degree;
e : The sensitivity coefficient of consumers to the green degree of products, that

is, the green preference of consumers and e [ 0;
h : The degree of competition between manufacturers, 0\h\1;
pMi : the green manufacturer’s profit;
pR : the retailer’s profit

2.3 Assumption

In order to comply with the research questions in this paper, without violating the
objective laws and not affecting the actual meaning, the following assumptions are
made to turn complex problems into more feasible problems.

• The information is completely symmetrical and the information can be shared
among the members in the supply chain.

• Two green products have their own market scale. and regardless of special
circumstances such as shortage, the order quantity of a green product retailer is
equal to the supply quantity of its manufacturer. In this paper, a linear demand
function is used to consider that the product demand is determined by the retail
price of the product and the green degree of the product, as well as the retail
price of the alternative product and the green degree of the product.

The market demand function of green product,

qi ¼ di � pi þ egi þ h pj � egj
� �

i 2 1; 2f g; j ¼ 3� ið Þ ð1Þ

• The competitive relationship between the two manufacturers belongs to Cournot
competition, in which case the decision is made at the same time. Manufacturers
have always been leaders in the supply chain system, while retailers are
followers.

• According to Liu [10]’s related research, it is set that the total cost of R&D

investment of green products is g2i
2 , which is the increasing function of product

green degree g. The manufacturer produces a product at a fixed cost.
• In order to ensure that the model is more reasonable, the market retail price of

the green product is greater than or equal to the wholesale price of the green
product, and the wholesale price is greater than or equal to the production cost,
that is, pi �wi � ci.
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2.4 Modeling

The two oligarch manufacturers compete with each other and there is no collusion,
but they all know what action the other party will take. Thus, according to the
Cournot model, the two manufacturers simultaneously determine the optimal
wholesale price w�

1, w
�
2 and product green degree g�1, g

�
2, and finally determine the

result of the manufacturer Stackelberg game equilibrium between the manufacturer
and the retailer. The optimal retail price is p�1, p

�
2, to maximize its profit and find the

corresponding profit result.
First, establish the manufacturer profit function and the retailer profit function

according to (1).

max
w1;g1

pM1 ¼ w1 � c1ð Þ d1 � p1 þ eg1 þ h p2 � eg2ð Þ½ � � g21
2

ð2Þ

max
w2;g2

pM2 ¼ w2 � c2ð Þ d2 � p2 þ eg2 þ h p1 � eg1ð Þ½ � � g22
2

ð3Þ

max
p1;p2

pR ¼ p1 � w1ð Þ d1 � p1 þ eg1 þ h p2 � eg2ð Þ½ �
þ p2 � w2ð Þ d2 � p2 þ eg2 þ h p1 � eg1ð Þ½ �

ð4Þ

According to the game theory, the inverse induction method is used to solve the
first-order partial derivatives @pR

@p1
and @pR

@p2
by using the retailer profit function to

determine the retail price p1 and p2 of the market. Find that the Hessian matrix of pR
with respect to p1 and p2, the first order main sub-form H1j j ¼ �1 \0 and the
second order main sub-form H2j j ¼ 1� h2 [ 0 are obtained. So H pRð Þ is a neg-
ative fixed matrix and pR has a maximum value. When the equations @pR

@p1
¼ 0 and

@pR
@p2

¼ 0 are respectively obtained,

p1 ¼ d1 þ e g1 � hg2ð Þþ h 2p2 � w2ð Þþw1

2
ð5Þ

p2 ¼ d2 þ e g2 � hg1ð Þþ h 2p1 � w1ð Þþw2

2
ð6Þ

In the second step, (5) and (6) are substituted into (2) and (3) can be drawn
corresponding to each manufacturer’s profit function. Find the first-order partial
derivatives @pM1

@w1
and @pM1

@g1
for w1 and g1 according to the profit function of the

manufacturer M1. From the Hessian matrix of pM1 on w1 and g1, the first-order
order main sub-form H1j j ¼ �1 \ 0 and the second-order order main sub-form
H2j j ¼ 1� e2

4 [ 0 are obtained, so H pM1ð Þ is a negative fixed matrix, and pM1 has a

maximum value. Let @pM1
@w1

¼ 0 and @pM1
@g1

¼ 0 respectively, and get the expressions of
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w1 and g1. According to the above derivation process, the same expression of w2

and g2 can be obtained. The four wholesale expressions can get the best wholesale
price w�

1 and w�
2, the best product green degree g�1 and g�2, where A ¼ 2� e2,

B ¼ 4� e2,

w�
1 ¼

2hAd2 þ 2Bd1 þ 4hc2 þ Bþ h2e2
� �

Ac1
B2 � h2A2

ð7Þ

w�
2 ¼

2hAd1 þ 2Bd2 þ 4hc1 þ Bþ h2e2
� �

Ac2
B2 � h2A2

ð8Þ

g�1 ¼
heAd2 þ eBd1 þ 2hec2 þ h2A� B

� �
ec1

B2 � h2A2
ð9Þ

g�2 ¼
heAd1 þ eBd2 þ 2hec1 þ h2A� B

� �
ec2

B2 � h2A2
ð10Þ

The best retail price p�1 and p�2 is available for simultaneous Eq. (7)–(10).

p�1 ¼
1
2

hd2 þ d1
1� h2

þ 2þ e2ð Þ hAd2 þBd1 þ 2hc2ð Þþ 2h2e2A� e2BþAB
� �

c1
B2 � h2A2

" #

ð11Þ

p�2 ¼
1
2

hd1 þ d2
1� h2

þ 2þ e2ð Þ hAd1 þBd2 þ 2hc1ð Þ
B2 � h2A2

�

þ 2h2e2A� e2BþAB
� �

c2
B2 � h2A2

# ð12Þ

Substituting the optimal wholesale price w�
1, w

�
2 and the optimal retail price p�1,

p�2 into the Eq. (2)–(4) can obtain the maximum profit of the manufacturer and the
retailer respectively.

pM1 =
B
2

hAd2 þBd1 þ 2hc2 þ h2A� B
� �

c1
B2 � h2A2

" #2

ð13Þ

pM2 =
B
2

hAd1 þBd2 þ 2hc1 þ h2A� B
� �

c2
B2 � h2A2

" #2

ð14Þ
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pR ¼ 2h AþBð Þd2 þ 2Bþ 2h2A
� �

d1
1� h2
� �

B2 � h2A2
� � � 2Bc1 þ 2hAc2

B2 � h2A2

" #

� hAd2 þBd1 þ 2hc2 þ h2A� B
� �

c1
B2 � h2A2

þ 2h AþBð Þd1 þ 2Bþ 2h2A
� �

d2
1� h2
� �

B2 � h2A2
� � � 2Bc2 þ 2hAc1

B2 � h2A2

" #

� hAd1 þBd2 þ 2hc1 þ h2A� B
� �

c2
B2 � h2A2

ð15Þ

3 Numerical Analysis

In order to more intuitively study the impact of various parameter changes on the
profit and decision of manufacturers and retailer, complex models are transformed
here, the relevant parameters are assigned, and more accurate analysis is performed
through simulation. Therefore, in the study, the market scale of green products
di i ¼ 1; 2ð Þ, the green preference of consumers e, the competition degree of man-
ufacturers h, the impact of green product pricing, product green degree and profit
were considered. However, in the discussion process of e and h, it is necessary to
set the market scale of different green products reasonably, and the comparative
analysis from d1 ¼ d2, d1 \ d2 and d1 [ d2 is more comprehensive. The related
parameters are assumed to be h = 0:5, e ¼ 0:3, c1 ¼ 5, c2 ¼ 3 and di ¼ 20; 30f g.

3.1 The Influence of Factors on Prices

From Figs. 2, 3 and 4, the market scale of green products, consumers’ green
preference and competition degree of manufacturers all have a positive impact on
the price of green products. Among them, manufacturers’ competition degree has
the greatest positive impact on the wholesale price and retail price of the two kinds
of green products, that is, the price increase is the biggest. The price of green
products has a relatively slow growth under the influence of consumers’ green
preference. At the same time, the increase of the market scale of one green product
directly increases the price of the green product, and indirectly promotes the price
of another green product. The influence of the two factors, consumers’ green
preference and manufacturers’ competition degree, is more obvious under the
superposition of the difference of market scale.
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Fig. 2 The Influence of market scale on prices

(a) 1 2d d (b) 1 2d d

(c) 1 2d d

Fig. 3 The influence of consumers’ green preference on prices in different market scale
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3.2 The Influence of Factors on Product Green Degree

From Figs. 5, 6 and 7, the market scale of green products, consumers’ green
preference and manufacturers’ competition degree all have a positive impact on the
green degree of products. Among them, with the increase of consumers’ green
preference, product green degree increases the most, which can produce the green
gap between products. The higher manufacturers’ competition degree, product
green degree will be steadily improved, and the green gap between the two green
products is almost always the same. In the absence of competition between man-
ufacturers, there will also be products that contain the green degree of the product,
as shown in Fig. 7. At this time, green products with a higher degree of green
products will always maintain a dominant position. From the point of market scale,
the increase of one green product’s market scale makes this product green degree
increase greatly, and it also plays a certain role in promoting the green degree of
another green product. Especially for the green products in the larger market scale,
the increase of product green degree has been greatly improved under the action of
consumers’ green preference or manufacturers’ competition degree.

(a) 1 2d d (b) 1 2d d

(c) 1 2d d

Fig. 4 The influence of manufacturers’ competition degree on prices in different market scale

Pricing Strategy of Manufacturer Supply Chain … 947



3.3 The Influence of Factors on Profits

From Figs. 8, 9 and 10, the market scale of green products, consumers’ green
preference and manufacturers’ competition degree all have a positive impact on the
profits of manufacturers and retailer. Because the retailer’ profit comes from two
green products, under the influence of factors, the increase of retailer’ profit is much
higher than the sum of the two manufacturers’ profit growth. Among them, in the
case of increased competition between manufacturers, manufacturers and retailer

Fig. 5 The influence of
market scale on product green
degree

Fig. 6 The influence of
consumers’ green preference
on product green degree
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have the largest increase in profits. However, consumers’ green preference has a
greater positive impact on retailer’s profits and less positive impact on manufac-
turers’ profits. The increase of market scale will also lead to an increase in the
profits of manufacturers and retailer. Once the market scale of a green product
increases, it will cause manufacturers and retailer to make more profits from it, and
the manufacturers on this side of the market will make more profits. Under the
action of consumers’ green preference and manufacturers’ competition degree, if
the market scale of a certain green product increases, the overall profit of the
manufacturers and retailer will be greatly higher than that of each member when the
market scale is the same.

Fig. 7 The influence of
manufacturers’ competition
degree on product green
degree

Fig. 8 The influence of
market scale on profits
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4 Discussion

The results of the above numerical analysis have certain guiding effect on policy
making and enterprise decision-making, so some Suggestions will be put forward
from these two perspectives:

From a policy perspective, the current government is applied on the main three
types of green tax subsidies, subsidies for consumers and manufacturers and sub-
sidies for green products in the early stages of the green product development, this
kind of subsidy policy to a certain extent to businesses and consumers are very
good, can make the green product prices remain within the scope of the consumer
can accept reasonable growth, make the enterprise have more money and tech-
nology into production research and development for product green degree is high,
to promote consumers to buy green products, thereby rapidly expanding green
consumer goods market, to all the members of the supply chain enterprise’s profit
maximization. But late development of green product market mature, green product
emerge in endlessly in consumer preference is not outstanding, green subsidy
policy at this time will no longer apply to second, the government’s response to
each kind of green products to develop more specific green product evaluation

(a) 1 2d d (b) 1 2d d

   (c) 1 2d d

Fig. 9 The influence of consumers’ green preference on prices in different market scale
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standard, to ensure consumers to buy the real high quality green products, increase
the consumer’s trust in the green products at the same time, the government should
develop green products market norms, promote the benign competition between
enterprises, to maintain the market vigor, higher product prices and profits is the
most important is that the government should formulate a lasting publicity policy,
through the network media, TV and other channels vigorously publicize the concept
of green consumption and the positive role of green products in environmental
protection, strengthen consumers’ preference for high green products, make them
the driving force for manufacturers to produce and develop green products, and
expand the market scale of green products.

From the point of view of the enterprise, the manufacturer should timely feed-
back, according to the opponents change between each other, make the product
green degree of green product pricing again and again to reach equilibrium, man-
ufacturers and retailer can gain maximum profit maker should pay attention to own
the product quality, completes the production and research and development in
catering to the market demand and respond to a competitor’s situation changes, the
manufacturers can be appropriately raise product green degree, enlarge the diversity
of similar green products, increase the wealth of green product market, continu-
ously meet the needs of the consumers’ psychology and behavior, prompting the

(a) 1 2d d (b) 1 2d d

 (c) 1 2d d

Fig. 10 The influence of manufacturers’ competition degree on prices in different market scale

Pricing Strategy of Manufacturer Supply Chain … 951



price is reasonable. At the same time, the enterprise should do well in product
marketing strategy, improve the brand influence, in order to rapidly expand its scale
of production of green products market, so as to have more say in pricing, and also
can get more economic benefits of enterprises should pay attention to green product
advertising, highlighting product highlights and green environmental protection
performance of green consumption idea and way of life with memory advertisement
should be innovative and to attract more consumers prefer to buy green products,
keep the steady growth of green product prices and profits.

Finally, under the policy support and the correct decision of the enterprise, the
enterprise can obtain the reasonable promotion space of price and product green
degree by expanding the market scale, increasing the degree of benign competition
and improving consumers’ green preference, so as to maximize its economic
benefits.

5 Conclusion

This paper proposes that the market demand of green products is determined by the
retail price of green products and product green degree. The study focused on a
manufacturer-led supply chain in which a retailer simultaneously sells two alter-
native green products that are produced by manufacturers with Cournot competi-
tion. Through the numerical analysis, the influence of factors on the price, product
green degree, profit and decision-making of the manufacturer and the retailer are
obtained. Research shows that:

The market scale of green products, consumers’ green preference and manu-
facturers’ competition degree have a positive impact on prices, product green
degree and the profits of members. The manufacturers’ competition degree is the
main factors, which has the greatest impact on the product green degree and each
member’s profit. Consumers’ green preference is a secondary factor, with the
greatest influence on product green degree. In the case of other factors, the dif-
ference in the change of market scale leads to an enhanced effect of them.
Therefore, the market scale is the most important factor.

The original green tax subsidy policy is only at applicable in the early stage of
the development of green products. The government should also formulate green
product evaluation standards and green product market norms to ensure the interests
of consumers, promote the benign competition among enterprises. The continuous
publicity policy of green consumption concept is further increase consumers’ green
preference, expand the market scale is an important means of as a result, businesses
can and product green degree of green product price is reasonable, in order to gain
more profit.

Take the initiative to form the benign competition between manufacturers, to do
the research and development and production of the green products, the unique
product marketing strategy and the outstanding product of green advertising can
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promote green products reasonable price and the product green degree, enterprise’s
profit increase.

There are shortcomings in this paper. The model does not take into account the
incomplete information among supply chain members so that it does not fully
reflect the complexity of the actual situation. And the market demand function is
not entirely linear in reality. The adjustment of the model can be strengthened in the
next step of the study.
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The Bankability of Bike-Sharing

Tanna Lai, Shiying Shi, and Shengyue Hao

Abstract Bankability is the key basis for project investment and financing deci-
sions. This study uses investment science, engineering economics and public pro-
duct theory to analyze the basic attributes, financing connotation and evaluation
indicators of bike-sharing projects. With the help of engineering financial man-
agement theory, the model of bike-sharing project financing system is constructed.
This paper uses a city’s bike-sharing project as a case and uses system dynamics
simulation to simulate the structure of funds, the user volume, the cost of deposits,
the path of impact on the financing of the project. The research results show that:
(1) profitability is an important dimension reflecting the bankability of the project,
which indicates the direction of the project’s bankability evaluation; (2) the user
volume and the deposit fee are factors that affect the bankability of the bike-sharing
project. This is also an important object of bike-sharing project management. Based
on these, the article provides the key recommendations for the bike-sharing pro-
ject’s investor and the management of the operating enterprises.
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1 Introduction

Chinese sharing economy has been developing rapidly since 2015. In the gov-
ernment report, Premier Li pointed out that it is necessary to promote the rapid
development of the “new economy” including the sharing economy vigorously. The
sharing economy [1] uses the Internet as the platform to connect buyers and sellers
indirectly that were isolated from each other, making full use of social idle
resources. As a new economic model, the sharing economy is not only supported by
the government, but also receives the attention of the society.

Bike-sharing is the typical product of the sharing economy, with green and
economic characteristics. At this stage, the city is polluted, traffic is crowded,
therefore the emergence of bike-sharing alleviates the pressure on the urban envi-
ronment, conforms to the concept of green environmental protection, and solves the
problem of the “last mile” of urban travel.

Bike-sharing use the Internet platform to provide the service of bicycle for the
urban residents. It is a new model for the integration of mobile network and the
rental for bicycles [2]. Bike-sharing can effectively solve problem about
short-distance travel in society and is considered as “demand-driven public service
innovation” [3]. The deposit of bike-sharing is charged for every user. The oper-
ation mole of “one asset, multiple deposits” is the most important values of the
bike-sharing. A bicycle can be used by different users. The number of users can be
much larger than the amount of vehicles. The total amount of deposits will be much
greater than the value of the bicycle itself. This mode of operation is the basis for
the profitability of bike-sharing companies [4]. On the other hand, the data can
reflect the behavior of consumers. It is valuable for many business models. For
example, bike-sharing with positioning systems can accurately reflect consumer
travel behaviors. Bike-sharing companies can make huge profits by working
together with mobile payment companies [5].

Therefore, bike-sharing companies get the favor of many investors As of March
2018, ofo has completed two rounds of financing with Alibaba and obtained a total
of 1.77 billion financing from Alibaba. In 2018, the US Mission announced the
acquisition of Mobai for 2.7 billion CNY; Yongan and Harrow After the merger
into Yonganxing Low Carbon Technology Company, the first round of financing
valuation reached 1.468 billion. This reflects the fact that the shared bicycle
financing boom is still high.

However, in December 2018, These small yellow cars were caught in the
financial chain disruption, and a large number of users returned the deposit. This
has brought warnings to the development of financing for shared bicycle projects.
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2 The Theoretical Study

2.1 The Research of Bike-Sharing

There are some academics studying different areas about bike-sharing. He analyzed
the relationship between bike-sharing and the sharing economy. Huang analyzed
the willingness of the users of bike-sharing by setting mathematical methods [6].
Angelopoulos et al. used a city in Greece as an example to study the operation
mode of bike-sharing in this city, and mentioned the cost of the system [7].
Leonardo et al. studied how to build a management model for bike-sharing [8].

2.2 The Research of Bankability

Bankability can be understood as “whether the project can be financed at all,
whether it has a positive or obvious cash flow”. From the theory of technical
economics, the continuous cash flow of a construction project itself is the basic
guarantee for the project to obtain loans; from the perspective of bank loans, when a
project can persuade lending to provide loans to the project company, the project is
“Bankability project” [9, 10].

2.3 The Research of the Bankability of Bike-Sharing

At present, there are few studies on the combination of bike-sharing and bankability
at home and abroad. Duan analyzed the behavior of investors according to the
bankability scheme of bike-sharing [11]. Yang et al. from the perspective of con-
sumer economics to study the approach to solve the bike-sharing capital problems
[12]. Zhou et al. studied the financial problems under the sharing economy mode
and analyzed the capital mode of bike-sharing [1]. Fan guiling et al. studied the
Internet finance model under the sharing economy [13].

At present, there are few studies on the bankability of bike-sharing, many
research topics focus on the management of bike-sharing. Therefore, this paper will
focus on the study of the bankability of bike-sharing, and provide a reference for the
related projects.

2.4 Bankability Research on Bike-Sharing Projects

The judgment of the bankability of the project mainly includes the way of raising
funds, the source of funds and the feasibility of the funding plan. Project’s bank-
ability is to evaluate the project from the standpoint of investors or creditors and
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analyze whether it is necessary to invest in the project. To evaluate the financing of
the project, it is necessary to adopt the scientific evaluation theory and method of
financial management for the characteristics of each stage of the project life cycle,
adopt standardized evaluation indicators, follow the evaluation procedure, and
conduct multiple indicators and multiple methods for investors.

To study the bankability of bike-sharing projects, it is necessary to evaluate the
economic feasibility of shared bicycle projects, investor profitability, project fund
repayment ability, etc., involving project production cost, economic income, two
dependent variables, and total project Investment, operating costs, maintenance
costs, bicycle riding income, deposit income and other independent variables.

2.5 System Dynamics

The concept of System Dynamics (SD) was first proposed by Professor Forrester of
the Massachusetts Institute of Technology (MIT) in 1956. In the early days of its
establishment, SD was mainly used in industrial enterprise management, and later
gradually developed into an important method for studying complex system engi-
neering. In the system dynamics, system behavior patterns and characteristics
mainly depend on its internal dynamic structure and feedback mechanism [14]. The
main object of system dynamics is the open giant system, which can solve the
complex system with many factors. When building the system dynamics model, the
process mainly includes the establishment of the system equation and the drawing
of the stock and flow diagram. After that, the system stability is ensured through
sensitivity analysis and validity test. Finally, scientific, targeted and representative
decisions and Suggestions are put forward for the research object [15]. Due to
nonlinear factors, high-order, more complex systems often exhibit a variety of
dynamic characteristics, so system dynamics can be used as practical systems to
study more complex problems in the field of social, economic and management.
Both get important applications.

In the bankability system of bike-sharing, there is a complex, nonlinear and
dynamic relationship between dependent variable and independent variable. Simple
mathematical method is difficult to achieve more complex mathematical relation-
ship calculation. Therefore, this paper chooses the system dynamics to study the
bankability system of bike-sharing.

3 Model Establishment

3.1 System Analysis

Based on the system dynamics, establish a bankability model of the bike-sharing
project to solve the following problems.
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Showing the relationship between production costs, economic income and
bankability of bike-sharing projects.

By changing the key variables of the system, analyzing the impact of changes in
different variables on the indicators of bankability.

Through the data simulation results, the model will give the advice about the
bankability of the bike-sharing project.

3.2 System Module Classification

In order to achieving the research goal, the bankability model of the bike-sharing
project constructed in this paper mainly includes two subsystems: economic income
and production cost. It’s necessary to confirm the relationship between the two
variables in the two subsystems and analyze the effect between with each factor,
calculating the bankability evaluation indicator by the end.

(1) Economic income system module: Economic income mainly represents the cash
inflow portion of the research, and sustainable cash flow is a sign of project
profitability. According to the income from operating business, it is divided into
two parts: main business income and other business income. The main business
income of bike-sharing is from the income of the users mostly, which consists
of deposit income, bicycle payment income and recharge income. Other
business income includes bicycle residual value recovery income, government
subsidy income, and advertising revenue.

(2) Production cost system module: The production cost mainly represents the part
of the cash outflow in the financing research, which is divided into two parts:
operating cost and construction cost according to the expenses incurred during
the operation of the bike-sharing. The construction cost is the cost of bank
loans, and the operating costs mainly include financial expenses, bicycle
placement costs, and management fees.

3.3 Construct a System Causal Map

There are some influence variables in the bike-sharing project system, and the
system causal map (Fig. 1) is constructed by analyzing the influence between each
variable. The causal plots are plotted using Vensim software, where a positive
arrow indicates a positive feedback relationship between variables, and a negative
arrow indicates a negative feedback relationship between variables.
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3.4 Building a System Cash Flow Model

After the relationship between each variable in the project and the model structure
are determined and according to the causal flow map, the project cash flow model is
constructed to visually represent the individual cash flows in the project (Fig. 2).
Production cost, economic income are state variables, the others are auxiliary
variables.
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Fig. 1 The causality of the bankability system of bike-sharing project
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4 Case Study

4.1 Case Overview

Changzhou Yonga1nxing Public Bicycle Company obtained the operation right to
bike-sharing in a certain city. The bid-winning unit is required to complete the
delivery and construction of 5,000 bike-sharing and their auxiliary equipment
within 30 days from the date of signing the cooper.

4.2 Data Collection and Discussion

(1) Questionnaire data: According to the factors affecting the bankability of
bike-sharing, the questionnaires for the decision factors of bike-sharing were
designed, and the relevant data of shared bicycle riding income was obtained.
500 questionnaires were distributed, and 110 valid copies were returned, and
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the questionnaire collection efficiency was 22%. The age of the respondents is
concentrated between 18 and 45 years old; the male ratio is 44.33%, and the
female proportion is 55.67%; the occupation constitutes a professional (teacher/
doctor, etc.), corporate employees, government personnel (civil servants, etc.),
Students, workers (waiters, etc.), freelance. Among them, the proportion of
professionals is 12.72%, the proportion of employees is 27.27%, the proportion
of government personnel is 22.73%, the proportion of workers is 5.45%, and
the proportion of freelance is 17.27%.

The data related to the calculation of the bankability evaluation index in the
questionnaire survey are: time of riding, frequency of riding, the way of rent bike,
the way of payment. Data as in the table below (Tables 1, 2, 3 and 4):

Table 1 Time of riding

Single ride time (h) Sample size Total time (h) Average time (h)

0,0.5 49 24.5 0.8

0.5,1 57 57

1,2 3 4.5

2,+∞ 1 2

Sum 110 88

Table 2 Frequency of riding Frequency Sample size Total Average

Once a year or less 39 19.5 2.85

At least once a day 3 90

1–3 times a week 17 153

1 time a month 51 51

Sum 110 313.5

Table 3 The way of rent
bike

The way of rent bike Sample size

Deposit 34.55%

Transportation card 0.91%

Free 64.54%

Table 4 The way of
payment

The way of payment Sample size

Payment after the end of riding 86.36%

Buy the card of payment 10.91%

Save cash in the bike-sharing APP 2.73%
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(2) Relationship expression: There are many factors affecting project bankability,
such as operation mode, investment plan, policy regulations, etc. In the analysis
of project bankability, the profitability of project investment should be con-
sidered according to relevant influencing factors. Project income [5] can be
judged according to financial evaluation indexes. The indicators to examine
project profitability include: net present value (NPV), return on assets (ROA),
return on equity (ROE), etc. The evaluation index of findability is an important
symbol of the findability of the project. In this system, the financial evaluation
indexes are NPV, ROA-bank, ROA-invest and ROE. According to the math-
ematical formula of the four evaluation indexes, the value is calculated and
used as the final output variable of the financing system of Shared bicycle
project.

NPV = economic income − cost of production
ROA-Bank = pre-tax profit/total Bank loans
ROA-Invest = pre-tax profit/total project investment
ROE = net profit/total equity
Economic income = INTEG [(main business income + other business income
− VAT)/(1 + discount rate, 0]time
Product cost = INTEG [(construction cost operation cost)/(1 + discount rate),
0]time
Main business = deposit income + cycling payment income + recharge deposit
Other business income = government subsidy income + advertising income +
salvage value income
Pre-tax profit = main business income + other business income − construction
cost − operation cost
Net profit = main business income + other business income − income tax

4.3 Operating Model

Using Vensim to analyze the financing of the Shared bike project in the case, the
results are as follows:

(1) NPV: As shown in Fig. 3, the net present value of the bike-sharing project
decreased in the first year, and increased from the second year. The final net
present value of the project was RMB 6,962,900. In the 7.78, it shows the net
present value is 0 and the project’s dynamic payback period is 7.78 years. After
7.78, the net present value is greater than 0, it shows that the project prof-
itability is good.
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(2) ROE: As shown in Fig. 4, ROE was 0 in the first six years, and has been
increasing since the sixth year. The final result was 11.29%. The ROE during
the time shows a good growth trend, indicating that the project has a good
profitability.

(3) ROA: As shown in Fig. 5, ROA-invest, ROA-bank are fluctuated a lot during
the whole operation, but ROA-invest generally maintained around 11%, and the
return on total assets in the last year of the project was 12.84%. The final
ROA-bank value was 42.8%. ROA-bank is higher because the small proportion
of Bank loans in the investment structure.

Fig. 3 The trend of NPV

Fig. 4 The trend chart of
ROE
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4.4 Model Checking

As shown in Fig. 6, the model is tested by using the method of extreme value test.
The paper reduced the number of users in the model from 65,360 to 0, and run the
model:

With the user volume reducing to 0, the net present value is also decreasing from
6,966,800 CNY to −47,722,400 CNY. The downward trending is obvious. ROE,
ROA-Invest, and ROA-Bank are also decreasing to 0 as the number of users
decreasing. The bankability evaluation index is the same as the changing trend of
variable. Therefore the model is reliable.

Fig. 5 The trend chart of
ROA
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4.5 Strategic Analysis

(1) Adjusting the fund structure: The proportion of the capital structure in the
bike-sharing project was adjusted to 0.35 (1) and 0.25 (3). The original capital
structure is 0.3 (2).

(a) NPV: As shown in Fig. 7, the adjustment of the capital structure and the
change in the net present value are consistent with the original capital
structure of 0.3. When the ratio is 0.25, the net present value increases to
999.80 million CNY; when the ratio of found structure become to 0.35, the
net present value drops to 3,927,700 CNY. The results show that he lower
the project liabilities, the higher the net present value, the lower the

Fig. 7 The trend chart of the
change of NPV by adjusting
fund structure

Fig. 6 Diagram of model test
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liabilities, the lower the production cost of the project, and the higher the
net present value.

(b) ROE: As shown in Fig. 8, when the funding structure fall to 0.25. The ROE
increased to a final value of 15.0%; when it increase to 0.35, the ROE
decreased to 6.9%. According to the formula of ROE = net profit/equity
funds, if the proportion of bank loans decreases and the equity funds
increase, the ROE may decline. However, in the bike-sharing project, the
construction cost of bank loans is relatively large. When the construction
cost reduced, the net profit increased, and the increasing for the net profit is
greater than the increasing in equity funds, which cause the increasing of
ROE. According to Yonganxing’s bike-sharing financial report, the com-
pany’s assets and liabilities account for a small proportion, indicating that
investors should reasonably choose the proportion of bank loans according
to their own financial capabilities, and a small amount of liabilities can
obtain higher profits (Fig. 8).

(c) ROA: As shown in Fig. 9, ROA-Invest has little change trend, and the
change of found structure has little effect on ROA-Invest. After three years,
with the increase of the proportion of capital structure, ROA-Bank is
decreasing.

(2) User volum: The paper adjusts the user volume amount to 70,000 people (1),
60,000 people (3), and 50,000 people (4).

(a) NPV: As shown in Fig. 10, the net present value increased with the number
of users’ increasing. When the number of users increased to 70,000, the net
present value increased to 10,632,100 CNY, and when the number of users
decreased to 60,000, the net present value decreased to 2,724,300 CNY, and
when the number of users decreased to 50,000, the net present value
remained negative and finally decreased to −5,183,500 CNY. The number
of users has a great impact on the economic income of the project. If the
number of users increases, the economic income of the project will increase.

(b) ROE: As shown in Fig. 11, ROE increases with the number of users. When
the number of users increased to 70,000 and the ROE increased to 17.1%.

Fig. 8 The trend chart of the
change of ROE by adjusting
fund structure
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However, in the first six years, the ROE was 0 and the net profit was
negative. After the sixth year, the ROE began to grow. When the number of
users dropped to 60,000, ROE also dropped, and the final result was 4.5%.
When the number of users is 50000, the project net profit is always neg-
ative, resulting in ROE is always going to be 0. The changing trend of ROE
is directly related to the change of project net profit. When the found
structure does not change, the higher the project net profit is, the higher
ROE will be. Higher users will inevitably bring higher income and higher
profit.

Fig. 10 The trend chart of
the change of NPV by
adjusting user volume

Fig. 9 The trend chart of the
change of ROA by adjusting
fund structure
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(c) ROA: As shown in Fig. 12, compared with the net present value and the
ROE, the ROA also increases when the number of user is increasing, and
the ROA decreases. When the number of users increased to 70,000,
ROA-Invest increased to 13.9%, ROA-Bank increased to 46.6%; when the
number of users dropped to 60,000, ROA-Invest fell to 11.5%, ROA-Bank
decreased to 38.3%, and the number of users was 50,000. At the time of the
ROA-Invest, the ROA-Bank fell to 9.0% and the ROA-Bank fell to 30.1%.

(3) Deposit: The deposit fee for each person who pays for the shared bicycle is
adjusted, and the deposit fee for each person is adjusted to 0 (1), 150 (2), and
250 (3).

Fig. 11 The trend chart of
the change of ROE by
adjusting user volume

Fig. 12 The trend chart of
the change of ROA by
adjusting user volume
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(a) NPV: As shown in Fig. 13, when the everyone’s deposit fee is 0, the net
present value has been on a downward trend. In the last year of operation,
the net present value is – 20,688,200 CNY. When the deposit fee per
person is reduced to 150 CNY, the net present value finally drops to 50,104
CNY. At $300, the net present value increases to $13,875,600. Deposit
income has a great impact on the net present value. If there is no deposit
income, it is difficult for the project to achieve the expected income during
the operation period.

(b) ROE: As shown in Fig. 14, when the deposit fee per person increases to
300 CNY, the ROE increases to 22.1%; when the deposit fee decreases to
150 CNY, the ROE decreases to 0.001%. When no deposit fee is charged,
ROE is 0. ROE increases with the increase of deposit income, and deposit
income has a great influence on the change of ROE. Although the pro-
portion of users who choose to pay the deposit is less than 35%, the deposit
accounts for a large proportion of the revenue of the Shared bike project,
which can make the return on equity of the project higher.

(c) ROA: As shown in Fig. 15, when everyone’s deposit payment increases to
250 CNY, ROA-invest increases to 15.1% and ROA-bank increases to
50.6%. When the deposit payment reduced to 150 CNY, the deposit

Fig. 13 The trend chart of
the change of NPV by
adjusting deposit

Fig. 14 The trend chart of
the change of ROE by
adjusting deposit
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payment in ROA-invest reduced to 10.5% and the deposit payment in
ROA-invest reduced to 35.0%. When the project does not charge deposit,
ROA-invest drops to 3.4% and ROA-bank to 11.6%. SO if there is no
deposit income, the project only relies on other income, and the return on
total assets will be lower.

(4) The results discussed: Through the adjustment of key variables, it can be seen
that the changes of different variables lead to different changes in the evaluation
index of bankability, especially when the number of users and each deposit fee
are adjusted, the evaluation index of the bankability of bike-sharing project has
the most significant change. Therefore, according to the research results, the
following suggestions are put forward for the bike-sharing project:

The number of users is the most basic element for a project to gain profits. When
considering investment, investors should make full research on the number of local
users, predict the development trend of the number of users in the future, and make
a relatively accurate judgment on the project’s bankability. For shared-bike enter-
prises, attractive and targeted plans should be made when promoting shared-bike
projects, so as to attract more users to use Shared bikes and obtain continuous cash
flow.

At present in the bike-sharing market, deposit income is unstable. However, as
the shared-bike industry becomes more and more stable, the management system of
deposit is becoming more and more standardized, and the shared-bike market is
developing towards the direction of no-deposit payment. For example, when users

Fig. 15 The trend chart of
the change of ROA by
adjusting deposit
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use the Shared bike invested by Alibaba, they can ride without deposit with sesame
credit points above 600 points. Therefore, when considering the bankability,
enterprise investors can appropriately reduce the proportion of deposit income and
obtain more reliable analysis results. On the other hand, bike-sharing enterprises
can seek appropriate banking institutions to carry out payment cooperation, reduce
the deposit fees, reduce the dependence on the deposit income, avoid the risk
caused by policy changes, and make the revenue of bike-sharing projects more
stable.

5 The Research Conclusion

This paper takes the bike-sharing project as the research object and the project’s
bankability as the main research purpose. In the research process, it mainly uses the
theories of bankability and financial evaluation to construct each element of the
bankability system of bike-sharing project and the causal relationship between
them. Based on the system dynamics, a mathematical model was built to simulate
the bankability of the case. After analyzing the different key variable’s changes
which can affect the final result. The following conclusions can be drawn:

This paper establishes the concept model of the bankability system for
bike-sharing project through data analysis and data collection. Two modules which
are the production cost and economic income are established, and the relationship
between each variable is analyzed and established. The evaluation index of the
bankability for bike-sharing project is obtained through model operation, which
provides a reference for the bankability analysis for bike-sharing project.

The user volume and deposit income are the key variables for the bike-sharing
project. The capital structure, the number of users and the deposit fee paid by each
person in the bike-sharing project are adjusted respectively. The operation results
show that the user volume has the most obvious influence on the evaluation index
of project’s bankability, followed by the deposit income, which are the most sig-
nificant variables for the evaluation index of bankability.

In this paper, the study about bankability of bike-sharing project is mainly
through the methods of literature review and model establishment. However, there
are still some deficiencies in the research process, which can be researched in the
future: the composition of project cost and economic income variables can be
enriched. When this paper considers the cost of bike-sharing and economic income,
it is mainly based on the case study in this paper to analyze and construct the
mathematical relationship. However, the actual cost and economic income may be
more than those listed in the system of this paper. In the future, corresponding cost
and economic income variables can be added according to the actual situation to
build a more comprehensive mathematical relationship.
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Technical Efficiency Analysis of Bus
Companies Based on Stochastic Frontier
Analysis and Data Envelopment
Analysis

Feras Tayeh and Shujun Ye

Abstract An efficiency evaluation is a leading tool of assessing transportation
performance, seeking to examine the valued outcomes of transportation system in
relation to the resources, thus having an extreme importance for policymakers.
Technical efficiency evaluation of Istanbul bus companies is the ultimate objective
for the sake of identification the passenger performance, and to identify how
concern factors influence the technical efficiency. Additionally, to find out the
influence of the competitive transportation modes and distance factors that each bus
line connects. The present study employs Stochastic Frontier Analysis with pro-
duction function; the results of the current study are compared to those obtained by
Data Envelopment Analysis.

Keywords Technical efficiency � Stochastic frontier analysis � Production
function � Data envelopment analysis � Trolley buses passenger

1 Introduction

Increasing concerns about fiscal sustainability transportation have brought the issue
of transportation system efficiency to the forefront of policy discussions at both
national and international level. Numerous highways have significantly lost busi-
ness to other transportation modes efficiency, such as railways and air over the past
decades. Development of passenger transport is dependent on the economic play a
critical role in transport planning authority’s decision in policy development and
resource allocation. In Turkey, road transportation is the main mode of passenger
transportation and has one of the most developed road networks in its region,
passengers transport increased by 4.36% which is reflected in the increase in the
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number of driver’s licenses of over 24 million in 2018. Istanbul is a big city with
more than 15 million inhabitants. Undoubtedly, in Istanbul of these extents, the
travel is one of the major troubles. Most of the transportation networks modes on
land in Istanbul consist of trolley buses, private cars and taxis, which generate a big
stress on the passenger’s movement intercity and traveling to other cities.
According to Turkish State Railways Annual Statistics in 2018 Istanbul had 20
trolley bus lines to connect main cities in turkey, which covered more than
6800 km, the fleet consisted of 3059 trolley buses, more than 28 million travelers
use trolley buses and approximately 2800 employees yearly. For that, evaluating
gaps and efficiency trolley buses is critical issue to the decision makers in transport
sector.

Technical efficiency evaluation of Istanbul bus companies is the ultimate
objective for the sake of identification the passenger performance in 2018, and to
identify how concern factors influence the technical efficiency. The present study
employs Stochastic Frontier Analysis with the production function. Monthly survey
of twenty lines with 240 surveys, one output is passenger-kilometers as dependent
variable, and three inputs are labor, vehicle-kilometers, and vehicles trolley and
coaches number, of each line as independent variables. Additionally, the power of
other factors on the competitive transport modes and distance that each line con-
nects is conducted. The results of the current study are compared to those obtained
(DEA-CCR).

2 Literature Review

The significance of evaluating transport modes concurrently stems from the fact that
transport networks are considered as the pillar of sustainable metropolitan
improvement, Stamos report on south east Europe explores its contribution to the rail
transport enhancement [1]. Using the populated areas to study the urban rail net-
works system with currently travel positions and the circumstances such as London
underground and British rail, an additional model to integrate and identify safety
level was carried out by [2]. Although, there is a number of publications on DEA to
evaluate efficiency within the various fields of transport [3]. Loizides presented the
cost structure of 10 European countries based on the general index of technical
change Between 1970 and 1992, and made the following rankings of the most
productive countries; Germany, United Kingdom, Belgium, France, Italy,
Netherlands, Greece, Denmark, Luxembourg, and Portugal [4]. Suarez quantified
the efficiency level of European railway companies, examined key indicators (pas-
sengers, freight, kilometers of lines, the percentage of electrification and the per-
centage of kilometers of double line) and indicates that the most highly developed
railway companies are found in Austria, Italy and Germany [5].

Pedro in some European countries such as Sweden, Britain, Italy, France and
Germany, they observed the revenue from rail passenger market and public subsi-
dies; and improvements in rail technology are a key driver of productivity growth in
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the railway transport sector [6]. Other studies examined a detailed analysis of pre-
vious empirical researches on data envelopment analysis (DEA) which uses as a tool
to measure and a technique of linear programming to analysis the comparative
efficiency of other decision-making units, with efficiency levels lie between (0–1) for
the most efficient alternative [7]. This method of Data Envelopment Analysis and its
extension are skilled to deal different variables of inputs and outputs; and discover
other dealings that may be concluded with other approaches but assuming that all
variables of input and output data are precisely recognized [8]. As a useful method for
analyzing the relative performance within a group of organizations, Data
Envelopment Analysis method discovered practical association between competition
framework and productive effectiveness of decision-making units by designing
construct efficiency scores and regressing these scores against variables. Bojović
affirmed that DEA analysis provide indications for measuring and monitoring effi-
ciency while improving the performance and ability to reach the efficiency frontier
[9]. To determine efficiency using data envelopment analysis method and Tobit
regression [10], examined 31 transport firms between 2000 to 2009 that offers pas-
senger and other services in world, the results show that some transport companies in
France, Japan, Luxemburg, and Spain in Western Europe operate effectively using
six input variables. Bråthen identified that tool of measurement is used to evaluate
and compare the relationships different road networks to discover the performance
and comparing with other positions for technical support and help the policymakers
to enable them take essential actions to make highway system efficient [11].

3 Research Methodology

Several methodologies have been used to estimate and analysis efficiency within the
various fields of transport: The method needs a practical shape to determine the
production function with contaminated data and evaluation errors and other noise
[12, 13].

3.1 Stochastic Frontier Analysis (SFA)

Farrell recognized the explanation of technical efficiency, the empirical function
was comparatively limited [13]. Aigner, Lovell, and Schmidt introduced the
stochastic frontier production function [14], Meeusen and van Den Broeck offered
the Cobb-Douglas production function with a composed multiplicative disturbance
term [15], they presented as:

y ¼ f ðx; bÞ exp ðeÞ; ðeÞ ¼ ðv� lÞ; l[ 0 ð1Þ
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y: the observed output quantity.
f: the deterministic part of the frontier production.
b: vector of the input quantities.
x: vector of parameters to be estimated.
v: symmetrical random error.
l: One-sided non-negative random error

Technical efficiency is calculated:

TE ¼ y= f xð Þ exp ðv½ Þ� ¼ expð�uÞ ð2Þ

Where TE has a value between 0 and 1, with 1 defining a technically efficient
firm. More specifically, from Eq. (1) is written as:

ln ðyÞ ¼ ln ½f ðxÞ� þ v� u ð2aÞ

ln ðyÞ ¼ �uþ ln ½f ðxÞ� þ ðv� uþ lÞ ð2bÞ

l ¼ E uð Þ[ 0

Estimation of (2) by OLS gives the residuals ei; i ¼ 1; 2. . .n.
The second and third central moments of the residuals, m2ðeÞ, m3ðeÞ respec-

tively, are considered, as follows:

m2 eð Þ ¼ 1
N � K

� �
�
X

e2i ð3aÞ

m3 eð Þ ¼ 1
N � K

� �
�
X

e3i ð3bÞ

N: number of observations. k: number of regressors. Then, we estimate r2
u and r2m

by using the formula.

r2
u ¼ ½ðp=2Þ½p=ðp� 4Þ�m2ðeÞ�2=3 ð4Þ

r2
v ¼ m2ðeÞ � ½ðp� 2Þ=ðpÞ�r2

u ð5Þ

The point measure of technical efficiency is

TEi ¼ E exp �uif g=eið Þ
¼ 1� F r� M�

i =r
� �� �

= 1� F �M�
i =r

� �� �
exp �M�

i þðr2=2Þ� �� ð6Þ
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M�
i ¼ �r2

uei
� �

r2
u þr2

v

� �� 1 ð6aÞ

r 2 ¼ r2
ur

2
vðr2

u þr2
vÞ � 1 ð6bÞ

3.2 The DEA Input Oriented Model

With the most fundamental DEA method is DEA-CCR [16]. This method is very
important because it process with constant returns to scale (CRS) to find that the
observed DMUs work at the large amount efficient scale size [17]. The mathe-
matical function of DEA-CCR method is offered with number of Decision Making
Units can be measured. Each DMU has inputs, and different outputs [18]: vi (i = 1,
2,…, n) as input and ur (r = 1, 2,…, q) as output

max
Xq

r¼1
uryrk ð7Þ

s:t:
Xq

r¼1
uryrk �

Xm

i¼1
vixij � 0 ð7aÞ

Xm

i¼1
vixik ¼ 1 ð7bÞ

i ¼ 1; 2. . .m; r ¼ 1; 2. . .; q; j ¼ 1; 2. . .; n

To examine the weak efficiency, dual model of (7) is formulated as:

min h ð8Þ

s:t:
Xn

j¼1
kjxij � h xik ð8aÞ

Xn

j¼1
kjyrj � krk ð8bÞ

k� 0 ð8cÞ

the panel data set consists of 240 monthly buses movement observations of the 20
buses network of Istanbul bus companies in 2018, which cover a large surface from
Istanbul to the other cities in Turkey Table 1.

Table 2 shows inputs and outputs variables used in the study, dataset consists of
following variables. One output is passenger-kilometers as dependent variable. The
inputs are labor vehicle-kilometers and vehicles trolley buses number of each line as
independent variables. Every one of these inputs expresses the practical conditions
of each line of Istanbul. Moreover, to evaluate the probability impact of some other
factors, two dummy variables were presented in Table 3.
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The influence of the competitive transportation modes and distance factors that
each bus line connects such as railway influence in passengers movements decision
provides other options to be chosen, these options are conducted in this study as
dummy variables, the influence of Istanbul railway, passengers prefer to use
Istanbul railway, in this framework, we make the supposition that the lines that
serve areas directly connected with the railway are negatively affected, where the
dummy variables take two values (0, 1), other dummy variable is the impact of the
distance.

Table 1 Trolley bus lines Line DMU

Line 1 Istanbul - Adapazari

Line 2 Istanbul - Afyonkarahisar

Line 3 Istanbul - Alanya

Line 4 Istanbul - Antalya

Line 5 Istanbul - Aydin

Line 6 Istanbul - Balikesir

Line 7 Istanbul - Bodrum

Line 8 Istanbul - Bolu

Line 9 Istanbul - Burdur

Line 10 Istanbul - Düzce

Line 11 Istanbul - Eskişehir
Line 12 Istanbul - Gebze

Line 13 Istanbul - Izmir

Line 14 Istanbul - Izmit

Line 15 Istanbul - Kütahya

Line 16 Istanbul - Manavgat

Line 17 Istanbul - Manisa

Line 18 Istanbul - Ordu

Line 19 Istanbul - Samsun

Line 20 Istanbul - Serik

Table 2 Input - outputs used
to evaluate technical
efficiency

Inputs Outputs

Labor Total passenger-kilometers

Vehicle-kilometers –

Vehicles trolley buses number –
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4 Results and Discussion

The production function to convert the inputs into outputs can be showed by
log-linear Cobb-Douglas measurement, the logarithmic stochastic functions pre-
sented as

lnyit ¼ b0 þ
P

bnlnxnit þ vit � ui
i ¼ 1. . .N; t ¼ 1. . .T

yit and xit are observed output and inputs of the ith unit in year t.
ui: Non-negative time-invariant random variables.

lnyit ¼ b0 þ b1lnx1it þ b3lnx3it þ v� u

Table 3 Dummy variables
used in the analysis

DMU Route Dummy 1 Dummy 2

Line 1 Istanbul - Adapazari 1 1

Line 2 Istanbul - Afyonkarahisar 1 1

Line 3 Istanbul - Alanya 1 1

Line 4 Istanbul - Antalya 1 1

Line 5 Istanbul - Aydin 1 0

Line 6 Istanbul - Balikesir 1 0

Line 7 Istanbul - Bodrum 1 0

Line 8 Istanbul - Bolu 1 1

Line 9 Istanbul - Burdur 1 1

Line 10 Istanbul - Düzce 1 1

Line 11 Istanbul - Eskişehir 1 1

Line 12 Istanbul - Gebze 0 0

Line 13 Istanbul - Izmir 1 0

Line 14 Istanbul - Izmit 0 0

Line 15 Istanbul - Kütahya 1 1

Line 16 Istanbul - Manavgat 1 1

Line 17 Istanbul - Manisa 1 0

Line 18 Istanbul - Ordu 1 1

Line 19 Istanbul - Samsun 1 0

Line 20 Istanbul - Serik 1 1
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vit Random variables of ith unit in year t.

From (1), the fitted functional form is:

lnyit ¼ b0 þ b1lnx1it þ b2lnx2it þ b3lnx3it þ b4d1þ b5d2þ v� u

y: dependent variable and donate to output
x1: inputs of labor
x2: vehicle-kilometers
x3: trolley bus and Coaches number
d1: dummy variable donates to the influence of other mode in transportation such as
Istanbul railway, and d2: the influence of the distance and covered areas.

4.1 Descriptive Statistics and Correlation in Dataset

Table 4 presents the descriptive statistics of variables used in the study and contains
the descriptive statistics of the variables used in the study. They include the sample
mean, median, standard deviation, minimum and maximum value for each of the
variables.

Table 5 shows the variables which have influence on Passengers movement are
vehicle-kilometers, total labor, available vehicles, and influence of dummy vari-
ables, that each line has impact significant coefficients. Vehicle-kilometers variable
is statistically significant. With an increase by 1% of Vehicle-kilometers value,
passengers will decrease by 1.02% on average. The total labor is highly statistically

Table 4 The descriptive statistics

Characteristics y x1 x2 x3 d1 d2
Mean 112990.0 340.1 141.1 2824.7 0.7 0.75

Median 77900.0 291.1 97.12 1947.5 1 1

Maximum 456000.0 753.1 570 11400 1 1

Minimum 14400.0 45.4 18 360 0 0

Std. Dev. 98792.8 199.9 123.5 2469.8 0.4 0.44

Skewness 2.14925 0.47 2.40 2.14 −0.8 −1.1

Kutosis 7.40526 2.1 7.40 7.40 1.7 2.34

Jarque-Bera 378.834 17.57 379.30 378.8 46 57.8

Probability 0 0 0 0 0 0

Sum 271176 8162 3388 6779 168 180

Sum Sq. Dev. 2.33E+9 9557885 364476 1.46E+9 50 45

Observations 240 240 240 240 240 240
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significant with an increase by 1% of the total labor; passengers will increase by
6.54% on average. The available vehicles variable is also highly statistically sig-
nificant Table 6.

4.2 Technical Efficiency Scores and Lines Ranking

According to The Stochastic Frontier Analysis (SFA) Table 7 presents technical
efficiency scores (TE). The results lie between 0.83 and 0.94, with an average equal
to 0.9055, lines of Istanbul - Aydin, Istanbul - Manavgat, Istanbul - Alanya,
Istanbul - Burdur, and Istanbul - Ordu are the highest technical efficiency scores,
while Istanbul - Afyonkarahisar line is the lowest technical efficiency scores one,
lines of Istanbul and Istanbul - Izmit, which are subjective by the operation of the
Istanbul railway, are not found to be between the highest technical efficiency scores.

Table 5 Analysis of variance

Variable Coefficient Std. error t-Statistic Prob

C 12118072 4428893 2.736140 0.0067

ln x1 −27906.38 3137.751 −8.893752 0.0000

ln x2 4255228 1477585 2.879853 0.0043

ln x3 −4136840 1477597 −2.799709 0.0055

d1 15962.28 5633.912 2.833250 0.0050

d2 −24473.16 6258.46 −3.910409 0.0001

R-squared 0.886364

Adjusted R-squared 0.883936

F-statistic 365.0414

Prob (F-statistic) 0.000000

Table 6 Correlation in the dataset

Independent variable Parameters Estimate t-Statistic P-Value

C b0 1.96E+13 2.736140 0.0067

x1 b1 −1.02E+09 −8.893752 0.0000

x2 b2 6.54E+12 2.879853 0.0043

x3 b3 −6.54E+12 −2.2799709 0.0055

d1 b4 −2.11E+09 2.736140 0.0050

d2 b5 3.45E+08 −3910409 0.0001
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4.3 Comparison with DEA

With an average equal to 0.879. The most inefficient line regarding the
CRATE-DEA scores were line Istanbul - Serik and Istanbul - Afyonkarahisar lines
Table 8.

To compare the results from the two methods (SFA and DEA), we rank the
buses lines in both methods. The results are consistent; lines of Istanbul - Alanya,
Istanbul - Antalya, Istanbul - Aydin, Istanbul - Burdur, Istanbul - Manavgat, and
Istanbul-Ordu are among the most efficient lines. Furthermore, lines of Istanbul -
Afyonkarahisar, Istanbul - Bolu, Istanbul - Gebze, and Istanbul are among the least
efficient lines in both methods Table 9.

Table 7 Technical efficiency scores and lines ranking

Line Line Technical
efficiency

Ranking Line

Istanbul - Adapazari Line 1 0.91 1 Istanbul - Aydin

Istanbul -
Afyonkarahisar

Line 2 0.83 1 Istanbul - Manavgat

Istanbul - Alanya Line 3 0.93 2 Istanbul - Alanya

Istanbul - Antalya Line 4 0.92 2 Istanbul - Burdur

Istanbul - Aydin Line 5 0.94 2 Istanbul - Ordu

Istanbul - Balikesir Line 6 0.91 3 Istanbul - Antalya

Istanbul - Bodrum Line 7 0.92 3 Istanbul - Bodrum

Istanbul - Bolu Line 8 0.87 3 Istanbul - Izmir

Istanbul - Burdur Line 9 0.93 3 Istanbul - Izmit

Istanbul - Düzce Line 10 0.90 3 Istanbul - Samsun

Istanbul - Eskişehir Line 11 0.88 4 Istanbul - Adapazari

Istanbul - Gebze Line 12 0.84 4 Istanbul - Balikesir

Istanbul - Izmir Line 13 0.92 5 Istanbul - Düzce

Istanbul - Izmit Line 14 0.92 5 Istanbul - Kütahya

Istanbul - Kütahya Line 15 0.90 5 Istanbul - Manisa

Istanbul - Manavgat Line 16 0.94 5 Istanbul - Serik

Istanbul - Manisa Line 17 0.90 6 Istanbul - Eskişehir
Istanbul - Ordu Line 18 0.93 7 Istanbul - Bolu

Istanbul - Samsun Line 19 0.92 8 Istanbul - Gebze

Istanbul - Serik Line 20 0.90 9 Istanbul -
Afyonkarahisar
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Table 8 Line ranking of DEA and SFA

Ranking SFA CCR (TE)

1 Istanbul - Aydin Istanbul - Burdur

2 Istanbul - Manavgat Istanbul - Manavgat

3 Istanbul - Alanya Istanbul - Ordu

4 Istanbul - Burdur Istanbul - Alanya

5 Istanbul - Ordu Istanbul - Aydin

6 Istanbul - Antalya Istanbul - Antalya

7 Istanbul - Bodrum Istanbul - Izmit

8 Istanbul - Izmir Istanbul - Samsun

9 Istanbul - Izmit Istanbul - Kütahya

10 Istanbul - Samsun Istanbul - Manisa

11 Istanbul - Adapazari Istanbul - Adapazari

12 Istanbul - Balikesir Istanbul - Eskişehir
13 Istanbul - Düzce Istanbul - Balikesir

14 Istanbul - Kütahya Istanbul - Düzce

15 Istanbul - Manisa Istanbul - Bolu

16 Istanbul - Serik Istanbul - Bodrum

17 Istanbul - Eskişehir Istanbul - Izmir

18 Istanbul - Bolu Istanbul - Gebze

19 Istanbul - Gebze Istanbul - Afyonkarahisar

20 Istanbul - Afyonkarahisar Istanbul - Serik

Table 9 Technical efficiency measures and line rankings

Line Technical efficiency Line Ranking

Istanbul - Adapazari 0.90 Istanbul - Burdur 1

Istanbul - Afyonkarahisar 0.71 Istanbul - Manavgat 1

Istanbul - Alanya 0.98 Istanbul - Ordu 1

Istanbul - Antalya 0.96 Istanbul - Alanya 2

Istanbul - Aydin 0.98 Istanbul - Aydin 2

Istanbu - Balikesir 0.87 Istanbul - Antalya 3

Istanbul - Bodrum 0.79 Istanbul - Izmit 4

Istanbul - Bolu 0.82 Istanbul - Samsun 5

Istanbul - Burdur 1 Istanbul - Kütahya 6

Istanbul - Düzce 0.84 Istanbul - Manisa 6

Istanbul - Eskişehir 0.90 Istanbul - Adapazari 7

Istanbul - Gebze 0.71 Istanbul - Eskişehir 7

Istanbul - Izmir 0.75 Istanbul - Balikesir 8

Istanbul - Izmit 0.95 Istanbul - Düzce 9

Istanbul - Kütahya 0.91 Istanbul - Bolu 10
(continued)
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5 Conclusion and Recommendations

Technical efficiency evaluation of Istanbul bus companies is the ultimate objective
for the sake of identification the passenger performance, for the sake of identifi-
cation the passenger performance of Istanbul bus companies, and to identify how
concern factors influence the technical efficiency. The present study employs
Stochastic Frontier Analysis with the production function Twenty lines with 240
survey, one output is passenger-kilometers as dependent variable, and three inputs
are labor, vehicle-kilometers, and vehicles trolley and Coaches number, of each line
as independent variables. Additionally, the power of other factors on the compet-
itive transport modes and distance that each line connects is conducted. The results
of the current study are compared to those obtained (DEA-CCR). Panel data
showed well fitted According to production function of Cobb-Douglas and the
probability value of the inputs and output variables were significantly efficient.
Moreover, the explanatory control of certain dummy factors of the competitive
transport modes and distance also were confirmed with significant probability
value. The scores of technical efficiencies were ranked and provided variety scale
efficiency in high levels, with average technical efficiency equal to 0.9055 and
0.879 for the Stochastic Frontier Analysis and data envelopment analysis methods,
respectively.

The differences between the technical efficiency of each line could be explained
by a number of reasons. The first reason is the total vehicle-kilometers and the
coverage level that each line connects. The Stochastic Frontier Analysis outcomes
pointed that the total of vehicle-kilometers of each line has positively impacts on
the technical efficiency. Lines of Istanbul - Alanya, Istanbul - Antalya, Istanbul -
Aydin, Istanbul - Burdur, Istanbul - Manavgat, and Istanbul - Orduare are among
the most efficient lines, Furthermore, lines Istanbul - Afyonkarahisar, Istanbul -
Bolu, Istanbul - Gebze, and Istanbul are among the least efficient lines in both
methods. The second reason is the competitive transport modes that the areas are
covered by buses network are also covered by other modes, like Istanbul railway.
The results pointed that Istanbul - Gebze line which is influenced by the operation
of the Istanbul railway, and serves areas near Istanbul city is not found to be among
to the most efficient ones. This study confirmed the significant of these factors for
the future of passenger’s performance. Since the wide development and rapidly

Table 9 (continued)

Line Technical efficiency Line Ranking

Istanbul - Manavgat 1 Istanbul - Bodrum 11

Istanbul - Manisa 0.91 Istanbul - Izmir 12

Istanbul - Ordu 1 Istanbul - Gebze 13

Istanbul - Samsun 0.93 Istanbul - Afyonkarahisar 13

Istanbul - Serik 0.67 Istanbul - Serik 14

Mean 0.879
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expand of Istanbul railway a future strategic planning of the buses network would
be appropriate, particularly minibuses, taxis and private automobiles also are
available in Istanbul.
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