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Dr. Satish Kumar, Director, NIT, Kurukshetra
Dr. Pankaj Chandna
Dr. Vinod Mittal
Dr. Gulshan Sachdeva

Message from the Director, NIT, Kurukshetra

In my professional career which spans over three and a half decades, I was associated
with the aerospace industry for a significant period in the fields of missiles, strategic
systems, and hypersonic propulsion. Power and propulsion play a very important
role in the fields of energy, aviation, and defense. There is a pressing need to
amalgamate these areas using sustainable energy through the development of clean
and green technologies, which would serve the present needs and also meet future
requirements when the conventional sources of energy may be exhausted. I say it
with extreme pride that the National Institute of Technology (NIT), Kurukshetra,
organized this International Workshop on Energy, Power, and Environment
(ISEPP-2019) which is the tenth in a series of workshops on the broad theme of
energy, power, and propulsion that started in 2004. Over the years, this workshop
has grown into a world-class forum in the field of sustainable developments in
energy, power, and propulsion. This workshop was organized in collaboration with
the Indian Institute of Technology (IIT), Kanpur; University of Maryland, College
Park; University of Illinois at Chicago, and Analytic and Computational Research
Inc., USA. The workshop was attended by over 200 participants from different
academic and research organizations and representatives from governments and
industries. Many world-renowned scientists and researchers from Australia, Brazil,
Finland, India, Italy, Japan, Malaysia, Thailand, Saudi Arabia, the UK, and the USA
presented their latest research and development findings and shared their ideas in
formal talks and informal exchange forums. Poster competitions for students were
organized to bring young talent into the limelight. This attempt at the sustainable
developments in the areas of power and propulsion is definitely one of its kind.
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I wish everyone associated with this workshop-rich learning experience, and I am
very confident that we all moved a step closer toward our understanding to have a
cleaner and sustainable environment.

vi Local Organization Team and Message from the Director, NIT, Kurukshetra



Preface

The development of environmentally sustainable power sources that drive the
society and industry is now recognized as an imperative and important challenge for
the engineers. Though there is increasing emphasis on developing renewable and
alternative energy sources in a sustainable manner, fossil fuels remain the mainstay
of our economy. Current technologies using fossil fuels for energy have degraded
the environment and burdened the economy with the cost of cleanup operations.
Climate change, rising global temperatures, and the impact on the protective ozone
layer that are related to greenhouse gas emissions are now empirically proven facts.
The consequent increase in global average temperatures, melting of glaciers, and
sea level rise are now being recognized as serious threats to the very core of the
existence of human society. Yet our need for energy is growing due to the growth
of the human population, increased standards of living, and emerging economies.
These factors mean that the average per capita energy use will increase substantially
in the coming decades. Fossil fuels will continue to remain important in energy
usage in the coming decades. Unless more efficient and sustainable energy sources
are developed, we are looking at an environmental disaster waiting to happen.

The world population has reached over 7.7 billion and is growing at a rate of
1.08% per year. The projections are 9 billion people by 2037 and 10 billion by
2057. The worldwide energy supply in 2019 stands at about 170,000 TWh or
approximately 580 quadrillions BTU. This is expected to increase to 815 quad-
rillions BTU by the year 2040. Per IEA, if we continue along its present path,
without any additional changes in policy, energy demand will rise by 1.3% each
year to 2040. If the policy intentions and targets stated by major energy user nations
are actually implemented, this rate of energy demand will decrease to 1% per year.
In either scenario, it seems that the prime source of energy in the next two decades
will be fossil fuels. While considerable progress is being made to shift to renewable
energy sources, fossil fuels are expected to provide the major share, approximately
78%, of the world’s energy by 2040. The environment is already under stress; either
of these scenarios places a significant additional burden on the environment with a
somewhat slower rise in emissions but still far short of sustainability. We, therefore,
need a sustainable development scenario that maps out a way to meet energy
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demand goals, requiring rapid and widespread changes across all parts of the energy
system. The current and foreseeable clean energy technologies are not likely to
provide the answer. We need new and innovative technologies with improved
efficiency to meet the goals of the Paris Agreement by holding the rise in global
temperatures to well below 2 °C and pursuing efforts to limit it to 1.5 °C, and also
meet global objectives of cost-effective energy access and cleaner air. The breadth
of the world’s energy needs means that there are no simple or single solutions.
Emission reduction (in particular CO2) must be achieved from all kinds of gas,
liquid, and solid fossil fuel use with technologies providing efficient and
cost-effective energy services in all energy-using sectors.

An international forum to discuss the challenges outlined above was started in
2004, with the focus on combustion, power, and propulsion technologies using all
kinds of fuels available. Over the years, it has evolved into annual international
workshops on Sustainable Energy, Power, and Propulsion (ISEPP), which have the
broad framework of international collaborations and share ideas about research and
development related to cleaner and efficient fuel(s) utilization, and development of
alternative and renewable technologies for sustainability. The tenth workshop in
this series was held from March 17 to 19, 2019, at the National Institute of
Technology (NIIT), Kurukshetra, India. The objectives of this workshop were to
encourage international collaborations and dissemination of knowledge related to
sustainable energy initiatives and technology. The workshop attracted over 200
participants from different academic and research organizations and representatives
from governments, industries, and academia. Many world-renowned scientists and
researchers from Australia, Brazil, Finland, India, Italy, Japan, Malaysia, Thailand,
Saudi Arabia, the UK, and the USA presented their latest research and development
findings and shared ideas in formal talks and informal technical exchanges.
The TEQIP (Ministry of Human Resource Development, India), the Defense
Research and Development Organization (DRDO), India, the National Science
Foundation (NSF), USA, and the Office of Naval Research (ONR) Global spon-
sored the workshop. It was co-sponsored by several leading research organizations
and universities in the USA and India, including NIT, Kurukshetra, Siemens, LPS
Bossard (Pvt.) Ltd., TSI, Inc., ACRi Los Angeles, IIT Kanpur, University of
Maryland, College Park, and the University of Illinois at Chicago. The editors wish
to express their sincere thanks to the faculty, staff, and students at NIT,
Kurukshetra, for their unconditional support and warm hospitality provided to host
this international Workshop.

This research monograph provides a wealth of knowledge on the latest research
and development presented by the eminent scientists and engineers at the
workshop. The broad theme of the monograph is energy, power, propulsion, and
sustainability. The chapters are grouped into six parts. These are, respectively,
High-Speed Propulsion, Renewable Fuels, Flames and Reacting Systems,
Combustion Systems, Transport Processes in Energy Systems, and Sustainable
Energy Technologies. These chapters deal with experimental and prototype systems
using state-of-the-art diagnostic and analytic techniques. A number of chapters deal
with specific design aspects while others deal with novel concepts using alternative
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energy sources for improved performance and for the next generation of power and
propulsion systems. The contributions to the cutting-edge research and develop-
ment technologies should be of pinnacle interest to researchers and engineers
working on sustainable energy technologies.

Kanpur, India Ashoke De
College Park, USA Ashwani K. Gupta
Chicago, USA Suresh K. Aggarwal
Kanpur, India Abhijit Kushari
Los Angeles, USA Akshai K. Runchal
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Introduction

Keywords Energy ∙ Propulsion ∙ Power ∙ Renewable and alternative fuels ∙
Environmental sustainability ∙ Novel energy-efficient technologies ∙
Modeling and simulation

Demand for energy is increasing due to both population growth and increased use
by emerging economies. Most of our energy generation today relies on fossil fuels
and is expected to remain the same way for the next few decades. The manner in
which this energy is generated today leads to serious environmental degradation.
Further, at the projected rate of consumption, our supply of fossil fuels is likely to
be exhausted in the next few decades. These pose a serious existential threat to our
human endeavor. The need for cleaner and sustainable energy is the need of the
hour. This research book contributes valuable new knowledge to the growing
literature on energy generation with minimal environmental impact and quest of
renewable resources. It deals with methodologies that improve the efficiency and
performance of existing energy conversion systems from fossil fuels with much
reduced environmental impact. It also deals with the latest research into renewable
drop-in biofuels, solar, and wind that are emerging with a continuously increasing
contribution to our energy supply. This book contains the latest research from
internationally renowned scientists and engineers from around the globe on topics
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related to energy security and energy sustainability. This book will serve as a
reference source for practicing engineers, educators, research professionals, and
students in all energy-using sectors.

Ashoke De
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High-Speed Propulsion



Towards Credible CFD Analysis
of High-Speed Propulsion Systems

K. Kailasanath

1 Introduction

The potential role of computational fluid dynamics (CFD) in the design and anal-
ysis of high-speed air-breathing propulsion systems is discussed in this article. For
such computations to be most useful, they must be believable or “credible”. How
to go about assessing and establishing the credibility of numerical simulations, as
pertaining to emerging, high-speed propulsion system concepts is discussed. The
examples chosen to illustrate the key concepts are primarily based on the author’s
own experience in the development of high-speed propulsion systems based on deto-
nations [1–6]. It is hoped that the readers of this article will be able to use the ideas
presented here not only for detonation-based systems but also adapt the ideas to help
assess and develop other concepts in high-speed propulsion.

1.1 Role of CFD

In this article, the term, “CFD”, is used in the broad sense of the term to connote
not only fluid flow but chemical reactions, energy release, heat transfer and other
aspects of physical sciences pertinent to high-speed propulsion. There are several
common reasons that we do “CFD” or more generally numerical simulations. They
provide detailed diagnostics, often complementary to experiments. They can be used
to conduct parametric studies, often independently varying parameters, again some-
times very difficult in laboratory experiments. Simulations can also be used to “test”
under conditions that are difficult or prohibitively expensive in the laboratory. All

K. Kailasanath (B)
Lorton, VA 22079, USA
e-mail: kkailasanath@gmail.com
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4 K. Kailasanath

these three roles may be viewed as being complementary to physical experiments
in the laboratory. There is another potentially important role for numerical simula-
tions that has not received as much attention as the above roles. This is to explore
promising new concepts before laboratory experiments are conducted. This is the
role that is explored further in this chapter.

For numerical simulations to play an effective role in the exploration and early
development of new propulsion concepts, they need to be credible, not just to the
scientist or engineer conducting the simulations but especially the potential users of
the results. How to go about developing such credible simulations is discussed next.

2 Verification and Validation of Numerical Simulations

These terms are sometimes used interchangeably but really are different and have
distinct definitions [7] in the CFD community. “Verification” is formally defined as
“the process of determining that a model implementation accurately represents the
developer’s conceptual description of the model and the solution to the model” [8].
It is important to note that the perspective here is that of the “developer” of the CFD
model. Hence, one would hope that this process of “verification” is always done
since it can be done by the developer alone, without required participation of the
user, experimentalist or anyone else. The details of how this can be carried out will
be discussed in the next subsection.

In contrast, “validation” is the process of determining the degree to which amodel
is an accurate representation of the real world from the perspective of the intended
uses of themodel. Here the perspective shifts to the user (as opposed to the developer)
and what the user wants to use the model for. Basically, the essential physics of the
real problem the user wants to solve needs to be “accurately” represented. Pedanti-
cally, one can argue that this is nearly impossible except for the most simple cases,
because our knowledge of the real world and models to represent it are necessarily
incomplete and are only approximations. For example, most fluid flows in practical
engineering problems involve some levels of “turbulence”. Our understanding of
the science behind turbulence and our efforts to capture it are still incomplete and
involve a number of simplifications and theoretical assumptions. The solution for
this quandary is the word “accurately”, which can be expressed in degrees or levels
of accuracy or more commonly levels of uncertainty. Also, “the intended uses of the
model” in the definition are an important term because the level of accuracy required
usually depends on the particular use or application. For example, overall perfor-
mance estimates do not require the same level of certainty or accuracy as “stability”
or other key operational parameters.

A simpleway todistinguish the two terms is to thinkof “verification” as the process
of solving the equations accurately and “validation” as the process of solving the
“correct” equations. Here the term “correct” equations are used to indicate equations
that are a “correct” or good enough representation of the real-world problem that the
user or application scientist is solving. Thedistinction between the two terms and their
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importance in being able to do credible simulations is clarified further by examining
the processes that are usually adopted to conduct verification and validation or, as is
often termed “V&V”.

2.1 Process of Verification

As discussed above, the process of verification can be carried out solely by the
software developer or person conducting the numerical simulations. The objective
is to ensure that the formulated equations are solved accurately. Hence, the process
involves various steps such as varying the spatial resolution (or grid size for finite
difference solvers) and for unsteady problems, the temporal resolution. Assessing
the dependence of the solution on the boundary conditions is often done. When
possible, the solution to a simplified problem representing an important aspect of
the problem of interest is conducted and compared to analytical solution or solutions
obtained using other mathematical processes such as the method of characteristics.
The important factor to remember is that this process is trying to ensure that the
equations formulated are solved accurately in a mathematical sense. Of course, the
order of accuracy desired is dependent on the problem at hand and the developer’s
perspective. At the end of this process, usually no claim can bemade that the physical
problem under consideration has been solved to the desired level of accuracy or an
acceptable level of uncertainty.

2.2 Process of Validation

The process of validation involves comparison with accurate experimental data
for the system of interest. It is important that the uncertainty in the experimental
measurements has already been quantified. Doing rigorous comparison is relatively
straightforward for a well-established propulsion system. For high-speed propulsion
systems, there is a paucity of experimental data because of difficulties in reproducing
high-speed flight conditions in laboratory experiments. Sometimes, actual flight test
experiments are needed, and these tend to be extremely expensive and not readily
accessible.

Since many high-speed propulsion systems are still under development, there
is very little experimental data that is available. Furthermore, when we consider
emerging concepts, often there is a reluctance to develop test articles and conduct
experiments when there is significant uncertainty in the value of the relatively new
concept. This makes the task of validation very difficult to conduct. This issue is
explored in further detail using examples of detonation-based high-speed propulsion
systems.
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3 Verification and Validation of the Pulse Detonation
Engine (PDE) Concept

Detonation-based engines are devices that harness the explosive power of detonations
to attain very high speeds at very good efficiencies. It has beenwell established that on
a thermodynamic basis, the energy conversion efficiency of detonations is typically
more than twenty-five per cent greater than the flaming or deflagrative combustion
mode used in conventional propulsion systems. The challenge has been in harnessing
the thermodynamic efficiency for propulsive power.At the turn of this century, several
estimates were published on the propulsive power of an idealistic PDE concept. The
device considered is deceptively simple, consisting of a straight tube closed at one
end and open at the other. Of course, a flight capable propulsion system will be
significantly more complicated but the key combustor component is likely to be
this simple tube or some variant of that. Hence, let us consider applying the ideas
discussed so far in evaluating the sea-level, static performance of this idealized PDE
device.

Early CFD analysis of the straight tube PDE operating at 1 atm with a stoichio-
metric mixture of hydrogen and air as the propellant was conducted and reported
by various researchers [2, 9]. Unfortunately, the quoted performance number for the
specific impulse (Isp) ranged from 1000 to 8000s. The Isp is used as a representative
measure of the device performance because it has the same units of “seconds” in
various systems of measurement units used in science and engineering. Such a wide
variation in estimates is clearly unacceptable and none of the estimates could be
“validated”, since the required experimental data did not exist. Furthermore, devel-
oping and conducting experiments to obtain the required data itself became a point
of debate because if the lower end of the estimates was the “correct” one, it would not
be worthwhile to invest in further exploring this concept. To resolve this uncertainty,
it was decided to conduct basic research to try to understand the reasons for the
differences in performance estimates and to get a better estimate of the performance
of this idealized engine.

3.1 Verification of Idealized PDE Simulations

Initially, one-dimensional simulations of the idealized PDE operating on hydrogen
and air were conducted. Both temporal and spatial resolutions were varied to obtain
solutions that did not depend significantly on these parameters. Further verification
studies identified the boundary conditions used at the open end of the tube to be
a potential issue. The flow out of the tube is initially supersonic as the detonation
wave leaves the tube as a non-reactive shock but the flow slows down to subsonic
speeds as the products of detonation are exhausted from the tube. The processes
are illustrated in Fig. 1. Specifying boundary conditions for the supersonic phase
is unambiguous, but the subsonic phase is more complicated. When the outflow is
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Fig. 1 Flow field inside and just outside an idealized PDE tube illustrating the difficulty of
specifying boundary conditions at the open end of the tube

subsonic, any disturbance in the entire region outside the tube can communicate
with the end of the tube and affect the outflow process. During subsonic flow, typical
boundary conditions used have an expansion termwhich determines the rate at which
the flow at the exit plane reaches the ambient conditions. By varying this expansion
rate, various performances will be obtained [10]. Therefore, it appears that the wide
variation in the estimated performance may be due to the different rates of expansion
implied by the particular boundary conditions used. This point is further illustrated
in Fig. 2, where the time variation of the head-end pressure is shown for three arbi-
trary choices of the boundary conditions. The areas under each of the curves are
a measure of the performance. The impact of the three choices for the boundary
conditions on the computed specific impulse (Isp) is illustrated in Fig. 3. While there
are other factors that are different in the various performance estimates [10], the
choice of parameters in the boundary condition alone can explain the wide varia-
tion in the reported performance. This example clearly illustrates the importance of

Fig. 2 Impact of choosing
various boundary conditions
on the time history of the
head-end pressure
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Fig. 3 Impact of choosing
different boundary
conditions on the computed
specific impulse

systematically conducted verification studies that include testing the dependence of
the solution on the boundary conditions used.

Reducing the Impact of Outflow Boundary Conditions The above discussion
highlights the impact the choice of the open or outflow boundary condition can
have on the computed performance but does not provide an answer to the “correct”
choice. As mentioned earlier, verification involves solving the equations correctly.
From the developer’s point of view, each of the above solutions may be viewed as
mathematically “correct” solutions to the specific set of formulated equations and
the specific choice of the boundary conditions. In order to determine the solution
desired by the user, we need to eliminate or reduce the impact of the choice of the
outflow boundary condition.

One approachwould be to avoid having to specify the outflowboundary conditions
at the outflow of the tube, by making the tube exit interior to the computational
domain and hence not a boundary. For the straight tube PDE, this can be done by
extending the computational domain to include the exit plane of the tube as well as
the regions around it as illustrated in Fig. 4. Of course, this requiresmultidimensional
numerical simulations. The computational cost can be reduced by the judicious use
of the grid points since not all regions outside the tube require the same amount of
numerical resolution, as the region just near the exit of the tube. Such simulations
have been carried out [11], and a closer examination of the flow just outside the tube
highlights the complexity of the outflow and its strong temporal dependence. The
computed performance estimate from suchmultidimensional simulations is 4161s for
the PDE operating on a stoichiometric hydrogen–air mixture. Of course, this is still
to be viewed as a good, “verified” theoretical estimate only. How well this estimate
corresponds to physical reality can only be determined by conducting appropriate
laboratory experiments. The physics (and chemistry) represented in the numerical
model may not be a good enough representation of the “physical” reality. Hence, the
importance of “validation studies” is following our verification studies.



Towards Credible CFD Analysis of High-Speed Propulsion Systems 9

Fig. 4 Computational domain for multidimensional simulations where boundary conditions are
not specified at the exit plane of the tube

3.2 Validation of Idealized PDE Simulations

Validation studies involve comparison of the results of numerical simulations to
data from experimental measurements. Hence, they require external participation
from scientists or engineers who have the skill and facilities to conduct the relevant
experiments. It is important to remember that these validation experiments need to be
conducted in a geometry as close to those used in the simulations, with similar initial
conditions and boundary conditions. One may not think of “boundary conditions”,
when conducting experiments but it is important to keep that inmind. For example, for
the idealized PDE discussed above, having a flat plate at some nearby distance away
from the exit plane or connecting a flexible hose at the exit end of the tube to exhaust
the products outside the laboratory facility will have some impact on the resulting
measurements. Similarly, the method used to initiate detonations could also impact
the measured performance. Ideally, there should be some coordination between the
experimentalist and computational scientist for effective validation studies.

Such validation experiments [12, 13] were conducted at Stanford University in
the USA. In their experimental set-up, the tube exhausted into a very large drum,
thus mimicking the set-up used in the numerical simulations. Furthermore, initial
validation experiments were conducted with easily detonable mixtures so that the
impact of the initiation process can be minimized. The measured head-end pressure
(pressure at the closed end wall of the tube) from which the other performance
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Fig. 5 Comparison of the
measured head-end pressure
with the predictions of one-
and multidimensional
simulations

measures are derived is compared in Fig. 5 to the head-end pressure predicted by the
one- and multidimensional simulations.

In addition to the overall performance measures, detailed measurements of the
pressure, temperature and velocity as a function of time were also made. Both the
overall performance, as well as the basic physical parameters measured agreed well
with the computational predictions [12, 13]. This gave confidence in the under-
lying physical models used in the simulations. Later, independent experiments [14]
conducted at the U.S. Air Force Research Laboratory came upwith a value for the Isp
of 4100s for the idealized PDE operating on a stoichiometric hydrogen–air mixture,
again in good agreement with the numerical predictions.

4 The Rotating Detonation Engine Concept

It is interesting and valuable to consider how the lessons learned from the veri-
fication and validation of the PDE concept can be used to evaluate another high-
speed propulsion concept. Hence, the rotating detonation engine (RDE) concept is
considered.

The geometry of an idealized RDE is shown in Fig. 6.
It is tempting to assume that the numerical model used for the PDE simulations

can now be confidently used in RDE simulations since it has already undergone
“verification and validation”. But one must be cautious because the V&V process
was specifically for the idealized PDE system. Yes, one can have some confidence
since the underlying physics and chemistry are likely to be the same but the geometry
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Fig. 6 Geometry of a rotating detonation engine (on the left) and the representative two-dimensional
version typically used in numerical simulations

is quite different, and hence, additional verification and validation studies are needed.
Indeed, further exploratory studies [15] showed that exhaust flow is quite complex
and different in an RDE than in a PDE. The rotating detonation within the annular
cylinder imparts a rotational component to the exhaust flow. Analogous to the PDE
verification studies, the flow outside the exit of the cylindrical geometry must be
captured accurately by including the domain outside the exit of the cylinder, as
shown in Fig. 7. Such simulations have been carried out, and the results have been
published [16]. A snapshot of the flow field identifying the key physics is shown in
Fig. 8. It is anticipated that experiments to “validate” this predicted flow field will
be conducted soon and published.

Fig. 7 Computational domain used in RDE simulations
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Fig. 8 Predicted flow field with the RDE. Various regions identified in the figure are A detonation
wave, B oblique shock wave, C material slip line between freshly detonated products and older
products,D secondary shock wave,Emixing region between fresh detonable mixture and detonated
gases, F region with blocked injector nozzles and G fresh detonable mixture injected from below

5 Concluding Remarks

In this article, the basic concepts of verification and validation were introduced
and applied to the development of a high-speed propulsion concept based on deto-
nations, called the pulsed detonation engine (PDE). This process was taken to its
logical conclusion, establishing the credibility of the simulations. Then, the concept
of a related high-speed propulsion concept called the rotating detonation engine
(RDE) was introduced. The lessons learned from the verification and validation of
the PDE were applied to the RDE. The validation of this computed flow field is
still incomplete, due to the lack of experimental data. This further highlights the
role numerical simulations can play in the research and development of innovative
concepts in high-speed propulsion or other disciplines. Both in the RDE as well as
in other combustion or propulsion systems, heat transfer and wall effects could also
play a significant role. Models representing these processes are still in their infancy
and will require careful verification and validation before confident predictions can
be made of the operation and performance of high-speed propulsion systems. The
work discussed here can be viewed as a first but important step in achieving truly
credible simulations of high-speed propulsion systems.
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Numerical Study of Spherical
and Cylindrical Shock Wave Focusing

V. S. Saranyamol, Nanda Soumya Ranjan,
and Sugarno Mohammed Ibrahim

1 Introduction

1.1 Shock Focusing

Imagine a shock wave propagating from a point source. While propagating, it dissi-
pates heat and a large amount of energy. Several reversible processes occur across
a shock while propagating. Now, try to reverse the process by some means. A
shock wave is developed and is getting converged to a confined point. The heat
as well as energy increases rapidly while reversing the process of shock propagation.
This process where a shock wave is getting focused to a point is termed as shock
wave focusing (SWF). The same method is followed while doing an experiment of
focussing sunlight on a paper to burn it. Compared to sunlight, there is a huge amount
of energy associate with a shock.

The temperature at the focal point might increase in such a fashion that disso-
ciation, ionization, etc. comes into picture. The gas in the high temperature region
will start radiating. The radiating behaviour of the gas is of very much interest to the
engineering and research world.

1.2 Application of Shock Wave Focusing

This phenomenon of shock waves converging to a point/region results in very high-
energy concentration, high pressure/temperature, which is not only interesting from
academic point of view but also finds practical application. A prominent application
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is for the fusion reactions which demands high energy concentrations [1]. The high
enthalpy region hitting the surface of a material can alter its molecular structural
arrangement. This property is used widely for material synthesis [2], especially for
diamond. The energy produced during SWF can be compared to a tiny gas bubble
collapse to a huge supernova collapse [3]. When sound wave passes through a gas
bubble, the bubble expands and then collapses. It radiates a large amount of energy
while collapsing.

2 Experimental Methods for Shock Wave Focusing

There are several methods to obtain SWF experimentally. It includes the use of shock
tubes, exploding wires, microexplosives, etc. The most reliable and stable method of
SWF iswith the help of shock tube. Several researchers have tried to focus cylindrical
as well as spherical shock wave with the help of a shock tube. Other methods include
the use of exploding wire [4] microexplosives [5], etc. Some of the experimental
works done on the SWF are mentioned here.

Researches on SWF were started in the early 1940s. Guderly (1942) was the first
to investigate the convergence of cylindrical and spherical shock waves analytically
[6]

r

r0
=

(
1 − t

t0

)α

(1)

where r0 is the initial radius at time t = 0 and t0 is the instant of focusing when
r = 0. α is the self-similarity exponent. It is governed by the acceleration of the
shock front while converging. The value of α depends on the test gas as well as the
shock properties. For air test gas, α for cylindrical shock is 0.834 and α for spherical
shock is 0.717.

The first experimental study on SWF was done by Perry and Kantrowitz in 1951
[7]. They used a horizontal shock tube with a tear-drop insert in the test section to
create cylindrical shocks as shown in Fig. 1. They studied converging and reflecting
shocks, visualized by the schlieren technique, at two different shock Mach numbers
(1.4 and 1.8). Also, a cylindrical obstacle was placed in the flow, and the result
showed that the centre of convergence was displaced towards the disturbed side of

Fig. 1 Sketch of horizontal
shock tube with a tear-drop
insert
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Fig. 2 Coaxial tube

the shock wave. Another interesting observation was the presence of light in the
point of focusing. This was interpreted to be an indicator of the presence of high
temperatures, as the radiation was believed to be caused by ionized gas.

The stability of cylindrical imploding detonation waves was further investigated
by Knystautas and Lee in 1971 [8]. A coaxial tube was used and the detonation wave
was initiated by a high-energy spark plug at the beginning of the tube. The setup is
illustrated in Fig. 2. A cylindrical implosion chamber, with a diameter of 80 mm and
a thickness of 10 mm, was mounted at the rear end of the coaxial tube. The implosion
wave entered the cylindrical chamber through a converging-diverging section at the
90z bend to minimize the attenuation effects.

Sturtevant andKulkarny in 1976 [9] performed experiments on plane shockwaves
which focused in a parabolic reflector mounted at the end of a shock tube. Different
shapes of parabolic reflectors were used. Results showed that weak shock waves
focused with crossed and looped fronts while strong shocks did not. It was concluded
that the shock strength governed the behaviour during the focusing process and that
nonlinear phenomena were important near the focal point.

Takayama et al. in 1987 [10] used horizontal annular shock tubes (Fig. 3) to inves-
tigate the stability and behaviour of converging cylindrical shock waves. The central
body of the shock tube test section was given supports. These supports affected
the stability of the shock wave. In order to investigate more on the effect of distur-
bances, they introduced cylindrical rods upstream of the test section. Takayama et al.
concluded that the disturbances caused by the supports could not be suppressed by

Fig. 3 Annular shock tube with 90° bend
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Fig. 4 Shock tube with attached converging section [11]

the cylindrical rods. Also, the instability, i.e., the deviation from a cylindrical shape,
was found to be more significant for stronger shocks.

Malte [11] focused the shock wave with the help of a smooth converging trans-
formation section attached to the shock tube. The converging section attached to
the shock tube is shown in Fig. 4. There are three shock sensors (S1, S2 and S3)
flush mounted on the shock tube wall to obtain the shock strength. The shape of the
transformation is parameterized as

x = A sin θ

y = B − R(1 − cos θ) (2)

where 0 ≤ θ ≤ 0.35π , A = 300.7 mm, B = 40.0 mm and R = 57.3 mm.
Investigations have reported that the shock waves accelerate, during convergence

resulting in increased temperature and pressure while approaching the focal point.
Due to increased temperature, light pulse was observed at the point of focusing.
Photomultiplier signals were collected to study the radiations observed. Figure 5
shows a typical signal from the shock sensors and the photomultiplier. The coloured
lines are of the shock sensors and blackwith inverted peak is from the photomultiplier.

Malte has also done numerical simulations to validate the experimental results. A
detailed numerical study of converging shock is of research interest. In current work,

Fig. 5 Typical image from the pressure sensors and photomultiplier [11]
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an attempt to study the detailed shock behaviour in a similar converging section is
made. Cylindrical as well as spherical shock behaviour is analyzed with the help of
CFD software ANSYS-Fluent.

3 Computational Method

Unsteady, density-based inviscid, two-dimensional simulations were carried out
using commercially available CFD software ANSYS-Fluent. Simulations were
carried out using explicit formulation and convective flux is calculated with AUSM.
Two-dimensional planar simulations were performed to study the cylindrical shock
convergence and two-dimensional axisymmetrical simulations to study the spherical
shock convergence. The detailed discussion of the computational methodology is
discussed in the following section.

3.1 Computational Domain

For the current simulations, a shock tube having 2 m driver section, 6 m driven
section attached with a 296 mm converging segment has been used. The contoured
converging test section for the present case is designed as per the geometric relations
used by earlier researchers [10], with an intention to have minimum diffusion of
the shock while focusing. Moreover, in order to have comparison with analytical
solutions, 26 mm from the end of the converging part has been designed as a conical
section having 21° semiapex angle. The exit diameter of the convergent section has
been considered as 0.06 mm.

From the x-t diagram analysis, it was observed that the effect of the contact surface
is not interrupting with the flow, and accordingly, the computational domain length
was reduced. This helped to reduce the computational cost to a large extend. The
modified computational domain is shown in Fig. 6. Here, a part of the driven section
of the shock tube and the attached converging section is considered. Region 2 in
figure corresponds to conditions across the incident shock of strength Ms . Region
1 corresponds to the conditions in the driver section of the shock tube, which is
explained in Table 1.

Fig. 6 Considered computational domain with dimensions
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Table 1 Shock tube
operating conditions

Driver section Driven section

Press (bar) 40 1/0.1

Temp (K) 293 293

Test gas He/air Air

Fig. 7 Boundary conditions for the flow domain

Fig. 8 Meshing of the computational zone

Simulations with spherical shock convergence were achieved with axis boundary
condition to the bottom wall. Due to nature of existing domain, by assigning
symmetry boundary condition to bottom wall, cylindrical SWF was obtained. The
boundary condition given is illustrated in Fig. 7. Conditions behind the incident
shock are given for the pressure farfield boundary at the inlet.

Meshing of the computational domain is carried out by quadrilateral mapped
facing method with bias factor given to the zone of interest viz. converging section.
As a result of the grid independence study, total number of cells is estimated to be
15,960. Meshing of the entire domain is presented in Fig. 8.

4 Test Conditions

Inviscid simulations were carried out for current work. Due to the transient nature
of the problem, time step is also varied to arrive at an optimal value, which is set
to 1e−7 for all the test cases. Different driver gas condition viz. air/helium at a
pressure of 40 bar and driven gas condition with air at 1/0.1 bar pressure have been
simulated for the present investigation. Corresponding to these conditions, Rankine–
Hugoniot relation is used to obtain the flow properties associated with incident shock
processed test gas. These properties are further used for initialization and providing
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Table 2 Test cases for simulations

He–air Air–air

Case 1 Case 2 Case 3 Case 4

Driver gas pressure (P1 bar) 0.1 1 0.1 1

Shock Mach number (Ms ) 4.6881 2.9274 2.8464 2.0576

Pressure in region 2 (P2 bar) 2.5475 9.8314 0.92853 4.7726

Temperature in region 2 (T2 K) 1527.0 760.2143 733.2717 508.3088

Mach number in region 2 (M2) 1.6334 1.3378 1.3143 0.9943

Velocity in region 2 (U2 m/s) 1279.5 739.3612 713.3984 449.3561

inlet boundary condition for the domain marked as region 2 in Fig. 8. Table 1 shows
the operating conditions used for the present work.

According to these conditions, four different test cases were simulated. Table 2
shows the various test cases and the shock strength of the initial planar shockproduced
in the shock tube.

4.1 Validation of Results

The unsteady flow parameters behind the spherical and cylindrical shock wave
primarily depend upon the shock strength and temporal variation of shock loca-
tion. Therefore, location of shock wave with respect to time for both the cases in the
conical region is investigated, which is shown in Fig. 9. For comparison purpose,
self-similar curves pertaining to Guderley’s solution (Eq. 1) has also been plotted in
this figure. Here, r0 represents the starting location of the conical section where as

Fig. 9 Comparison of shock
path of the focussing wave
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t0 corresponds to the time when shock wave reaches at this section. With respect to
these reference values, for any value of r < r0, corresponding ‘t’ can be found out
using Eq. 1. The value of self-similarity constant (α) for spherical shock and cylin-
drical shock propagation in air is considered to be 0.7171 and 0.8353, respectively
[12]. Noticeable agreement between the analytical solution and simulation has been
observed for the cylindrical SWF. Similarly, for spherical SWF also good match is
perceived except for some discrepancy in the near end wall region.

5 Results and Discussion

As a result of the above mentioned simulations, transient variation of static tempera-
ture at specified points, Mach number distribution along the length of the converging
section has been monitored. Perfect gas simulations were carried out with all the
cases and real gas effects were added to a case of spherical convergence. Figure 10
depicts the variation in shock structure as it traverses along the convergent section.
It can be perceived that the normal shock front starts curving as soon as it enters
the converging section and becomes apparently circular with downstream propaga-
tion. This numerical schlieren image seems to be same irrespective of the nature of
SWF. However, it has been observed that the shock speed is more in case of the
axisymmetric simulation in comparison to the symmetry one.

Further, the temporal variation of temperature inside the convergent section is
monitored at specified points viz. 85.9 and 22.5 mm from the end wall and as well
as exactly at the end wall. It can be observed from Fig. 11 that, with propagation of
spherical and cylindrical shock wave down the converging section, the magnitude
of primary temperature rise due to incident shock is merely same for all the loca-
tions. However, upon reflection of the incident shock, the temperature rise becomes
significant, which is around 7000 K near the end wall. The current simulation is 2D
planar simulations for Case 3. The incident shock as well as the reflected shock can

Fig. 10 Shock trajectory inside the converging section
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Fig. 11 Temporal variation
of temperature in the
convergent section
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be observed from the figure at point 1 and 2. The cylindrical as well as spherical
SWF was simulated for all the test cases as per Table 2, and the results are explained
in the proceeding sections.

5.1 Cylindrical Shock Convergence

Results of cylindrical SWF are described in this section, which was achieved from
2D planar perfect gas simulations. Figure 12 shows the instantaneous density contour
of the converging shock at two instances, −30 μs and −11 μs.
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Fig. 12 Instantaneous density contour of cylindrical SWF
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In this figure, t represents the time to reach focal point. t = 0 μs corresponds to
the instant at which the shock reaches the end point of the converging section. The
shape of the shock while propagating through the converging section can be traced
from the figure. The temperature monitored at the end point of the converging section
is shown in Fig. 13. The temperature is found to be maximum for case 1. This is
expected since the strength of the shock for this case is larger when compared to the
other cases, which can be observed from Table 2.

The acceleration of cylindrical shock front inside the convergent section is esti-
mated for all the test cases. In view of this, Mach number along the central axis has
been plotted in Fig. 14 for cylindrical SWF. It has been observed that irrespective of
the driver gas and filling conditions in the driven section, most of the shock strength-
ening occurs in the conical section placed at the end. Nearly, circular shape of the
incident shock at the end can be attributed for the rapid increase in Mach number.
Trend of Mach number variation is found to be independent of operating parame-
ters; however, the magnitude seems to be higher for helium as driver gas and driven
section filling pressure of 0.1 bar.

Fig. 13 Temperature distribution at the end point for cylindrical SWF
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Fig. 14 Mach number variation within the converging section for cylindrical SWF

5.2 Spherical Shock Convergence

In order to obtain the spherical SWF, 2D axisymmetric simulations were carried out.
The perfect gas simulation results of all the four cases are described in this section.
Figure 15 shows the instantaneous density contour. Compared to Fig. 13, the shock
moves much more faster while converging spherical shock. This can be observed
from the time mentioned in the figure.

Figure 16 shows the temperature concentration at the converging section endwall.
For most cases, more than 50% increment in maximum temperature is observed for
spherical SWF. An increased temperature of 40,000 K is observed for incident shock
strength of Ms 4.68.
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Fig. 15 Instantaneous density contour of spherical SWF
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Fig. 16 Temperature distribution at the end point for spherical SWF
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Fig. 17 Mach number variation within the converging section for spherical SWF. a Case 1. b Case
2
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(a) Case 1 (b) Case 2

Fig. 18 Comparison of shock Mach number for cylindrical and spherical shock forms

Figure 17 shows theMach number variation along the central line for all the cases.
The Mach number of the shock, i.e., the shock strength, increases once it enters the
converging section. This was same to that observed for the cylindrical shock case.
While comparing spherical shock and cylindrical shock convergence together, the
increased shock strength of the spherical shock is clearly distinguishable. This is
depicted in Fig. 18.

The temperature the point of SWF is a large enough for ionization, dissociation,
and other high temperature effects to occur. Hence, reaching a conclusion without
considering real gas effects is difficult.

5.3 Real Gas Effects

All the above simulations have been performedwith assumption of perfect gas, which
will not be valid for actual experimental condition. Therefore, in view of accurate
estimation of flow properties during focusing of shock fronts, real gas simulation in
conjunction with high temperature effects is carried out and the results are shown
in this section. The real gas simulations were carried out for spherical SWF for
case 3. The variation of specific heat at constant pressure (Cp) was assumed to be
piecewise-polynomial with respected to temperature [14]. The reaction parameters
required for the simulations were taken from literatures [13]. Since the test gases
for current simulations are air, oxygen, and nitrogen dissociation and combination
reactions were considered, as mentioned in Table 3. All these considerations results
in a reduction in the actual temperature obtained during SWF. Figure 19 shows the
temperature comparison for both the simulations. 47% reduction in temperature is
obtained with including the high temperature real gas effects. Figure 20 shows the
Mach number comparison for the same test case. Due to the reduction in temperature,
a reduction in shock strength is also achieved while the shock reached at the end wall
of the converging section.
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Table 3 Chemical reactions
included

Reaction name Reaction Third bodies

O2 dissociation O2 + M = 2O + M O2, N2, NO, O, N

N2 dissociation N2 + M = 2N + M O2, N2, NO, O, N

NO dissociation NO + M = N + O + M O2, N2, NO, O, N

N2–O exchange N2 + O = NO + N –

NO–O exchange NO + O = N + O2 –

N2–N exchange N2 + N = 3N –

O2–O exchange O2 + O = 2O + O –

O2–O2 exchange O2 + O2 = 2O + O2 –

O2–N2 exchange O2 + N2 = 2O + N2 –

N2–N2 exchange N2 + N2 = 2N + N2 –

Fig. 19 Temperature comparison for real gas and perfect gas simulations

Fig. 20 Mach number comparison for real gas and perfect gas simulations

The initial mass fractions of nitrogen and oxygenwere specified as per that present
in air. The initial mass fractions of nitrogen atom, oxygen atom, and nitric oxide
were set to zero during initialization of the flow domain. The reactions considered in
Table 3 are having different activation energies. The rate of reaction mainly depends
on its activation energy. At the time of focusing, the mass fraction of each species
is varying due to variation in flow properties. The species mass fraction variation is
given in Table 4. The mass fraction of nitrogen and oxygen has reduced by 15% and
64%, respectively during the time of focusing. At this instant, the mass fraction of
N, O, and NO has increased. Presence of NO at the focusing region is considerable.
This may be due to the higher activation energy required for NO dissociation.
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Table 4 Mass fraction
distribution of species during
the focusing process

Species Mass fraction before
focusing

Mass fraction during
focusing

N2 0.78 0.6627

O2 0.22 0.079

N 0 0.00101

O 0 0.01029

NO 0 0.249

6 Conclusion

During the current investigation, numerical simulation of a shock tube with attached
converging section has been carried out successfully to create flow features which
resembles spherical and cylindrical SWF. For both the SWF methods, numerical
simulations were able to predict the accurate shock path in agreement with analyt-
ical solutions. It has been noticed that spherical SWF is having higher acceleration
inside the convergent section. As a result, incident shock Mach number and static
temperature magnitudes are found to be significantly higher for spherical SWF than
the cylindrical one. With helium as driver gas and initial pressure of driven section
as 0.1 bar seems to have higher magnitude of flow parameters among several other
combinations.While considering the real gas effects, a reduction ismaximum temper-
ature is observed at the point of SWF. This also results in a reduction in the overall
strength of the shock.
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Renewable Energy Derived from Water
Hyacinth Through Hydrothermal
Gasification

Somrat Kerdsuwan and Krongkaew Laohalidanond

1 Introduction

Renewable energy is one of the alternative energy that can replace fossil energy such
as coal, oil and natural gas whose resources are limited. The utilization of renewable
energy has been increased every year. World Bioenergy Association reported that the
share of renewable energy in total world energy consumption varied between 16.7
and 17.9% during 2000–2016, as listed in Table 1 [1]. Among all renewable energy
sources, biomass had the highest share of 13% in global energy consumption in 2016
[1], as shown in Fig. 1.

Biomass is mostly used as renewable energy because it is clean and environmen-
tally friendly, and carbon dioxide (CO2) generated during its conversion process is
absorbed by plant photosynthesis [2]. Therefore, biomass is considered to be CO2

neutral.
Asmost of the countries in Asia and Africa are agricultural countries and there are

a lot of forestry areas, these two continents have the largest share of primary energy
supply frombiomass compared to other renewable energy sources. InAfrica, approxi-
mately 90%of renewable energy sources are derived frombiomass and inAsia almost
70% of renewable energy sources in Asia came from biomass [1]. Biomass can be
used for both heat and power production through thermal and biological process. In
2016, biomass is the third rank renewable energy sources used for electricity produc-
tion, which has a share of 9% of global electricity from renewable energy, behind
hydropower (68%) and wind energy (16%), while biomass has the largest share of
96% of global heat production from renewable energy [1].
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Table 1 World final energy consumption from 2000 to 2016 (in EJ)

Year Total Coal Oil Gas Nuclear Renewables Renewables (%)

2000 269 43.3 115 55.7 7.63 47.4 17.6

2005 302 57.3 15 61.1 8.20 50.6 16.7

2010 335 70.6 129 69.8 8.23 56.7 16.9

2015 358 74.6 138 73.3 7.68 63.4 17.7

2016 367 76.1 140 76.4 8.18 65.9 17.9

Fig. 1 World final energy consumption in 2016 by energy sources (in %) [1]

As Thailand is located in Asia and is an agricultural country, energy scenario is
similar to other agricultural countries in Asia and Africa; biomass plays a prominent
role among other renewable energy. Currently, Thailand has 175 biomass power
plants with a total electricity capacity of 1119MW [3], as shown in Fig. 2. Anyways,
the total electricity capacity is still far from the target announced in Alternative
Energy Development Plan 2015–2036 (AEDP2015), which states that the electricity
produced from biomass should be increased to 5570 MW in 2036 [3]; see Table 2.

Most of the biomass fuel commercially used for power production in Thailand is
rice husk, rice corncob, palm oil residues, sawdust, wood chip or bark [4], whose
demand is high, leading to a very high fuel price. Therefore, many studies and
researches focus on new biomass fuel which is still available and non-commercially
used. Water hyacinth is one alternative to be used as bioenergy source for energy
production since there are a substantial amount of water hyacinth in Thailand and
South East Asia. Water hyacinth can grow rapidly in water sources resulting in
excessive amounts which can obstruct drainage and water traffic or carry diseases
[5]. The use of water hyacinth as bioenergy source can not only reduce its amount
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Fig. 2 Number of existing biomass power plant and capacity in Thailand by region [3]

Table 2 Renewable energy
targets for electricity
production of AEDP 2015 [3]

Renewable energy source Electricity production (MW)

1. MSW 500

2. Industrial waste 50

3. Biomass 5570

4. Biogas (from wastewater) 600

5. Small hydropower 376

6. Biogas (from agricultural
products)

680

7. Wind 3002

8. Solar 6000

9. Hydropower 2906.40

in water source but also convert it to energy, which can contribute to the decrease in
fossil fuel import in the future.

Although water hyacinth is non-competitive bioenergy source, it has very high
moisture content 86.51–92.28%wt. [6–8] which is not suitable for energy production
by conventional combustion technology. This work emphasizes the hydrothermal
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gasification process, which is considered to be more suitable for energy production
fromwet biomass. The objective of this work is to find the proper operating condition
of hydrothermal gasification process for gaseous fuel production, including H2, CO
and CH4.

2 Water Hyacinth

2.1 General

Water hyacinth (Eichhornia crassipes) is an aquatic plant originated from tropical
or subtropical Amazon Basin. It can grow on the water surface, float and flow along
the water stream. Its leaves look like a kidney or heart. There is a bouquet of light
purple flowers, with the topmost petals being the largest and having yellow spots in
the middle of the petals. When older, the roots of the water hyacinth have brown hair
roots, brown, old and black, respectively, as shown in Fig. 3 [9, 10].

Water hyacinth can grow rapidly. It can be propagated by seeds, and one water
hyacinth tree has up to 5000 seeds.When grown inwater sources, these seeds can live
up to 15 years and water hyacinth can reproduce up to double amount within 10 days
in an appropriate environment. As it can grow very quickly, there is a substantial
amount of water hyacinth on the water surface which can cause many problems. By
ranking ten deadly weeds in the world, water hyacinth is in the eighth rank, as listed
in Table 3.

Fig. 3 Water hyacinth



Renewable Energy Derived from Water Hyacinth … 37

Table 3 List of the top ten deadly weeds in the world [11]

No. Common name Scientific name

1 Purple nutsedge Cyperus rotundus

2 Bermuda grass Cynodon dactylon

3 Barnyard grass Echinochloa crus—galli

4 Jungll rice Echinochloa colonum

5 Goose grass Eluesine indica

6 Johnson grass Sorghum halepense

7 Guinea grass Panicum maximum

8 Water hyacinth Eichhornia crassipes

9 Cogon grass Imperata cylindrica

10 Lantana Lantana camara

2.2 Negative Impacts of Water Hyacinth

Asmentioned in Sect. 2.1, a large amount of water hyacinth can cause many negative
impacts in a wide range, either transportation, irrigation, fishing, etc. The following
will describe the negative impacts of water hyacinth [9, 12].

Transportation Water hyacinth obstructs the waterway and can cause the accident in water
traffic

Irrigation Water hyacinth obstructs waterway, therefore water cannot drain simply
resulting in flood. In addition, it also makes rivers, reservoirs or dams more
shallows, resulting in less water retention

Fishing Water hyacinth floating on the water surface can decrease light and oxygen to
plunge into the water. As a result, the food of aquatic animals will decrease as
well

Agriculture Water hyacinth will be a habitat for various pests that can damage agricultural
products

Public health Water hyacinth will be a habitat for insects or other living things that carry
diseases such as mosquitoes or vipers

2.3 Use of Water Hyacinth

Because of negative impacts of water hyacinth in various aspects, there are many
attempts to get rid of them from water surface. One possibility is to make use of it.
The followings are the use of water hyacinth for non-energetic purposes [9, 12].
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Food and herb Young leaves and young flowers of water hyacinth can be cooked with
chili paste. In addition, it can be used as an herb for carminative, and if it
was grounded into small pieces, it can be masked on ulcer to reduce
inflammation

Animal food Dried water hyacinths contain about 14–20% of protein, which has
enough nutritional value to be used as animal feed such as pork and
chicken

Handicraft Wicker craft from water hyacinth, such as woven bags and woven
baskets, is considered popular products. It is also an export product that
generates revenue for the country

Agriculture Water hyacinth is good water absorbent, and it has a sufficient amount of
potassium, phosphorus and nitrogen. Thus, it can be mixed into manure
for use as fertilizer

Wastewater treatment Water hyacinth can be served as a bio-filter to adsorb waste or toxins in
the water

Energy Water hyacinth has also been used as fuel. Bio-charcoal produced from
water hyacinth is commercially used for heating purpose

2.4 Fuel Properties of Water Hyacinth

Water hyacinth is an organic substance containing carbon and hydrogen, which can
be considered as fuel. Table 4 shows the fuel properties of water hyacinth.

From Table 4, it can be seen that water hyacinth has a high amount of moisture.
It contains high volatile matter (69.60–77.85%-wt.), but low fixed carbon and ash.
Carbon content varies from 27.35 to 39.13%-wt., while hydrogen is amounted to
3.3–5.43%-wt. The heating value of water hyacinth is 13.26–15.54 MJ/kg. It has
high potential to be used as fuel; however, it poses very high moisture content, which
is not suitable to be used in thermal technology such as direct combustion technology
for heat and power generation or gasification technology for producer gas production.
In order to use water hyacinth for energy production, hydrothermal gasification is an
alternative technology.

As water hyacinth is the lignocellulose material, it comprises three major compo-
nents: hemicellulose, cellulose and lignin. Cellulose is a main component of water
hyacinth which is amounted to 34.65–46.58%-wt. followed by hemicellulose, as
shown in Table 5.
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Table 4 Fuel properties of water hyacinth from various references

Reference [10] Reference [13] Reference [14]

Proximate analysis

Moisturea 92.12 8.53b 9.54b

Volatile matterb 69.60 76.85 77.85

Ashb 14.20 10.98 21.80

Fixed carbonb 16.20 12.17 0.35

Ultimate analysisb

Carbon (C) 39.13 37.42 27.35

Hydrogen (H) 5.43 3.3 5.06

Nitrogen (N) 2.02 2.03 0.59

Sulfur (S) 0.07 – 1.15

Oxygen (O) 39.15 46.27 44.05

Ashb 14.20 10.98 21.80

High heating value (HHV, MJ/kg) 15.54 16.47 13.26

a%-wt. as received
b%-wt. as dry basis

Table 5 Composition of
lignocellulose in water
hyacinth [8]

Composition Leaf (%-wt.) Stem (%-wt.)

Hemicellulose 34.28 21.83

Cellulose 34.65 46.58

Lignin 1.26 1.52

Others 29.81 30.03

3 Hydrothermal Gasification

3.1 Theory

Hydrothermal gasification process is considered as a thermochemical process, in
which wet biomass reacts with water under high temperature and high pressure close
to its critical point (374.8 °C and at 22.1 MPa, Fig. 4).

The product of hydrothermal gasification process is mainly composed of carbon
dioxide (CO2), carbon monoxide (CO), methane (CH4) and hydrogen (H2) that can
be used as synthetic fuel for heat and power generation or can be used for liquid or
gaseous fuel production, e.g., Fischer–Tropsch fuel and dimethyl ether (DME), as
shown in Fig. 5.

In the hydrothermal gasification process, water in biomass is used as reactant;
therefore, no drying or dehumidification is required. Biomass is reacted with steam,
called steam reforming reaction, which breaks down biomass into hydrogen and
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Fig. 4 Critical point of water phase diagram [15]

Fig. 5 Diagram for biofuel derived from hydrothermal gasification process [16]

carbonmonoxide, as shown inEq. (1). Besides steam reforming, biomass is thermally
decomposed in pyrolysis reaction into gaseous products, aswritten inEq. (2) [17–19].

CxHyOz + (x − z)H2O →
(
x − z + y

2

)
H2 + xCO (1)
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CxHyOz → CO + H2 + C + CmHn + CO2 + other (2)

Further reactions relevant to the hydrothermal gasification process are water–
gas shift, CO-methanation, CO2-methanation and Boudouard reaction, which are
described below.

Carbon monoxide is converted into carbon dioxide and hydrogen by reacting with
water, called water–gas shift reaction, as shown in Eq. (3) [17–19].

CO + H2O → CO2 + H2 �H = −41.2 kJ/mol (3)

The reaction that carbonmonoxide and carbon dioxide are converted intomethane
gas is called CO-methanation, as described by Eq. (4) and CO2-Methanation, in
Eq. (5) [17–19].

CO + 3H2 ↔ CH4 + H2O �H = −206 kJ/mol (4)

CO2 + 4H2 ↔ CH4 + 2H2O �H = −165 kJ/mol (5)

The Boudouard reaction is a reversible reaction that will convert carbonmonoxide
into carbon and carbon dioxide as Eq. (6) [17–19].

2CO ↔ C + CO2 �H = +172 kJ/mol (6)

Equations (3)–(6) are reversible reactions. The direction of the reaction depends
on the operating conditions of the process.

3.2 Literature Review on Hydrothermal Gasification

Deniz et al. [17] studied the effect of biomass to water ratio and temperature on the
hydrothermal gasification of sea grass (Posidonia oceanica). In the experiments, sea
grass of 0.6, 0.9, 1.2, 1.5 and 1.8 g was mixed with deionized water of 15 ml and
introduced into a batch-type vessel with a volume of 100 cm3. The reaction time was
1 h at 400 °C without catalyst. The best ratio of biomass to water in order to achieve
the highest molar fraction of hydrogen and the highest hydrogen yield was 0.08 g/ml
(or 1.2 g seagrass).

Then the experiment was conducted using a biomass loading ratio of 0.08 g/ml
at different temperatures. The amount of methane and hydrogen increased, and the
amount of carbon dioxide decreasedwhen the temperature raised from 300 to 600 °C.
The maximum yield of hydrogen and methane was 10.37 and 6.34 mol/kg at 600 °C,
respectively [18].

Cengiz et al. [20] studied the effect of temperature and pressure of hydrothermal
gasification on the formation of hydrogen and methane gas by using sawdust from
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pine and fir tree. The operating condition is at a temperature of 500 and 600 °C and
a pressure ranging between 20.0 and 42.5 MPa without and with catalyst (K2CO3).
Sawdust was fed into a stainless steel batch reactor with a volume of 100 ml for 1 h.
It was found that when the pressure increased, methane and hydrocarbons increased
while carbon dioxide, carbon monoxide and hydrogen gas decreased. The amount
of gas yield from hydrothermal gasification at 600 °C was higher that its amount at
500 °C for all the pressure and the use of catalyst contributed to more gas yield.

Suraphong [21] studied the hydrothermal process of water hyacinth briquettes
in an updraft and a downdraft gasifier. Twelve kg of water hyacinth briquettes was
introduced into the gasifier for 120 min. Air flow rate was adjusted to 3.59 × 10−3

m3/s, 4.31 × 10−3 m3/s and 5.03 × 10−3 m3/s for an updraft gasifier and 2.33 ×
10−3 m3/s, 3.42× 10−3 m3/s and 4.66× 10−3 m3/s for a downdraft gasifier. It can be
seen that a maximum heating value of 4545.9 kJ/Nm3 could be obtained by using the
updraft gasifier at an air flow rate of 4.31 × 10−3 m3/s. For the downdraft gasifier,
the optimum air flow rate was 3.42 × 10−3 m3/s, at which producer gas could reach
the maximum heating value of 2135.76 kJ/Nm3.

Madenoglu et al. [22, 23] conducted the hydrothermal gasification process in
a 100 ml stainless steel batch furnace at a temperature of 300–600 °C with the
utilization of trona (Na3(CO3)(HCO3) · 2H2O), dolomite (CaMg(CO3)2) and borax
(Na2B4O7 · 10H2O) as catalysts for 1 h to compare the amount of hydrogen yield
from cotton stalks, tobacco rods, hazelnuts shell, almond shell and walnut shell. It
was found that trona was the optimum catalyst, and the optimum temperature was
at 600 °C, at which condition the hydrogen gas yield varied from 39.9 to 82.4 mol
H2/kg C in biomass, depending on feedstock.

Onwudili and partner [24] studied the hydrothermal process of three algae species:
spirulina or spirulina, brown algae (Saccharina) and chlorella. The hydrothermal
gasification was carried out at 500 °C for 30 min in the presence/absence of NaOH
and/or Ni–Al2O3 as catalyst. The experimental results showed that the presence of
NaOH and NaOH + Ni–Al2O3 led to more than twice amount of hydrogen yield
compared to its amount in the absence of NaOH. Anyway, amount of hydrogen yield
decreased slightly with the used of NaOH + Ni–Al2O3.

In the presence ofNaOHalone, themaximumhydrogen yield of 11.0–15.1mol/kg
feedstock was reached.



Renewable Energy Derived from Water Hyacinth … 43

3.3 Summary

From a literature review, it can be summarized that temperature, pressure, biomass
to water ratio, catalyst and retention time play important roles and operating param-
eters on the hydrothermal gasification, and consequently composition and amount
of producer gas yield.

Effect of temperature and pressure
Temperature is the most important factor affecting the reaction rate occurring in
hydrothermal gasification process. The raise in temperature leads to the higher
producer gas yield and cold gas efficiency. Regarding producer gas composition,
the higher temperature results in the higher content of methane, hydrogen and
carbon dioxide, but lower content of carbon monoxide. In contrast to temperature,
the increase in pressure decreases the producer gas yield.

Effect of biomass to water ratio
The increase in biomass towater ratio or the concentration of biomass in feedstockhas
negative effect on the hydrothermal gasification process because the higher biomass
to water ratio decelerates the reaction rate.

Effect of retention time
The longer retention time for hydrothermal gasification can increase the producer
gas yield. This statement can be evidenced by Mettanant et al. [25], who conducted
the hydrothermal gasification of rice husk at 650 °C and 30 MPa for 10–60 min.
It can be clearly seen that the concentration of hydrogen and carbon dioxide was
sharply increasedwith increasing retention time,whereas the concentration of carbon
monoxide decreased.

Effect of catalyst
The presence in catalysts contributes to the hydrothermal gasification reaction, espe-
cially the thermal decomposition of long-chain hydrocarbon into short-chain hydro-
carbon. With the aid of catalyst, the reaction temperature is not too high. Contrary,
the very high temperature is essential for hydrothermal gasification process in the
absence of catalyst.

4 Experimental Study on the Hydrothermal Gasification
of Water Hyacinth Without Catalyst

The experimental study on the non-catalytic hydrothermal gasification of water
hyacinth will be discussed in this section. The objective of the experiment is to
study the influence of biomass to water ratio and gasification temperature on the
producer gas composition, which aims to produce high heating value gaseous fuel.
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4.1 Designing of the Experiment’s Conditions

From the literature review, it can be seen that the hydrothermal gasification process is
an appropriate process to convertwet biomass into producer gas.But almost of studies
have been done in super critical conditions where the reaction temperature for the
hydrothermal gasification is quite high, resulting in the high-energy consumption. In
order to reduce energy consumption, the experimental conditions of a non-catalytic
hydrothermal gasification were designed at subcritical water (Fig. 6).

First, the experiments were conducted at the water hyacinth to water ratio (by
mass) of 1:5, 1:10 and 1:15 at the reaction temperature of 300 °C and the reaction
time of 60 min in order to investigate the appropriate water hyacinth to water ratio.
The experimental conditions in this step are listed in Table 6.

Then, the appropriatewater hyacinth towater ratiowas used in further experiments
to determine the effect of reaction temperature on the producer gas composition. The
reaction temperature was varied from 240 to 320 °C, with the interval of 20 °C. The
reaction pressure depended on the reaction temperature. Table 7 shows the experi-
mental conditions to determine the optimum reaction temperature for hydrothermal
gasification of water hyacinth.

Fig. 6 Experimental
conditions for subcritical
hydrothermal gasification
process

Table 6 Experimental
conditions to investigate the
appropriate water hyacinth to
water ratio

Run No. Water hyacinth:
water

Reaction
temperature
(°C)

Reaction time
(min)

1 1:5 300 60

2 1:10 300 60

3 1:15 300 60
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Table 7 Experimental conditions to determine the optimum reaction temperature

Run No. Water hyacinth: water Reaction temperature (°C) Reaction time (min)

4 Appropriate value resulted from
run no. 1–3

240 60

5 260 60

6 280 60

7 300 60

8 320 60

4.2 Experiment Setup

Equipment used in this studywas divided into threemain parts: hydrothermal reactor,
producer gas collection unit and gas analyzer.

Hydrothermal reactor
Batch-type autoclave reactor (Parr reactormodel 4525BenchTopReactors)was used
as the hydrothermal reactor (Fig. 7). The reaction temperature was automatically
adjusted by heating element (230 V, 50/60 Hz and 5.5 A) to the maximum tempera-
ture of 350 °C with the maximum pressure of 13.1 MPa. The heating element covers
at the outer surface of reactor and has the heating rate of 3 °C/min. One thermocouple
type J and one pressure sensor are installed inside the reactor to measure the reac-
tion temperature and pressure, respectively. Besides the aforementioned equipment,
hydrothermal reactor is connected to control unit, coolant pipeline, cooling water
pump, passages of fuel gas valves, etc., as shown in Fig. 8.

The control unit acts as an on/off device and serves to control the temperature as
needed. The set value and actual value of temperature inside the reactor are shown
on the display monitor

Cooling system has a function to cool the reactor. It consists of coolant pipe, made
from a heat-resistant silicone rubber, and a small water pump. Cold water mixed with
ice was used as coolant in the experiments to provide sufficient cooling capacity to
exchange heat between reactor and environment.

Producer gas collection unit
Producer gas obtained from the hydrothermal gasification process is released from
the reactor through the outlet gas valve and flows into the gas cleaning system, which
consists of four impinger bottles filled with isopropanol in order to trap tars. One
glass bottle containing silica gel is served to trap moisture before dry producer gas
is flowing into the gas bag. Figure 9 presents the producer gas collection unit.

Gas analyzer
Hundred ml producer gas was suctioned from gas bag by glass syringe and injected
into the gas chromatography (GC) model SHIMADZU GC-2014 for producer gas
composition analysis (Fig. 10). The thermal conductivity detector (TCD) is a tech-
nique used to analyze the producer composition, in this study H2, CO, CO2 and
CH4.
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Fig. 7 Hydrothermal gasification reactor

4.3 Feedstock Preparation

Water hyacinths used in this study were collected from the Chao Phraya river, which
is themajor river in Thailand. The feedstock preparation process is present in Figs. 11
and 12.

4.4 Experimental Procedure

Water hyacinth was mixed with distilled water at the water hyacinth to water ratio of
1:5, 1:10 and 1:15 by mass and placed into the hydrothermal reactor. Then, nitrogen
was fed into the reactor at a pressure of 2–3 bar for 30 min in order to purge the air
out of the reactor. Thereafter, all valves were checked to be tightly closed, and the
cooling system was connected to the reactor to dissipate heat occurring during the
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Fig. 8 Experimental setup

experiment. The reaction temperature and reaction time were set and controlled by
control unit. The hydrothermal gasification was started and run for 60 min. During
the experiments, reaction temperature and pressure were measured and displayed on
monitor. After 60 min the experiment stopped, and the reactor was suddenly cooled
down by replacing heating element with ice bath in order to prohibit the chemical
reactions. At the end, the producer gas was suctioned into gas bag for producer gas
composition analysis. Figure 13 shows the diagram of experimental procedure.

4.5 Determination of Lower Heating Value (LHV)

LHV of producer gas was calculated based on the composition of producer gas
obtained from gas chromatography, as written in Eq. (8) [26].

LHVgas = [(30 × %CO) + (25.7 × %H2) + (85.4 × %CH4)] × 0.0042 (8)
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Fig. 9 Producer gas collection unit

where

LHVgas = Lower heating value of producer gas (MJ/Nm3)
%CO = Concentration of CO in producer gas (%-Vol.)
%H2 = Concentration of H2 in producer gas (%-Vol.)
%CH4 = Concentration of CH4 in producer gas (%-Vol.)

4.6 Experimental Results

Ultimate and proximate analysis of water hyacinth
Table 8 shows the ultimate and proximate analysis of water hyacinth, as well as its
heating value, both lower heating value (LHV) and higher heating value (HHV).

The results investigated in this study are corresponded to the proximate analysis
and ultimate analysis of other studies which was mentioned in Table 4. From Table 8,
it is remarkably seen that water hyacinth has very high moisture content and very
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Fig. 10 Gas
chromatography

high volatilematter content which can facilitate various reactions in the hydrothermal
gasification process and can be converted into producer gas. Additionally, water
hyacinth has high cellulose content but low percentage of lignin, therefore it can
easily be decomposed at temperatures close to the critical temperature or above
critical temperature [19].

Effect of water hyacinth to water ratio
Three different water hyacinths to water ratios of 1:5, 1:10 and 1:15 were used in
this study. The reaction temperature of 300 °C and reaction time of 60 min were set
as the experimental condition for all three ratios.

When using water hyacinth to water ratios of 1:5, it was found that the feedstock
mixture was very dry which is not suitable for the experiment due to insufficient
water content for the chemical reactions. Consequently, only water hyacinth to water
ratios of 1:10 and 1:15 were experimented.

Table 9 and Fig. 14 present the results of the hydrothermal gasification process of
water hyacinth to water ratio of 1:10 and 1:15 at 300 °C and 60 min. For the water
hyacinth to water ratios of 1:10, H2, CO and CH4 yield was accounted for 0.596%-
vol., 10.412%-vol. and 0.204%-vol., respectively. By increasing water hyacinth to
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Fig. 11 Diagram for
feedstock preparation

water ratio to 1:15, it was found that H2, CO and CH4 yield was decreased to 0.536%-
vol., 9.484%-vol. and 0.159%-vol., respectively.

The lower heating value (LHV) of producer gas was calculated by Eq. (8) and
presented in Fig. 15. Since the H2, CO and CH4 yielded from the hydrothermal
gasification of water hyacinth to water ratio of 1:10 was higher than those from 1:15,
the lower heating value of producer gas from 1:10 is also higher than its value from
1:15. LHV from the hydrothermal gasification ofwater hyacinth towater ratio of 1:10
and 1:15 was calculated to be 1.449MJ/Nm3 and 1.310MJ/Nm3, respectively. Since
water hyacinth to water ratio of 1:10 can provide producer gas with higher LHV,
water hyacinth to water ratio of 1:10 was the optimum ratio for further experiment
to study the influence of reaction temperature on producer gas composition.

Effect of reaction temperature
To investigate the effect of reaction temperature on producer gas composition and
lower heating value, water hyacinth to water ratio of 1:10 was placed in the reactor
and the reaction temperature was varied to 260, 280, 300 and 320 °C. The reaction
time was set to 60 min. Table 10 and Fig. 16 illustrate the producer gas composition
depending on the reaction temperature.

The results reveal that reaction temperature plays a dominant role on producer
gas composition. With increasing the reaction temperature from 260 to 320 °C, the
amount of hydrogen and methane increased from 0.406 to 2.643%-vol. and 0.085 to
0.352%-vol., respectively, whereas the amount of carbon monoxide decreased from
11.165 to 6.952%-vol. Hydrogen content increased 6.5 times at 320 °C, compared to
its amount at 260 °C.The enhancement of hydrogen andmethane can be resulted from
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Fig. 12 Preparation of feedstock
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Fig. 13 Diagram of
experimental procedure

steam reforming reaction (Eq. 1), water–gas shift reaction (Eq. 3) and methanation
reaction (Eq. 4).

As presented in Fig. 17, LHV of producer gas increased from 1.481 MJ/Nm3 at
260 °C to the maximum value of 1.505 MJ/Nm3 at 280 °C. With further increase
in reaction temperature, LHV tended to be decreased because the amount of carbon
dioxide decreased, even amount of hydrogen and methane increased. The minimum
LHV of 1.287 MJ/Nm3 occurred at 320 °C. This meant that the decrease in carbon
monoxide with increasing reaction temperature played a significant role on the lower
heating value of producer gas.
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Table 8 Chemical composition and heating value of water hyacinth

Water hyacinth

Proximate analysis (%-wt.)

Moisturea 89.84

Volatile matterb 19.26

Ashb 70.82

Fixed carbonb 9.92

Ultimate analysis (%-wt.)

Carbon (C) 28.56

Hydrogen (H) 4.76

Nitrogen (N) 2.02

Sulfur (S) 44.38

Oxygen (O) 0.27

Ashb 0.75

Heating value (MJ/kg)

Higher heating value (HHV) 11.67

Lower heating value (LHV) 10.64

a%-wt. as received
b%-wt. as dry basis

Table 9 Producer gas composition with different water hyacinth to water ratios

Temp.
(°C)

Reaction
pressure
(MPa)

Water
hyacinth
to water
ratio

Reaction
time
(min)

H2 (%-vol.) CO
(%-vol.)

CH4 (%-vol.) CO2 (%-vol.)

300 8.8 1:10 60 0.596 10.412 0.204 88.789

300 8.8 1:15 60 0.536 9.484 0.159 89.822

Fig. 14 Producer gas composition with different water hyacinth to water ratios
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Fig. 15 LHV of producer gas with different water hyacinth to water ratios

Table 10 Producer gas composition with different reaction temperatures

Temp.
(°C)

Reaction
pressure
(MPa)

Water
hyacinth
to water
ratio

Reaction
time
(min)

H2 (%-vol.) CO
(%-vol.)

CH4 (%-vol.) CO2 (%-vol.)

260 4.9 1:10 1 0.406 11.165 0.085 88.344

280 6.6 1:10 1 0.492 11.219 0.106 88.183

300 8.8 1:10 1 0.596 10.412 0.204 88.789

320 11.5 1:10 1 2.643 6.952 0.352 90.053

Fig. 16 Producer gas composition with different reaction temperatures
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Fig. 17 LHV of producer gas with different reaction temperatures

Fig. 18 Residue from the hydrothermal gasification

Residue from the hydrothermal gasification
After all experiments, there was the solid–liquid mixture remaining in the reactor.
The mixture was non-viscous, light brown until black in color, depending on the
reaction temperature, as shown in Fig. 22. When the reaction temperature increased,
color of the mixture was changed from light brown to black. The change in color
was the consequence of the hydrolysis reaction, by which water hyacinth was broken
down into smaller molecules.

5 Summary

This study evidences that water hyacinth has a high potential to be used as bioenergy
source for energy production. The advantages of water hyacinth are as follows:

• There is a substantial amount of water hyacinth.
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• Its price is still cheap because it has not been used as commercial bioenergy
sources.

However, because of its extremely high moisture content, it is not suitable to use
as feedstock in conventional thermal conversion process; therefore, the hydrothermal
gasification is considered as the proper conversion process to convert water hyacinth
to gaseous fuel. Anyways, the quality of gaseous fuel obtained from the hydrothermal
gasification depends on operating conditions, e.g., the water hyacinth to water ratio,
the reaction temperature and the absence/presence of catalyst.

The optimum condition for the non-catalytic hydrothermal gasification from the
experiments conducted in this study is the water hyacinth to water ratio of 1:10 and
the reaction temperature of 280 °C, by which the producer gas posed the maximum
LHV of 1.505 MJ/Nm3. However, the optimum temperature is depended on the
desired product. In case of the hydrogen-rich gas is the desired product, the optimum
reaction temperature should be 320 °C, since the maximum hydrogen content in
producer gas of 2.643%-vol. can be achieved.

As this study emphasized on non-catalytic hydrothermal gasification, the
hydrogen content was rather low compared to other studies. In order to enhance
the amount of hydrogen for further experimental studies in the future, catalytic
hydrothermal gasification should be taken into consideration. The catalysts used
are metal oxide catalyst such as ZnO, CuO and Cr2O3/Al2O3.
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Thermochemical Solutions for CO2
Utilization to Fuels and Value-Added
Products

K. G. Burra, P. Chandna, and Ashwani K. Gupta

1 Introduction

Improved lifestyle aided by energy utilization has been the goal since the Indus-
trial Revolution. The outcome from these activities can be seen from the increased
lifespan of humans, food security, and low infant mortality, increased efficiency of
favorable substance production and advances in medical sciences, transportation and
communication sectors. This rapid growth has been from the exploitation of fossil
fuel resources including coal, petroleum and natural gas reserves to produce energy,
fuels and synthetic chemicals such as oils and plastics. Fossil fuels are formed over
a span of millions of years from the natural burial of dead organisms below the
earth’s crust followed by slow anaerobic decomposition that lead to carbon enrich-
ment of these deposited materials. While usage of these resources, especially via
combustion, has driven this revolutionary advancement, their rapid utilization led
to imbalance in timescales. The consumption rate has been of the order of decades,
while these reserves formed over a span of millions of years so that the natural carbon
sequestration from atmosphere into biosphere via photosynthesis has been outpaced.
Combustion of fossil fuels and their derivatives over this relatively short timescale
has led to excessive carbon emissions from the earth’s crust into the atmosphere. The
consequences were not observed until investigation on CO2 variation in the atmo-
sphere that CO2 showed its concentration to increase from 280 ppm (prior to the
industrial era) to 400 ppm (or even 415 ppm recorded recently) [1]. The increased
amounts of CO2 in the atmosphere along with other gases such as CH4 and water
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vapor lead to increased trapping of sunlight radiation leading to steady rise in global
temperature. The fossil fuel sources contributed to cumulative 37Giga tons of CO2 in
the atmosphere in 2017. The CO2 amount in the atmosphere is projected to increase
to 63 Giga tons of CO2 by 2050 at the current trajectory level [2, 3]. To understand
this influence of anthropogenic carbon fluxes relative to natural carbon fluxes and
their role in climate change, one requires an understanding of the working of natural
carbon cycle, carbon fluxes and their feedback with the global climate parameters
such as ice sheets, temperature over varying timescales [4].

2 Carbon Cycle and Its Impact on Climate

Understanding natural carbon cycle and its impact on the climate needs dwelling
into the feedback mechanisms that relate the climate with the carbon cycle. These
feedbacks between global climate conditions such as temperature and CO2 content in
the atmosphere are controlled by the carbon sinks that act over different timescales,
of the order of 100,000 years down to 1000 years. These are described below.

2.1 Weathering-Metamorphism Feedback

Over a timescale of glacial cycles, i.e., of the order of 100,000 years, negative
feedback exists to maintain stability between atmospheric CO2 concentration and
temperature given by a simplified representation given in Eq. (1).

CO2 + CaSiO3
weathering⇔ CaCO3 + SiO2 (1)

Here, CaSiO3 represents igneous rocks inmineral phase containing calciumoxide.
These CaSiO3 rocks react with CO2 in the atmosphere via weathering until reaching
equilibrium with the formation of sediments containing CaCO3 over these rocks that
inhibits their further reaction.Over these long timescales, any increase in atmospheric
CO2, from the equilibrium value, increases the global temperature, which enhances
water cycle that increases the runoff of freshwater from land to sea. This increase
in runoff causes rise in erosion of the sedimentary rocks into the ocean, leading to
the exposure of fresh igneous rocks containing CaO that increases weathering. As
weathering increases, atmospheric CO2 decreases leading to decrease in temperature
and thus rate of land–sea water runoff. This then decelerates the weathering process
leading to equilibrium. Therefore, any variation in the atmospheric CO2 or global
temperature over these timescales is partially equilibrated via weathering feedback
and thus stabilizing the global temperature and atmospheric CO2 content [5].
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2.2 Milankovitch Cycle and Albedo

The CO2 and global temperature have been stable over time periods of 100,000 years
owing to the weathering feedback, wherein earth’s orbital wobbling (also called
Milankovitch cycle) has led to varying solar intensity distribution to cause interglacial
temperature cycles [6]. The temperature cycling is caused by cyclic melting and
formation of polar ice sheets from Milankovitch cycle. As the ice sheets form, they
increase the albedo (diffuse reflectance) of the earth’s surface that increases the solar
energy reflected from the earth. This leads to further cooling that accelerates the ice
sheet formation. Similarly, when ice sheets melt due to rising temperature, earth’s
albedo effect decreases, which further accelerates global warming to promote ice
sheet melting. Over the span of interglacial interval timescales, which span of the
order of 10,000 years, the natural carbon cycle, due to albedo effect, has shown a
positive feedback between the atmospheric CO2 and global temperature [2, 4].

2.3 Oceanic Carbon Sink

Over timescales of 1000 years, another known phenomenon controls the feedback
between atmospheric CO2 and global temperature [2]. This corresponds to the equi-
librium between CO2 content in the oceans and atmospheric CO2 at a given global
temperature. The ocean–atmosphere carbon is significant over this timescale. The
temperature and alkalinity of seawater and the flux of CO2 between sea and air
control the variation in solubility of CO2 in seawater. It is proportional to the differ-
ence between the atmospheric CO2 content and equilibrium CO2 content based on
Henry’s law. But, actual CO2 uptake by the ocean is more than the dissolution capa-
bility of CO2 in water. This is made possible by the conversion of dissolved CO2 into
carbonic acid. As the CO2 gets dissolved in water, a portion of it reacts with the water
to form carbonic acid (H2CO3). This leads to low pH value (acidic) of the ocean.
This acid reaches dissociative equilibrium with carbonate and bicarbonate ions that
provides seawater buffer system. Equation (2) gives the overall reaction of dissolved
CO2 in this buffer. Higher CO2 in the atmosphere leads to higher CO2 absorption by
the ocean and further leading to ocean acidification. It is also worth noting that the
solubility of CO2 in the water decreases with increase in temperature. As the CO2

increases in the atmosphere, the rise in global temperature will lead to decreased
solubility of CO2 in sea water to accelerate the net CO2 in the atmosphere.

CO2 + H2O + CO2−
3 ⇔ 2HCO−

3 (2)
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3 Anthropogenic Influence on Carbon Cycle

3.1 Impact of Anthropogenic Emissions on the Oceanic Sink

Isotopic studies have shown that, of the 10 Gton carbon/year emitted by human
activity due to fossil fuels and deforestation, more than 2 Gton carbon/year is
absorbed by the ocean; this net exchange occurs over ~100 years [7]. This suggests
that the ocean is currently capable of absorbing the anthropogenic carbon emission
and is yet to reach saturation. The anthropogenic emissions cause rise in atmospheric
CO2 to cause rise in global temperature and global warming that will decrease the
solubility of CO2 in the ocean. Coupled with that, as the atmospheric CO2 content
rises further, the ocean also loses buffer strength via consumption of CO3

2− ions
that leads to decline in the carbon sink capability. This falling buffer strength also
increases the net time taken for CO2 emission to be consumed by the ocean that
further increases the net atmospheric CO2.

At timescale of few 1000 years, this declining carbon sink gets slowly restored
when the CO3

2− concentration in the ocean falls below the saturation value of CaCO3

dissolving reaction. This fall in CO3
2− drives the equilibrium of Eq. (3) to dissolve

the CaCO3 from the ocean sediments to restore the oceanic carbon sink via replen-
ishing the CO3

2− [2]. The time taken will depend also on the atmospheric CO2

residue when the ocean–air equilibrium is attained. While the dissolution of CaCO3

increases CO3
2− ions in the seawater and restores its carbon sinking capability, it

takes few 1000 years and leads to a new ocean–air equilibrium value. Also, the new
equilibriumpointmeans the final ocean pH, atmospheric CO2 and global temperature
will equilibrate to a different value that could be uninhabitable or may lead to mass
extinctions, especially in the marine ecosystem. The offset of this new equilibrium
from the current habitable conditions is directly related to the CO2 emission flux
from fossil fuel consumption and other human activities.

CaCO3 ⇔Ca2+ + CO2−
3 (3)

3.2 Duration of Global Warming

The last time earth’s orbit was of similar eccentricity as of now, which is very
close to being circular, interglacial interval (time between ice ages) lasted for about
50,000 years, while characteristic such interval lasts 10,000 years [2]. During this
interval, the only degassing of carbon from land to airwas fromvolcanic activities and
hot springs, which correspond to a flux of 0.1 Giga ton/year [4]. This, after equilib-
riumwith the ocean, then warms the earth that leads to melting of ice sheets followed
by accelerated global warming. This was followed by gradual cooling driven by ice
sheet formation leading to CO2 uptake due to the Milankovitch cycle. However, now
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the natural land–atmosphere carbon flux is supplemented by the fossil fuel combus-
tion and deforestation-based CO2 emission that are almost 100 times more than the
natural degassing processes. If this interglacial interval can last as in the previous
equivalent interval, then one can expect continuous global warming for the next
~50,000 years [2]. We expect that the anthropogenic emissions will lead to peaking
of atmospheric CO2 owing to ocean equilibrium followed by a long tail of additional
atmospheric carbon. It is expected that the interaction of this tail with the orbital
fluctuations will designate to the future climate on this earth. In this aspect, there is
a possibility that this additional carbon tail, which is much higher than the natural
degassing tail, can make it harder for the nucleation of ice sheets for the next ice age
and thus delay the next ice age for a much longer time [2, 6].

3.3 Climate Change Accelerating Factors

The carbon cycle is currently acting in a negative feedback fashion via ocean and
land uptake of CO2. Currently, land uptake is 2 Giga ton carbon/year that represents
intake to the biosphere and sequestration in the soil [2]. But with the anthropogenic
emissions to persist, as of now, the global warming will only continue. Melting of ice
sheets will continue, and albedo affect will begin to dominate in the future leading
to accelerated global warming at the current level of activity. This accelerated rise
in temperature will lower the ocean carbon intake to cause even a net CO2 emission
from the ocean into the atmosphere. As the temperature rises, the decomposition of
carbon deposits in the soil will increase. This means that the land will decrease its
activity to act as a carbon sink thatwill causemore release of CO2 into the atmosphere
than it can sink.

Permafrosts are the peat deposits in soil at northern latitudes where these deposits
are preserved fromdegradation by being frozen. They are estimated to contain carbon
of the order of 100 Giga tons [8]. As the temperature increases, these soils can melt,
making the peat susceptible to degradation and release carbon to the atmosphere.
Although permafrosts can take centuries to melt, this frozen soil meets with water
near the lakes. Itwas found that under anoxic conditions of the lake sediments, the peat
content undergoes anaerobic fermentation leading to CH4 and CO2 bubbling from
around the lake periphery. Therefore, as the temperature rises and these permafrosts
meetmore liquidwaterbodies, it can lead to released carbon,which further accelerates
the feedback to result in higher temperature.

4 Need for Carbon Cycle Restoration

The concerns of delayed ice age, albedo effect, ocean acidification, permafrost
melting and acceleration by CO2 release from soil carbon and oceans in warmer
conditions call for immediate action on restricting the net carbon emissions. Not
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only is it necessary to decrease the rate of carbon emission, one must also decrease
the atmospheric CO2 via industrial scale CO2 capture for sequestration or utilization.
Deviation from fossil fuel dependency is essential to deviate away from the continu-
ously increasing CO2 emission to the environment. Our efforts on renewable energy
to replace fossil fuels are growing. Current statistics show significant amounts of
fossil fuel dependency and political support for the reserves, even in the developed
countries such as the USA (see Fig. 1), [9]. Delayed action on the imminent warming
to replace fossil fuels with renewable energy will only cause this earth uninhabit-
able. We are beyond the halfway mark of the maximum allowed CO2 release to
the atmosphere that will make the earth uninhabitable. Therefore, the development
and implementation of industrial scale CO2 capture and its conversion to valuable
products are essential to avoid this imminent warming.

The problem of CO2 emissions rose from fossil fuel consumption for energy,
fuels and value-added chemicals. The CO2 can be captured and recycled for use in
energy, fuel and value-added chemicals production, which can provide sustainability
to the anthropogenic contribution of natural carbon cycle [10]. In this chapter, we
provide insights into the various techniques used for CO2 capture and utilization. We
start with state of the art of CO2 capture techniques, their applicability along with
drawbacks and challenges. This is followed by the pathways for utilization of this
captured CO2 focusing on thermochemical processes that utilizes CO2, for example,
in CO2-assisted gasification, CO2 splitting via chemical looping and other techniques
to produce syngas, a precursor to produce energy, fuels and value-added chemicals.
Note that CO2 conversion can be significantly enhanced viaCO2-assisted gasification

Fig. 1 Primary energy consumption in the USA in 2016 [9]
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of biomass and solid wastes with special benefits on operation at relatively low
temperatures compared to redox looping while providing higher conversion and
performance.

5 Carbon Capture

In most large-scale CO2 emission sources, the CO2 concentration in the flue gas is
less than 15% by vol. [11]. Direct utilization of this stream via most known tech-
niques will yield low efficiency, high energy costs and extent of conversion due to
the low CO2 concentration. Thus, CO2 capture techniques must convert the above
low concentration CO2 streams to high concentration stream or near pure CO2 gas
stream for its efficient transport and utilization. CO2 capture typically involves sepa-
ration of CO2 from the gas stream via various well-known techniques followed
by collection and compression for its efficient transportation. While CO2 capture
infrastructure already exists in some industrial applications such as natural gas pre-
treatment, ammonia production plants, they exist in the form of CO2 removal to
purify these industrial streams. CO2 capture technologies are lacking to date in large
size power plants. These strategies have significant potential to convert the existing
fossil fuel applications for cleaner energy production with low-carbon or carbon
neutral processes.

CO2 capture technologies can be classified based on two different ideas. They
are (i) based on the location of carbon separation in the industrial fossil fuel utiliza-
tion chain and (ii) based on the methods used to separate out CO2 from a given
gas stream. First, we discuss the approaches of carbon capture from industrial and
power plant processes which can be classified according to Fig. 2 [11]. In (a) Post-
combustion separation, the separation of CO2 from the exhaust gases produced
by air combustion of carbonaceous fuels (coal, natural gas, oil or biomass) typically

Fig. 2 Strategic pathways for carbon capture from CO2 emitting plants [11]
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uses chemical sorbent, while other techniques are still under development. In (b)Pre-
combustion separation, the reforming of the carbonaceous fuels in the presence of
H2O or air/O2 is used to yield syngas (H2 and CO) followed by shift reaction to
produce fuel steam containing H2 and CO2. The H2 can be utilized as a fuel for clean
energy production, while CO2 is separated out from this fuel stream via physical or
chemical absorption. In (c)Oxy-fuel combustion, direct capture of high-purity CO2

is produced from the exhaust combustion gases of carbonaceous fuels (after water
removal from the exhaust stream) using oxygen formed via cryogenic distillation of
air or membrane/chemical looping techniques. In (d) Industrial Processing, sepa-
ration of CO2 from useful raw material and product streams occurs by first removing
CO2 and then purifies the reactants/products stream. Here, although the technology
exists, but there is no focus on carbon capture. Presently, although the CO2 is vented
out into the atmosphere, there is potential for its easier capture.

Various CO2 capture technologies described below can be classified based on the
pathway used to separate out CO2 from a given stream of gases.

5.1 Absorption-Based Capture

Solvent-based absorption processes are better suited for post-combustion carbon
capture providing high capture efficiency with relatively low energy consumption.
The flue gases after combustion are cooled and allowed to make contact with a
solvent at ~313 to 333 K. The CO2 reacts with the solvent and gets removed from
the stream. This CO2-rich solvent is moved to high temperature zone of 373–413 K,
wherein CO2 is stripped off the solvent using steam as the stripping gas. Significant
amounts of CO2 recovery are feasible but at a cost of increased reactor size and
energy consumption; the purity of CO2 obtained after stripping is almost 99.9%. The
presence of contaminants, such as SOx, NOx and oxygen leads to side reactions of the
solvent along with slow decomposition of the solvent causing solvent consumption
and thus a need for fresh (added) solvent, which reduces the process efficiency
[11]. Various amine-based solvents have been proposed and tested for this process
with diluted aqueous mono ethanol amine (MEA) being the most common. With
the amine-based absorption, contaminated flue gas leads to thermally stable nitrates
and sulfates, which lowers the carbon capture capability of the solvent. This can be
avoided by removal of these contaminants before carbon capture which increases the
costs of the overall process. Amine solvent decomposition products and their impacts
can be found in the literature [10]. A trade-off between the solvent consumption
costs and contaminant removal costs is reached to achieve better overall economy
of the carbon capture process while minimizing waste by-product streams. Various
strategies were developed to integrate solvent absorption-based CO2 capture with
modifications to the power generation cycles depending on the steam utilization,
energy requirements for solvent regeneration and other modifications [11]. Pathways
to minimize the energy consumption from solvent regeneration were also developed
by modifying the solvents and process design.
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5.2 Adsorption-Based Capture

In this class of CO2 capture, the high selectivity of specialmaterials such asmolecular
sieves, activated carbons or other novel ceramic/perovskites are utilized for adsorbing
CO2 from the flue gas mixture depending on the temperature and partial pressure of
CO2 [10–13]. In the initial step, CO2-rich flue gas is blown over these adsorbents,
wherein the CO2 is selectively adsorbed that lowers the CO2 content in the exhaust
flue gas. This is followed by a temperature/pressure swing, wherein the temperature
is raised, or CO2 partial pressure is lowered by passing a purge gas, or lowering
the net pressure, which results in the desorption of pure CO2 from the CO2-rich
adsorbent. Long time cycles in temperature swing make pressure swing operation a
better pathway with more throughput and scalability. Studies into developing various
kinds of novel adsorbent materials are currently being carried out with motivation to
increase CO2 selectivity, increase regeneration capability, increase resistance against
flue gas contaminants, decrease energy consumption and increase scalability and
operational efficiency.

5.3 Membrane-Based Capture

This method includes driving CO2-rich gas stream alongside a CO2 selective
membrane for its separation from a given gas stream. As this process is signifi-
cantly influenced by the pressure differential across the membrane and has inher-
ently inferior selectivity compared to solvent absorbers, its efficiency is better at
higher concentration of CO2 in the input gas stream. Thus, it is currently used only
for natural gas sweetening process. In the future, it is likely to be restricted to pre-
combustion CO2 capture pathways where the CO2 concentration can be enhanced
via shift reaction unlike the low concentration of CO2 in post-combustion flue gases
[14–16].

Novel membrane technologies are also being explored for flue gas separation.
This includes membrane/solvent hybrid systems and facilitated transport membrane
systems [11]. In the hybrid system, membrane acts as a gas permeable and liquid
impermeable barrier between the input gas stream and an absorber solvent such
as aqueous amines so that CO2 in the input gas stream diffuses through pores or
porous membrane or dissolves and diffuses through non-porous membranes into
the solvent absorber, which captures the CO2. This was developed to improve the
control over operational conditions by avoiding direct solvent-gas contact, which can
also enhance the scalability of solvent absorber systems. In the case of facilitated
membranes, selective liquids such as amines and molten salt hydrates are supported
on porous or ion exchange membranes so that CO2 from the gas stream reversibly
reacts with the solvent and gets transported through the membrane for desorption
on the other side. Certain issues arise with these facilitated membranes including
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decrease in selectivity with increase in CO2 partial pressure and total input pressure
due to saturation and other gas components entering the membrane.

5.4 Solid Sorbents Looping-Based Capture

Utilization of solid sorbents involves regenerable solids to react and removeCO2 from
the gas stream at a high temperature followed by regeneration of the solid to produce
pure CO2. Operation at higher temperatures compared to other techniques, such as
solvent absorption, avoids the need for cooling the gas stream.This reduces the energy
loss in cooling and reheating especially in post-combustion carbon capture systems.
Typical sorbent cycling chosen for this purpose is carbonation and calcination of
metal oxides, especially alkaline earth metals oxides with most common being CaO
and its derivatives due to its ease of availability. Lithium oxides and mixed oxides
such as Li2ZrO3, Li4SiO4 and Na2ZrO3 oxides were also researched along with
CaO [11, 17]. In this looping process, CaO reacts with CO2 in the flue gas in post-
combustion systemor the syngas in pre-combustion setup to formCaCO3 at relatively
high temperature (700–800 °C). Then, either the solids are removed or the reactor
is swung to higher temperature (>950 °C) without the input stream so that CaCO3

is calcined to regenerate to CaO evolving CO2, which can be pressurized, stored
and utilized. Schematics of the post-combustion and pre-combustion carbon capture
involving CaO looping are given in Fig. 3 [18, 19].

Carbonation reaction can be integrated either in situ or ex situ with respect to the
fuel reforming or combustion processes. In the ex situ case of both pre-combustion
and post-combustion systems, the shifted syngas stream and the flue gas stream are
passed over the sorbent in a reactor separate from the reformer or combustor. But in
the in situ setup, especially in the pre-combustion capture systems, carbonation can be
incorporated into the reforming reactor so that simultaneous removal of CO2 during

(a) Post-combustion CaO looping (b) Pre-combustion CaO looping

Fig. 3 Incorporation of CaO looping into a post-combustion and b pre-combustion carbon capture
techniques [18, 19]
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reforming of liquid/gaseous fuels or gasification of solid fuels such as coal/biomass
can increase the thermodynamic equilibrium to drive toward product formation via
Le Chatelier’s principle [20–26]. This not only provides carbon capture but also
improves the performance of steam reforming of natural gas, liquid fuels and steam
gasification of coal/biomass allowing lower temperature operation and higher H2

concentration in syngas yields as the carbonation reaction is exothermic. This then
also provides additional energy for endothermic reforming reactions. In situ steam
reforming of methane with Ca-looing was found to provide with H2 concentration
of more than 90% in the syngas yield, while integration with biomass and coal
gasification yielded H2 concentration between 70 and 80% by vol. [22, 24, 25].

Challenges associated with the utilization of CaO from natural minerals such as
dolomite, limestone and calcites are their loss of carbonation capacity with repeated
regeneration cycles. High temperature operation required for calcination results in
significant sintering of CaO that occurs during the regeneration, and this leads to
lowered reactivity during carbonation process and thus lowering the CO2 capture
capacity. Figure 4 shows the loss of porosity and thus surface area in limestone
with temperature during calcination [27]. It was also found that carbonation kinetics
involves two steps—fast carbonation on the surface of CaO with CO2 followed by a
slow diffusion-driven kinetics as the bulk CaO loses direct contact with CO2 due to
formation of CaCO3 on the surface [20]. Some competing reactions due to contami-
nants also pose threat toward CaO carbonation kinetics such as formation of CaSO4

formation fromSOx present in the flue gas. To improve the calcination reaction, steam
purging has been tested to remove CO2 out of the reactor, which would provide
pure CO2 unlike usage of N2 or other permanent gases. However, steam addition
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Table 1 CO2 capture capabilities of some natural and synthetic sorbents [16]

Sorbent Stoichiometric
sorption capacity
of calcined
sorbent (mass
CO2/mass
sorbent)

Calcination/Regeneration
temperature (K)

Sorption
capacity of
calcined
sorbent after
45 cycles
(mass of
CO2/mass of
sorbent)

Natural
sorbents

Calcium carbonate
(CaCO3)

0.79 1173 0.316

Dolomite
(CaCO3.MgCO3)

0.46 0.16

Huntite
(CaCO3.3MgCO3)

0.25 0.2

Hydrotalcite,
promoted
K2CO3/hydrotalcite

0.029 673 Stable

Synthetic
sorbents

Lithium
orthosilicate
(Li4SIO4)

0.37 1023 Stable to 100
cycles

Lithium zirconate
(LI2ZrO3)

0.29 963

Sodium zirconate
(Na2ZrO3)

0.24 1063

causes increased tendency to sinter. Various novel sorbents were developed based on
CaO looping with the goal to achieve sintering resistance, mechanical strength and
faster kinetics especially in calcination along with lower temperature requirement
for calcination. The novelty was obtained using varied pore structure, coating of CaO
on stable metal oxides such as alumina or silica. Regenerative capability of some of
these natural and novel sorbents is given in Table 1 [16]. Bi-functional materials that
provide catalytic capability to hydrocarbon reforming along with CO2 capture via
carbonation have also been developed. This includes Fe/CaO-Ca12Al14O33 which
was actively tested for both tar reforming and water–gas shift reaction [28].

These processes were developed earlier for carbon capture. They can provide pure
CO2, which can be pressurized, transported and stored. Geological sequestration has
been proposed as a carbon capture technique against fossil fuel consumption, along
with its utilization for enhanced oil recovery and other industrial purposes. Conver-
sion of CO2 to CO for the production of energy, fuels and value-added chemicals can
be the most useful strategy as this provides sustainable solution to the anthropogenic
carbon cycle. This method can provide a sustainable pathway for the conversion of
fossil or renewable energy into carbon-based energy, which can be utilized using the
existing infrastructure with minimal overhaul.
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6 Carbon Recycling by CO2 Utilization

The CO2 recovered from above-given carbon capture techniques can be split to
form CO, which is a precursor to various syngas applications, such as liquid fuel
productions via Fisher–Tropsch synthesis, methanol and other value-added chemical
synthesis along with thermal energy production via combustion. Along with CO2,
splitting of H2O has also been proposed to provide H2, which along with CO provide
active ingredients for syngas to produce liquid fuels and chemicals synthesis [29].
Equation (4) shows the overall splitting of CO2 to CO along with the energy required
to carry out such a process, while Eq. (5) shows the equation for splitting of H2O
and corresponding energy requirement. The energy required for splitting of H2O or
CO2 is nearly the same. Splitting of H2O has been examined more in the literature
than CO2 splitting and that some researchers propose splitting of CO2 to be carried
out indirectly by first splitting H2O to H2 and then using some of the energy evolved
to convert CO2 to CO via reverse water–gas shift reaction given in Eq. (6). Note that
this pathway makes the H2O splitting to be most limiting reaction. This pathway of
utilizing H2O splitting for indirect splitting of CO2 is only useful if water is readily
available in the form of steam, or if low temperature heat is available to produce
steam. In case of lack of availability of low-cost steam, CO2 splitting is efficient, if
carried out directly (separate from H2O splitting).

CO2(g) → CO (g) + 1

2
O2(g) �H 0

R = 283 kJ/mol (4)

H2O (l) → H2(g) + 1

2
O2(g) �H 0

R = 286 kJ/mol (5)

H2(g) + CO2(g) ↔ H2O (l) + CO (g) �H 0
R = −3 kJ/mol (6)

Various sources can be used to fulfill the energy requirement of CO2 splitting,
but utilization of renewable energy resources such as solar, wind or geothermal
energy makes overall process carbon neutral or even carbon negative. Alternatively,
a replacement or supplement to fossil fuel needs to be made that will aid our quest
to replace fossil fuels infrastructure with renewable energy for sustainable lifestyle
and alleviate the growing concern on atmospheric CO2 and its associated impact on
the climate change [30]. While electrical energy can be used to drive Eqs. (4, 5),
the easier and lower cost availability of heat (e.g., solar) makes such source a better
choice for thermal splitting of CO2. Various techniques have been devised to carry
out CO2 splitting to CO and its subsequent conversion to produce hydrocarbon fuels
and chemicals by utilizing thermal energy from sources such as solar concentrators,
geothermal energy and others. The status of these thermal routes along with their
capabilities and challenges will be the focus here.
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7 Thermolysis of CO2

Thermolysis refers to direct splitting of CO2 to CO or H2O to H2 by heating these
gases to thermal dissociation temperatures. The temperatures required for such split-
ting exceed 3200–4200 K to obtain acceptable equilibrium constant [10, 29, 31].
There are significant challenges associated with direct utilization of thermal energy
for high-temperature splitting. The temperature at which �GR = 0 (where �GR

represents Gibbs energy of reaction) for CO2 splitting is ~3100 K and that for H2O
splitting is ~4100 K. The requirement of these very high temperatures calls for
advanced ceramic reactor materials which will increase the investment and opera-
tional costs. Note that even zirconia ceramics can only be operated at temperatures
below 2700 K. At such temperatures, the equilibrium conversion is very low. The
products of such a reaction at high temperature are in atomic stage and not desired
ratios of CO/O2 or H2/O2. They must be rapidly quenched to avoid recombination of
these products, which lowers the conversion efficiency. He gases then should be sepa-
rated out at lower temperatures using gas separation techniques. This rapid quenching
of high temperature introduces significant energy loss and thus loss of energy effi-
ciency. Such high-temperature energy can be obtained from limited sources such as
solar concentrators, electric and plasma furnaces [32].

CO2 splitting using solar concentrators has been carried out and reported in the
literature. While the conversion of CO2 was relatively promising, the efficiency of
energy utilization for CO2 splitting was found to be low. Furthermore, it causes
melting of zirconia reactor wall, energy losses in quenching and the possibility of
thermal shock in the materials due to intermittency of solar radiation at such high
temperature operation. Researchers agree that the possibility of development of this
process is rather low [31, 33]. The above material limitations were avoided in the
literature via plasma-assisted decomposition utilizing electrical energy where the
high-temperature plasma zone is not in direct contact with the reactor surfaces.
Such a pathway showed promising results with ~20% CO2 conversion at electrical
energy-to-fuel energy efficiency of 80%, and even higher conversion but at the cost
of efficiency. Electrolysis of CO2 is its direct competitor, and at present, it provides
better performance along with the added benefit of inherently obtaining separated
products [31]. The present state of the art reveals that direct splitting of CO2 is only
economically feasible using electrolysis. While the development of plasma reactors
canmake them compete with electrolysis, the requirement of electrical energymakes
this whole process unattractive as there are many other better and efficient use of
electrical energy. This form of energy is of relatively higher grade and is not available
readily for CO2 splitting especially when this energy is to be used for fuel and energy
purposes.
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8 Thermochemical Looping

As seen from Eqs. (4 and 5) in the previous section, the temperatures required to
obtain reasonable thermodynamic equilibrium conversion are significantly higher
than the operable temperatures of materials available or that can be developed soon.
This high temperature requirement arises from the very high enthalpy (�H 0

R) of
these reactions, which led researchers to alleviate this need of very high tempera-
ture by splitting these reactions to obtain multi-step operation each of which can
operate efficiently at achievable temperatures. The multiple steps also simplified the
product separation. Processes involving more than two steps were studied only for
H2O splitting such as three-step Sulfur–Iodine cycle and four-step Calcium–iron
bromide cycle [34]. While the presence of multiple steps provided significantly low
temperature operation compared to other thermochemical cycles, they pose multi-
tude of technical challenges in their scalability to industrial operation. These cycles
utilized corrosive chemicals which increase the development costs of reactors for
seeking resistant to these streams [34]. Besides, increased number of steps increase
losses associated with product handling, along with heat and material transfer during
change between the steps. Apart from these issues, these chemical cycles are not
applicable for CO2 splitting as they are less robust so that their applicability is
limited to converting readily available H2O (steam).

Studies carried out to find two-step cycles with a maximum operation temperature
less than 1373 K revealed no such cycle suggesting, minimum number of steps for
this temperature range is 3 based on the entropy change [34, 35]. But two-step cycles
can be found when the maximum operating temperature was raised. In the two-step
cycles, most commonly studied method is the utilization of redox cycling of metal
oxides for CO2 and H2O splitting. This is called redox looping in which the first
step involves thermal reduction of metal oxide to a lower oxidation state or to a
metallic state at high temperature with O2 evolved during the reaction, see Eq. (7).
In the second splitting step, this metal or low oxidation state metal oxide reacts with
CO2 or H2O to split them and form CO or H2 while simultaneously regenerating the
high-oxidation state metal oxide, that is suitable for reaction in step 1, see Eq. (8 and
9). The second step usually operates at lower temperature compared to the first step.
Equations (7, 8, and 9) are written to include cycling of both stoichiometric and non-
stoichiometric metal-metal oxide redox pairs, and the deviation from stoichiometry
during reduction is represented as δ, which is also known (in the literature) as oxygen
storage capacity, a representative of maximum fuel yield [36].

Reduction step at higher temperature: MxOy → MxOy−δ + δ

2
O2(g) (7)

Oxidation step at lower temperature: MxOy−δ + δCO2(g) → MxOy + δCO (g)
(8)

Oxidation step at lower temperature: MxOy−δ + δH2O(g) → MxOy + δH2(g) (9)



74 K. G. Burra et al.

Metal-metal oxide redox looping process significantly depends on metal proper-
ties and is classified based on the metal-metal oxide redox material pair used. This
material pair or the metal oxides used for this purpose are referred to as oxygen
carrier materials in the H2O and CO2 splitting and chemical looping literature [37,
38]. Based on the properties of these oxygen carrier materials during the reaction,
the cycles are classified primarily into volatile cycles and non-volatile cycles. During
volatile cycles, the oxygen carrier material undergoes solid–gas transition such as in
the case of ZnO/Zn, while in non-volatile cycles, these materials maintain their solid
state or do not vaporize during reduction. Due to the entropy rise corresponding to
solid-gas transition, volatile cycles are thermodynamically more favorable compared
to non-volatile cycles. Besides providing higher oxygen carrying capacity, they pose
a major challenge in improving the efficiency of rapid quenching process that is
needed at the end of reduction step to avoid recombination of O2 and vapors of the
oxygen carrier. This includes Zn vapors. Non-volatile metal oxide oxygen carriers,
although inherently provide lower equilibrium conversion, they provide potentially
better feasible pathway with the state of the art without the need for rapid quenching,
such as Fe3O4/FeO-Fe3O4. Further details about these cycles, their challenges and
novel materials are currently under development to combat the above issues.

8.1 Volatile Cycles

A variety of volatile oxygen carrier redox pairs have been examined and reported
both thermodynamically and tested experimentally in the literature with ZnO/Zn
being the most common pair [39, 40]. The high oxygen carrying capability is the
main reason researchers have explored to improve these cycles. Volatile redox pairs
examined in the literature include ZnO/Zn, CdO/Cd, SnO2/SnO and GeO2/GeO
[32]. Zn was also proposed as an energy carrier due to its relatively low atomic mass
and its reactivity with water. ZnO reduction to Zn can be carried out using solar
concentrators or other accessible energy sources in appropriate locations (possibly
remote) followed by transportation of the formed Zn to convenient energy and chem-
ical production plants where Zn reacts with CO2/H2O to form syngas. The syngas
produced can be utilized locally to produce fuels or various value-added chemicals
or energy irrespective of the availability of any renewable energy at that site. At
reduction temperatures of 2030 K to produce syngas of equimolar concentrations of
CO and H2 needed for Fisher–Tropsch synthesis along with incorporation of heat
recovery from hot products, theoretical cycle efficiency beyond 50% can be achieved
in ZnO/Zn cycle. In most cases, the H2 to CO molar concentration of 2 is needed
for liquid fuel production. The asymptotic conversion during Zn oxidation in the
presence of CO2 was found to increase to form ZnO [32]. Typical temperatures of
Zn oxidation are ~650 to 700 K. For oxidation of Cd, Zn and some of these volatile
metals, bubbling of H2O or CO2 through molten metals has been proposed for better
kinetics. Redox temperatures of SnO2/SnO were tested at 1873 and 873 K, respec-
tively. SnO provided an advantage over Zn in reduction process due to its relatively
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lower reactivity with O2 compared to Znwhichmeans lower recombination tendency
and independence of reduction kinetics from quenching rate [41]. CO2 conversion
needed higher temperature and operated with slower kinetics than that of H2O using
SnO. Reduction reactions of oxides such as SnO2 and GeO2 resulted in dispropor-
tionation reaction during quenching zone to form Sn/SnO2 from SnO and Ge/GeO2

from GeO [32].
These cycles have been proposed with the help of thermodynamic cycle analysis

and also demonstrated to some extent in lab-scale reactors. However, no successful
and efficient demonstration of these cycles can be found in the literature. Inherent
requirement of rapid quenching significantly reduced the energy efficiency and
provided technical difficulties in reactor development. Furthermore, disproportion-
ation of reactions showed limits on its attractiveness as a future endeavor for CO2

conversion in the scope of energy, fuels and chemicals production.

8.2 Non-volatile Cycles

The need for the alleviation of quenching and handling of metal vapors makes non-
volatile cycles very attractive. Due to a wide variety of oxygen carrier cycles, they
can further be grouped into stoichiometric and non-stoichiometric redox pairs based
on the extent of change in the oxidation state and crystallographic phase during
the redox looping. During reduction, while stoichiometric pairs can form solid
solutions and change their crystallographic phase, such as Fe3O4/FeO-Fe3O4, non-
stoichiometric pairs allow for oxygen removal capability without major changes
to the lattice structure, such as CeO2/CeO2−δ [36]. These categories are marked
by their difference in the extent of their oxygen carrying capacity during redox
looping. A cycle involving stoichiometric pairs is planned to completely change
the oxidation state during redox cycling to accommodate higher oxygen storage
capacity compared to cycles in non-stoichiometric pairs where only limited oxygen
in the lattice is mobilized by creating anionic vacancies without complete change
in oxidation state. While the non-stoichiometric pairs provide low oxygen storage
capacities, they provide significantly faster redox kinetics and stability compared
to the stoichiometric pairs. They slow down by the bulk diffusion-controlled reac-
tions and the loss of surface area with continued cycling, which is due to sintering
that lowers the surface kinetics. As oxygen carriers in each of these categories have
corresponding challenges, researchers tried to address these by doping or substituting
certain elements in the lattice structure, especially cationic species to improve their
performance and alleviate these challenges. Before we discuss these cycles in detail,
based on the oxygen carrier materials developed in the literature, classified by the
basic components involved in the cycle, certain material design requirements need
to be considered to provide some perspective into the feasibilities of these materials.

Oxygen carriers of non-volatile cycles remain in solid state during redox looping.
Therefore, the morphological properties such as surface area, porosity, particle sizes
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and grain boundaries are significantly more important than volatile cycles. Prepa-
ration of these oxygen carriers should focus on improving the above parameters
and maintain them in real reactive condition such as high temperature operation
especially in solar concentrator reactor operation. One must also consider thermal
reduction from high-temperature operation in order to keep the enhanced proper-
ties after repeated redox cycling. This is important when discussing and consid-
ering novel materials and doped oxygen carriers for their improved kinetics and
oxygen storage capacity [32]. This is especially important because phenomena such
as thermal sintering, loss of oxygen capture capacity and transport limitations signif-
icantly influence the performance during repeated redox cycling. In the following,
we discuss various novel oxygen carriers that are differentiated based on the material
class and the phenomenon controlling oxygen mobility.

8.2.1 Iron Oxide-Based Cycles

The utilization of Fe3O4/FeO for redox cycling was first proposed by Nakamura for
which the zeroGibbs energypoint for reduction reactionwas reached at ~2500K [42].
While this cycle is not a volatile cycle, melting points of Fe3O4 (magnetite) and FeO
(wüstite) are 2000 and 1643 K, respectively, which complicates the physicochemical
characteristics and also significantly promotes sintering [36]. Based on thermody-
namic stability of different phases of FeO, various oxidation states were found to be
stable, and complete reduction to FeO was achieved at highest temperature. But at
lower redox temperatures, lower redox extents can be explored, which will form a
mixed phase of FeO-Fe3O4 instead of FeO [43]. At further lower temperature ranges,
the lattice structure of Fe3O4 is stable and non-stoichiometric redox cycling favored.
Therefore, the same starting material Fe3O4 can provide different levels of redox
extent by varying stoichiometry depending on the reduction temperature. Due to this
versatility, the iron oxides are significantly researched for the splitting of CO2 and
H2O. Various doping and substitutions have been proposed and tested to alleviate
the issue of sintering and increased oxygen storage capacity.

Inert materials such as ZrO2, Al2O3, YSZ (Yttria-stabilized zirconia) have been
proposed as the support or the base on which Fe3O4 can be supported on or dissolved
in [44, 45]. When magnetite was supported on YSZ, it was found that the reduced
form dissolved in the YSZ’s thermally stable lattice that avoidedmelting and reduced
sintering. It was also found to increase oxygen mobility (active metal assay basis),
limited by the solubility of FeO in YSZ’s cubic lattice, as oxygen transport occurred
via rapid diffusion through stableYSZ insteadof slowdiffusion through solid solution
of FeO-Fe3O4 [46]. Thermodynamic and lab-scale testing showed H2O splitting to
be more favorable compared to CO2 in the case of Fe3O4/FeO. However, this relative
selectivity could be varied using different doping agents. It was found that this cycle
was kinetically feasible only at small grain sizes obtained either in the form of
aerosolized nanoparticles or dissolved in inert but stable lattices. But a counteracting
parameter to this was the rapid sintering which limits nanoparticle approach and
the lowering of active phase, i.e., lowering redox active oxygen and thus oxygen



Thermochemical Solutions for CO2 Utilization … 77

storage capacity with increase in inert material relative to iron oxides. While the
presence of inert materials provides improved kinetic and conversion performance,
cycle efficiencies could be lowered because of sensible energy requirement to heat the
inert components and energy requirements for their transfer due to relative decrease
in active oxygen per gram of solid [36].

The issue of lowering oxygen storage due to inert materials was alleviated when
it was found that ferrite-based materials formed by substituting transition metal ions
such asNi andCo in Fe3O4 lattice increased the oxygen storage capacity as compared
to pure Fe3O4 [34, 35, 47, 48]. Studies on the extent of reduction at 1473 K showed
that increase in Co content in Co ferrite increased the oxygen yield, but this needs
to be optimized because increase in the substituted ion more than certain extent
affects the oxidation performance to directly impact the CO or H2 yields. This was
found to be the case with cobalt-substituted ferrite, where increase in Co content
increased the thermodynamic barrier of oxidation reactions. In contrast, the extent
reduction increased, see Fig. 5, that depicts the thermodynamics of oxidation with Co
substitution [36, 49–51]. From Fig. 5a, thermodynamic barrier for oxidation of CoO
using CO2 or H2O is high for oxidation temperatures compared to FeO. Figure 5b
shows this influence which reveals that increase in Co ions in wustite decreased its
extent of oxidation by increasing the Gibbs free energy required for oxidation. This
was also proved experimentally for large Co concentrations. So, optimization on
substitution is necessary to obtain improved understanding of redox performance,
i.e., enhancement in both oxidation and reduction extents.

While the ferrite cycles via transition metal substitutions provided improved
oxygen storage capacity compared to Fe3O4, sintering is still an issue to be resolved.
This was proposed to be solved in the similar manner to that used to improve Fe3O4

performance. Supporting Ni- and Co-substituted ferrites over inert materials such
as ZrO2 or YSZ provided resistance to sintering [46, 47, 49, 50]. These composite
materials provided both improved redox extents compared to Fe3O4 with the help
of transition metal substitution and provided the ability to retain this performance
over repeated redox cycles by alleviating sintering and by carrying out the processes

(a) Thermodynamics of FeO and 
CoO oxidation

(b) Thermodynamics of Co-ferrite 
oxidation
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Fig. 5 Reaction for Gibbs free energy of oxidation in H2O, for a FeO compared with CoO varying
with temperature and b Co ferrite varying with Co content [35, 36]
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over thermally stable and inert lattices. Oxidation analysis of Co-substituted ferrite
dissolved in ZrO2 using H2O revealed that Fe oxidized simultaneously in dissolved
state in ZrO2 lattice and mixed lattice of Co-Fe [52].

Reduction barrier for Fe3O4-based materials was also found to decrease in the
presence of Al2O3 according to thermodynamic analysis due to the formation of iron
aluminate, which separate back when oxidized. This cycle is also called Hercynite
cycle [36, 53]. This lowered the reduction temperature requirement compared to its
counterparts in the absence of Al2O3. Equations (10 and 11) show a typical Hercynite
cycle for Co ferritewith aluminamodified for CO2 splitting. Co ferrite in the presence
of Al2O3 provided increase in oxidation yield by 4 times [53]. Improved kinetics was
also demonstrated using Co ferrite deposited over high surface area of Al2O3.

CoFe2O4 + 3Al2O3 → CoAl2O4 + 2FeAl2O4 + 0.5O2 (10)

CoAl2O4 + 2FeAl2O4 + CO2 → CoFe2O4 + 3Al2O3 + CO (11)

Similar spinel structured iron-based alumina material was also developed by
the current authors derived from layered double hydroxide (LDH) precursors. The
authors focused on magnetite form of iron to first understand the reaction before
proceeding to the ferrite forms. Fe3O4 stabilized on Mg-alumina (Mg/Al/Fe) was
compared with Fe3O4 stabilized on MgO on their performance for CO2 splitting.
The oxygen carrier Mg/Al/Fe when cycled between 1673 and 1373 K provided CO
yield that was 3 times higher with persistent performance over multiple redox cycles
than CO yield obtained from other novel materials such as Zr-doped CeO2 and other
perovskite-based oxygen carriers. Figure 6 shows the redox cycling of Mg/Al/Fe
carrier using thermogravimetric analysis [45]. While the alumina portion provided
Hercynite cycle-assisted enhancement, presence of Mg provided enhanced thermal
stability over multiple cycles. As these materials were prepared from novel precur-
sors (layered double hydroxides in this case), the formed Mg/Al/Fe provided high
surface area and increased oxygen exposed to surface. This resulted in fast surface

Fig. 6 Thermogravimetric analysis of redox cycling of Mg/Al/Fe between 1673 and 1373 K for
CO2 splitting
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kinetics, which contributed to ~80% of the total oxidation conversion. The surface
kinetics was sustainable to sintering over repeated redox cycles [45].

Further research into improvement and testing in pilot scale reactors such as solar
concentrators-based reactors is necessary to obtain better and sustainable iron-based
oxygen carriers. Added advantage gained by utilizing Fe-based oxygen carriers is
from lower costs and increased material sustainability, compared to Ce oxides and
perovskite-based oxygen carriers, and due to significantly more availability of iron
oxides and ferrite minerals [45]. So, in the research involving ferrite and Hercynite
cycles, researchers should also focus on limiting the doping agents to easily available
oxides and lower the requirement of rare earth metal oxides and other materials that
have low availability. Note that CO2 andH2O splittingwill need to demonstrate using
scale-up facility to significantly replace fossil fuel consumption and act as a bridge
during our transition to complete renewable energy consumption and carbon neutral
lifestyle. Since oxygen carrier materials will eventually be expended after multiple
cycles and significant amounts of oxygen carrier materials will be required for large-
scale operation, avoiding rare earthmetal oxides andmaterials rarely available would
help provide availability at not only certain regions but everywhere. This will be
beneficial not only for sustainability in their utilization and ease in scaling but also
avoid potential geo-political conflicts. We now discuss Ce-based oxygen carriers and
their doped derivatives with focus on CO2 andH2O splitting in context with Fe-based
oxygen carriers to determine the potential benefits and challenges they offer with this
approach.

8.2.2 Cerium Oxide-Based Cycles

Redox cyclingofCeO2 revealed that reducing to stoichiometric levels (Ce2O3) should
be avoided as they incur sublimation. So, reductionwas limited to non-stoichiometric
extents,CeO2/CeO2−δ (whereCeO2−δ is the reduced formofCeO2 and δ represents its
oxygen storage capacity), which not only avoided sublimation, but also avoided high
temperatures required for complete reduction andprovided fast oxidation kinetics and
structural stability from non-stoichiometric kinetics [55]. Since CeO2 is redox cycle
to only non-stoichiometric extents, they inherently provide lower oxygen storage
capacity compared to iron-based oxygen carriers. But this disadvantage is countered
by fast kinetics and the lack of sintering issues in CeO2/CeO2−δ cycling which avoids
the need for inert materials to effectively provide comparability in oxygen storage
capacity with Fe-based alternatives. Sustained reduction extent over repeated cycling
was foundwith storage capacity retention up to 86%even after 2000 cycles, see Fig. 7
[54], where δ represents extent of reduction as in CeO2−δ. Stable CeO2 structure
provided significant fast oxygen diffusion and also provided with the capability to
use large-scale CeO2 structures unlike Fe-based structures, which need to be limited
to small scales for considerable kinetics. Due to this, the state-of-the-art reactor
scale for CeO2 is larger, i.e., it has been tested in many pilot scale solar concentrator
reactors of larger scale than other oxygen carriers [34, 55, 56].
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Fig. 7 Extent of reduction
(δ) in CeO2 after several
redox cycles [54]
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During CO2 splitting, CeO2 oxidation showed specific surface area dependency.
Rate was significantly higher compared to typical iron-based oxygen carriers. It
provided lower kinetics compared to H2O splitting. But, at temperatures above
1100 K, CO2 splitting was more favored as compared to H2O splitting [32]. While
CeO2 cycling provides significant advantages over iron-based cycling, it required
higher reduction temperatures, greater than 1800 K, along with relatively lower
oxygen storage. This can be seen from Fig. 8 that compares thermodynamic oxygen
yield under similar conditions with that from Co ferrite [57, 58]. This calls for
improvement in its capabilities similar to ferrite improvement via doping and
substitution.

A wide variety of dopants were incorporated into CeO2’s fluorite structure with
rare earth metal, alkaline earth metal and transition metal oxides to improve its
extent of reduction at lower temperatures and in some cases avoid sublimation when
reduced at higher temperatures.Morphologically, variant derivatives were also tested
including materials with multi-modal porosity to provide faster kinetics along with
improved heat transfer when incorporated into solar concentrator reactors [54, 62].
Some sintering was found in the macroporous structures, but these materials main-
tained enhanced performance with reduced influence from sintering. Introduction
of divalent and trivalent cations such as Ca2+, Sr2+, Y3+, Pr3+ and Gd3+ increased
oxidation rates by stabilizing intrinsic oxygen vacancies and thus mobilizing the
oxygen within the lattice. However, they provided no enhancement to the extent

Fig. 8 Gaseous equilibrium
oxygen yields from thermal
reduction of CeO2 and
Co2.4Fe0.6O4 at 1473 K [57,
58]
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of reduction and thus did not improve the bottlenecking factors, see Fig. 9 [59].
Tetravalent ions such as Zr4+, when added, provided with increased thermodynamic
drive and enhanced the extent of net reduction of Ce4+ ions as seen from Fig. 10
that compares the reduction yield with pure CeO2 [60, 63]. But addition of Zr4+ was
found to decrease the extent of oxidation, so a trade-off is necessary to increase the
overall performance and oxygen storage capacity so that further research is neces-
sary to understand this behavior. Peak in solar energy-to-fuel conversion efficiency
is presented in Fig. 11 that shows the effect of varying Zr content in CeO2 [61].
Other rarer earth metals such as Hf4+, Sm3+ were also screened but, as discussed in
the previous sub-section, incorporation of these rare metals is a challenge or even
detrimental especially when scaling up these processes [64]. Reference [55] provides
an extensive review of doped ceria along with influence of preparation techniques
and their performance in CO2 and H2O splitting. All of those tested for CO2 splitting
had oxygen storage significantly lower than that provided by LDH derivedMg/Al/Fe
oxygen carrier with good stability even after 5 cycles [45]. Other class of materials
was also developed, other than ferrite and ceria-basedmaterials.We limit this section
with our final class of materials called perovskite materials tested as oxygen carriers.

Fig. 9 Effect of dopant
cation and its concentration
on the extent of reduction at
1800 K [59]
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Fig. 11 Effect of Zr content
in Zr-doped ceria on the
solar energy-to-fuel
conversion efficiency [61]
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8.2.3 Perovskite-Based Cycles

These materials are mixed metal oxides, which are utilized for their non-
stoichiometric redox behavior for CO2 and H2O splitting cycles. They are repre-
sented by the form ABO3−δ, where A and B are cationic vacancies that can be
filled by a wide variety of dopants [65]. One of the common perovskites tested was
LSM (La1−xSrxMnO3−δ) which, by thermodynamic screening, was found to provide
higher oxygen storage capacity compared to CeO2 [51, 65–69]. While they provided
enhanced extent of reduction, oxidation was less favorable, which often resulted in
incomplete oxidation. Even with this inept performance, it was found to provide
better performance compared to CeO2. Addition of Mn ions to B sites and Sr ions to
A sites in La-aluminate perovskites was found to provide significant increase in the
extent of oxidation and yielded almost 6 times higher CO compared to pure CeO2

[70]. This was carried out by redox cycling between 1573 and 1273 K and tested
stability up to 80 cycles. Some research about incorporation of inert support was also
carried out, which showed to affect its performance. While this class of materials is
showing good promise, they are widely unexplored and could offer a good pathway
for future investigation. But, as discussed in the previous sub-sections, doping of
unreasonably rare cations, even though may provide an incremental increase, they
should be avoided as we focus research efforts on sustainable and scalable materials.
Incorporation of abundant transition metals and possible incorporation of Hercynite
cycles into perovskite classmaterials could alsoprovide fast kinetics, thermal stability
along with significantly high oxygen storage capacity.

9 Biomass and Solid Wastes-Assisted Thermochemical
Conversion

From above section, one can see the difficulty and practically of low CO2 conver-
sion along with issues of solar concentrator-based reactor and compatible material
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development for realizing the thermochemical looping. These processes are neces-
sary to bridge from existing infrastructure to a future of renewable and sustainable
energy utilization with large replacement of fossil fuels. But, the current state of
redox looping is not fully developed to be directly scaled which calls for additional
improved development to transition from current state to the development of redox
looping and possibly even beyond for efficiency and performance improvements.
In the future, carbon neutral lifestyle and renewable energy production have been
proposed using various sources such as wind, solar and geothermal. However, they
require significant overhaul in the existing carbon-based infrastructure. Simultane-
ously, we need development of energy extraction techniques at larger scale, eventu-
ally reaching scales of fossil fuel energy. This need for infrastructure overhaul can
be reduced by utilizing existing renewable carbon-based sources to produce fuels
and chemicals that are similar in properties to the existing fossil fuel-based products
and can be utilized in the existing infrastructure with minimal changes. Biomass,
bio-wastes and municipal solid wastes, such as plastic, paper and rubber wastes,
can be converted to syngas via thermochemical pathways such as gasification. This
pathway is known to be a reliable precursor to various transportation fuels, value-
added chemicals and a high-heating value fuel for direct combustion. Even though
plastic and some rubber wastes are currently produced from fossil fuel-based sources
and gasifying and utilizing them would mean carbon emissions, plastics production
from syngas also needs to be considered along with energy applications. This means,
as production of syngas is advantageous even for plastics production, gasification
of plastic wastes to produce syngas can then be used to form ethylene and finally
plastics. This would then offer an environmentally benign pathway for recycling the
plastic wastes, which alleviates existing issues of waste management.

Gasification involves thermal decomposition of solid feedstocks in the presence
of gasifying agents such as O2/air/H2O or CO2 to form syngas and other by-products
such as char, tar and some low molecular mass hydrocarbons. CO2-assisted gasifi-
cation can provide significant advantage from the perspective of carbon utilization
as it converts CO2 into valuable syngas. As this process is endothermic, the energy
requirement can be obtained from various non-fossil energy sources. Utilization of
renewable or waste heat to carry out this process can make significant improvement
on the carbon cycling and energy efficiency. Unlike redox cycling, the temperatures
required for this process with a good throughput are between 1173 and 1373 K.
Renewable heat needed here for this purpose can be from solar concentrators that
will enhance its efficiency. Equations (12 and 13) are the basic global reactions
involved during CO2-assisted gasification other than pyrolytic reactions. CxHy refers
to pyrolytic intermediates, and C refers to solid state carbon content (which forms
char at the end of reaction) [71]. During this process, the feedstock pyrolyzes at high
temperature to form volatiles and char. These intermediates then react with CO2 via
dry reforming in the gas-phase and Boudouard reaction in the solid phase (with char)
to form H2 and CO, see Eq. (12 and 13). The syngas composition can be adjusted
downstream using shift processes to desired values.
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(a) CO2 consumption during polyeth-
ylene waste gasification

(b) CO2 gasification during waste 
tire gasification
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Fig. 12 Net CO2 consumption per gram of a cross-linked polyethylene wastes and b waste tires
gasified to form syngas [72, 74]

CxHy + xCO2 ↔ y

2
H2 + 2xCO (12)

C + CO2 ↔ 2CO (13)

Understanding the influence of CO2 and the feasibility of this process for conver-
sion of various feedstocks is essential to scrutinize feedstocks that offer more favor-
able possibilities on CO2 utilization. The present authors and their predecessors have
carried out series of CO2-assisted gasification of various biomass wastes, plastic
wastes and their mixtures to obtain the operable conditions, feasibility and extent
of CO2 utilization capability [72–75]. Some sample results are given in Fig. 12
which shows the net CO2 consumed and converted to syngas per gram of feedstock
utilized and the effect of temperature on CO2 consumption [72]. Due to endothermic
nature of these reactions, increase in temperature provided increased CO2 conversion
capability. But optimization is needed as increase in temperature increased energy
requirement and thus decrease in cycle efficiency. Polyethylene wastes providedwith
CO2 consumption as high as 2 grams per gramof polyethylene converted,whilewaste
tires gasified consumed only ~0.5–0.7 grams of CO2 per gram of tire feedstock. This
is significantly high throughput compared to any other known CO2 utilization path-
ways. Development of CO2-assisted gasification for diverse feedstocks and scaling
to appropriate levels is a necessary step toward renewable, sustainable and carbon
neutral future.

10 Conclusions and Future Endeavors

Development of industrial processes for CO2 utilization is of imminent importance
as a bridge, while development of other carbon neutral energy and materials produc-
tion techniques are being carried out for our quest to gradually replace fossil fuel
consumption with renewables. CO2 capture techniques showed that various efficient
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techniques are available for capturing and transitioning to pure CO2, but sustain-
ability of the material, such as solvents and sorbents utilized for these processes,
needs to be improved. Studies on incorporating these techniques into large-scale
energy plants and other emitters are a future research pathway that is of pinnacle
importance to screen and optimize these processes at pilot and industrial plant scale
applications. Thermochemical redox looping was found to be promising in utilizing
solar or other renewable energy to convert CO2 to CO andH2O toH2. Their combina-
tion can be utilized and further explored to produce energy, transportation fuels and
various other value-added chemicals. Due to faster reaction rates and relatively lower
sintering tendency, CeO2-based oxygen carrier materials for redox looping were the
most extensively researched. While doping of CeO2 was investigated to improve its
performance, it needed higher reduction temperatures and provided with very low
oxygen storage capacity and reduction extent compared to ferrite and Hercynite-
based oxygen carriers. Some perovskite materials were also investigated in the
literature, which provided significantly better redox activity and relatively similar
kinetics of CeO2, but they require rare earth metals and other rare metals which
lowers its attractiveness as scaling this process would pose difficulties due to limited
availability of these materials. The ferrite-based oxygen carriers provide a better
option due to their ease of availability. They also provide higher availability of redox
oxygen, but lacked in thermal stability, lost via sintering, and slower kinetics due
to limited diffusion through FeO-Fe3O4 mixture. Incorporation of transition metals
was found to enhance the redox oxygen storage capacity to some extent. Supporting
or dissolving these materials over inert materials such as ZrO2 was found to increase
resistance toward sintering and improve the thermal stability and repeated cycle
performance. Incorporation of alumina into these materials also provided with better
performance at lower temperature due to the formation of aluminate. Layered double
hydroxide (LDH)derived frommixedmetal oxide ofMg/Al/Fewas developed,which
provided with the highest and thermally stable CO yields and high oxygen storage
capacity compared to any other CeO2 derivatives, and also some novel perovskites.
LDH provided thermal stability tested over 5 cycles. More oxygen corresponding
to Fe on surface was active for redox looping which inherently improved kinetics
compared to other iron-based oxygen carriers. Further research along these lines,
including incorporation of other transition metals, requires detailed examination.
This will help further improve its thermal performance and redox capability while
maintaining reasonable scalability from wider availability of these materials. CO2-
assisted gasification of biomass, plastic and tire wastes was found to be most suitable
and offered ease of scalability from the current state-of-the-art knowledge to convert
CO2 to a versatile product, syngas, which can be utilized to produce energy, fuels
and value-added chemicals. Research into scaling this process for utilizing renewable
energy needs to be addressed to develop a scalable version of this process. Devel-
opment of a feed-flexible gasification reactor, which can provide with high CO2

capture/utilization for varied feedstocks with minimal modification for operational
conditions is much desired. This can help in scaling up of this process and provide
a bridge toward carbon neutral energy future.
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Performance and Controlling Regimes
Analysis of Methane Steam Reforming
on Ru/γ-Al2O3 Cordierite Monoliths

Carmen W. Moncada Quintero , Roman Z. Babar,
and Stefania Specchia

Nomenclature

Fluid properties

CCH4,in;Cb Methane concentration in feed mixture (bulk) (mol m−3)
Cpf Heat capacity of the gas mixture (J mol−1 K−1)
Cpi Heat capacity of i component (J mol−1 K−1)
Cs Methane concentration at catalyst surface (mol·m−3)
DCH4−mix Diffusivity of CH4 in gas phase (m2 s−1)
DCH4,e Effective diffusivity of CH4 in coated layer (m2 s−1)
DCH4−i Binary diffusion of CH4 and i gas species (m2 s−1)
Dk Knudsen diffusion (m2 s−1)
he Heat transfer coefficient of gas mixture (W m−2 K−1)
km,e;kG Mass transfer coefficient of CH4 (m s−1)
km,app Apparent mass transfer coefficient (m s−1)
MCH4 Molecular weight of CH4 (kg kmol−1)
Mi Molecular weight of i compound (kg kmol−1)
Mmix Molecular weight of gas mixture (kg kmol−1)
P Transverse Peclet number (m)
Rg Universal gas constant (J mol−1 K−1)
uo Inlet gas velocity (m s−1)
vCH4 Molar volume of CH4 (cm3 mol−1)
ν i Molar volume of i compound (cm3 mol−1)
yCH4 Mole fraction of CH4
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yi Viscosity of i compound (kg m−1 s−1)
μi Viscosity of i compound (kg m−1 s−1)
μf Viscosity of gas mixture (kg m−1 s−1)
λi Thermal conductivity of i component (W m−1 K−1)
λmix Thermal conductivity of gas mixture (W m−1 K−1)
ρ f Density of gas mixture (kg m−3)

Reaction Data

F tot Total gas flow rate (m3 s−1)
kobs Observed first-order reaction rate constant (s−1)
ks Surface reaction rate constant
P Reaction pressure (kPa)
rCH4 Reaction rate for CH4 (kmol kg−1 s−1)
RCH4 Volumetric reaction rate for CH4 (kmol m−3 s−1)
T Reaction temperature (K)
Tb, Ts Temperature in the bulk of the gas phase and surface of the catalyst

layer (K)
Tb,c Temperature in the bulk of the catalyst layer (K)
φ Thiele modulus
H Effectiveness factor
�Hr Heat of MSR reaction (J mol−1)
λcat Catalyst thermal conductivity (W m−1 K−1)
λe Effective thermal conductivity (W m−1 K−1)

Monolith Properties

Ach Area of a single bare channel (m2)
Am Monolith area (m2)
AΩ,e Cross-sectional area of fluid phase (m2)
AΩ,i Cross-sectional area of catalyst layer (m2)
dh Hydraulic diameter (m)
df Average channel dimension (m)
D Inner length of the channel (m
Dm Monolith diameter (m)
GSA Geometric surface area (m2 m−3)
lw Channel width (m)
Lm Monolith length and diameter (m)
n Cell density (N° cell m−2)
Pc Interfacial perimeter (m
RΩ,e Characteristic length for gas phase (m)
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RΩ,i Characteristic length for coated layer (m)
E Voidage of square channel
δw Wall thickness (m)
ς Cell density (cpsi)

Coated Layer Properties

km,I Internal mass transfer coefficient (m)
rp Pore radius (m)
SBET Specific surface area (m2 g−1)
VBJH Total pore volume (cm3 g−1)
δc Coated layer thickness (m)
Ec Coated layer porosity
ρc Coated layer density (kg m−3)
τ c Tortuosity factor

Resistances

Re External mass transfer resistance (s m−1)
Ri Internal mass transfer resistance (s m−1)
Rr Reaction resistance (s m−1)
Rt Overall resistance (s m−1)

Characteristic Times

tc Characteristic contact time (s)
ted Transverse diffusion time for the flow area (s)
tid Transverse diffusion time for the coated area (s)
tr Characteristic reaction time (s)
tz Longitudinal diffusion time (s)

Dimensionless Numbers

A DCH4−mix/DCH4,e ratio
B RΩ,i/RΩ.e ratio
Ca Carberry number
Le Lewis number
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Pr Prandtl number
Re Reynold number
Sc Schmidt number
Shi, She Internal/external Sherwood number
Shi,∞,She,∞ Asymptotic internal/external Sherwood number
Shapp Apparent Sherwood number
β in; βext Dimensionless internal/external Prater number
γ b; γ s Arrhenuis number at the bulk and surface of the gas phase
χ Damkholer for interphase heat transport
ψ Damkholer for intraparticle heat
x Radial coordinate

Abbreviations

BET Brunauer–Emmet–Teller
EDX Energy dispersive X-ray
FESEM Field-emission scanning electron microscopy
ID Internal diameter
MSR Methane steam reforming
NDIR Non-dispersive infrared
SBET Specific surface area calculated by BET method
SCS Solution combustion synthesis
S/C Steam-to-carbon ration
TOS Time on stream
WGS Water gas shift
WHSV Weight hourly space velocity
XRD X-ray diffraction

1 Introduction

Hydrogen (H2) is one of themost abundant elements in the Earth’s crust, and due to its
capability to drive the generation of electricity without emitting harmful pollutants,
H2 is considered as a prominent clean, environmentally benign and safe-to-handle
major energy carrier of the future [1, 2]. Nowadays, H2 is used in several industrial
processes such as refining, treating metals, and food processing. In addition, H2 is
an essential building block for the production of ammonia, and thus fertilizers, and
of methanol, utilized as a part of the production of many polymers [3–7]. The most
important source of H2 today is natural gas (~97% of CH4) with approximately 80%
efficiency. In fact, more than 90% of the world’s H2 is produced by steam reforming
(SR), being the most viable option for supporting a future hydrogen economy [8,
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9]. Methane steam reforming (MSR) is a highly endothermic reaction (Reaction 1)
accompanied mainly by the side reaction of the water gas shift (WGS), which is
slightly exothermic (Reaction 2):

CH4 + H2O → CO + 3H2 �H0
298 = +206.3 kJ mol−1 (1)

CO + H2O → CO2 + H2 �H0
298 = −41.1 kJ mol−1 (2)

To be feasible at relatively low pressure and temperature (T < 1000 °C, P < 5 bars),
these reactions are carried out in the presence of a catalyst. Nickel-based catalysts are
actually themost widely used for industrial reforming processes because of their high
availability and low cost [8–10]. However, the catalytic activity gradually decreases
because of carbon deposition and sintering of Ni. Catalyst systems based on noble
metals have been extensively studied by many researchers, giving rise to excellent
catalytic performances toward MSR processes [11, 12]. Noble metals such as Ru,
Rh, Pd, Pt, and Ir have a higher barrier for carbon formation during operation than
Ni. Particularly, whiskers carbon formation (caused by carbon deposition) can be
problematic at severe condition for an effective performance of the catalyst [13].
Moreover, the catalyst may eventually break down [14]. Among the noble metals,
Ru and Rh are the most active metals with comparable performance, while Ru is
the most promising candidate due to its lower price [11–15]. On the other hand, the
nature of the support in MSR may also have a significant impact on the catalytic
activity. Carrier materials for MRS catalysts require high specific surface area, wider
pore structure easily accessible for gaseous transport, and thermal stability at high
temperature (<1000 °C), even in the presence of steam [16]. Alumina (Al2O3) is
widely used as catalyst carrier because it is inexpensive, reasonably thermally stable,
and can provide awide range of specific surface area and porosity through its different
phases [17, 18]. Ferreira-Aparicio et al. [19] investigated the role of Al2O3 support on
the catalytic activity of Ru catalysts during MSR. They found that surface hydroxyl
groups play a main role in the catalyst’s resistance to deactivation. In the same way,
Berman et al. [20] reported that during 10 days of operation of 1 wt% Ru/γ-Al2O3

catalyst in the temperature range of 600–900 °C, the activity was stable without
carbon depositions and change of mechanical properties of the catalyst.

Nowadays, research on MSR reaction is mainly devoted to improve the catalyst
performance by producing as much H2 as possible. Recently, the attention is focused
on structured systems with active components supported on different configurations
such as monoliths, foams, and honeycombs [16, 21–24]. In particular, monolith cata-
lysts have beenwidely used inmany applications due to for their excellentmechanical
and chemical durability, high geometric surface area, rapid response to transient oper-
ation, low pressure drop and smaller sizes than reactors with traditional catalyst pellet
materials. Furthermore, monolith reactors offer other advantages such as reduced
capital cost, smaller footprints, and potentially easier transportation compared to
fixed-bed reactors [25–27].
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Several studies have shown that structured catalysts improve heat and mass
transfer mechanisms between the fluid and solid phases. Especially, for endothermic
process, high thermal conductive supports allow optimal thermal management in the
catalytic volume maximizing heat transfer from the heating medium to the catalytic
volume and reducing the temperature gradient due to the endothermicity of the reac-
tion [28]. According to Tronconi et al. [28, 29], the effective thermal conductivity
of a structured catalysts depends fundamentally on the conductivity of the substrate
and that of the solid carrier deposited on the substrate. On the other hand, it is well
known that in many heterogeneous catalytic reactions, the overall rate of reaction is
often limited by mass transfer processes, which include both the internal diffusion
(at intermediate temperatures) and external diffusion (at sufficiently high tempera-
tures) of components into and out of the catalyst, especially for highly exothermic
or endothermic reactions such as combustion or steam reforming [23, 24, 30, 31].

In the present work, we investigated the catalytic performance towardMSR of Ru
and Rh on γ-Al2O3 catalysts supported on ceramic cordierite monoliths of square
channel. Firstly, we compared the catalytic performance in terms of CH4 conversion,
H2 production, CO selectivity, and H2/CO molar ratio of Rh and Ru supported on γ-
Al2O3. Secondly,we study the influence of the catalyst loading by varying the amount
of carrier and activemetal phase. Then,we evaluated the different controlling regimes
(kinetic, intraparticle, or interphase diffusion control) and heat transfer effects for the
best catalyst. All cordierite monoliths were coated by solution combustion synthesis.
Finally, we evaluated the stability of the catalyst on the best-selected one.

2 Methods

2.1 Chemicals and Monoliths

Aluminum (III) nitrate nonahydrate, Al(NO)3 9H2O (≥98% purity), ruthenium
(III) nitrosyl nitrate, 6Ru(NO)(NO3)3 (≥98% purity), rhodium(III) chloride, RuCl3
(≥98% purity), urea, CH4N2O (≥99% purity) were purchased from Sigma–Aldrich.
All aqueous solutions were prepared using ultrapure water (MilliporeMilli-Q system
with resistivity > 18M� cm). For catalytic activity tests, pure CH4, H2, andN2 gasses
(purity 99.999%) were supplied in cylinders provided by SIAD S.p.A. (Italy) and
used as received.

Ceramic monoliths of square channel (100 cell per in.2) made of cordierite in
dimensions of 40 mm diameter by 30 mm were provided by Chauger Honeycomb
Ceramics Co. (Taiwan).
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Table 1 List of catalyst
prepared by varying metal
and carrier load

Metal Carrier Catalyst Abbreviation

1.5% Ru 5% Al2O3 1.5% Ru/5% Al2O3 1.5Ru5Al

3.0% Ru 5% Al2O3 3.0% Ru/5% Al2O3 3Ru5Al

1.5% Ru 10% Al2O3 1.5% Ru/10% Al2O3 1.5Ru10Al

1.5% Ru 20% Al2O3 1.5% Ru/20% Al2O3 1.5Ru20Al

1.5% Rh 10% Al2O3 1.5% Ru/10% Al2O3 1.5Rh10Al

2.2 Catalysts Preparation

Before the catalyst deposition, cordierite monoliths were cleaned in an ultrasonic
bath with a water/acetone solution (50/50 vol.%) for 30 min and dried at 120 °C for
2 h. The catalytic layer based on Ru supported on γ-Al2O3 was coated by in situ solu-
tion combustion synthesis (SCS) following the detailed procedure discussed in our
previous work [32]. Briefly, the necessary amounts of aluminum nitrate, ruthenium
nitrosyl nitrate as precursors and urea as fuelwere dissolved in aqueous solution (3M)
under vigorous stirring. The ratio between the amount of urea used and the stoichio-
metric amount (�) was equal to 1 [33, 34]. Then, each monoliths was dipped in the
aqueous solution for 2–3 min and then introduced into a muffle furnace preheated at
600 °C for 10 min, where the combustion reaction occurred, letting the formation of
the catalytic layer, and rapidly cooled down to room temperature in fewminutes. The
operation was repeated until the design weight of Ru/γ-Al2O3 was reached. Finally,
the coated monoliths were calcined at 600 °C for 2 h in static air.

For comparison of the catalytic performance, Rh-based catalysts were also
prepared with the same procedure by using the corresponding nitrate of the active
metal. A set of X wt% (X = 1.5 and 3) of metal active phase (Ru, Rh) supported on
γ-Al2O3 (with varying carrier loadings equal to 5, 10, and 20 wt% compared to the
weight of the monolith) were prepared, according to Table 1.

2.3 Catalytic Tests

The catalytic activity of coated monoliths was evaluated toward MSR in a tubular
reactor of AISI 310 (40 mm ID) placed in an electric oven, which provided sufficient
heat to vaporize water. The entire plant was set to provide 3 kW of energy. The
micro-reactor temperatures were measured by two K-type thermocouples located,
respectively, at the inlet and outlet of the coated monolith. Before starting catalytic
tests, the structured catalysts were reduced in situ sending a flow of 100 Nml min−1

of H2 at 200 °C for 1 h. The catalytic tests were performed over a temperature
range of 550–850 °C, at different steam-to-carbon molar ratios (S/C: 3-3.2) and
weight hourly space velocities (WHSV 750–3000 Nl h−1 g−1

cat ). Mass flow controllers
(Brooks Instrument Smart Mass Flow) were used to measure and control the flow
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of gaseous reactants. The gas stream composition at the reactor outlet is monitored
by an ABB gas analyzer (NDIR module Uras 14 for CO/CO2/CH4, paramagnetic
module Magnos 106 for O2 and H2; water removed prior to entering the analyzer in a
condenser at 3 °C). For all catalytic tests, measurements were repeated at least three
times to assure their reproducibility and to check any possible aging phenomena on
the structured catalysts.

The investigated catalysts were compared on the basis of CH4 conversion, H2

production, CO selectivity, and H2/COmolar ratio. The CH4 conversion is calculated
to determine the amount of inlet CH4 that has reacted and converted to products
(Eq. 3).This value is based on the total dry outlet flow rate (Fout,dry), the inlet CH4

flow rate (CH4,inlet), and the CH4 concentration in the product mixture (CH4,conc).

CH4 conversion =
⎡
⎣1 −

(
CH4conc×Foutdry

100

)

CH4inlet

⎤
⎦ × 100 (3)

The H2 production is the H2 concentration in the product mixture (H2,conc). The
H2 selectivity (Eq. 4) is based on the molar volume of gas mixture (assuming it is
an ideal gas mixture) and the CH4 and H2 outlet flowrates (CH4,outlet and H2,outlet,
respectively).

H2 Selectivity =
⎡
⎣ H2outlet((

CH4inlet
Molecular Volume

)
− CH4outlet

)
⎤
⎦ × 100 (4)

The CO selectivity (Eq. 5) is based on the molar volume of gas mixture (assuming
it is an ideal gasmixture) and theCH4 andCOoutlet flowrates (CH4, outlet andCOoutlet,
respectively).

COSelectivity =
⎡
⎣ COoutlet((

CH4inlet
Molecular Volume

)
− CH4outlet

)
⎤
⎦ × 100 (5)

Finally, the molar ratio of H2/CO (Eq. 6) is monitored to analyze the product in
syngas concentration.

H2
/
CORatio = H2outlet

COoutlet
(6)
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2.4 Characterization on the Best-Selected Catalyst

The specific surface area, textural properties of powder and structured samples
were determined by N2 physisorption at −196 °C using an ASAP 2020 instrument
from Micromeritics. Prior to analysis, about 100 mg of each sample was outgassed
overnight at 150 °C under high vacuum. The specific surface areas (SBET) were deter-
mined by Brunauer–Emmet–Teller (BET) method in the relative pressure range of
0.05 and 0.30.

By using the same apparatus, the chemisorption analysis was carried out, in order
to evaluate the activemetals dispersion on supports. H2 saturationwas first performed
by flowing 20 Ncm3 min−1 of H2 for 2 h at 350 °C, and at the end, a He flow rate
of 20 Ncm3 min−1 for 1.5 h was fed to the apparatus increasing the temperature
to 370 °C. Then, at room temperature, a mixture of 10% CO in He was injected in
pulses of 500 NμL each, until the fulfillment of constant outlet peaks. The amount of
adsorbed gas was determined as the difference between the total injected volume and
the residual escaped one. The metal dispersion on the carrier surface was determined
as follows:

D% = 100 · S f · Vads · Mme

Vg · Fme
(7)

considering the stoichiometric factor Sf is equal to 1 (i.e., each Ru atom adsorbed
one CO molecule), the total volume of CO chemisorbed refers to the mass of the
carrier used for the analysis in Ncm3 g−1 (V ads), the metal atomic weight Mme

(101.07 g mol−1 for Ru) and the total mass fraction of the metal on the catalyst
(expressed as gme g−1 of carrier), and that one gas gmole, Vg, occupies 22,414 cm3 at
normal conditions.

X-ray diffraction (XRD) patterns were collected using a Philips X-Pert MPD X-
ray diffractometer equipped with copper Kα radiation at 40 kV and 30 mA to verify
the effective composition of the samples and derive qualitative indications of the
presence of comparatively large noble metals crystallite from its eventually visible
peaks. All powder samples were scanned in the 2θ range of 20–70° over 1 h. The
peaks were assigned according to the PCPFWIN database.

The surface morphology of the catalyst was examined by using a field-
emission scanning electron microscopy (FESEM JEOL-JSM-6700F instrument).
The elemental composition analysis was carried out by energy dispersive X-ray
spectroscopy (Oxford Instruments Inca EDX apparatus).

The geometrical properties of monoliths for square channel are calculated by
[35–39]:

n = 1

(D + δW )2
(8)

ε = D2 · n (9)
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Fig. 1 Thermal cycling for
stability tests: WHSV vs
TOS at 800 °C and S/C of 3

GSA = 4
(√

ε − ε
)

δw
(10)

dh = 4 · ε

GSA
(11)

where n is the cell density (N° cell m−2),D is the inner length of the channel (m), δw
is the wall thickness (m), ε is the voidage for square channels, GSA is the geometric
surface area (m2 m−3), and dh is the hydraulic diameter (m).

2.5 Stability Measurements

Stability tests were performed over 70 h of time on stream (TOS) at 800 °C for the
best-selected catalyst. The reactor was fed with a reactive mixture containing CH4

and H2O with a S/C equal to 3 and WHSV equal to 750 Nl h−1 g−1
cat . At 30 h of TOS

the WHSV was increased up to 1500 Nl h−1 g−1
cat . At 50 h of TOS the WHSV was

reported to 750 Nl h h−1 g−1
cat till the end of the experiment (70 h of TOS), according

to the thermal cycling shown in Fig. 1.

3 Results and Discussion

3.1 Ru/Rh Metal on γ -Al2O3 Carrier: Metal-Base Catalysts
Comparison

In order to compare the catalytic performance of noble metals coated on monolith
supports, Ru and Rh (active metal loading equal to 1.5 wt%) on γ-Al2O3 (10 wt% on
the bare cordierite monolith) were tested toward the MSR reaction. The experiments
were carried out in the temperature range of 550–850 °C, S/C equal to 3.0, and
WHSV of 750 Nl h−1 g−1

cat .
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As can be seen from Fig. 2a, both noble metal-based catalysts do not reach
complete methane conversion. However, the catalytic activity of the Ru-based one
was found to be themost promising toward theMSR reaction in terms of CH4 conver-
sion, H2 production, and CO selectivity. At temperatures higher than 750 °C, CH4

conversion for 1.5Ru10Al catalyst remained slightly stable at 88.2%, reaching the
maximum conversion (91.0%) at 800 °C, while for 1.5Rh10Al catalyst, CH4 conver-
sion increased for the entire temperature range studied achieving the maximum value
of 87% at 850 °C. On the other hand, H2 produced for both catalysts was nearly
the same, except at temperatures between 600 and 700 °C, where H2 production
was slightly higher for 1.5Ru10Al catalyst (Fig. 2a). As far as the selectivity of
CO is concerned, both catalysts showed an increase in CO selectivity at tempera-
tures between 550 and 700 °C. At temperatures above 700 °C, CO selectivity for
1.5Rh10Al catalyst remained stable at approximately 42%, while for 1.5Ru10Al
catalyst, it continued to increase up to 750 °C, where it reached the maximum selec-
tivity value of 50.25% and then decreased due probably to the WGS reaction, which
converts CO into CO2 (Fig. 2b). In fact, as shown in Fig. 2c, at temperatures between
725 and 850 °C, the H2/CO molar ratio was slightly higher for the Rh-based catalyst
because of CO consumption (WGS reaction), which led to a higher CO2 selectivity
compared to that obtained for the 1.5Ru10Al catalyst (Fig. 2d). It is important to
point out that the Ru-based catalyst produced a syngas richer in H2 and selective to
CO compared to the Rh-based catalyst one. For this reason, Ru was selected as the
active metal phase for further investigations.

Fig. 2 MSR tests, performance comparison of monoliths 1.5% Ru and 1.5% Rh on 10% γ-Al2O3
at WHSV = 750 and S/C = 3. a CH4 conversion and H2 production; b CO selectivity; c H2/CO
molar ratio, and d CO2 selectivity
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3.2 Ru/γ -Al2O3 Catalyst: Loading Comparison

The effect of catalyst loading on catalytic performance of Ru/γ-Al2O3 for MSR was
studied by varying the amount of both the carrier and the active metal phase. Three
different loads of γ-Al2O3 (5, 10, and 20 wt%), corresponding to 3.20, 6.45, and
12.89 mg cm−2, respectively, were studied. Ru, as the noble metal phase, was loaded
on γ-Al2O3 with two different percentages of active phase (1.5 and 3.0 wt%, respec-
tively) corresponding to a catalyst mass loading of 3.20 mg cm−2. All experiments
were carried out in the temperature range of 550–850 °C, with fixed S/C molar ratio
of 3.0 and volumetric flow equal to 32.65 NL h−1.

Figure 3a–d shows the effect of the carrier and active phase loading on the catalytic
performance of the various catalytic monoliths. The results pointed out that the best
catalytic performance was obtained with a load of 6.45 mg cm−2 (corresponding to
10 wt% of γ-Al2O3 and 1.5 wt% of Ru, sample 1.5Ru10Al), where the maximum
CH4 conversion achieved was 91% at 800 °C (Fig. 3a). On the other hand, H2

concentration was quite stable for all catalyst at temperatures from 650 to 850 °C,
with a H2 production higher than 60%, except for 1.5Ru5Al catalyst (Fig. 3b), where
the highest concentration of H2 reachedwas 43.22%. Analyzing the selectivity of CO
and the H2/CO molar ratio (Fig. 3c, d), the highest concentration in dry reformate of
CO was obtained for 1.5Ru10Al catalyst over the entire temperature range studied.
Interestingly, for the catalysts with mass loading of 3.2 mg cm−2 (corresponding to

Fig. 3 MSR tests, performance comparison at WHSV = 750 and 3 S/C = 3 of Ru/γ-Al2O3
monoliths with different catalyst loadings: a CH4 conversion; b H2 production; c H2/CO molar
ratio; d CO selectivity
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5 wt% of Al2O3 on the bare monolith), the catalytic performance was significantly
improved with increasing metal loading (from 1.5 to 3 wt%). In fact, the maximum
CH4 conversions reached at 800 °C for 1.5Ru5Al and 3Ru5Al catalysts were 48.19%
and 69.24%, respectively. Thus, the 3Ru5Al catalyst showed the second highest
production of H2 and CO selectivity after the 1.5Ru10Al one. It is also important to
note that all catalysts studied showed similar CO selectivity (23.37-27.08%) at 650
°C. Comparing with the results obtained by Amjad et al. [21] for Ru/Al2O3 catalyst
powder, similar results were reached in terms of CH4 conversion, H2 production,
and CO selectivity in the temperature range of 550–650 °C. Thus, according to our
previous work [39], it is possible to conclude that by increasing catalyst loading by
more than 10mgcm−2, the catalytic performance toward theMSR reaction decreases.
This result can be explained considering that an excess of Al2O3 carrier, which leads
to a thicker layer covering the monolith walls, could not participate in the catalytic
reaction and may even decrease both the dispersion of the noble metal and the
number of active sites. Besides, it is well known that higher catalyst loadings lead to
higher coating thickness and, therefore, a higher intraparticlemass transfer resistance,
worsening the overall catalyst performance [40–42]. In the following section, we
highlight in depth the mass transfer effects on structured monolith catalyst.

3.3 Mass Transfer Effects on Ru/γ -Al2O3 Structured
Monolith Catalyst

It is well known that the performance of a catalytic monolith involves a combination
of reaction and transport processes, where the reactants and products undergo a series
of steps over the catalyst, including: (1) diffusion of the reactants from the bulk
gas phase to the external surface of the structured catalyst (external or interphase
diffusion); (2) diffusion of the reactants into the catalyst pores to the active sites
(internal or intra-phase diffusion); (3) adsorption of the reactants onto active sites;
(4) reaction at specific active sites on the catalyst surface; (5) desorption of products
from catalyst sites; (6) diffusion of the products through the catalyst pores (internal
or intra-phase diffusion), and (7) diffusion of the products across the boundary layer
surrounding the structured catalyst (external or interphase diffusion) [43–45].

According to the literature, three main regimes of catalytic rate control can exist
in a coated monolith: (i) external/interphase diffusion regime (Steps 1 and 7); (ii)
internal/intra-phase diffusion regime (Steps 2 and 6); and kinetic regime (Steps 2
and 6) of the catalyst performance. Joshi et al. [46] developed a low-dimensional
(LD) model to analyze catalytic reactions in washcoated monolith with channels
of arbitrary shape. The LD model was derived directly by averaging the governing
equations and using the concept of internal and external mass transfer coefficients,
which were expressed in terms of three concentrations and two temperature modes
and include washcoat diffusional effects without using the concept of effectiveness
factor. Moreover, a practical criterion was developed to determine the transition
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between various controlling regimes in terms of resistances or concentration ratios
[47]. We used this criterion to quantify the relative importance of reaction, pore
diffusion, and external mass transfer processes in a coated monolith by SCS. Firstly,
we defined the characteristic length scales for transverse diffusion associated within
gas phase (RΩ,e) and catalytic layer (RΩ,i) in amonolith of square channel and circular
diameter with a coated layer for the case of first order reaction (Fig. 4). Then, we
determined the external mass transfer coefficient (km,e) between the bulk of gas phase
and the fluid-catalytic layer interface as [48]:

km,e = She · DCH4−mix

4 · RΩ,e
(12)

and the internal mass transfer coefficient (km,i) between the gas-catalytic layer
interface and bulk of catalytic layer as:

km,i = Shi · De

RΩ,i
(13)

where Df is the molecular diffusivity of the reactant in gas phase (m2 s−1), De

is the effective diffusivity of CH4 within coated layer (m2 s−1), She and Shi are
the external and internal Sherwood numbers, respectively. To determine She, we
considered the approximation proposed by Balakotaiah and West [49] used for any
arbitrary geometry:

She = She,∞ + 2.8

Sc
1
6

√
P (14)

where She,∞ is the asymptotic external Sherwood number (She,∞ = 2.98 for square
channel), Sc is the Schmidt number, and P is the transverse Peclet number calculated
as [50, 51]:

P = R2
Ω,e · u

L · DCH4−mix
(15)

To estimate Shi we used the correlation proposed by Balakotaiah et al. [52]:

Shi = Shi,∞ + Λφ2

1 + Λφ
(16)

where Shi,∞ is the asymptotic internal Sherwood number, φ is the Thiele modulus,
andΛ is a constant that depends on the coated layer geometric and kinetic parameter
[48]. Table 2 shows the effective diffusion lengths, asymptotic external and internal
Sherwood numbers and Λ for the channel shape and flow area under consideration.

Thus, considering the following assumptions: (1) laminar and fully developed
flow, (2) the hydraulic diameter of the channel much smaller than the length
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Table 2 Effective diffusion lengths, asymptotic external and internal Sherwood numbers and Λ

for square channel shape and circular flow area for the different catalyst studied

Catalyst RΩ,e [mm] RΩ,i [mm] She,∝ Shi,∝ Λ

1.5Ru5Al 0.45 0.188 2.98 1.836 1.2

3Ru5Al 0.4508 0.1865 2.98 1.836 1.2

1.5Ru10Al 0.435 0.225 2.98 1.836 1.2

1.5Ru20Al 0.4 0.3182 2.98 2.533 0.73

of cordierite monolith, (3) isothermal conditions, and (4) first order kinetic; we
expressed the overall resistance for mass transfer in a coated monolith by SCS
according to Balakotaiah et al. [47] as:

Rt = Re + Ri + Rr (17)

a. Re = 4 · RΩ,e

She · DCH4−mix
b. Ri = RΩ,i

Shi · De
c. Rr = 1

kr · RΩ,i
(18)

with Re resistance for external mass transfer (s m−1), Ri resistance for internal mass
transfer (s m−1), Rr resistance for MSR reaction (s m−1), and Rt overall resistance
for MSR process (s m−1).

To characterize the flow and the reactions, the following five characteristic times
are used [49, 53, 54]:

tc = Lm

uo
; tz = L2

m

DCH4−mix
; t ed = R2

Ω,e

DCH4−mix
; t id = δ2c

De
; tr = CCH4,in

rCH4 · ρc
(19)

where tc is the convection (or residence) time, tz is the longitudinal diffusion time for
the flow area, ted is the transverse diffusion time for the flow area, tid is the transverse
diffusion time for the coated area, and tr is the reaction time.

In Fig. 5a–d, we show the effect of γ-Al2O3 amount on the controlling regimes
toward MSR reaction on the prepared coated monolith catalysts. For all the catalysts
studied, the resistances to mass transfer (inter-/intra-phase diffusion) are much less
temperature sensitive, since the diffusivities of reacting species in the gas phase
(DCH4−mix) and in the coated layer (De) are much weaker functions of temperature

Fig. 4 Definition of the
characteristic length scales
for transverse diffusion
associated within gas phase
(RΩ,e) and catalytic layer
(RΩ,i) in a monolith of
square channel and circular
diameter with a coated layer
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Fig. 5 Definition of the characteristic length scales for transverse diffusion associated within gas
phase (RΩ,e) and catalytic layer (RΩ,i) in a monolith of square channel and circular diameter with
different coating: a 1.5Ru5Al; b 1.5Ru10Al; c 1.5Ru20Al; d resistance ratios for all catalysts
loading

in comparison to the reaction resistance, which is strongly dependent on Arrhenius
equation. Thus, the interphase and intraparticle mass transfer rates increase only
slightly with temperature. Therefore, as the catalyst temperature is increased, the
reaction rate increases exponentially, the reaction resistance becomes less dominant
and the mass transfer resistances become important.

When comparing the effect of γ-Al2O3 amount on the controlling regimes in
catalytic monoliths, the 1.5Ru5Al monolith operates in a kinetic regime at temper-
atures lower than 750 °C (Fig. 5a). By increasing the γ-Al2O3 loading to 20 wt%
(1.5Ru20Al catalyst), the process is completely controlled by the reaction for the
entire temperature range studied (Fig. 5c). As a result, a nearly uniform concen-
tration profile prevails in the transverse direction of the structure (Fig. 6). Thus,
when the catalytic performance of MSR reaction is solely governed by the reaction
kinetics, the total resistance (Rt) is practically equal to the reaction resistance and
the Rr/Rt ratio is greater than 0.8 (Fig. 5d). Besides, as expected, when the monolith
operates in a kinetic regime, the characteristic times for the MSR reaction are much
larger than that for the external and internal mass transfer diffusion (see Tables 10,
11 and 12). On the other hand, for the 1.5Ru10Al catalyst (10 wt% of alumina,
6.45 mg cm−2), the monolith operates in a mixed regime for all temperature range
studied, in which both the kinetic and the intraparticle diffusion co-exist (Fig. 5a),
with both Rr/Rt and Ri/Rt lower than 0.8. By observing the catalytic performance for
the different loading of γ-Al2O3 (Fig. 3), it is worth noting that for the 1.5Ru20Al
catalyst, the conversion of CH4 increases slightly with temperature, being practically
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Fig. 6 Resistances (a) and concentration (b) ratios for the various catalysts tested

steady for the temperature range under consideration. This effect explains why the
reaction resistance is practically independent with temperature. On the contrary, for
the 1.5Ru10Al catalyst, CH4 conversion increases more rapidly with temperature up
to 750 °C, and then remains slightly stable.

To gain insight into the catalyst activity by varying the γ-Al2O3 content, we
evaluated the Thiele modulus (φ) and the effectiveness factor (η) for a first-order
kinetics reaction, according to the following equations [47, 48]:

ø =
√
kr · R2

Ωi

De
η = 1

1 + ø2
Shi

(20)

where kr is the observed first-order reaction rate constant (s−1), RΩ ,i the effective
transverse diffusion length in the coated catalyst layer for the internal resistance (m),
De is the effective diffusivity of CH4 (m2 s−1), and Shi is the internal Sherwood
number. All the correlations and physical parameters used for the calculations of
φ and η are available in the Appendix. Figure 7 shows the effectiveness factor as
a function of Thiele modulus for the different catalyst loadings. As expected, the
effectiveness factor for the case of slow reaction φ � 1 tends to unit. In particular,
the 1.5Ru20Al catalyst showed a variation of φ much less sensitive to temperature

Fig. 7 Effectiveness factor (a) and apparent Sherwood number (b) for the various coatedmonoliths
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(0.82 < φ < 0.87) than the other catalyst loadings, indicating that the process is
rate-limited and the reaction rate is controlled by the intrinsic kinetics.

Additionally, we plot the experimentally observable overall Sherwood number
(Shapp) calculated using Eq. 21 as a function of reciprocal of temperature on a loga-
rithmic scale (Fig. 7b). The theoretical upper limit for Shapp (She,∞) is 2.98 for the
channel shape under consideration (square channel with circular flow area, Fig. 4)
[50, 51].

1

Shapp
= 1

She
+ μ · λ

4
· 1

Shi
+ μ · λ

4 · ø2 (21)

μ = RΩ,i

RΩ,e
λ = D f

De
(22)

It is evident from the results that the experimental conditions used lead to rather
low values of Sh. Bennett et al. [55] reported a value of Shapp as small as 0.05, which
was attributed to the low activation energies and pre-exponential factors obtained
for the catalytic oxidation of propane. Similar results were obtained by Joshi et al.
[56] for the case of hydrogen oxidation on Pt, which presents a very low intrinsic
activation energy (~9 kJ mol−1), obtaining experimental Sherwood numbers (Shapp)
less than 0.55. In our study, the apparent activation energies obtained for the MSR
reaction were determined from the conversion data (XCH4 < 5%) for the different
catalyst loads (Eaapp ≈ 50 kJ mol−1). These values are low compared to other
activation energies on supported Ru catalyst for MSR reaction [57, 58]. As shown in
Fig. 7b, low Shapp values (below 0.035) are obtained for the three catalysts studied,
especially for 1.5Ru20Al catalyst.

On the other hand, it is interesting to note that the ratios of reactant diffusivities
in the gas phase and the coated layer (μ) obtained in our study are greater than 225.
Joshi et al. [48] studied the variation of Shapp for the different controlling regimes by
varying the values of μ for circular channel with circular flow area. They obtained
that for values of diffusivity ratios higher than 200, the Shapp forφ � 1 (slow reaction)
is much lower than 0.1 (~10−2 to 10−3), as obtained in this study.

To study the effect of WHSV and S/C molar ratio on the controlling regimes in a
coated monolith by SCS, we selected the 1.5Ru10Al catalyst according to the best
results obtained in terms of CH4 conversion, H2 production, and CO selectivity. The
1.5Ru10Al catalyst was studied at space velocities of 750, 1500, and 3000 NL h−1

g−1
cat , calculated on metal basis, and S/C molar ratio of 3 and 3.2, respectively. As
visible in Fig. 8a, as the S/C molar ratio increases, both the mass transfer resistances
and the reaction resistance increase. In particular, Rr for the S/C molar ratio of
3.2 is about 1.5 times higher than that obtained at S/C 3 for the entire temperature
range studied. Since the catalytic performance decreased as the S/C molar ratio
increased (Fig. 14), lower rate constants (kobsr ) were obtained for S/C equal to 3.2,
thus increasing the reaction resistance. Since a higher bulk reaction controlling is
obtained either by increasing the S/C molar ratio as the WHSV, a concentration
profile closer to the unit exists in the transverse direction of the monolith (Fig. 8b).
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Fig. 8 Resistances (a) and concentration (b) ratios for different S/C values for the 1.5Ru10Al
coated monolith

3.4 Heat Transfer Effects on Ru/γ -Al2O3 Structured
Monolith Catalyst

For heterogeneous catalytic processes, heat management in chemical reactions is a
very important aspect for both reactor design and overall performance of the process.
In addition to mass transfer effects, heat transfer effects can also occur in heteroge-
neous catalysis for reactions with a significant heat of reaction, either exothermal or
endothermal such as combustion or steam reforming [45, 59, 60]. External temper-
ature gradients between the bulk of the fluid phase and the surface of the catalytic
layer are originated from the reaction enthalpy associated with surface reaction. The
external temperature difference can be large even when mass transfer limitations are
negligible, which disguises the actual reaction kinetics occurring at surface tempera-
ture (Ts) and not at the bulk of the fluid phase temperature (Tb). The surface temper-
ature can be determined by the heat balance at steady-state conditions, assuming
that the outer surface of the catalyst layer is uniformly available for the reactants.
In this way, each section of the outer surface behaves kinetically in the same way
as all other parts, thus the steady-state analysis of that system is essentially one-
dimensional [45, 59]. For more details of the heat balance, go to the supplementary
information section. We report the final expression of the heat balance using the
Chilton–Colburn analogies between mass and heat transfer:

(Tb − Ts) =
(

�Hr · Cb

ρ f · cp, f
)

· Le−2/3 · Ca (23)

Le = Sc

Pr
; Ca = Cb − Cs

Cb
(24)

where Tb, Ts is the temperature in the bulk of the gas phase and surface of the
catalyst layer (K), respectively, �Hr is the heat of MSR reaction (J mol−1), Cb is
the concentration in the bulk of the gas phase (mol m−3), ρ f is the density of the
gas phase (Kg m−3), cp, f is the heat capacity of the gas phase (J Kg−1 K−1), Le is
the fluid Lewis number, Pr is the Prandtl number, and Ca is the Carberry number.
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Thus, by dividing Eq. 23 by Tb, it is possible to obtain the dimensionless external
Prater number which represents the ratio of the maximum heat consumption and heat
transfer rates:

βext = �Tad
Tb

· Le−2/3 =
(

�Hr · Cb

ρ f · cp, f
)

· 1

Tb
· Le−2/3 (25)

The interphase heat transfer limitations canbe evaluated using the criterion derived
by Mears [61] (Eq. 26) with the perturbation approach, in which the heat transfer
resistance of the fluid phase is assumed to be lumped at the surface. We use this
criterion to estimate the external heat transfer effects by varying the alumina content
in the monolithic catalyst:

χ =
(
�H · Robs · RΩe

)
he · Tb <

0.15

γb
; γb = Eact

Rg · Tb (26)

where Robs is the observed reaction rate (molm3 s−1), he is the heat transfer coefficient
associated for the gas phase (Wm−2 K−1), Rg is the gas constant (J mol−1 K−1), Eact

is the apparent activation energy of the reaction (J mol−1), χ is the Damkholer for
interphase heat transport and γb is the Arrhenuis number evaluated at the bulk of the
gas phase.

As observed in Fig. 9, for the 1.5Ru5Al2O3 catalyst, external heat transfer limi-
tations are presented for the complete temperature range studied, while for the

Fig. 9 External Damköhler numbers in a monolith of square channel and circular diameter with
different coating: a 1.5Ru5Al; b 1.5Ru10Al; c 1.5Ru20Al. External Prater number for the various
catalysts loading (d)
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1.5Ru10Al catalyst the thermal effects are important a temperature below 725 °C.
On the other hand, no interphase heat transfer limitations are observed for the higher
catalyst loading. It is important to note that for the lower alumina content the tempera-
ture difference between the bulk of the gas phase and the surface of the catalytic layer
increases considerably as the inlet gas temperature increases from 650 to 800 °C and
then starts to decrease probably as mentioned above, and in this temperature range
initiates the WGS reaction which is exothermic and leads to an increase in the Ts .
For catalysts with 10 and 20 wt% of alumina, the �T is practically constant as the
temperature of the reactant gas increases, approximately 70 and 25 K, respectively. It
is also important to point out that the temperature difference between bulk and outer
catalytic layer surface is directly proportional to the heat of MSR reaction per mol of
diffusing reactant and the fractional drop in concentration between the bulk of the gas
phase and the surface of the catalyst layer (see Eq. 23). Thus, the quotient of the heat
consumed by complete reaction of unit volume of reacting gasmixture (�Hr ·Cb) and
the volumetric heat capacity of the reacting mixture (ρ f · cp, f ) gives the temperature
rise equivalent to complete adiabatic conversion of the reacting mixture when Cs is
zero. Eq. 23 also shows that heat transfer limitation and �T may be significant if
�Hr values are large, even when concentration gradients are small as those obtained
in Sect. 3.4 for all the alumina loading studied. Since the MSR reaction is highly
endothermic, the temperature of the catalyst surface will be less than in the bulk-fluid
phase, and the observed rate will be less than that corresponding to the bulk-fluid
temperature.

In addition to the interphase heat transfer limitations, a large number of highly
exothermic and endothermic catalytic reactions are accompanied by internal thermal
effects, particularly for relatively fast intrinsic kinetics. Anderson in 1963 [62]
applied the perturbation approach to derive a criterion for the lack of importance
of temperature gradients in catalyst particles. The reaction is assumed to follow
Arrhenius temperature dependence, and this criterion is valid regardless of whether
there are diffusion limitations in the particle or not. Thus, we use this criterion to
evaluate the intraparticle heat transfer effects by varying the alumina content in the
structured catalyst:

(
�H · Robs · R2

Ωi

)
λcat · Ts <

0.75

γs
(27)

ψ =
(
�H · Robs · R2

Ωi

)

λcat · Ts ; γs = Eact

Rg · Ts (28)

where λcat is the thermal conductivity of the Ru/Al2O3 catalyst (Wm−1 K−1),ψ is the
Damkohler for intraparticle heat transport and γs is the Arrhenuis number evaluated
at the surface of the gas phase. As observed from the Fig. 10a–c, for all the catalyst
loading studied ψ � 0.75

γs
indicating that the absence of intraparticle heat transfer.

This can also be observed by studying the temperature gradients within the catalytic
layer using the relationship originally derived by Damköhler in 1943 [63], which is
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Fig. 10 Internal Damköhler numbers in a monolith of square channel and circular diameter with
different coating: a 1.5Ru5Al; b 1.5Ru10Al; c 1.5Ru20Al. Internal Prater number for the various
catalysts loading (d)

valid for all the kinetics and applies to all the particle geometries assuming that Ts
and Cs are uniform over the entire boundary surface [45]:

(
Ts − Tb,c

) = (�Hr ) · De

λe
· (
Cs − Cb,c

)
(29)

where Tb,c is the temperature in the bulk of the catalyst layer (K), Cb,c is the concen-
tration within the catalyst layer, and λe is the effective thermal conductivity. It is
worth noting the largest possible temperature difference into the catalyst layer is
attained when the concentrations within the bulk of the catalyst layer becomes zero;
hence, we can refer the maximum temperature difference (�Tmax) to the surface
temperature using the dimensionless internal Prater number (βin) by [45, 59]:

βin = �TmaxTs = (�Hr ) · Cs

Ts
· De

λe
(30)

As shown in Fig. 10 d, all βin values are much smaller than one, indicating the
absence of temperature gradients within the catalytic layer, confirming in this way
the results obtained by using the Anderson criterion.

In the following section, we will discuss the results obtained of the physico-
chemical characterization on the best catalyst selected.
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3.5 Characterization of Powdered Catalyst and Coated
Structured Supports

Table 3 shows the specific surface area (SBET) of powder samples, bare and coated
monoliths. Comparing with the pure powder of γ-Al2O3, the SBET of 1.5 wt% Ru/γ-
Al2O3 powder catalystwas decreasedby82.6%, to 191.5m2 g−1. Instead, considering
the practically zero SBET of the baremonolith, as expected, the deposition of γ-Al2O3

on the monolith, as carrier of Ru (the active metal) notably increased the SBET of the
bare monolith.

Ru metal dispersion and crystallite size obtained from H2 chemisorption were
5.3% and 25 nm, respectively. Similar results were obtained in our previous work
in terms of crystal size [33], while a greater dispersion of Ru is obtained when the
catalyst is prepared in a single step by SCS.

Figure 11 shows theXRDdiffraction patterns of the 1.5wt%Ru/γ-Al2O3 catalyst,
comparedwith the reference patterns of γ-Al2O3 andRuO2. The diffractogram shows
the peaks related to the Ru in its oxidized form (RuO2 JCPDS database, ref. 00-002-
1365) and the γ-Al2O3 in its amorphous structure (JCPDS database, ref. 00-001-
1243).

Figure 12 showsFESEMimages of the coatedmonolith. There is a gooddispersion
of the catalytic particles on the surface of themonolith. In particular, alumina particles
on the surface of the monolith are well dispersed by providing sufficient specific
surface area to host Ru. Furthermore, Ru particle size distribution on Al2O3 particles
seems to be wider. Table 4 shows the EDX analysis coupled with FESEM, giving
evidence of the presence of Ru particles and alumina.

Table 3 Specific surface area
values of different types of
catalysts

Catalyst SBET [m2 g−1]

γ-Al2O3 powder 231.7 [39]

Ru/γ-Al2O3 powder 191.5 [21]

1.5 wt% Ru/γ-Al2O3 on cordierite monolith 23.8

Bare cordierite monolith 0.009

Fig. 11 XRD patterns of 1.5
wt% Ru/γ-Al2O catalyst,
with the reference peaks of
RuO2 (JCPDS database, ref.
00-002-1365) and γ-Al2O3
(JCPDS database, ref.
00-001-1243)
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Fig. 12 FESEM images of 1.5% Ru on 10% alumina on 100 cpsi monolith at different
magnifications. a 100X, b 50,000 kX, c 150,000 kX

Table 4 EDX analysis of the
100 cpsi monolith coated with
1.5% Ru on 10% alumina

Element Weight % Atomic %

O 53.45 68.56

Mg 1.09 0.92

Al 34.88 26.50

Si 5.54 2.58

Ru 7.04 1.44

Tot 100.00 100.00

3.6 Ageing Test on the Best Performing Coated Monolith

After performing various experiments, the catalyst 1.5Ru10Al performed best in all
types of test. The conversion remained higher than the others, and it showed high
productivity and higher CO selectivity at low WHSV for temperatures between 600
and 750 °C and S/C 3. The most competitive catalyst with the same experimental
conditions was Rh, but it was clearly seen that the difference in performance was
almost more than 8%.

Furthermore, a new cordierite monolith was coated with the best catalyst,
1.5%Ru/10%Al2O3, and its catalytic performance was evaluated with respect to
time. Figure 13 shows methane conversion versus the time on stream (TOS), at two
differentWHSV. In the first 30 h, reaction conditions were fixed at 800 °C,WHSV=
750 and S/C = 3. Then, for the next 20 h, WHSV was increased to 1500, and finally

Fig. 13 Stability test of the
cordierite monolith coated
with 1.5%Ru/10%Al2O3
catalyst at 800 °C and S/C =
3. WHSV variable between
750 and 1500 Nl h−1 g−1

cat
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reduced again to 750 (being T and S/C always constant at 800 °C and 3, respectively).
Clearly, the coated monolith kept methane conversion almost constant at its starting
value, independent of the variation of WHSV.

Thus, this test confirms that overall at the temperature of 800 °C, even when
varying the WHSV, no significant difference is recorded in methane conversion,
which remained stable throughout the time period.

4 Conclusion

In this study, the catalytic performance and mass/heat transfer effects were evalu-
ated for Ru/γ-Al2O3 catalyst supported on ceramic cordierite monolith toward MSR
reaction. All the catalysts were prepared in a single step by solution combustion
synthesis coated on over monolith of square channel with 100 cpsi. By comparing
the catalytic performance of Ru and Rh as active metal phase, the Ru-based catalyst
was found to be more active toward MSR reaction, showing a syngas richer in H2

for the entire temperature range studied. The best catalyst loading of Ru/γ-Al2O3

catalyst was 6.45 mg cm−2, where the excess of Al2O3 carrier could only lead to
a thicker layer and not participate in the catalytic reaction, leading to the catalyst
working in an entirely kinetic regime. The temperature dependence on the external
and internal diffusion regimes is much weaker compared to the reaction resistance,
which is strongly dependent of the Arrhenius equation. External heat transfer limita-
tions were presented at lower carrier content, while that low values of internal Prater
numbers confirmed the absence of internal heat limitation. An excellent stability of
the 1.5% Ru on 10% Al2O3 catalyst (1.5Ru10Al sample) was observed over 70 h of
TOS for MSR process.

Appendix

In the following, a detailed explanation of fluid and catalyst layer properties determi-
nation, characteristic time analysis, external and internal mass transfer calculations
and heat transfer investigation is reported.

Estimation of Fluid Properties

Molecular weight (Mmix), density (ρ f ) and viscosity (μ f ) of gas mixture were
calculated as:
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Mmix =
n∑

i=1

yi Mi (31)

ρ f = PMmix

RgT
(32)

μ f =
∑n

i=1 μi yi M
1/2
i∑n

i=1 yi M
1/2
i

(33)

where yi is the mole fraction of the compound, Mi is the molecular weight of the
compound (kg kmol−1), P is the pressure (kPa), T is the absolute temperature (K),
R is the universal gas constant (J mol−1 K−1), and μi is the viscosity of a single
component (kg m−1 s−1).

Gas viscosity (μi , μP) of a single component was calculated as:

μi = A + BT + CT 2 (34)

using the tabulated values of A, B, and C [64] (Table 5).
The diffusivity of CH4 in gas mixture (DCH4−mix, cm2 s−1) was calculated from

the binary diffusion of CH4 and i gas species (DCH4−i ) by:

DCH4−mix = 1 − yCH4∑n
i=1;i 	=CH4

yi
DCH4−i

(35)

where DCH4−i was determined by Fuller equation (Eq. 36) [65], using tabulated
values of ν i [66].

DCH4−i =
10−3T 1.75

(
1

MCH4
+ 1

Mi

)

P
(
ν
1/2
CH4

+ ν
1/3
i

)2 (36)

where νi is given in Table 6.
The effective diffusivity of methane (DCH4,e) in the catalytic layer was calculated

using the following equation [67, 68]:

Table 5 Values of A, B, and C used in Eq. 34

CH4 H2O H2 CO CO2

A 3.844 −36.826 27.758 23.811 11.811

B 0.40112 0.429 0.212 0.53944 0.49838

C −0.00014303 −0.0000162 −0.0000328 −0.00015411 −0.00010851
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Table 6 Values of νi used in Eq. 36

CH4 H2O H2 CO CO2

νi (cm3·mol−1) 24.4 12.7 7.1 18.9 26.9

DCH4,e = εc

τc
·
(

1

DCH4−mix
+ 1

Dk

)−1

(37)

where εc is the coated layer porosity (εc = ρc · VBJH ) [69], τ is the tortuosity factor
(τ = 2 − εc) [70] and the Knudsen diffusion (Dk) was determined by Eq. 38 [71]:

Dk = 9700 · rp ·
√

T

MCH4

(38)

where ρc(kg m−3) is the bulk density of the catalyst (3500 kg m−3), VBJH is the total
pore volume (cm3 g−1), rp is the pore diameter (cm) and MCH4 is the molecular
weight of CH4.

The mass transfer coefficient of CH4 (kG , m s−1) was determined from the
Sherwood number (Sh) by:

kG = Sh · DCH4−mix

dh
(39)

where Sh is calculated from Reynold (Re) and Schmidt (Sc) numbers by Eqs. 40, 41
and 42 [60, 72, 73].

Sh = 2.976 ·
(
1 + 0.095 · Re · Sc · dh

Lm

)0.45

(40)

Re = dh · u0 · ρ f

μ f
(41)

Sc = μ f

ρ f · DCH4−mix
(42)

where dh is the hydraulic diameter of the bare monolith (m), Lm is the monolith
length (m), u0 is the inlet gas velocity at operative conditions (m s−1), ρ f is the
density of gas mixture (kg m−3), μ f is the viscosity of gas mixture (kg m−1 s–1) and
DCH4−mix is the diffusivity of CH4 in gas phase (m2 s−1).

The inlet gas velocity at operative conditions u0 (m s−1) was calculated as:

uo = Fch

Ach · ε
· T

TSt
· P

PSt
(43)
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where Fch is the total flow of the gas mixture for channel (m3 s−1), ε is the coated
monolith voidage, Ach is the frontal area of the bare monolith for square channel
(m2), TSt (K) and PSt (Pa) are the standard temperature and pressure, T (K) and P
(Pa) are the operative temperature and pressure.

The thermal conductivity of gas mixture (λmix, W m−1 K−1) was calculated as:

λmix =
∑n

i=1 λi yi M
1/2
i∑n

i=1 yi M
1/2
i

(44)

where λi is the thermal conductivity of a single component (W m−1 K−1) calculated
as:

λi = A + BT + CT 2 (45)

using the tabulated values of A, B, and C [64] (Table 7).
The heat capacity of the gas mixture (Cp f J mol−1 K−1) was calculated as:

Cp f =
∑n

i=1 Cpi yi M
1/2
i∑n

i=1 yi M
1/2
i

(46)

where Cpi is the heat capacity of a single component (J mol−1 K−1) calculated as
[64] (Table 8).

Cpi = A + BT + CT 2 + DT 3 + ET 4 (47)

Table 7 Values of A, B, and C used in Eq. 45

CH4 H2O H2 CO CO2

A −0.00935 0.00053 0.03951 0.00158 −0.01200

B 1.4028E−04 4.7093E−05 4.5918E−04 8.2511E−05 1.0208E−04

C 3.3180E−08 4.9551E−08 −6.4933E−08 −1.9081E−08 −2.2403E−081

Table 8 Values of A, B, C, D, and E used in Eq. 47

CH4 H2O H2 CO CO2

A 34.942 33.933 25.399 29.556 27.437

B −3.9957E−02 −8.4186E−03 2.0178E−02 −6.5807E−03 4.2315E−02

C 1.9184E−04 2.9906E−08 −3.8549E−05 2.0130E−05 −1.9555E−05

D −1.5303E−07 −1.7825E−08 3.188E−08 −1.2227E−08 3.9968E−09

E 3.9321E−11 3.6942E−12 −8.758E−12 2.2617E−12 −2.9872E−131
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Estimation of Coated Layer Properties

Specific surface area (SABET = 23.79 m2 g−1) was determined from Brunauer-
Emmett-Teller (BET) and Barrett-Joyner-Halenda (BJH) analytic methods for
N2 adsorption-desorption isotherms. Pore radius (rp = 100 Å) was given by
2PVBJH/SABET equation.

Characteristic Time Analysis

The characteristic contact time, or residence time (tc, s) is determined by [73]:

tc = Lm

uo
(48)

where Lm is the monolith length (m) and uo is the inlet gas velocity at operative
conditions (m s−1).

The transverse diffusion time for the flow area (t ed , s) is determined by [73]:

t ed = R2
Ωe

DCH4−mix
(49)

where RΩe is the characteristic length scale for the fluid phase (m) and DCH4−mix is
the diffusivity of CH4 in gas phase (m2 s−1).

The transverse diffusion time for the coated area (t id , s) is determined by [73]:

t id = δ2c

DCH4,e
(50)

where DCH4,e is the effective diffusivity of CH4 in the coated layer (m2 s−1) and δc
is the coated layer thickness (m) calculated as [47]:

δc = l2w − π
4 · d2

f

π · d f
(51)

where lw (m) is the channel width and d f (m) is the average channel dimension
estimated by SEM.

The characteristic reaction time tr (s) is determined by [73]:

tr = CCH4,in

rCH4 · ρc
(52)
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whereCCH4,in is the concentration of CH4 in the feed mixture (kmol m−3), rCH4 is the
observed reaction rate for CH4 (kmol m−3 s−1), and ρc is the density of the catalytic
layer (kg m−3).

The longitudinal diffusion time tz (s) is determined by [49]:

tz = L2
m

DCH4−mix
(53)

where Lm is the monolith length (m) and DCH4−mix is the diffusivity of CH4 in gas
phase (m2 s−1).

External and Internal Mass Transfer Analysis

Characteristic Dimensions for the External and Internal Mass Transfer
Analysis

In order to study the external and internal mass transfer resistances, two different
characteristic cross-sectional areas for a single channel of the monolith are defined:
the cross-sectional area of gas phase or circular flow area AΩ,e (m2) and the cross-
sectional area of coated catalyst layer AΩi (m2).

The cross-sectional area of fluid phase AΩ,e (m2) is calculated as:

AΩ,e = π · d2
f

4
(54)

where d f (m) is the average channel dimension estimated by SEM.
The cross-sectional area of coated catalyst layer AΩ,i (m2) is calculated as:

AΩi = Ach − Ac (55)

where Ach is the area of a single bare channel (m2) and Ac is the area remaining
available in the channel for the flow of reactants after catalyst deposition (m2). For
the channel shape under consideration (square channelwith circular flowarea, Fig. 4),
Ac (m2) corresponds with the circular flow area AΩ,e (m2).

The area of a single bare channel Ach (m2) is calculated as:

Ach = l2w (56)

where lw (m) is the channel width.
Thus, it is possible to define the characteristic length scales for the fluid phase

RΩ,e (m) and for the coated catalyst layer RΩ.i (m).
The characteristic length scale for the fluid phase RΩ,e (m) is defined as [47]:
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RΩ,e = AΩ,e

Pc
(57)

where AΩe (m2) is the flow area (or cross-sectional area of fluid phase) and Pc (m)
is the fluid-coated catalyst layer interfacial perimeter.

The fluid-coated catalyst layer interfacial perimeter is calculated as:

Pc = π · d f (58)

Thus, the characteristic length scale for the fluid phase RΩe (m) can be expressed
as:

RΩ,e =
π ·d2

f

4

π · d f
= d f

4
(59)

The characteristic length scale for the coated catalyst layer RΩ,i (m) is defined as
[47]:

RΩ,i = AΩ,i

Pc
(60)

where AΩi (m2) is the cross-sectional area of coated catalyst layer and Pc (m) is the
fluid-coated catalyst layer interfacial perimeter.

Thus, the characteristic length scale for the coated catalyst layer RΩi (m) can be
expressed as:

RΩ,i = l2w − π ·d2
f

4

π · d f
(61)

External and Internal Mass Transfer Coefficients

The external mass transfer coefficient km,e(m s−1) between the bulk of fluid phase
and the fluid-coated catalyst layer interface is calculated as [47]:

km,e = She · DCH4−mix

4 · RΩe
(62)

where She is the external Sherwood number, DCH4−mix is the diffusivity of CH4 in
gas phase (m2 s−1) and RΩ,e is the characteristic length scale for the fluid phase (m).

The internal mass transfer coefficient km,i (m s−1) between the interior of the
coated catalyst layer and fluid-coated catalyst layer interface is calculated as [47]:
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km,i = Shi · DCH4,e

RΩ,i
(63)

where Shi is the internal Sherwood number, DCH4,e is the effective diffusivity of CH4

in the coated layer (m2 s−1) and RΩ,i is the characteristic length scale for the coated
catalyst (m).

The external Sherwood number She is calculated by [47]:

She = She,∞ + 2.8

Sc1/6
· √

P (64)

where She,∞ is the asymptotic external Sherwood number, Sc is the Schmidt (Sc)
number and P is the transverse Peclet number. For square channel, She,∞ = 2.98.

The transverse Peclet number is calculated as [47]:

P = R2
Ω,e · uo

Lm · DCH4−mix
(65)

where RΩ,e is the characteristic length scale for the fluid phase (m), uo is the inlet gas
velocity at operative conditions (m s−1), Lm is the monolith length (m) and DCH4−mix

is the diffusivity of CH4 in gas phase (m2 s−1).
The internal Sherwood number Shi is calculated by [47]:

Shi = Shi,∞ + Λ · ø2
1 + Λ · ø (66)

whereShi,∞ is the asymptotic internal Sherwoodnumber,Λ is a constant that depends
on the coated catalyst layer shape and kinetic parameters and ø is the Thiele modulus.

The Thiele modulus ø for a first order reaction is defined as:

ø =
√
kobs · R2

Ω,i

DCH4,e
(67)

where kobs is the observed first-order reaction rate constant (s−1), RΩ,i is the effective
transverse diffusion length in the coated catalyst layer (m) and DCH4,e is the effective
diffusivity of CH4 (m2 s−1).

The effectiveness factor η for a first order reaction can be expressed as [47]:

= 1

1 + ø2
Shi

(68)

where ø is the Thiele modulus for a first order reaction and Shi is the internal
Sherwood number.
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Multiple Resistances in Series Approach

The overall resistance for mass transfer Rt (s m−1) is defined as [47]:

Rt = Re + Ri + Rr (69)

where Re is the resistance for the external mass transfer (s m−1), Ri is the resistance
for the internal mass transfer (s m−1) and Rr is the reaction resistance (s m−1).

The resistance for the external mass transfer Re(s m−1) can be calculated as:

Re = 1

km,e
(70)

where km,e is the external mass transfer coefficient between the bulk of fluid phase
and the fluid-coated catalyst layer interface (m s−1).

The resistance for the internal mass transfer Ri (s m−1) can be calculated as:

Ri = 1

km,i
(71)

where km,i is the internal mass transfer coefficient between the interior of the coated
catalyst layer and fluid-coated catalyst layer interface (m s−1).

The reaction resistance Rr (s m−1) can be calculated as:

Rt = 1

kobs · RΩi
(72)

where RΩi (m) is the characteristic length scale for the coated catalyst layer and kobs
(s−1) is the observed first-order reaction rate constant.

Thus, the apparent (or overall experimentally observable)mass transfer coefficient
km,app (m s−1) can be calculated as [47]:

1

km,app
= 1

km,e
+ 1

km,i
+ 1

kobs · RΩi
(73)

where km,e is the external mass transfer coefficient between the bulk of fluid phase
and the fluid-coated catalyst layer interface (m s−1), km,i is the internal mass transfer
coefficient between the interior of the coated catalyst layer and fluid-coated catalyst
layer interface (m s−1), kobs is the observed first-order reaction rate constant (s−1)
and RΩi is the characteristic length scale for the coated catalyst layer (m).

Writing Eq. 73 in dimensionless form gives:

1

km,app
· DCH4−mix

4 · RΩ,e
=

(
1

She
+ RΩ,i · DCH4−mix

4 · RΩ,e · DCH4,e · Shi + DCH4−mix

4 · RΩ,ekobs · RΩi

)
(74)
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1

Shapp
=

(
1

She
+ α · β

4
· 1

Shi
+ α · β

4 · ø2
)

(75)

where the various dimensionless groups appearing in Eq. 75 are defined as:

β = RΩ,i

RΩ,e
α = DCH4−mix

DCH4,e
, ø2 = kobs · R2

Ω,i

DCH4,e
,

ø2 = kobs · R2
Ωi

DCH4,e
,Shapp = 4 · km,app · RΩe

DCH4−mix
(76)

where km,app (m s−1) is the apparent (or overall experimentally observable) mass
transfer coefficient, DCH4,e is the effective diffusivity of CH4 (m2 s−1), DCH4−mix

is the diffusivity of CH4 in gas phase mixture (m2 s−1), RΩi is the characteristic
length scale for the coated catalyst layer (m), RΩe is the characteristic length scale
for the fluid phase (m), Shi is the internal Sherwood number, She is the external
Sherwood number, kobs is the observed first-order reaction rate constant (s−1), ø is the
Thiele modulus for a first order reaction and Shapp is the apparent (or experimentally
observed) mass transfer coefficient.

In kinetic regime, the apparent mass transfer coefficient can be written as:

Shapp,kin = 4 ∗ ø2

α · β
(77)

Heat Transfer Effects

For highly endothermic reactions such as methane steam reforming, temperature
gradients between the gas phase and catalyst surface cannot be neglected. Under
steady-state conditions, the rate of mass transfer of methane reactant from the gas
phase mixture to the solid surface must be equal to the rate of methane reactant
conversion by surface reaction:

km,e · AΩ,e · (Cb − Cs) = ks · AΩ,e · Cn
s (78)

where ks is the surface reaction rate constant, Cb is the concentration in the bulk of
the gas phase (mol m−3), Cs is the concentration in the surface of the catalyst layer
(mol m−3).

Assuming that the outer surface of the catalyst particle is uniformly accessible
to the reagents, that is, the thickness of the concentration and thermal boundary
layers over the particle surface has constant values. Since each section of the outer
surface behaves kinetically the same as all other parts, steady-state analysis of such
a system is essentially one-dimensional [45, 59]. Thus, the heat generated by the
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surface reaction can be calculated by multiplying the mass transfer rate with the heat
of reaction per mol of reactant. At steady state, we can obtain:

km,e · AΩ,e · (Cb − Cs) · (�Hr ) = he · AΩ,e · (Tb − Ts) (79)

Solving the temperature difference, the final expression is given by:

km,e

he
· (Cb − Cs) · (�Hr ) = (Tb − Ts) (80)

where Tb,Ts is the temperature in the bulk of the gas phase and surface of the catalyst
layer (K) respectively, �Hr is the heat of MSR reaction (J mol−1) and he is the heat
transfer coefficient associated for the gas phase (W m−2 K−1).

Hence, using the Chilton–Colburn analogy between heat and mass transfer
( jH ≈ jM) for simple gas mixture, we can replace the ratio km,e

he
and obtain the

following expression [45, 59]:

km,e = jM · G
ρ f · Sc 2

3

he = jH · G · Cp f

Pr
2
3

(81)

(Tb − Ts) = �Hr

ρ f · Cp f
·
(
Pr

Sc

) 2
3

· (Cb − Cs) (82)

Considering the Lewis (Le) and Carberry (Ca) number, we can obtain the final
expression as [45, 59]:

Le = Sc

Pr
Ca = Cb − Cs

Cb
(83)

(Tb − Ts) =
(

�Hr · Cb

ρ f · cp, f
)

· Le−2/3 · Ca (84)

where ρ f is the density of the gas phase (Kg m−3), cp, f is the heat capacity of the
gas phase (J Kg−1 K−1) and Pr is the Prandtl number.

Thus, by dividing Eq. 83 by Tb, it is possible to obtain the dimensionless external
Prater number (βext), which represents the ratio of the maximum heat consumption
and heat transfer rates:

Ts
Tb

= 1 −
(

�Hr · Cb

ρ f · cp, f
)

· 1

Tb
· Le−2/3 · Ca (85)

Ts
Tb

= 1 − �Tad
Tb

· Le−2/3 · Ca (86)

Ts
Tb

= 1 − βext · Ca (87)
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where �Tad is the adiabatic temperature rise (�Tad = �Hr ·Cb
ρ f ·cp, f ; K ) and βext is the

dimensionless external Prater number (βext = �Tad
Tb

· Le−2/3).
The interphase heat transfer limitations canbe evaluated using the criterion derived

by Mears [61] (Eq. 88) with the perturbation approach, in which the heat transfer
resistance of the fluid phase is assumed to be lumped at the surface:

χ =
(
�H · Robs · RΩe

)
he · Tb <

0.15

γb
; γb = Eact

Rg · Tb (88)

where Robs is the observed reaction rate (molm3 s−1), he is the heat transfer coefficient
associated for the gas phase (Wm−2 K−1), Rg is the gas constant (J mol−1 K−1), Eact

is the apparent activation energy of the reaction (J mol−1), χ is the Damkholer for
interphase heat transport and γb is the Arrhenuis number evaluated at the bulk of the
gas phase.

Anderson in 1963 [62] applied the perturbation approach to derive a criterion for
the lack of importance of temperature gradients in catalyst particles. The reaction
is assumed to follow Arrhenius temperature dependence and this criterion is valid
regardless of whether there are diffusion limitations in the particle or not:

(
�H · Robs · R2

Ω,i

)

λcat · Ts <
0.75

γs
(89)

ψ =
(
�H · Robs · R2

Ω,i

)

λcat · Ts ; γs = Eact

Rg · Ts (90)

where λcat is the thermal conductivity of the Ru/Al2O3 catalyst (Wm−1 K−1),ψ is the
Damkohler for intraparticle heat transport and γs is the Arrhenuis number evaluated
at the surface of the gas phase.

In order to study the effects of mass and heat transfer, both balances must be
solved simultaneously to estimate the concentration and temperature profile. From
the mass balance, we can write the following expression:

De · d
2c

dx2
− (−R) = 0 (91)

The heat balance can be written as:

λe
d2T

dx2
− (−R) · (�Hr ) = 0 (92)

where λe is the effective thermal conductivity (W m−1 K−1). Considering that the
reaction rate (R) is the same in both balances, we can obtain the following expression:
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Table 9 Properties of the
bare monolith

� [cpsi] 100

Dm [m] 0.030

Lm [m] 0.0019

δw [m] 0.00063

N [m] 0.1563

E [–] 0.564

GSA [m2 m−3] 1187.333

dh [m] 0.0019

Am [m] 0.00126

De · (�Hr )

λe
· d

2c

dx2
= d2T

dx2
(93)

By integrating the Eq. 93 and considering the surface concentration and temper-
ature (Cs, Ts), we can obtain the following linear expression between internal
temperature and reactant concentration [15, 16]:

(
Ts − Tb,c

) = (�Hr ) · De

λe
· (
Cs − Cb,c

)
(94)

where Tb,c is the temperature in the bulk of the catalyst layer (K) and Cb,c is the
concentration within the catalyst layer (mol m−3). It is worth noting the largest
possible temperature difference into the catalyst layer is attained when the concen-
trations within the bulk of the catalyst layer becomes zero, hence we can refer
the maximum temperature difference (�Tmax) to the surface temperature using the
dimensionless internal Prater number (βin) by [15, 16] (Tables 9, 10, 11 and 12).

βin = �Tmax

Ts
= (�Hr ) · Cs

Ts
· De

λe
(95)

Table 10 Characteristic times for the 1.5Ru5Al catalyst

T [°C] tc [s] t id [s] ted [s] tr [s] tz [s]

550 0.3091 0.0456 0.0012 0.2238 5.1500

600 0.2914 0.0441 0.0010 0.1928 4.5926

650 0.2756 0.0428 0.0009 0.1883 4.1264

700 0.2615 0.0405 0.0008 0.1441 3.6903

750 0.2487 0.0394 0.0007 0.1151 3.3138

800 0.2371 0.0384 0.0007 0.0943 2.9217

850 0.2266 0.0384 0.0006 0.0939 2.6402
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Table 11 Characteristic times for the 1.5Ru10Al catalyst

T [°C] tc [s] t id [s] ted [s] tr [s] tz [s]

550 0.3091 0.0714 0.0010 0.1521 4.5226

600 0.2914 0.0691 0.0008 0.1212 3.9330

650 0.2756 0.0670 0.0007 0.1113 3.4816

700 0.2614 0.0651 0.0007 0.1040 3.1674

750 0.2487 0.0634 0.0006 0.1001 2.9079

800 0.2371 0.0618 0.0006 0.1001 2.6688

850 0.2266 0.0604 0.0005 0.1014 2.4751

Table 12 Characteristic times for the 1.5Ru20Al catalyst

T [°C] tc [s] t id [s] ted [s] tr [s] tz [s]

550 0.3091 0.1319 0.0008 0.4222 4.7509

600 0.2914 0.1277 0.0008 0.3860 4.2279

650 0.2756 0.1239 0.0007 0.3713 3.8065

700 0.2614 0.1204 0.0006 0.3459 3.4299

750 0.2487 0.1172 0.0006 0.3495 3.1437

800 0.2371 0.1142 0.0005 0.3401 2.8716

850 0.2266 0.1115 0.0005 0.3195 2.6049

Fig. 14 MSR tests, performance comparison of monoliths 1.5% Ru on 10% γ-Al2O3 at various
WHSV and S/C a CH4 conversion; b H2 production
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Flames and Reacting Systems



Effect of Natural Gas Blend Enrichment
with Hydrogen on Laminar Burning
Velocity and Flame Stability

A. R. Khan, M. R. Ravi, and Anjan Ray

1 Introduction

The combustion of fossil fuels has approximately an 85% share in supplying the
global energy requirement [1]. This massive amount of fossil fuel burning is a cause
of environmental pollution and climate change. Therefore, the study of efficient and
controlled combustion is significant for the development of human society as well as
for providing a better environment for all. Natural gas (NG) is the most widely used
gaseous fuel in the world [2], and it has a wide range of applicability in domestic,
industrial, and automotive applications. NG is not only cheaper and abundantly avail-
able, but it is also the cleanest fossil fuel. Although the main combustible component
ofNG ismethane (55.8–98.1%), its composition varies depending upon the field from
which it is extracted, season, refineries, and processes through which it is produced
[3]. Along with methane, natural gas also contains ethane (0.5–13.3%), propane
(0–23.7%), non-combustible gases such as N2 and CO2, and relatively trace level
of heavier hydrocarbons (HC). Hence, methane alone cannot be considered as the
representative of an NG blend. Keeping in mind the variability in the composition
of the NG blends, the fuel flexibility of any combustion appliance is an essential
concern in their design stages. The variability in the composition of the NG alters its
combustion and emission characteristics. Some characteristics of importance from
the design point of view of a combustion device are listed below:

1. Unstretched adiabatic laminar burning velocity (LBV)
2. Ignition delay time
3. Regimes of flashback and lift-off
4. Flammability limits
5. Quenching distance
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Out of the above-discussed combustion characteristics, LBV is the most funda-
mental combustion characteristic of any fuel–air mixture. It is defined as follows:
“The burning velocity is defined as the relative velocity, normal to the flame front,
with which the unburnt gas moves into this front and is transformed [4].”

Effective and accurate design of combustion appliances requires an accurate
value of laminar burning velocity. Laminar burning velocity is also an important
input parameter for I.C. engine modeling and laminar flamelet modeling. A chem-
ical kinetic scheme can also be validated using the measured values of laminar
burning velocity. The other characteristics, such as flashback, blowoff, and quenching
distance, are dependent on the LBV. Variation in the composition of a multicompo-
nent fuel–air mixture will alter the LBV, and in turn, this will also affect other related
phenomena (heat release rate, quenching distance, flashback, etc.). NG combustion
chemistry can be best studied by considering methane, ethane, and propane as the
combustible components of the NG blends [5].

Asmethane is the principal combustible component in an NG blend, the NG blend
combustion has some drawbacks. The reason is high C–H bond dissociation energy
of methane [6]. Eventually, the presence of methane in an NG blend is a source of
some peculiar properties like reduced LBV, and higher ignition delay time compared
to other hydrocarbon fuels (either pure or a blend of higher HC). Moreover, NG
has a lower lean-burn limit, and hence, a fuel-lean operation decreases the thermal
efficiency and increases the flame instability. The NG-fueled SI engine experiences
cycle-to-cycle variation, which increases HC and CO emissions during the lean-burn
operation of the engine. This hinders the drivability of the vehicle. The best remedy
to the above problem could have a complete shift to the hydrogen combustion. But
at present, we lack the required infrastructure for production, storage, and its safe
distribution. Therefore, as of now, the best-suited remedy to the above issues is
to blend NG with hydrogen. In addition to higher LBV and low lean-burn limit,
hydrogen has zero carbon content, which enhances the engine performance and
reduces the CO and CO2 emission. Hence, it is the need of the hour to study the
effect of enrichment with H2 on the LBV and flame stability of multicomponent NG
blends. This study summarizes our previous studies [7, 8], which deal with the effect
of higher hydrocarbons and enrichment with H2 on the LBV and flame stability of
various NG blends.

1.1 Preferential Diffusion Instability

The response of the stretchedflame, such asflame speed,maybe significantly affected
in the presence of preferential diffusion of heat or mass of the unburned fuel–air
mixture [9]. The relative importance of the heat or mass diffusion can be quantified
by a non-dimensional number termed as Lewis number (Le). Lewis number can be
defined as the ratio of the thermal diffusivity (α) to the mass diffusivity (D) of the
unburnt fuel–air mixture. If for a given fuel–air mixture Le > 1, the diffusion of
the heat from the reaction zone to the preheat zone is predominant. On the other
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hand, for Le < 1, mass diffusion of the unburned fuel–air mixture from the preheat
zone to the reaction zone is higher, and it modifies the local fuel–air equivalence
ratio. Kwon et al. [10] discussed two types of preferential diffusion. They termed
preferential diffusion of mass with respect to heat as diffusive-thermal instability.
The preferential diffusion of one of the species with respect to the other species of
the reactant in the abundant inert is called as diffusive-diffusive instability. However,
theywere not able to identify which one of the two is responsible for flame instability.
They referred to both of thesemechanisms jointly as preferential diffusion instability.

Flame stability of fuel–air mixtures with respect to preferential diffusion of one
of the components in the reaction zone can be quantified by calculating burned gas
Markstein length (Lb). Burned gas Markstein length (Lb) is the slope of the straight
line plot of stretch rate (K) versus stretched lame speed (Sb); steeper the slope, larger
will be the effect of stretch on flame speed. Hence, it addresses the sensitivity of the
flame speed to the flame stretch rate. Markstein length is independent of the flame
stretch rate, and it depends on the type of the fuel and equivalence ratio of the fuel–
air mixture. Markstein length can be non-dimensionalized by dividing it with the
laminar flame thickness (δ). The positive value of Markstein length reduces the cell
size and wrinkles on the flame surface and hence makes it stable and smooth. On the
other hand, the negative value of Markstein length is a sign of an unstable flame in
which the size of the cellular structures and wrinkles will grow. A positive (negative)
value of Lb indicates stable (unstable) flame with respect to the preferential diffusion
effect. A lean propane–air mixture has a Lewis number (Le) > 1, which increases
Lb, while a lean methane–H2–air mixture has Le < 1, which tends to decrease the
Lb. Hence, the effect of the presence of higher hydrocarbons (HC), and H2, on flame
stability is essential to understand the sensitivity of the mixture to perturbations.

In view of the above discussion, the objectives of the present work have been
formulated as follows:

1.2 Objectives of the Present Study

1. To study the effect of enrichment with hydrogen on the laminar burning velocity
(LBV) and burned gas Markstein length (Lb) of NG blends at 0.1 MPa pressure
and300±3K temperature. This study also provides the opportunity to investigate
the effect of the simultaneous inclusion of higher HC, viz. C2H6 and C3H8, and
H2, on the LBV and Lb of the blends. The experimental results of LBV and Lb

are obtained at various levels (25, 50, and 75%) of H2 addition in the fuel, for a
broad range of equivalence ratios (� = 0.6 to 1.4).

2. To assess and identify the best-suited chemical kinetic mechanism in terms of its
capability to predict theLBVof themulticomponentNG–H2 blends.CHEMKIN-
PRO® [11] software package is used, and the LBV predictions of GRI-MECH
3.0 [12], UCS-MECH 2.0 [13], and San Diego mechanism [14] are compared.
The appropriate chemical kinetic mechanism is adopted to analyze the oxidation
chemistry of different NG–H2 blends.
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2 Methodology

2.1 Fuel Selection

It is decided to select three NG blends to investigate the effect of enrichment of
the selected multicomponent NG blends with H2. Out of the three NG blends, two
NG blends are selected based on their compositions, and the remaining one will be
chosen by its flame stability response to the preferential diffusion effect. The two NG
blends based on compositions are NG6 and NG5 blends. NG6 blend belongs to the
source of NG, which has the highest mole fraction of methane and the lowest mole
fraction of higher HC. As per the outcome of our previous study [7], the NG blend
which will have approximately constant burned gas Markstein length, (Lb), will be
selected. Composition of the NG blends chosen for the present study is shown in
Table 1.

The H2 addition level, %H2 , is defined as per the expression of Eq. 1, which
expresses the percentage of H2 in the NG–H2 blend.

%H2 = {
χH2/

(
χH2 + χNG

)} × 100 (1)

where χH2 and χNG are the mole fractions of H2 and NG, respectively, present in the
NG–H2 blend. The three different %H2 used in the present study are 25, 50, and 75.
The gases used have purity levels as follows: CH4−99.95, O2−99.999, N2−99.994,
C2H6–999.9, C3H8–999.9, and H2–999.999 pure.

Enrichment with H2 is done by substituting some of the NG mole fraction with a
similar amount of H2. Therefore, the air requisite of this H2-enriched NG blend will
be different from that of the correspondingNGblend, and hence, fuel–air equivalence
ratio is calculated as per the requirement of NG–H2 blend. To fill the combustion
chamber with each species, the partial pressure of each reactant species is calculated
by using Eq. (2).

(
100 − %H2

100

)
NG +

(
%H2

100

)
H2 +

(
λ

�

)
(O2 + 3.76N2) (2)

where the first pair of parentheses in Eq. (2) denotes the number of moles of NG(
χCH4 + χC2H6 + χC3H8

)
in the NG–H2 blend, and χ represents the mole fraction

Table 1 Composition (% volume) of different NG blends used in the present study

S. No. NG blends Final species composition

CH4 % C2H6 % C3H8 %

1 NG2 62.00 30.40 7.60

2 NG5 56.82 21.59 21.59

3 NG6 92.18 3.91 3.91
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Table 2 Test matrix for the experimental plan of the present study

S. No. Fuel Oxidizer Equivalence ratio

1 75% NGi + 25% H2 Lab air (21% O2 and 79% N2) 0.6–1.4

2 50% NGi + 50% H2 Lab air (21% O2 and 79% N2) 0.6–1.4

3 25% NGi + 75% H2 Lab air (21% O2 and 79% N2) 0.6–1.4

All the experiments are performed at 300 ± 3 K temperature and 0.1 MPa initial pressure where i
= 5, 6…

of different constituent of NG blend. The second pair of parentheses represents the
number of moles of H2 in NG–H2 blend, and λ is number of moles of O2 required
to completely burn a given NG–H2 blend. Table 2 shows the test matrix for the
experimental plan of the present study. The oxidizer used is termed as lab air. To
ensure the repeatability of the experiments, lab air is prepared by mixing the pure
O2 (21%) and N2 (79%) from respective cylinders.

2.2 Experimental Setup and Procedure

To systematically quantify and eliminate the effect of stretch on the LBV, constant
pressure outwardly propagating spherical flame method is used in the present study.
The overall layout of the experimental setup is shown schematically in Fig. 1. All the
experiments are performed at an initial pressure of 0.1MPa and a temperature of 300
± 3 K. As shown in Fig. 1, the experimental setup consists of a 43-liter cylindrical
combustion chamber with two quartz windows (GE 124) of 0.178 m diameter to
provide the optical access through the two flat surfaces of the cylindrical vessel of
the combustion chamber as shown in Fig. 1. First of all the combustion chamber
is purged with the dry compressed air with the help of a compressor (make: ELGI,
model: Dr. Vayu, capacity: 92 lpm,max. pressure: 8 bar) and dryer (make: TRIDENT,
model: dryspell: 10 M2) to remove any leftover combustion product.

After purging the combustion chamber, it is evacuated with the help of a vacuum
pump (make: Truvac, model: 2 TV-5B, capacity: 10 CFM, min. pressure: 0.3 Pa) to
remove any atmospheric air andmoisture present in it. Then, with the help of a digital
static pressure gauge (make: Keller, model: LEO 2), the combustion chamber is filled
with the reactants one by one as per their partial pressures for a specific equivalence
ratio startingwith the lowest partial pressure reactant. The combustion chamber is left
as it is for approximately 5 min to prepare a quiescent premixed mixture. A Z-type
configuration shadowgraph system, alongwith the high-speedmotion camera (make:
Photron, model: FASTCAMMINI UX 100), is used to capture the flame images. A
trigger box is designed to synchronize the actuation of the camera and ignition coil.
The camera captures this shadowgram at an operating frequency of 4000–20,000
frames/s depending on the combination of particular equivalence ratio and fuel–air
mixture. For constant pressure outwardly propagating spherical flame method, it
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Fig. 1 Sketch of the layout of the experimental setup

is necessary to accurately trace the pressure versus time history in the combustion
chamber. The pressure inside the combustion chamber remains constant for a small
fraction of time, which is termed as pre-pressure period. The pressure variation as
a function of time in the combustion chamber is measured using a piezo-electric
dynamic pressure transducer (make: Kistler, model: Kistler 701A). Finally, with the
help of a charge amplifier (make: Kistler, model: Kistler 5165 A), and oscilloscope
(make: Teledyne Lecroy, model: WAVESURFER 3024) pressure versus time history
is captured.

From pressure versus time plot, a constant pressure period is identified, and only
this region is selected for further post-processing of the acquired flame images. The
Canny edge detection program of the MATLAB® environment is used to extract the
flame radius versus time data fromflame images. Flame radius, rf , versus time, t, data
is used to calculate the slope between two consecutive radii versus time data with the
help of a spreadsheet. This instantaneous slope represents the stretched flame speed,
Sb, and expressed as follows:

Sb = dr f

dt
= r f 2 − r f 1

t2 − t1
(3)

where r f 2 and r f 1 are instantaneous radii at time t2 and t1, respectively. The stretched
flame speed data calculated in this manner was slightly scattered and oscillatory in
nature. It was difficult to get a clear trend of the data. This observation was also
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reported in the previous studies [15, 16]. Bradley et al. [15] have attributed this
phenomenon to the acoustic disturbances excited by the flame propagation in a close
combustion chamber wall. To smooth out the noisy data points from stretched flame
speed data, a data smoothing, built-in algorithm LOWESS of SIGMA PLOT® [17]
was used in the present work. “LOWESS” means locally weighted regression. The
smooth curve of Sb values is obtained by the regression of the scattered data points.
The smoothing factor in the present work is chosen to be 0.35 [18].

All the practical flames experience stretch owing to the flame motion and flame
curvature. A parameter known as stretch rate (K) quantifies the flame stretch. The
flame stretch rate is calculated as follows:

K = 2

r f

dr f

dt
= 2

r f
Sb (4)

The stretched flame speed, Sb, is plotted as a function of the stretch rate,K, for the
quasi-steady period, where it is free from initial ignition disturbances, and the effects
of chamber confinement. Since the experiments are performed up to a finite stretch
rate, which belongs to a pre-pressure period in the combustion chamber, the stretched
flame speed, Sb, is extrapolated to the zero stretch rate,K, to get the unstretched flame
speed, S

◦
b. Nonlinear model of extrapolation [19], shown in Eq. (5), has been used to

obtain the unstretched flame speed, S
◦
b.

(
Sb
S

◦
b

)2

ln

(
Sb
S

◦
b

)2

=
(
2Lb

S
◦
b

)(
dSb
dr f

− K

)
(5)

where (dSb/dr) is associated with flame acceleration. The flame acceleration term
is also calculated in a similar way to stretched flame speed by performing the first-
order finite difference of flame speed Sb with respect to the flame radius, rf . To
perform the nonlinear extrapolation, Eq. (5) is fitted to the experimental data of
Sb versus K by least-square regression and unstretched flame speed, S

◦
b, and Lb

is determined with the help of constants of fitting. Finally, by applying the mass
conservation across the thin flame sheet, unstretched LBV, S

◦
u , is obtained by using

the expression, S
◦
u = S

◦
b

(
ρ

◦
b/ρu

)
. Where ρu is the density of the unburned fuel–air

mixture and ρ
◦
b is the density of products at equilibrium.

The method suggested byMoffat [20] is used to calculate the total absolute uncer-
tainty. The total uncertainty is a combined effect of random and systematic uncertain-
ties in the measurement. Calculation of the random uncertainty is accomplished by
repeating (3–5 times) the experimentations with similar initial operating conditions.
For all experimental results, calculation of the random uncertainty is carried out at
95% confidence interval. Calculation of the systematic uncertainty is carried out by
first estimating the uncertainties in the primary measurands (pressure, temperature,
time, and radius), and then, estimating the uncertainty propagation into the derived
quantities, which are based on these primarymeasurands. The systematic uncertainty
in the LBV is considered as the function of systematic uncertainties in radius, time,
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stretched flame speed (Sb), stretch rate (K), a term associated with the flame accel-
eration (dSb/dr), and unstretched flame speed

(
S

◦
b

)
. Finally, we can calculate the

absolute uncertainty by using the following equation:

U =
√(

U 2
R +U 2

S

)
(6)

where U is total uncertainty, UR is random uncertainty, and US is systematic
uncertainty.

2.3 Numerical Simulation

Numerical modeling is performed by using PREMIX module of the CHEMKIN-
PRO® [11] simulation software package. A premixed, freely propagating, and adia-
batic, planar flame, which fixed in a reference point is simulated such that its LBV is
defined as the normal velocity of the unburned fuel–airmixturemoving into the flame
front. Effect of Soret effect and multicomponent transport is considered. The adap-
tive grid parameters GRID and CURV are set at 0.025 and 0.1, respectively, for all
the numerical simulations. Total of 1000 grid points are used for a simulation domain
of 12 cm, which starts 2 cm before (upstream) the flame. The remaining 10 cm is in
the post-flame zone. GRI-MECH 3.0 [12], USC-II [13], and San Diego mechanism
[14] are used to predict the LBV of different NG–H2 blends. Numerical simulations
are performed to evaluate the suitability of these mechanisms in predicting the LBV
of different NG–H2 blends.

3 Results and Discussion

In the present study, experiments are performed at an initial pressure of 0.1 ±
0.0004 MPa and a temperature of 300 ± 3 K. Before studying the effect of enrich-
ment of the NG blends, we will first discuss the effect of the composition of the NG
blend on the LBV and Lb of the fuel–air mixture.

3.1 Effect of NG Composition on LBV

In the present study, we have used three representatives of the NG blend, which cover
a wide range of the sources from which NG blends can be extracted. Figure 2 shows
the LBV versus equivalence ratio plot for various NG blends without enrichment
with H2.
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Fig. 2 Experimentally
evaluated unstretched LBV
as a function of equivalence
ratio for various NG blends
without enrichment with H2
[8]
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It is noticed that in comparison to NG2 and NG5, NG6 blend (highest methane
fraction (92.18%)) has the lowest LBV at all equivalence ratios. However, if we
compare NG2 and NG5, we cannot say which one is having a higher LBV. Increase
in the higher hydrocarbons (ethane and propane) mole fraction increases the C2H5

radical concentration due to lower C–C bond dissociation energy of ethane and
propane compared tomethane,which has noC–C [6]. Consequently, as themole frac-
tions of the higher HCs in an NG blend are increased, the laminar burning velocity of
the NG blend also increases, but this impact is more prominent for off-stoichiometric
mixtures. It is also noticed that the variation in the composition of the NG blends has
no effect on the location of equivalence ratio for peak LBV. For the present study, all
the NG blends show peak LBV value at � = 1.1. The average absolute uncertainty
(U) for the entire range of experiments, at 95% confidence interval, is ± 2.2 cm/s
(± 9.0% relative uncertainty).

3.2 Effect of NG Composition on Flame Stability

Figure 3 compares the Lb values of different NG blends when it is not enriched
with H2 addition. Figure 3 shows the effect of the composition of a multicomponent
NG blend on Lb, and hence, it assesses the effect of preferential diffusion on flame

Fig. 3 Variation of burned
gas Markstein length (Lb) as
a function of equivalence
ratio for different NG blends
[8]
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stability. It is observed that for the off-stoichiometric fuel–air mixtures, the trends of
Lb values for NG5 and NG6 blends are contrasting to each other. This is because of
the larger mole fractions of C2H6 and C3H8 in NG5 blend compared to NG6 blend,
which show opposite trends of Leeff to that of methane for off-stoichiometric fuel–air
mixtures. All the NG blends of the present study have a stable flame (positive Lb

values). It is important to notice that NG2 blend shows more or less constant values
of Lb for the range of equivalence ratios investigated in the present study. Therefore,
compared to NG5 and NG6 blends, the flame speed of NG2 blend is less sensitive to
preferential diffusion and stretch effect. Summarizing the above observations, we can
comprehend that methane reduces the flame stability (by reducing the values of Lb)
of the lean fuel–air mixtures. In contrast to this, the presence of higher HCs increases
the flame stability for lean fuel–air mixtures. Therefore, for off-stoichiometric fuel–
air mixtures, the values Lb for an NG blend are hybrid of Lb of pure methane and
higher hydrocarbons (C2H6 and C3H8).

3.3 Effect of Enrichment with H2 on the LBV of NG Blend

Figure 4a-c show the effect of enrichment with H2 on experimentally obtained
unstretched LBV of different NG blends. It is noticed that when 25% H2 is added,
there is a small increase in the LBV of all the NG blends. Furthermore, as the H2

mole fraction is increased to 50 and 75%, the increase in the LBV is sharper. From
Fig. 4a, c, it is also noticed that as the mole fraction of H2 in NG2 and NG6 blend is
increased, the equivalence ratio for the peak LBV value shifts towards higher fuel–air
equivalence ratio (from � = 1.1 to � = 1.2). While this trend is not observed in the
case of NG5 blend, where the LBV peaks at � = 1.1. This trend is only observed
with 75% H2 in the fuel.

ForNG2–H2 andNG5–H2 blends, it is noticed that the relative increase in theLBV
at 50% H2 addition level is almost similar (≈1.5 times of without H2 addition). But,
there is a slightly higher relative increase in the LBV of NG6–H2 blend. At 75% H2

addition level, the relative increase in the LBV for NG6–H2 blend is the highest, and
that of NG5–H2 blend is the lowest. NG2–H2 blend shows an intermediate effect on
the relative increase in the LBV. From Fig. 4, it is observed that the relative increase
in the LBV at� = 1.0 is the lowest for all NG blends. On the other hand, the relative
increase in LBV is the highest at � = 1.4. Konnov [21], in his study, discussed the
reason for this observation. He discussed that the adiabatic flame temperature peaks
around � = 1.05 to 1.1 for the methane–air flame. Therefore, the reaction rate of the
important elementary reactions, which are highly sensitive to the temperature, also
peaks around� = 1.05 to 1.1. Eventually, it is observed that the effect of enrichment
with the H2 is the lowest around the point of peak adiabatic flame temperature.
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Fig. 4 Variation of
experimentally evaluated
LBV as a function of
equivalence ratio for
different levels of H2
addition (a) NG2–H2 blend
in lab air, (b) NG5–H2 blend
in lab air, and (c) NG6–H2
blend in lab air [8] 10
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3.4 Analysis Based on the Expression Derived
from Single-Step Global Reaction Asymptotics

Wu et al. [22] obtained an expression of LBV (Su) as shown below:

Su∼(α Leeff)
1/2 exp(−Ta/2Tad) (7)

Equation 7 is based on the assumptions of the single-step global reaction asymp-
totics. In Eq. (7), the LBV is approximated as the function of transport and thermo-
kinetic property. The addition of H2 to enrich the NG blend alters the transport
and thermo-kinetic properties, and hence, modifies the LBV of the NG–H2 blend.
Further, the quantities present in the first pair parentheses are termed as the diffu-
sion factor, and it combines the two transport properties, i.e., thermal diffusivity
(α) and effective Lewis number (Leeff). Similarly, constituents of the second pair of
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parentheses are jointly termed as Arrhenius factor which is the function of activation
temperature (Ta) and adiabatic flame temperature (T ad). Colorado State Equilibrium
calculator [23] is used to calculate the thermal diffusivity (α) of the fuel–air mixture.
EQUIL code of CHEMKIN-PRO® is used to calculate theT ad of the fuel–airmixture.
Addabbo et al. [24] suggested a method to calculate the Leeff of the multicomponent
fuel–air mixture. In the present study, we have also used the same method to calcu-
late the Leeff of the multicomponent NG–H2 blend. The single-step global reaction
activation energy (Ea) is used to calculate the activation temperature (Ta), which
is defined as Ta = (Ea/R), where R is the universal gas constant. To calculate the
activation temperature (Ta), first, we have to calculate the non-dimensional form of
the Ea, which is termed as the Zeldovich number (Ze). We have used the following
expression suggested by Muller et al. [25] to calculate the Ze.

Ze = 4
(Tad − Tu)

(Tad − T ◦
)

(8)

where T° is termed as the inner layer temperature, and it corresponds to the tempera-
ture of the reaction zonewhere the slopeof the temperature profile peaks.CHEMKIN-
PRO® simulation software is used to calculate the slope of the temperature profile
in the flame coordinate system. Tu is the initial temperature of the unburned fuel–air
mixture (300 K in the present study). After calculating Ze by using Eq. (8), Ta can
be calculated by using the following expression [26, 27]:

Ze = Ea

R

(Tad − Tu)

T 2
ad

(9)

To study the effect of enrichment with H2 on the LBV of various NG–H2 blends,
the values of diffusion andArrhenius factors are normalizedwith their corresponding
values at 0% H2 addition level (denoted by a superscript #):

NormalizedDiffusion factor = (α Leeff)
1/2

(
α# Le#eff

)1/2 (10)

NormalizedArrhenius factor = exp

[
(−Ta/(2Tad))(−T #

a /
(
2T #

ad

))

]

(11)

Analysis of Shift in � for Peak LBV Variations of diffusion and Arrhenius factors
as a function of for NG6–H2 blend at different levels of the H2 addition have been
shown in Fig. 5. The trends for other NG–H2 blends are similar, and hence, for the
brevity, they are not shown here. It is noticed that as themole fraction ofH2 in andNG
blend increases, the numerical value of the diffusion factor also increases. Similarly,
there is a continuous increase in the value of the diffusion factor with the equivalence
ratio, and this observation is true at each level of the H2 addition. In contrast to this,
at each level of the H2 addition, the numerical value of the Arrhenius factor peaks
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Fig. 5 Diffusion and Arrhenius factors variation as a function of � at different levels of the H2
addition [8]

around � = 1.05 to 1.1. As shown in Eq. (7), the LBV is approximated as a product
of diffusion and Arrhenius factors. Hence, a continuous increase in the diffusion
factor shifts the peak of the product of diffusion and Arrhenius factors toward a
richer equivalence ratio. Eventually, the peak LBV value of an NG–H2 blend shifts
towards the fuel-rich equivalence ratio.

Analysis of the Influence of NG Composition and Enrichment with H2 on LBV
Figure 6 shows the variations of normalized diffusion and normalized Arrhenius
factors as a function of H2 mole fraction in various NG–H2 blends. From Fig. 6a, it is
noticed that enrichment with H2 on NG blend has a negative effect on the normalized
diffusion factor of the lean fuel–air mixtures. Since diffusion factor is a function of
Leeff and α of the fuel–air mixture, the reason for this negative effect can be explained
by demonstrating the effect of equivalence ratio and H2 addition on Leeff. Figure 7
shows the effect of enrichment with and variation of equivalence ratio (�) on Leeff
of NG2–H2 blend. The trends for other NG2–H2 blends are alike, and hence, they
are not shown here. It is seen that the addition of H2 in the lean fuel–air mixtures
tends to reduce the values of Leeff. Eventually, in Fig. 6a, for lean fuel–air mixtures,
the addition of H2 reduces the overall value of the normalized diffusion factor. From
Fig. 6b, it is noticed that the normalized Arrhenius factor has a positive effect of
enrichment with H2. This observation is in contrast with the values of normalized
diffusion factor for lean fuel–air mixtures. It is also noticed that with the increase of
H2 addition level, the value of normalized Arrhenius factor not only increases, but
it is also significantly larger than the corresponding values of normalized diffusion
factor. Therefore, from Eq. (7), the overall value of LBV, which is the product of
diffusion and Arrhenius factors, increases irrespective of the equivalence ratio. As
discussed above, from Fig. 6, it is also deduced that for all equivalence ratios, the
effect of enrichment with H2 on LBV is more pronounced via improvement in the
Arrhenius factor (thermo-kinetic property). In the background of the above finding,
it can be concluded that at stoichiometric fuel–air mixture, the effect of enrichment
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Fig. 6 Variation of normalized diffusion and Arrhenius factors as functions of mole fraction of H2
(% H2) in the various NG–H2 blends; (a) and (b) � = 0.7; (c) and (d) � = 1.0; (e) and (f) � =
1.4 [8]

with H2 on LBV has the lowest effect compared to off-stoichiometric mixtures. This
statement is supported by the observation of Fig. 6, where it is noticed that the values
of normalized Arrhenius factors for all NG–H2 blends are the lowest at � = 1.0.
For stoichiometric and the rich fuel–air mixtures, both transport and thermo-kinetic
properties have a positive effect of the H2 addition. This statement is evident in the
observation of Fig. 6c–f. It is noticed that both normalized diffusion and normalized
Arrhenius factors show an increasing trend in their values with the addition of H2
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Fig. 7 Variation of Leeff as a
function of equivalence ratio
for different NG2–H2 blends
[8]
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in the fuel. Thus, from Eq. (7), for stoichiometric and the rich fuel–air mixtures,
LBV of all NG–H2 blends will increase with the addition of H2. From Fig. 6, it is
seen that the values of normalized diffusion and normalized Arrhenius factors are
the highest compared to lean and stoichiometric fuel–air mixtures. Therefore, it can
be concluded that the effect of enrichment with H2 on the LBV of all NG–H2 blends
has the most positive effect on the rich fuel–air mixtures.

The plot of Fig. 6 can be further utilized to study the effect of NG composition
on the LBV of various NG–H2 blends. It is seen that for all equivalence ratios, the
values of the normalized diffusion factor are the lowest for NG5 blend. The reason
for this is due to the presence of higher HCs (C2H6 and C3H8) in the highest amount.
Due to this, the diffusion coefficient of the NG5 blend is the lowest, and hence, the
addition of H2 has the least impact on the improvement of the normalized diffusion
factor of NG5–H2 blend. Similarly, the presence of higher HCs, which have lower
C–C bond dissociation energy [6], makes the NG5 blend more reactive compared
to NG2 and NG6 blends. Consequently, enrichment with the H2 has the least effect
on the normalized Arrhenius factor of NG5–H2 blend. On the other hand, the blend
which is having the highest mole fraction of CH4—in present case NG6 blend—has
larger C–H bond dissociation energy [6], and hence, it has the lowest reactivity. Thus,
the addition of H2 has the most positive impact on the LBV of NG6–H2 blend.

Comparison of the Role of Thermal and Kinetic Effect As discussed above,
improvement in the thermo-kinetic property (Arrhenius factor) is the main reason
for the increment in the LBV when an NG blend is enriched with H2. The thermal
effect can be quantified by the modification in the adiabatic fuel temperature (T ad)
of the fuel–air mixture, and the kinetic effect can be quantified by the modification
in Zeldovich number (Ze). The thermal effect can be considered as positive/negative
if the Tad of the fuel–air mixture increases/decreases. In contrast to this, the kinetic
effect is as positive/negative if the Ze decreases/increases. Now, the question arises is
which one of these two effects is more dominant? To find the answer to this question,
normalization of T ad and Ze is done. To normalize these quantities, they are divided
by values which correspond to the 0% H2 addition level. The normalized quantities
are denoted by # superscript.
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Fig. 8 Variation of (a)
normalized adiabatic flame
temperature and (b)
normalized Zeldovich
number as a function of
equivalence ratio for
different NG6–H2 blends [8]
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Figure 8a shows the variation of normalized adiabatic flame temperature as a
function of equivalence ratio for various levels of H2 addition. It is seen that the
relative increase in the adiabatic flame temperature is the lowest at stoichiometric
equivalence ratio, and the highest increase is noticed for the fuel-rich mixture (�
= 1.4). It is observed that the maximum relative increase in T ad is ≈3.5% for 25
and 50% H2 in the NG–H2 blend. While, for 75% H2 addition level, the relative
increase in the T ad is the highest (≈7.5%) for the rich (� = 1.4) fuel–air mixture.
The kinetic property, in terms of Zeldovich number (Ze) in Fig. 8b, shows that at
50% H2 addition level, the reduction in the activation energy is ≈15%. While, at
75% H2 addition level, for the rich fuel–air mixture (� = 1.4), It is noticed that there
is the largest drop (≈30%) in the activation energy. From the above discussion, we
can say that the maximum percentage reduction in the activation energy is much
larger (≈30%) compared to the maximum percentage increase (≈7.5%) in adiabatic
flame temperature. Therefore, the effect of enrichment with H2 primarily improves
the chemical kinetics of the NG oxidation.

3.5 Effect of Enrichment with H2 on the Flame Stability
of NG–H2 Blend

Flames are subjected to stretch by virtue of flame curvature, flame motion, and flow
non-uniformities [28]. Under the influence of stretch, the flame speed may increase
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or decrease on the basis of effective Lewis number (Leeff) of the fuel–air mixture.
This increase or decrease in the flame speed may cause flame surface instabilities. A
flame may be subjected to three types of instabilities [29]:

a. Instability due to non-equi-diffusion of heat or mass (Leeff �= 1) is termed as the
preferential diffusion instability.

b. Hydrodynamic instability.
c. Buoyancy instability if the flame speed is <10 cm/s [30].

Hydrodynamic instability causes flame surface distortion by generating cellular
structures on the flame surface. These flames cannot be used for measuring the LBV.
Every spherical flame, in the later stage of its expansion, is subjected to hydrody-
namic instability. By visualizing the flame during its evolution inside the combustion
chamber, the start of cellular structure on the flame surface can be identified. In this
way, we can select the regime, of smooth, wrinkle-free flames having no sign of
hydrodynamic instability. Similarly, by visual inspection of the flame, we can iden-
tify the buoyancy instability by observing a continuous upward shift in the center
of the flame ball. Thus, the flame radius versus time data extracted in the present
study is free from hydrodynamic and buoyancy instabilities and is only subjected to
preferential diffusion instability.

Variation of the experimentally evaluated Lb values as a function of equivalence
ratio is shown in Fig. 9. It helps to study the effect of enrichment with H2 on the flame
stability of various NG–H2 blends at different levels of H2 addition. Calculation of
total relative uncertainty at various equivalence ratios shows that the maximum total
uncertainty relative at 95% confidence interval is ±22%.

From Fig. 3, it is noticed that the NG blend, which has the largest mole fraction of
CH4–NG6 blend—has the lowest values of Lb for the lean fuel–air mixtures. From
Fig. 9a, it is noticed that the addition of H2 even at 25% H2 addition level makes the
flame unstable (Lb < 0) against the preferential diffusion effect for � = 0.6 and 0.7.
By comparing Fig. 9a, b, we observed that for the rich fuel–air mixture irrespective
of the NG blend composition, and increment of H2 mol fraction from 25 to 50% in
the fuel, the Lb values are positive and do not get affected significantly. In contrast to
this, for 50% H2 addition level, at � = 0.6, all the NG blends become unstable (Lb

< 0). However, at � = 0.7, NG2 and NG5 blends, which have higher mole fractions
of C2H6 and C3H8 compared to NG6 blend, maintain a positive value of Lb (stable
flame). At 75% H2 addition level, It is observed that only NG5 blend, which has
the highest mole fraction of C3H8 compared to NG2 and NG6 blends, maintained
a positive value of Lb (stable flame) at � = 0.7. However, NG2 blend for a similar
condition becomes unstable (Lb < 0) against the preferential diffusion effect. It is
noticed that at 75% H2 addition level, for the rich fuel–air mixtures, irrespective of
their composition, all the NG blends show almost equal Lb values. Therefore, at 75%
H2 addition level, for the rich fuel–air mixture, Lb values, and hence, stability against
the preferential diffusion effect is governed by H2 only.

To get more insight, and to study the trends of Lb, it can be correlated with the
expression of Lb, which is based on the single-step global reaction asymptotics [31,
32].
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Fig. 9 Variation of
experimental values of
burned gas Markstein length
(Lb) as a function of
equivalence ratio (�) for
various NG–H2 blends. (a) at
25% H2 addition, (b) at 50%
H2 addition, and (c) at 75%
H2 addition [8]

-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5

M
ar

ks
te

in
 L

en
gt

h,
 L

b 
(m

m
)

Equivalence Ratio, Φ

NG2+25%H2
NG5+25%H2
NG6+25%H2

(a)

-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5

M
ar

ks
te

in
 L

en
gt

h,
 L

b 
(m

m
)

Equivalence Ratio, Φ

50%NG2+50%H2
50%NG5+50%H2
50%NG6+50%H2

(b)

-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

M
ar

ks
te

in
 L

en
gt

h,
 L

b 
(m

m
)

Equivalence Ratio, Φ

25%NG2+75%H2
25%NG5+75%H2
25%NG6+75%H2

(c)

Lb ≈
[
γ1

σ
+

{
Ze

2
γ2(Leeff − 1)

}]
δ (12)

where δ is the laminar flame thickness, and σ = ρu/ρb is thermal expansion ratio.
ρu is the density of unburned fuel–air mixture, and ρb is the density of burned gas at
equilibrium. γ 1 and γ 2 are functions of σ as given in reference [24, 31].

γ1 = 2σ√
σ + 1

(13)

γ2 = 4

σ − 1

{√
σ − 1 − ln

√
σ + 1

2

}
(14)

Following expression used by Jomaas et al. [32] has been adopted to calculate the
value of laminar flame thickness (δ).
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δ = Tad − Tu(
dT
dx

)
max

(15)

From Eq. (12), we observed that the overall numerical value and the sign of
the burned gas Markstein length (Lb) vary as a response to the change in various
parameters like Leeff, δ, σ , and Ze. Besides individually, these parameters also affect
Lb in combination.

It is noticed that if Leeff < 1, the quantity inside the curly bracket will become
negative, and it will reduce the value of Lb. Furthermore, if Leeff < 1, it indicates
the preferential diffusion of the mass into the reaction zone. Eventually, the local
equivalence ratiowill modify. If the fuel–airmixture is lean, the preferential diffusion
will shift the local equivalence ratio toward the stoichiometric equivalence ratio side,
and hence, the local flame speed will increase. Consequently, the bulge will form on
the smooth flame surface, which will grow faster in the form of cellular structure,
and in due course, this will make the flame unstable against the preferential diffusion
effect.

Figure 10 shows the variation of the calculated values of laminar flame thickness
(δ) as a function of equivalence ratio for various levels of H2 addition in NG6–H2

blend. The trend for other NG–H2 blends are similar, and hence, not plotted here.
It is observed that as the mole fraction of H2 in the fuel is increased the value of δ

is decreased. From Eq. (12), it is seen that Lb is proportional to δ. Therefore, any
circumstances which decrease the value of δ will also decrease the value of Lb. From
Fig. 10, it is noticed that at � = 1.4, the reduction in δ with the addition of H2 is
the highest (42%) when the H2 addition level is increased from 50 to 75% H2 in
NG6. This is also observed (not shown here) that the effect of the H2 addition on the
reduction of δ at � = 1.4 is the highest for NG6 blend compared to NG2 and NG5
blends. This also explains the reason for the sudden decrease in the Lb for NG6–H2

blend at � = 1.4 when the H2 addition level is increased from 50 to 75% (please see
Fig. 9b, c).

The combined effect of Leeff and Ze on the Lb can be studied by considering the
variation of the term Ze (Leeff − 1) present in Eq. (12). Let us consider that Leeff > 1,
and in this situation, if the value of Ze decreases, the value of the term Ze (Leeff – 1)
will also decrease, and hence, the overall value of Lb will also decrease. In contrast

Fig. 10 Calculated values of
laminar flame thickness (δ)
versus equivalence ratio for
various H addition levels [8]
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Table 3 Effect of various parameters of Eq. (12) on Lb

S. No. Parameter Effect of increase in parameter on Lb Effect of decrease in parameter on
Lb

1 δ Lb ↑ Lb ↓
2 σ = ρu/ρb Lb ↓ Lb ↑
3 Leeff Lb ↑ Lb ↓
4 Ze If Leeff > 1, Lb ↑

If Leeff < 1, Lb ↓
If Leeff > 1, Lb ↓
If Leeff < 1, Lb ↑

to this, if Leeff < 1, and the value of Ze decreases then, the combined effect will
increase the value of Lb when compared with the previous case (Leeff > 1, and Ze
decreases). Therefore, while the addition of H2 at � = 1.4 will increase the value
of Leeff, there will be a significant decrease in the δ and Ze of the fuel–air mixture.
Consequently, at � = 1.4, for NG6–H2 blend, the combined effect of Leeff and Ze
will reduce the value of Lb.

As discussed earlier, NG5 blend is able to support a stable flame (Lb > 0) for a
wider range of equivalence ratios at different levels of H2 addition when compared to
NG2 and NG6 blends. This behavior of NG5 blend is due to the presence of C3H8 in
the largest proportion compared to NG2 and NG6 blends. Propane–air mixture has
Leeff > 1 for the fuel-lean equivalence ratio. As opposed to this, H2–air mixture has
Leeff < 1 for the fuel-lean equivalence ratio. Therefore, the NG blend which contains
both the species (C3H8 and H2) in significant quantity, as present in NG5 blend,
will have a Leeff value hybrid of the pure propane and pure hydrogen. Ultimately,
the larger proportion of propane present in NG5 blend will keep the Leeff > 1 for a
wider range of the fuel-lean equivalence ratios (up to� = 0.7), and hence, NG blend
supports a stable flame (Lb > 0) for a wider range of equivalence ratios.

Table 3 summarizes the above discussion on the burned gasMarkstein length (Lb).
The upward arrow/downward arrow indicates an increase/decrease in the burned gas
Markstein length, Lb.

3.6 Numerical Modeling of NG–H2 Blends

In the analysis of Sect. 3.4, it discussed that the modification in the chemical kinetics
is predominant in enhancing the oxidation of NG–H2 blend. Therefore, to strengthen
the conclusions based on the single-step global reaction asymptotic analysis, and
to get a better insight of the chemical kinetics of NG–H2 combustion chemistry, a
detailed chemical kinetic analysis by using CHEMKIN-PRO® [11] is performed.

Variation of predicted LBV values by various chemical kinetic mechanisms as
a function of equivalence ratio and their comparison with experimental results of
NG2–H2 blend is shown in Fig. 11. The trends for other NG–H2 blends are similar,
and hence, not shown here. It is seen in Fig. 11a that at 25% H2 addition level, at
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Fig. 11 Variation of
predicted LBV values by
various chemical kinetic
mechanisms as a function of
equivalence ratio, and their
comparison with
experimental results. (a)
75% NG2 + 25% H2, (b)
50% NG2 + 50% H2, and
(c) 25% NG2 + 75% H2 [8] 10
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� = 0.6, all the mechanisms overpredict the LBV values. However, the prediction
of GRI-MECH 3.0 is within the maximum experimental uncertainty of ±8.08%. It
is noticed that for the range of equivalence ratios varying between � = 0.7 and 1.0,
the LBV prediction of USC-II is within the experimental uncertainty. However, the
underprediction is significant for the rich fuel–air mixtures. From Fig. 11a, it is also
observed that the LBV prediction of San Diego mechanism is only acceptable near
the stoichiometric equivalence ratio (� = 0.9 to 1.1). Below� = 0.9, it overpredicts
the LBV, and beyond � = 1.1, it underpredicts the LBV. Hence, from the above
observations, it can be concluded that for 25% H2 addition level, the predictions of
LBV by GRI-MECH 3.0 are the closest to the experimental values.

From Fig. 11b, it is seen that at 50% H2 addition level, from � = 1.0 to 1.4,
the predictions of GRI-MECH 3.0 are the best. On the other hand, USC-II and San
Diego mechanisms underpredict the LBV. It is also to point out that at � = 1.4,
USC-II also performs equally well in predicting the LBV. At 75% H2 addition level,
as shown in Fig. 11c, for all values of � > 0.7, all the mechanisms underpredict the
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LBV. However, the prediction of GRI-MCH 3.0 is the closest to the experimental
results. It is also noticed that the predictions ofGRI-MECH3.0 follow the trend of the
experimental results, and it also predicts the shift in the point of peak LBVvalue. This
trend is not predicted by the USC-II and Sandiegomechanisms. Excluding the values
of � = 0.6 and 0.7, for all fuel-lean equivalence ratios (� > 0.7), every mechanism
underpredicts the LBV. From the above discussion, it can be concluded that although
at 75% H2 addition level, GRI-MECH 3.0 underpredicts the LBV for most of the
studied equivalence ratios, it has LBV predictions closest to the experimental results
and it also follows the trend of experimental results. Hence, as per the suggestion
of the Hu et al. [33], we can use GRI-MECH 3.0 for further combustion analysis
without significantly affecting the interpretations of the results.

3.7 Effect of Enrichment with H2 on Combustion Chemistry

Combustion chemistry of NG blends is governed by active radicals like H, O, and
OH. The significance of these radicals in the oxidation of various HCs and H2–air
mixtures has been discussed by different research groups [29, 33–35]. Hence, the
effect of enrichment with H2 on the LBV of different NG–H2 blend can be correlated
with the relative increase in the mole fractions of these radicals in the active radical
pool.

Variation in the relative increase in the mole fractions of H, O, and OH radicals
as a function of equivalence ratio for different NG–H2 blends at 50% H2 addition
level is shown in Fig. 12a–c, respectively. The overall trends for 25 and 75% H2

addition are similar to 50% H2 addition level, and hence, they are not shown here.
The relative increase in the values of these radicals is calculated by considering the
values of these radicals at 0% H2 addition level as the baseline values. It is noticed
that for each radical, the relative increase is the highest for NG6 blend. It is also
observed that the relative increase in these radicals for NG5 blend is the lowest. This
observation is in line with our previous discussion, where we have discussed that the
effect of enrichment with H2 on the LBV (combustion chemistry) of NG6 blend is
the highest and the lowest for NG5 blend. The above discussion also infers that the
increase in the LBV is proportional to the increase in H, O, and OH radicals. This
can be used to identify that for which type of fuel–air mixture (equivalence ratio) the
effect of the enrichment with H2 is higher.

From Fig. 12, it is seen that for each radical, the relative increase in their mole
fractions is higher for the rich fuel–air mixtures compared to stoichiometric and lean
fuel–air mixtures. This observation further emphasizes the effect of enrichment with
H2 which is more effective for the rich fuel–air mixtures of NG blends.
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Fig. 12 Variation of the
relative increase in the mole
fraction of H, O, and OH
radicals as a function of
equivalence ratio for
different NG–H2 blends at
50% H2 addition level. (a)
Comparison for H radical,
(b) comparison for O radical,
and (c) comparison for OH
radical [8]

0
25
50
75

100
125
150
175
200

R
el

at
iv

e 
In

cr
ea

se
 %

 o
f H 50%NG2+50%H2_H

50%NG5+50%H2_H
50%NG6+50%H2_H

(a)

0
25
50
75

100
125
150
175
200
225
250

R
el

at
iv

e 
In

cr
ea

se
 %

 o
f O 50%NG2+50%H2_O

50%NG5+50%H2_O
50%NG6+50%H2_O

(b)

0
25
50
75

100
125
150
175
200

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

R
el

at
iv

e 
In

cr
ea

se
 %

 o
f O

H

50%NG2+50%H2_OH
50%NG5+50%H2_OH
50%NG6+50%H2_OH

(c)

Equivalence Ratio, Φ

Equivalence Ratio, Φ

Equivalence Ratio, Φ

3.8 Summary

The effect of enrichment with hydrogen on the NG blend is investigated by adding
25, 50, and 75% H2 by volume to three different NG blends. The major outcomes of
the experimental and chemical kinetic analysis of the present study are:

i. Enrichment with H2 increases the LBV by enhancing the transport and thermo-
kinetic properties of NG blends. However, the modification of thermo-kinetic
property is more effective compared to transport property.

ii. Enrichment with H2 is more effective on the rich fuel–air mixtures of NG
blends compared to stoichiometric and lean fuel–air equivalence ratios.

iii. The impact H2 addition on the enhancement of the thermo-kinetic property of
CH4 is more prominent compared to that of C2H6 and C3H8. Thus, the effect
of enrichment with H2 on LBV of NG6 blend is the highest, and NG5 blend
has the least improvement in LBV.
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iv. Because of steeper reduction in the activation energy of the fuel–air mixture,
there is a significantly larger increase in the LBV beyond 50% H2 addition
level.

v. The addition of H2 in NG–H2 blend decreases the Leeff of the lean fuel–air
mixtures (� = 0.6 and 0.7) and makes it less than unity. Hence, the flame
becomes unstable against the preferential diffusion effect.

vi. The presence of higher HCs (C2H6 and C3H8) increases the Leeff of the fuel–air
mixture. Thus, due to the presence of C3H8 in a larger proportion in NG5–H2,

blend supports the stable flame for a wider range of equivalence ratios. In
contrast to this, NG6–H2 blend, which has the lowest proportion of C3H8,
supports the most unstable flame against the preferential diffusion effect.

vii. Up to 50%H2 addition level,GRI-MECH3.0 is the best-suited chemical kinetic
mechanism compared to USC-II and San Diego mechanisms.

viii. At 75% H2 addition level, none of the mechanisms used in the present study
performedwell. However, the predictions of theGRI-MECH3.0 are the closest
to the experimental results, and they also follow the trends of experimental
results.

ix. The relative increase in the mole fraction of H, O, and OH radicals are propor-
tional to the increase in the LBV of the NG–H2 blends. The relative increase
in mole fractions of H, O, and OH radicals is the highest for NG6 blend and
the lowest for NG5 blend. Similarly, the relative increase in the active radicals
is also larger for the rich fuel–air mixture. Thus, the effect of H2 addition on
LBV is the highest for the rich fuel–air mixture of NG6 blend.
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Blowoff Characteristics of Laminar
Partially Premixed Flames of Palm
Methyl Ester/Jet A Blends

T. Maleta, R. N. Parthasarathy, and S. R. Gollahalli

Nomenclature

Da Damköhler number
SL Laminar flame velocity
T Absolute temperature of fuel/air mixture at exit
tflow Flow timescale (based on edge velocity gradient)
tchem Chemical timescale
α Thermal diffusivity
� Equivalence ratio

Abbreviations

PME Palm methyl ester

1 Introduction

Flame extinction is one of the most fundamental phenomena studied in the combus-
tion field [1]. It is governed by chemistry, mass transport and other combustion
processes. The extinction of jet diffusion flames is described in terms of liftoff and
blowout/blowoff. The blowoff characteristics are one of the important criteria in
designing burners for various applications such as in boilers and gas turbines. It is
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important to understand flame stabilization in order to control combustion in various
applications.

Vanquickenbourne and van Tiggelen [2] were among the first to investigate the
stabilizationmechanisms of lifted, turbulent diffusion flames in still air. Amajority of
studies have focused on the flame stability mechanism in the turbulent regime [2–9].
Pitts [10] compared many competing theories which characterized the stabilization
mechanism and blowout of lifted diffusion flames in the turbulent regime. Following
Pitts’ review [10], there was a large number of papers published which added to
better understanding of this matter. Lawn [11] added the additional complexity of
the matter when coflowwas present. It was concluded that presence of coflowmoved
the stoichiometric contour and the contour of maximum flame velocity to a smaller
radius at the same height in the jet. Thus, the flame stabilized further downstream.

A less number of studies have been conducted in the laminar regime—most of
which dealt with blowout rather than blowoff [12]. Several studies reported that lifted
flames blew out quickly after they were lifted from the burner without stabilizing at
some liftoff height [13, 14]. Characteristics of reattachment and blowout of laminar
lifted flames of propane fuel have been investigated experimentally in several studies
[15–17]. It was reported that as the flow rate decreased from a lifted flame, the liftoff
height decreased nonlinearly, and the flame reattached to a nozzle at a certain liftoff
height [15]. Results showed that a lifted flame reattached quickly back to the burner
when the jet velocity was decreased. However, hysteresis was observed as the liftoff
velocities and reattachment velocities were significantly different [16, 17].

Typically, the Damköhler number has been used to characterize the
blowoff/blowout of flames. The Damköhler number is the ratio of the flow timescale
and the chemical reaction timescale. Studies have shown that the Damköhler number
correlates well with the blowoff velocity and can be used for characterization of
blowoff [1, 18]. As noted by Lewis and von Elbe [19], blowoff occurs when the gas
velocity gradient at the jet edge becomes higher than the flame velocity gradient near
the jet edge (which reduces to zero steeply). Thus, the gradient of velocity near the
edge is an important factor in determining the flow timescale. The chemical timescale
is inversely proportional to the square of laminar flame speed [1].

In recent years, the search for alternative fuels which are environmentally friendly
and which could replace petroleum fuels has grown significantly. Biofuels are a
renewable energy source produced from various feedstock which can be grown
domestically. Biodiesels (a subcategory of biofuels) are produced by the transes-
terification of vegetable oils, residual fry oil or animal fats with alcohol and alkaline
catalysts. Some of the biofuels have been suggested as a viable option for petroleum
fuel replacement and have been experimentally investigated and are commercially
available. Canola, palm and soy methyl esters (CME, PME, SME) are biodiesels
which are produced by the transesterification of canola, palm and soy oil, respec-
tively. These biodiesels are nearly carbon-neutral, and their physical properties are
nearly similar to those of petroleum-based fuels; therefore, they can be blended
with petroleum fuels and can be readily used in existing engines with little or no
modifications [20]. There have been a number of studies which investigated emis-
sions of biofuel (and blends of biofuel with petroleum fuel) combustion [21–23].
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The performance of these fuels and their petroleum fuel blends in engines has also
been well-documented [20, 24–26], but the fundamental knowledge of the stabiliza-
tion mechanism and blowoff of the biofuels is still lacking, particularly in laminar
regime. Thus, the motivation of this study was to improve our understanding of the
stabilization mechanism and blowoff of laminar flames of these fuels.

2 Experimental Setup and Method

The details of the experimental setup, instrumentation and test conditions are
presented in this section. A complete documentation of the setup and instrumentation
is provided by Maleta [27].

2.1 Setup

All experiments were conducted in a steel test chamber with a cross section of 76 cm
× 76 cm × 100 cm. The chamber was equipped with windows (20 cm × 90 cm)
for optical access to the flames. The ambient pressure was atmospheric, and ambient
temperature was room temperature. An exhaust duct (equipped with a fan) used to
vent the combustion products from the test chamber was open to the atmosphere.
The burner was located within the test chamber at the bottom center, and it was
concentrically aligned within a circular tube of inner diameter 6.2 cm which was
used to provide a coflow of air. A stainless steel circular tube 20.3 cm long (tapered
60° inward to provide more uniform flow as shown in Fig. 1) with 1.27 cm inner
diameter served as a burner.

The liquid fuel was injected using a syringe pump into a heated stream of air at a
location far enough upstream from the burner exit to ensure the fuel was completely
vaporized before it was ignited (Fig. 1). High temperature heating tape wrapped
around the 1.47 outer diameter circular tube was used to heat the air stream. The
heating tape was connected to an automatic temperature controller which was used
to obtain the temperature needed to completely vaporize the fuel, but not too high
to cause coking. The inside section of the burner and tubes was regularly cleaned
with a wire brush to remove any unburned fuel and debris. The exit temperature
of the air–fuel mixture was measured with a K-type thermocouple. Another K-type
thermocouple was used to measure the air temperature at the fuel injection port. The
liquid fuel was injected through a high-temperature silica-based septumwith a 50 ml
syringe inserted into a syringe pump.

Two process heaters were used to heat the coflow of air. The exit temperature
of the coflow air was about 20 °C lower than the exit temperature of the primary
airflow. Three different coflow rates were used in this study: 1.985E−3 m3/s (~2 L/s)
with a bulk velocity of 1.1 m/s, 3.97E−3 m3/s (~4 L/s) with a bulk velocity of
2.3 m/s and 5.95E−3 m3/s (~6 L/s) with a bulk velocity of 3.5 m/s. Experiments
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Fig. 1 Schematic diagram of the experimental setup

were also conducted with no coflow. Both primary airflow and coflow were metered
using rotameters. Before the shop air reached the rotameters, it was passed through
a purifier and an ice bath in order to prevent moisture and any particles entering the
flow. The air–fuel mixture was ignited at the burner exit using a butane lighter with
a flame length of approximately 1 cm.

The properties of the fuels studied are presented in Table 1. PME is heavier than
Jet A and contains significant amount of oxygen (11.9%). It is also more viscous

Table 1 Properties of tested pure fuels

Fuel Equivalent
molecular formula

Molecular
weight
(kg/kmol)

Liquid
density
(kg/m3)

Viscosity
at 23 °C
(cP)

(A/F)Stoic by
mass

Lower
heating
value
(MJ/kg)

JETA C13H23 179 793 1.54 14.38 42.8

PME C17.05H32.90O2 269 867 5.61 11.17 39.4

PME25
JETA75

C13.79H24.93O0.39 197 814 1.75 13.84 40.3

PME50
JETA50

C14.70H27.16O0.84 217 830 2.40 13.33 41.1

PME75
JETA25

C15.77H29.78O1.37 241 838 3.19 12.83 42.0
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than Jet A. The energy content of PME is about 8% lower than that of Jet A. The
stoichiometric air–fuel ratio for PME is lower than that of Jet A due to the presence
of oxygen in the fuel molecule of PME. Three blends with volume concentrations of
25%, 50% and 75% of PME were used in the study. Their properties are in between
those of the pure fuels, as seen from Table 1.

The experimental conditions are presented in Table 2. The exit Reynolds numbers
were computed based on the bulk velocity of the fuel/air mixture, burner inner diam-
eter and an estimated viscosity of the gases at the exit temperature. The flames were
laminar and confirmed by visual inspection. A typical photograph of the Jet A flame
is presented in Fig. 2 at an exit Reynolds number of 2600 and an equivalence ratio
of 0.9.

Table 2 Experimental conditions

Fuel Exit
Reynolds
number

Equivalence
ratio at
blowout

Fuel flow
rate (ml/min)

Airflow rate at
blowout
(ml/min)

Primary
flow bulk
velocity at
blowout
(m/s)

Coflow
bulk
velocity
(m/s)

Jet A 2400–3650 0.54–0.79 1.085–1.667 14,900–22,700 3.3–5.0 0, 1.1,
2.3

PME 2100–3100 0.53–0.81 1.085–1.667 14,500–20,450 3.3–4.7 0, 1.1,
2.3

PME25
JETA75

2200–3300 0.56–0.81 1.085–1.667 15,300–20,450 3.4–4.7 0, 1.1,
2.3

PME50
JETA50

2200–3200 0.57–0.82 1.085–1.667 14,500–20,500 3.5–4.7 0, 1.1,
2.3

PME75
JETA25

2200–3200 0.56–0.91 1.085–1.667 14,500–20,500 3.5–4.9 0, 0.69,
1.38

Fig. 2 Photograph of Jet A
flame at an exit Reynolds
number of 2600 and
equivalence ratio of 0.9
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2.2 Methodology

Blowoff measurements were taken at nine discrete fuel flow rates which ranged
from 65.1 ml/h to 100 ml/h. The experiments were conducted in such way that after
the fuel/air mixture was ignited (at approximately stoichiometric conditions), for a
given fuel flow rate and a given coflow setting, the airflow rate was increased until
the blowoff was reached.

As noted by von Lewis and Elbe [19], the gradient of velocity near the edge was
an important factor in predicting the blowoff. A pitot static probe was used to obtain
velocity values of exiting air at different conditions. The tip of pitot static probe was
placed 6 mm above the burner, while the pitot static probe was mounted on a traverse
and moved radially across the centerline of the burner in increments of 2 mm. A
typical velocity profile (with no coflow) is presented in Fig. 3.

The velocity gradient at the burner edge was estimated by averaging the right and
left side values of the gradients. These values were 1880, 1830 and 1350 s−1 for
the three bulk velocities of 5.1, 4.3 and 3.5 m/s. With the presence of coflow, the
values of these gradients decreased. Details of these measurements are documented
by Maleta [27].

Inflame temperature profiles were measured at equivalence ratio of 0.9. A two-
dimensional traverse was used to hold an R-type thermocouple (Platinum/Platinum-
87%, Rhodium-13%) to collect data at three different flame heights while traversing
radially through the flame in increments of 2 mm. The bead diameter of the ther-
mocouple was 0.2 mm. The bead was coated with silica before every experiment
to reduce the catalytic effects. A 1.6 mm outer diameter ceramic tube was used to
provide structural support to very thin thermocouple wires (0.03 mm diameter). The
collected temperature measurements were corrected for radiation and conduction
losses according to procedures outlined by Jha et al. [28]. Temperature data from
the thermocouple was collected using the LabVIEW data acquisition software and a

Fig. 3 Typical velocity profiles near the burner exit for three flow rates
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personal computer. The readings were taken at 1 Hz at each point and averaged over
5 s as there was no noticeable difference when averaged over a longer time period.

2.3 Damköhler Number Calculations

The Damköhler number (Da) is the ratio of the flow timescale to that of the chemical
reaction timescale.

Da = tflow
tchem

(1)

where tflow represents flow or residence timescale and tchem represents the chemical
reaction timescale. Theflow timescalewas taken as the inverse of the velocity gradient
at the flame edge estimated using themeasurements described in the previous section.

tflow = 1

velocity gradient (at jet edge)
(2)

The chemical timescale was estimated using

tchem = α

S2L
(3)

where α represents the thermal diffusivity and SL represents laminar flame speed.
Lima et al. [29] reported that the thermal diffusivity of a fuel/air mixture decreased
by 17% when the molar fraction of fuel in the mixture was 2.1%. Molar fractions of
fuel in the fuel/air mixture in the present study were 1% or less. Thus, the thermal
diffusivity of air was used as an estimate of the thermal diffusivity of the mixture.

The information on laminar flame speed at very low equivalence ratios (such as
those reported in this study) is very limited. Therefore, the laminar flame speed of
these fuels at low equivalence ratio was estimated assuming a parabolic correlation
between laminar flame speed and equivalence ratio. Many studies reported laminar
flame speed profiles which resembled a parabolic function [30–35]. Also, the laminar
flame speed was assumed to vary with temperature as T 1.5 [34]. The parabolic corre-
lations used to estimate the laminar flame speed (SL) for various fuels are given in
Eqs. 4 and 5. These equations were obtained by fitting a parabolic trend line to data
points reported in the aforementioned studies [30, 35]. The units of laminar flame
speed in these equations are cm/s.

Jet A: SL = −212.71�2 + 464.96� − 165.13 (4)

PME: SL = −133.64�2 + 336.46� − 126.04 (5)
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3 Results and Discussion

3.1 Flame Blowoff Images

Sequences of blowoff images of the Jet A and PME flames are presented in Fig. 4a
and b. The flames are blue in color (lean conditions) and laminar. As the air velocity
is slowly increased, the attachment of the flame to the burner on one side begins to
waver, and the flame is quickly blown off. Thus, the velocity gradient near the burner
edge plays an important role in the blowoff phenomenon.

For the Jet A flame (Fig. 4a), the initial equivalence ratio, velocity and Reynolds
number are 0.74, 3.8 m/s and 2800, respectively. The time interval between the
images is 0.8 s. The flame is completely blown off the burner when the exit velocity
is 4.1 m/s. A similar sequence is presented in Fig. 4b for the PME flame with an
initial equivalence ratio, velocity and Reynolds number of 0.76, 3.7 m/s and 2550,
respectively. The images are 0.3 s apart in this figure. The flame is completely blown
off when the exit velocity reaches 3.9 m/s.

a

b

Fig. 4 a Sequence of Jet A flame blowoff images with no coflow; initial equivalence ratio of 0.74
and initial Reynolds number of 2800. b Sequence of PME flame blowoff images with no coflow;
initial equivalence ratio of 0.76 and initial Reynolds number of 2550
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Fig. 5 Blowoff velocities of
Jet A and PME flames with
no coflow

3.2 Blowoff Velocity (No Coflow)

In this study, the blowoff conditions are reported for initial lean conditions (equiv-
alence ratio of 0.5–0.8). The experiment was repeated at least three times for each
flow condition, and the averages are displayed here. Uncertainties were computed
following standard procedures and are presented as error bars in the figures.

The blowoff velocity of the Jet A and PME flames is plotted in Fig. 5 as a function
of initial equivalence ratio. For Jet A flames, the blowoff velocity increased from
3.3 m/s at an initial equivalence ratio of 0.67–4.3 m/s at an equivalence ratio of 0.79.
The variation is almost linear within this range. As the initial equivalence ratio is
increased under lean conditions, the laminar flame velocity increases. For Jet A, the
laminar flame velocity increases from 50.91 to 69.44 cm/s as the initial equivalence
ratio is raised from 0.67 to 0.79 (as given by Eq. 4). Thus, a higher exit velocity is
required for the flame to be blown off the burner.

The results for the PME flames are similar. The differences between the blowoff
velocities of PME and Jet A flames were within experimental uncertainties.

3.3 Effects of Coflow on Blowoff Velocity

With the presence of coflow, a higher exit velocity is required to obtain the same
velocity gradient as that achieved with no coflow. Therefore, the blowoff velocity is
expected to increase as the coflow velocity is increased. The blowoff velocity of Jet
A and PME flames is presented in Fig. 6a–c for coflow velocities of 1.1 m/s, 2.3 m/s
and 3.5 m/s, respectively.

For a coflow velocity of 1.1 m/s, the blowoff velocity of Jet A flame increased
from 3.4 m/s at an initial equivalence ratio of 0.66–4.5 m/s at an equivalence ratio of
0.77, as seen in Fig. 6a. The corresponding values for the PME flames were 3.4 m/s at
an equivalence ratio of 0.65 and 4.5 m/s at an equivalence ratio of 0.76. As the coflow
velocity was raised to 2.3 m/s, the value of blowoff velocity increased by 0.1 m/s
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Fig. 6 a Blowoff velocities
of Jet A and PME flames
with a coflow of 1.1 m/s.
b Blowoff velocities of Jet A
and PME flames with a
coflow of 2.3 m/s. c Blowoff
velocities of Jet A and PME
flames with a coflow of
3.5 m/s

(Fig. 6b). At the coflow velocity of 3.5 m/s, the blowoff velocity was flat at about
4.1 m/s. In this case, initial stable flames were achieved only for an equivalence ratio
range of 0.55–0.75. The differences in blowoff velocities of Jet A and PME flames
were within experimental uncertainties for all coflow conditions.
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3.4 Damköhler Number

The Damköhler number was computed using Eqs. (1)–(5). The thermal diffusivity
was assumed to be that of air at the exit temperature because the fuel mass fraction
was small. The results are presented in Tables 3 and 4 for Jet A flames and PME
flames, respectively. With no coflow, the average Damköhler number corresponding
to blowoff was around 6 for the Jet A flames and 4 for the PME flames. With the
presence of coflow velocities of 1.1 and 2.3 m/s, the average value of Damköhler
number increased to 8 for Jet A flames but remained at 4 and 4.6 for the PME flames.
Thus, it appears that the Damköhler number can be used effectively to estimate the
blowoff velocity at lean conditions.

Table 3 Damköhler number for Jet A flames at blowoff

Coflow (m/s) 3.5 2.3 1.1 0

� Da � Da � Da � Da

0.55 2.3 0.63 6.5 0.66 7.8 0.67 5.0

0.57 3.2 0.64 6.8 0.68 8.2 0.70 5.9

0.60 4.6 0.65 7.1 0.71 9.4 0.69 5.2

0.61 4.7 0.67 8.0 0.70 7.9 0.71 5.7

0.63 5.6 0.69 8.8 0.71 7.6 0.74 6.5

0.66 6.9 0.71 9.7 0.72 7.5 0.74 6.2

0.67 7.1 0.74 10.6 0.74 8.0 0.76 6.6

0.69 7.8 0.75 10.2 0.76 8.4 0.79 7.4

0.69 7.5 0.75 9.0 0.77 8.4 0.79 7.1

Average Da 5.5 8.5 8.1 6.2

Table 4 Damköhler number for PME flames at blowoff

Coflow (m/s) 3.5 2.3 1.1 0

� Da � Da � Da � Da

0.54 1.2 0.62 2.8 0.65 3.5 0.66 3.0

0.57 2.0 0.64 3.3 0.65 3.2 0.69 3.7

0.57 1.7 0.68 4.7 0.65 3.0 0.72 4.3

0.59 2.1 0.67 4.0 0.70 4.5 0.68 2.8

0.62 3.0 0.71 5.3 0.69 3.8 0.76 4.9

0.63 3.0 0.69 4.3 0.72 4.6 0.75 4.2

0.66 3.6 0.73 5.5 0.73 4.6 0.77 4.5

0.69 4.5 0.74 5.7 0.73 4.2 0.76 4.0

0.72 5.1 0.75 5.8 0.76 5.0 0.79 4.6

Average Da 2.9 4.6 4.0 4.0
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3.5 Blowoff Velocity of Blend Flames

The blowoff velocities of the blend flames for various coflow velocities are presented
in Fig. 7a–d. The differences observed for the blend flames were within experimental
uncertainties. As before, the blowoff velocity increased with initial equivalence ratio
and with coflow. The Damköhler number could not be computed for the blend flames
due to the lack of knowledge of laminar flame velocity of blend flames.

3.6 Flame Temperature

The measured flame temperature profiles at three heights from the burner are
displayed in Fig. 8a–c. The measurements were conducted for a burner-exit equiva-
lence ratio of 0.9. The temperature at half the inner cone height (Fig. 8a) shows the
classical double-peak variation. The maximum temperature (close to 1740 K) was
measured at the location of the flame front that was 5 mm from the center. At the tip
of the inner cone, the maximum temperature was around 1710 K and was located at
the center (Fig. 8b). The temperature variation was flat in the middle and decreased
toward the edges. At twice the inner cone height, the maximum temperature was
reduced to 1660 K due to mixing with entrained air (Fig. 8c); the temperature profile
was flat, similar to that observed at the tip of the inner cone. There were no significant
differences between the temperatures measured in the various flames. The adiabatic
flame temperature of PME and Jet A was comparable at stoichiometric conditions
[30].

4 Conclusions

The blowoff velocities of laminar partially premixed prevaporized laminar flames of
Jet A, PME and blend flames of Jet A and PMEwere studied with and without heated
coflow. The burner-exit equivalence ratio was in the range 0.53–0.83. The blowoff
velocity was determined by increasing the primary airflow rate until the flame blew
off, while the fuel flow rate and coflow rate were kept constant. Inflame temperature
measurements were also made. The Damköhler number was used to characterize the
blowoff of flames. Based on the results, the following conclusions were drawn:

(a) The blowoff velocity increased roughly linearly with equivalence ratio. The
difference in flame blowoff velocity of all fuels was within experimental
uncertainties.

(b) As the coflow velocity was increased, the blowoff velocities increased due to
the reduction in the velocity gradient at the edge of the jet. The differences
in the values of blowoff velocities became smaller as the coflow velocity was
increased.



Blowoff Characteristics of Laminar Partially Premixed Flames … 173

Fig. 7 a Blowoff velocities
of blend flames with no
coflow. b Blowoff velocities
of blend flames with coflow
velocity 1.1 m/s. c Blowoff
velocities of blend flames
with coflow velocity 2.3 m/s.
d Blowoff velocities of blend
flames with coflow velocity
3.5 m/s
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Fig. 8 a Temperature
profiles at half the inner cone
height (equivalence ratio of
0.9 and Reynolds number of
2600). b Temperature
profiles at the tip of the inner
cone (equivalence ratio of
0.9 and Reynolds number of
2600). c Temperature profiles
at half the outer cone height
(equivalence ratio of 0.9 and
Reynolds number of 2600)

(c) A Damköhler number (based on the velocity gradient at the jet edge and the
laminar flame speed and thermal diffusivity) value of 3–8 characterized the
blowoff velocity. The laminar flame speed of the fuels at low equivalence
ratio was estimated assuming a parabolic correlation between laminar flame
speed and equivalence ratio and an absolute temperature variation of T 1.5. The
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Damköhler number corresponding to the blend flames could not be determined
due to the lack of knowledge of laminar flame velocity of blend flames.

(d) The temperature profiles in the various flames were similar, with peak temper-
atures of around 1740 K. The adiabatic flame temperature at stoichiometric
conditions was comparable for PME and Jet A. The present measurements can
be used to validate computational models of laminar PME and blend flames.
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F Equivalence Ratio
A1 Benzene (C6H6)
A2 Naphthalene (C10H8)
A3 Phenanthrene (C14H10)
A4 Pyrene (C16H10)
A5 Benzo[e]pyrene (C20H12)
EPRF Ternary blend with ethanol
LPZ Lean premixed zone
LTC Low temperature combustion
MON Motor octane number
NPZ Non-premixed zone
PAH Polycyclic aromatic hydrocarbons
PRF Binary primary reference fuel
RON Research octane number
RPZ Rich premixed zone
OS (or S) Fuel sensitivity
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1 Introduction

Transportation sector plays a crucial role in the increase in energy demand and
currently accounts for nearly 20% (110 quadrillion BTUs) of global energy demand
[1]. Moreover, this sector is almost entirely (99%) powered by internal combustion
engines (ICE), with land and marine transport primarily by reciprocating ICE, and
air transport by jet engines. While the combustion of fossil fuels is of critical impor-
tance, the issues related to adverse environmental and human health hazards caused
by emissions from the combustion of fossil fuels need to be addressed [2–4]. It is
critically important to develop novel technologies and combustion strategies that
focus on high efficiency and cleaner engines. Low-temperature combustion (LTC)
mode has been widely studied as a novel combustion mode. It offers the possi-
bility to reduce both NOx and particulate matter via enhanced air-fuel mixing and
intake charge dilution reducing peak combustion temperatures [5–7]. Variants of
this engine technology include Homogeneous charge compression ignition (HCCI),
dual-fuel reactivity-controlled compression ignition (RCCI), and partially premixed
compression ignition (PPCI) and others.

Gasoline Compression Ignition (GCI) [8] is another variant of LTCmode engines,
which has been gaining increasing attention due to its potential of achieving high
thermal efficiencies and significantly low emissions under controlled combustion
phasing. It combines the advantages of cleaner combustion of SI engine and high
compression ratios of CI engine. Moreover, in order to control the autoignition
event, themixture (equivalence ratio) stratificationwithin the cylinder ismanipulated
through late or early injection during the compression stroke. Further, compared to
traditional gasoline fuels with high octane number, the low octane gasoline fuels
are more suitable for GCI mode of combustion due to their higher resistance to
autoignition. Low-octane fuels such as naphtha fuels are produced in a much simpler
and eco-friendlier way compared to high octane gasoline fuels due to the absence
of complicated refining processes and antiknock additives. Such fuels have longer
ignition delays, higher volatility, and generally lower aromatic content compared
to conventional diesel fuels. The longer ignition delay of naphtha fuel facilitates
sufficient fuel-air mixing prior to ignition, hence increasing the possibility of cleaner
combustion. Zhang et al. [9] investigated the combustion and emission characteristics
of naphtha fuels with RON (research octane number) of 59 and 69 in a CI engine and
demonstrated that these fuels could achieve enhanced premixed combustion resulting
in reduced soot emissions. Chang et al. [10] observed that the use of naphtha fuel in
PPCI mode increases the overall efficiency and reduces emissions. Moreover, since
autoignition is the primary controlmechanism for optimizing the engine performance
at different operating conditions, the use of naphtha fuels in advanced LTC engines
requires accurate modeling of ignition chemistry. It also requires the development
of validated surrogate fuel mixtures for representing the atomization and ignition
characteristics of these fuels under various operating conditions.

Primary reference fuel (PRF) surrogates are among the simplest surrogates
employed to mimic gasoline combustion. A PRF is a binary mixture of n-heptane
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and iso-octane. Several experimental and modeling efforts [11–15] are available in
the literature describing ignition and soot characteristics of iso-octane and n-heptane
as single components and also as PRF blends. However, commercial gasoline is a
mixture of several hydrocarbons along with high aromatic content (20–30%) and
other non-paraffinic species (5–10%). Consequently, such fuels tend to have a high
Octane Sensitivity (S).1 Thus, a PRF surrogate, which has zero octane sensitivity, has
limited capability to emulate the ignition behavior of real gasoline fuel. Moreover,
Kalghatgi and coworkers [14] demonstrated that real gasoline, due to high octane
sensitivity, matches the behavior of different PRF blends at different operating condi-
tions. Hence, PRF surrogates cannot be used to rate a gasoline-based on primitive
RON and MON testing methods. Thus, there is a need to develop multi-component
surrogates having high octane sensitivity (S), which will have the capability to repre-
sent the performance of real fuel for a broad range of operating conditions. In the
process of developing multi-component surrogates, it becomes essential to identify
the impact of each additional component (non-paraffinic) added to PRF fuel. For
instance, Toluene primary reference fuel (TPRF), a ternary blend containing iso-
octane/n-heptane/toluene as components, has been shown to be a better match to
the composition and combustion properties (octane number, sensitivity) of gasoline
compared to PRF mixtures [14, 16–20]. In this context, some recent studies have
shown that the addition of toluene or other aromatic components to the surrogate can
account for the effects of fuel sensitivity (S), and thus mimic the behavior of gasoline
and naphtha type fuels [16, 21–23]. For instance, Gauthier et al. [16] evaluated the
autoignition data of RD387 gasoline and a ternary surrogate (63% iso-octane, 17%
n-heptane, 20% toluene) in a shock tube, and observed that the ternary surrogate
adequately captures the autoignition characteristic of gasoline. A recent study by
Jain et al. [19] confirmed the strong effect of octane sensitivity on transient ignition
and flame evolution in homogeneous mixtures and diesel sprays. It was observed that
in homogeneous mixtures, the fuel sensitivity has a strong influence on ignition at
low (T < 850 K) to intermediate (850 K < T < 1100 K) temperatures, but a relatively
small effect at higher (T > 1100 K) temperatures. At low temperatures, the effect
of sensitivity was to reduce fuel ignitability, i.e., longer ignition delay. However, as
the temperature was increased, the behavior was reversed, indicating shorter ignition
delays for blends with higher sensitivity. This implied the existence of a ‘transition
temperature’ at which the fuel ignitability is reversed. Results also indicated that
the NTC behavior becomes increasingly less pronounced as the octane sensitivity is
increased. Further, since fuel sensitivity provides a measure of aromatic content in
the fuel, it implies that the presence of aromatic species can significantly affect the
fuel sooting characteristics [24, 25]. Park et al. [24] considered nitrogen diluted gaso-
line opposed-jet flames and observed that the increase of either toluene or iso-octane
content in the fuel leads to an increase in PAH concentration. An et al. [25] investi-
gated the effect of toluene addition on particulate emissions in different combustion

1Fuel Octane Sensitivity (S) is defined as the difference between RON and MON. It is one such
fuel property which directly relates to the composition of the fuel. It accounts for the non-paraffinic
content present in the fuel.
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modes, i.e., partially premixed combustion (PPC) and homogeneous charge compres-
sion ignition (HCCI) using a single-cylinder diesel engine. The results indicated
higher soot emissions for the blend with toluene compared to that without toluene,
in both the combustion modes. Further, a recent experimental study by Shao et al.
[26] examined the formation of PAHs during the pyrolysis of two ternary surrogates
(TPRF70 and TPRF97.5). They noticed that toluene consumption was promoted in
TPRF mixtures relative to when it is a pure fuel while iso-octane remained to be the
most reactive component. However, no direct correlation between the toluene content
and PAH concentrations was observed. Despite higher toluene content in TPRF97.5,
it produced lower amounts of benzene and naphthalene when compared to TPRF70.
On the other hand, TPRF97.5 produced slightly higher amounts of phenanthrene
and pyrene. Though these observations are for fuel pyrolysis, they help in under-
standing the complex behavior of multi-component fuels when compared to that of
single-component fuels.

There have also been several experimental and computational studies dealingwith
the effect of using bio-derived fuels, such as ethanol, di-isobutylene, and butanol
isomers on PAH and soot emissions [27–33]. However, the focus was mainly on
binary mixtures. Inal et al. [34] have shown that the addition of alcohol, such as
methanol, ethanol, and n-butanol, gasoline (n-heptane used as surrogate) has a clear
inhibitory effect on PAHs formation. Yao et al. [35] concluded that alcohol addition
can inhibit the formation of PAHs in laminar premixed n-heptane/toluene flames,
especially at the later stages of the reaction zone, by inducing massive HO2 and
OH radicals. Maricq et al. [36] and Khosousi et al. [37] investigated the effect of
ethanol addition on soot formation in coflowgasoline diffusionflames.Both observed
that soot suppression is not significant until blending ratio of ethanol is more than
50%. The E85 flame produced significantly less soot than E0, E20, and E50 flames.
Khosousi, with the help of simulations (assuming gasoline as TPRF blend), attributed
this decrease in soot concentrations to lower aromatic content in the fuel stream (at
higher ethanol dilution level) as opposed to the increased oxygen content of ethanol.

The studies mentioned above highlight the anomalous nature of fuel blends based
on mixture composition. Further, the literature review indicates very few studies on
PAHs and soot emissions from gasoline surrogates with more than two components,
such as TPRFs and EPRFs (PRF with bio-derived fuel as the third component).
Moreover, in order to further examine the fuel-engine interactions, it is important
to relate fuel properties (physical and chemical properties) to engine performance
and emissions. Octane sensitivity (S) is one such property that directly relates to the
chemical nature of the fuel. Thus, in order to get a better insight into the effect of
S on emissions, it is necessary to explore the sensitivity induced by various non-
paraffinic sources. Motivated by these considerations, this chapter reviews research
focusing on the effects of fuel composition and octane sensitivity on PAHs emissions
in simplified laboratory-scale configurations. Three- and four-component blends,
where S is induced due to toluene and/or ethanol in PRF mixtures, are considered.
Some results are also presented for binary mixtures. The configurations considered
include counterflow diffusion and partially premixed flames, and jet-stirred reactor
and flow reactor focusing on pyrolysis behavior. The chapter mainly focuses on the
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Table 1 PRF, TPRF, and ERPF blends (molar %) investigated in this work

Surrogate ISO-Octane n-Heptane Toluene Ethanol RON MON Octane
sensitivity
(S)

PRF70-0 67.6 32.4 0 0 70 70 0

TPRF70-4 36.6 35 28.4 0 70a 66a 4c

TPRF70-5.7 23.6 36.6 39.8 0 70.05b 64.4b 5.7c

EPRF70-1.55 41.5 35.1 0 23.4 70d 68.44d 1.55c

EPRF70-4 22.7 37.4 0 39.9 70.04d 66d 4.04c

ETPRF70-4(1) 25.4 34.7 18.5 21.4 70d 66d 4c

ETPRF70-4(2) 38.0 34.2 23.0 4.8 70d 66d 4c

ETPRF70-5.7 12.5 35.1 32.0 20.3 70d 64.4d 5.6c

aRON and MON estimated by Javed et al. [39]
bRON and MON estimated using correlations developed by Kalghatgi et al. [14]
cSensitivity OS = RON—MON (estimate)
dRON and MON estimated using correlations developed by Al Ramadan et al. [38]

results, rather than on the details of the computational model or experimental set-
up. The compositions of the blends (PRF70, TPRF70-a, TPRF70-b, EPRF70-a, and
EPRF70-b) used in this study are provided in Table 1. The correlations of Kalghatgi
et al. [14] were used to formulate the PRF and TPRF blends, while EPRF and ETPRF
blends were formulated using the correlations of Al Ramadan et al. [38]. They are
formulated in such a way so as to maintain the RON= 70 while increasing the octane
sensitivity. Thus, the blends contained different amounts of iso-octane, n-heptane
and toluene or ethanol. For our study, four detailed or semi-detailed mechanisms
were evaluated in terms of their predictive capabilities for PAHs emissions through
comparison with LIF data in diffusion flames (details are not discussed in this review
study). Based on this evaluation, a fairly detailed mechanism of Park et al. [26]
involving 574 species and 3379 reactions was used for the study.

Format for name of blend—##PRF$$-*, where ## is T(Toluene) or E(Ethanol)
or TE (both Toluene and Ethanol) blended with PRF, $$–RON and *—Octane
Sensitivity.

2 Results and Discussion

Results discussed here are taken from previous publications dealing with the effects
of surrogate composition and octane sensitivity (S) on PAH and soot emissions.
As stated above, the results mainly focus on fuel mixtures having iso-octane/n-
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heptane/toluene/ethanol components. The first part of the section discusses results
for binary blends, followed by sections on ternary and quaternary blends. For the
latter, the effects of fuel composition and S on the flame structure and PAH formation
are discussed.

2.1 Binary Blends

As discussed earlier, binary blends consisting of any two of iso-octane, n-heptane
or toluene have been of great interest in the context of developing a surrogate to
capture the behavior of gasoline fuel under a wide range of operating conditions.
Further, it has been observed in some studies that fuels behave very differently when
part of a mixture rather than when used as a sole fuel, hence making it essential to
understand the behavior of fuel mixtures. Choi et al. [11] performed experiments
and computations in a counterflow configuration to examine the possible synergistic
effect of PAHs and soot formation for binary mixtures. Flames of iso-octane/toluene
(OT) and n-heptane/toluene (HT) were examined under two different conditions –
soot formation/oxidation (SFO) and soot formation (SF). Note that in SFO flames,
the soot zone is located on the fuel side of the flame, and thus the soot particles
formed there migrate to the oxidizer side, where they get oxidized by species such
as OH and O2. On the other hand, the SF flame is located on the oxidizer side, and
the soot particles are convected away from the flame and thus are not oxidized. The
mole fractions of fuel mixture in fuel stream and oxygen content in oxidizer stream
were (XF, XO) = (0.30, 0.21) and (0.07, 0.90) for SF and SFO flames, respectively,
while the remaining portion of fuel and oxidizer streams is nitrogen.

Figure 1 presents the normalized maximum (normalized with respect to RT
2 = 1

data) LII and LIF signals for iso-octane/toluene and n-heptane/toluene flames under
SF and SFO conditions. Note that LIF and LII signals provide a measure of PAH
concentration and soot volume fraction, respectively. In addition, LIF signals with
longer detection wavelengths correspond to larger PAHs. As indicated in Fig. 1, the
LII signals increase with toluene ratio monotonically, but their variation is far from
linear. Further, the peak values of LIF signals for both OT and HT flames in SF
condition occurs when RT ≈ 0.7, indicating a synergistic behavior with respect to
toluene content on PAH formation for RT > 0.7. This synergistic effect is relatively
weak for flames under SFO condition. Numerical simulations further confirmed this
synergistic behavior. Moreover, the formation of the first ring—benzene which is the
starting point for the formation of higher PAHs shows a clear synergistic effect with
RT. The same was captured by both the mechanisms used in the study. The dominant
reaction which produces benzene is C6H5CH3+H→A1+CH3. Though the increase
in RT implies an increase in toluene content, there is decrease in H radicals, which
are produced from i-C3H7 and t-C4H9, and thus originated from iso-octane. Thus,
the decrease in H radical is related to reduced iso-octane content at higher RT.

2RT—Toluene ratio, defined as the liquid volume ratio of toluene in the binary mixture.
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Fig. 1 Normalized
maximum LII and LIF
(400 nm) signals as a
function of toluene ratio
(RT) in n-heptane/toluene
(HT) and iso-octane/toluene
(OT) in SF (top) and SFO
flames. Adopted from [11]

Park et al. [24] reported a new set of experiments for OT and HT mixtures. As
indicated in Fig. 2, toluene addition has a stronger effect on the formation of PAHs
when added to n-heptane as compared to iso-octane (based on slopes), especially
for smaller detection wavelength corresponding to smaller PAHs. They also devel-
oped a detailed mechanism with 574 species, which had the capability to predict
PAHs species formed frommulti-component blends. Themechanismwas also able to
capture the non-linear and synergistic effect on PAH formation in OT and HT flames.
The cited study [24] also provided additional experimental data by measuring LII
and LIF signals in flames burning PRF mixtures and TPRF mixtures. Results for the
PRF flames are presented in Fig. 3, which plots the normalized maximum LIF and
LII signals for PRF mixtures, in terms of octane ratio, Ri (defined as a molar ratio of
iso-octane in themixture). The experimental results indicate that PAH concentrations
increase with increasing Ri, and the rate of increase is greater at higher wavelengths.
The LIF data for shorter detection wavelength (330 nm) is nearly linear, while at
a longer wavelength, the LIF data shows increasingly non-linear behavior with Ri.
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Fig. 2 Normalized maximum LII and LIF signals as a function of toluene ratio (RT) in n-
heptane/toluene and iso-octane/toluene mixture flames in SF condition. Values normalized with
respect to RT = 0.2. Adopted from [24]

Fig. 3 NormalizedmaximumLII and LIF signals as a function of octane ratio (Ri) in n-heptane/iso-
octane (PRF) mixture flames in SF condition. LII signals were captured at different oxygen molar
concentrations in oxidizer stream. Values normalized with respect to Ri = 0 in (a) and Ri = 1.0 in
(b). Adopted from [24]

Also, as indicated in Fig. 3b, LII signals, which correlate with soot show a non-linear
increasing trend with Ri. Park et al. [24] performed simulations to calculate the soot
volume fractions in flames burning iso-octane and n-heptane mixtures (Fig. 3b) by
coupling the above mechanism with a detailed soot model. The results essentially
captured the non-linear trend of soot volume fraction at different oxygen levels,
thus confirming that the formation of PAHs and soot is related to the surrogate
composition.
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2.2 Ternary Blends

As stated in the preceding section, Park et al. [24] also performed flame experiments
using TPRF ternary blends (iso-octane, n-heptane, and toluene) in order to examine
the effect of fuel composition on PAH and soot emissions. A wide range of mixtures
were considered with a fixed toluene fraction of 10% (T10PRF) and 20% (T20PRF),
with the remaining comprised of iso-octane and n-heptane with varying iso-octane
molar ratios (Ri). Figure 4 presents the normalized LIF signals and calculated peak
PAHs mole fractions for T10PRF and T20PRF mixtures as a function of Ri. The
experimental results indicate that the PAH formation trend for TPRF mixtures is
similar to PRFmixtures, wherein PAHs increase at different rates at various detection
wavelengths with varying Ri. However, the increase is fairly linear for both T10PRF
and T20PRF mixtures, which is different from PRF mixtures. Moreover, the rate of
increase (based on slope) is larger in T10PRF than the T20PRFmixtures. In addition,
the mechanism can reasonably capture this trend of PAHs (A2-A5) formation for
various TPRF mixtures. Figure 5 presents the normalized LII signals and calculated
peak soot volume fractions for T10PRF and T20PRF mixtures as a function of Ri

and at various oxygen levels in the oxidizer stream. LII signals increase linearly, in a
fashion similar to LIF signals. The increase in LII signal at higher O2 mole fraction is
due to the higher flame temperature. Further, the results show that the rate of increase
in soot volume fraction is smaller in higher O2 concentration conditions than that in
lower O2 conditions. This indicates that the sensitivity of soot formation to octane
ratio (Ri) diminishes as the O2 mole Reactions R1303

fraction in the oxidizer stream increases. This is also true in T10PRF and T20PRF
cases, where the sensitivity to Ri diminishes with the increase in toluene fraction. On
the other hand, it is interesting to notice slightly higher soot formation in T20PRF
flames when compared to T10PRF flames, while the PAH formation follows an
opposite trend. In the cited study, a rate of production (ROP) analysis was performed
to explain the effect of composition on PAHs formation. The results indicated that
the odd-carbon number species (such as C5H5, C6H5CH2, C9H7) and A1, which are
responsible for the formation of higher PAH species, remain unaltered regardless
of Ri, except for propargyl (C3H3) radical (which increases with increase in Ri).
Benzene in TPRF mixtures is mainly produced from the reaction of toluene with H
radical. The benzyl radical (C6H5CH2) formed from toluene dehydrogenation, reacts
with propargyl radicals and leads to the formation of A2 while the recombination
of benzyl radicals forms A3 and the reaction of benzyl with indenyl (C9H7) radical
leads to the formation of A4. Higher concentration of propargyl radicals enhances
A2 formation, and also leads to another reaction (A2CH2+C3H3→A3 + 2H) for A3
formation. More details on important reactions involved in formation of benzene
and pyrene in ternary blends TPRF and EPRF, with regards to octane sensitivity are
discussed in a later section.

The results for OT and HT binary mixtures have shown that toluene has a signifi-
cant effect on PAHs and soot formation. However, details regarding the effect of
toluene on PAH and soot formation in ternary mixtures (TPRF) are lacking in
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Fig. 4 Normalized maximum LIF signals (symbols) and calculated normalized peak PAH mole
fractions as a function of octane ratio (Ri) in T10PRF and T20PRF counterflow diffusion flames.
Normalized using values at Ri = 0. Adopted from [24]

Fig. 5 Normalized maximum LII signals (symbols) and calculated normalized peak soot volume
fraction as a function of octane ratio (Ri) in T10PRF and T20PRF counterflow diffusion flames.
LII signals were captured for different oxygen mole fractions in oxidizer stream. Normalized using
values at Ri = 1 Adopted from [24]

the literature. With this motivation, Shao et al. [26] performed experiments and
elucidated the effect of fuel composition (with regards to toluene content) on PAH
formation during pyrolysis in TPRF mixtures. Two ternary blends (TPRF70 and
TPRF97.5), representing low octane (RON 70) and high octane (RON 97.5) gaso-
line, were examined in a jet-stirred reactor. The TPRF70 and TPRF97.5 blends have
an octane sensitivity of S = 4 and 10.9, respectively. The molar compositions in the
order toluene/is-octane/n-heptane were 0.285/0.365/0.35 and 0.775/0.08/0.145 for
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TPRF70 and TPRF97.5, respectively. Thus, TPRF70 had significantly low toluene
content when compared to TPRF97.5. Conventional knowledge would suggest that
TPRF97.5 produces significantly more PAHs than TPRF70 due to higher toluene
content in the former. However, experimental and numerical analysis carried by
Shao et al. have shown that PAHs formation during pyrolysis is related to the mixture
composition rather than on the concentration of single component of the mixture. It
is noticed that, despite the significantly low toluene content in TPRF70, it produced
slightly higher benzene and naphthalene (A2) compared to TPRF97.5, while the
pyrolysis of TPRF97.5 produced slightly higher amounts of phenanthrene (A3) and
pyrene (A4). This anomaly is explained with the help of rate of consumption of each
component and the production of intermediates formed during pyrolysis of fuel. It
is noticed that the rate of consumption of a fuel component is significantly different
when part of a mixture compared to when used as a sole fuel.

Figure 6 compares the consumption of toluene, iso-octane, and n-heptane when
part of the mixture (TPRF70 and TPRF97.5) and when used as sole fuels in JSR and
flow reactor (FR) pyrolysis. It is noticed that toluene consumption is promoted in
TPRFmixtures relative to when it is pure fuel. This is attributed to toluene consump-
tion by radicals, such as H, CH3, C3H3, C3H2, produced during the pyrolysis of
iso-octane and n-heptane. While n-heptane is consumed at slightly lower tempera-
tures when part of mixtures, there is not any significant effect on the consumption
of iso-octane when part of mixture. Further, as mentioned by Park et al. [24], the
main source of benzene formation is the reaction of toluene with H atoms in TPRF
mixtures. However, due to the higher concentrations of iso-octane and n-heptane in
TPRF70, there is increased production of smaller hydrocarbon intermediates, such

Fig. 6 Comparison of fuel
component consumption
when part of mixture
(TPRF70 and TPRF97.5)
(symbols and solid lines) and
when used as sole fuel
(dashed line) in JSR and FR
pyrolysis. Symbols are
experiment results while
lines are simulation results.
Adopted from [26]
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Fig. 7 Mole fraction of intermediates produced by TPRF70 (blue and dashed line) and TPRF97.5
(red and solid line) in JSR and FR pyrolysis. Symbols are experiment results while lines are
simulation results. Adopted from [26]

as allene, acetylene, ethylene, propargyl, propene, and propyne in TPRF70 than in
TPRF97.5. Figure 7presents themole fractions of the above-mentioned intermediates
(except propargyl) produced during the pyrolysis of TPRF70 and TPRF97.5. Note
that propargyl (C3H3) is mainly produced from allene and propyne. All these inter-
mediates aide in the production of benzene through additional routes in TPRF70. For
instance, the reaction of propargyl radical with allyl radical contributes nearly 28%of
benzene formation in TPRF70, while its contribution is only 3% in TPRF97.5. Thus,
the presence of other routes for benzene formation leads to comparable or slightly
higher benzene production in TPRF70 compared to that in TPRF97.5, although
TPRF97.5 has significantly high amounts of toluene. Further, propargyl also plays
an important role in the production of naphthalene (A2). Dehydrogenation of 1,2-
dihydronaphthalenyl radical (C10H9) leads to the formation of A2, where C10H9 is
mainly produced from the reaction between benzyl and propargyl radicals. Further,
the mole fractions of three and four ring structures A3 and A4 are slightly higher
in TPRF97.5 than TPRF70. This is due to the increased amount of benzyl radi-
cals produced from toluene dehydrogenation that leads to the formation of bibenzyl
(C14H14), and this forms A3 and A4 through traditional HACA mechanism.
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2.3 Effect of Octane Sensitivity on PAHs—Ternary
and Quaternary Mixtures

Fuel Octane Sensitivity (S) as defined above is the difference between RON and
MON. It is one such fuel property that is directly related to the fuel composition. It
accounts for the non-paraffinic content in the fuel. Results in the preceding sections
mainly focused on evaluating the effect of blend composition on PAHs and soot emis-
sions. This section provides additional results and a more detailed discussion on the
effect of blend composition and octane sensitivity on PAHs formation. Blends with a
fixed RON of 70, but with different S values are considered, where the sensitivity is
derived from toluene and/or ethanol. Results are presented for counterflow partially
premixed flames (PPFs) with � = 2. Table 1 provides the compositions of various
binary, ternary, and quaternary blends under consideration. Jain et al. [31] evaluated
four different mechanisms to identify a more suitable mechanism to examine the
PAHs formation in flames burning TPRF mixtures. Based on this evaluation (details
discussed in the cited study), thePark et al.mechanism [24]with 574 species and3379
reactions was used for the investigation. Figure 8, which is a replica of Fig. 4, depicts
the normalizedmaximumLIF signals and the computed normalizedmaximumPAHs
(A2 to A5) mole fractions versus Ri in counterflow diffusion flames for T10PRF and
T20PRF ternary blends containing 10% and 20% toluene by volume, respectively.
Based on these results providing the validation for the mechanism, Jain et al. [31]
performed a detailed investigation on the effects of blend composition and octane
sensitivity on PAHs formation in Partially Premixed Flames (PPFs).

Figure 9a depicts the computed flame structures in terms of temperature and heat
release rate (HRR) profiles for the four blends, namely PRF70, TPRF-4, EPRF-4, and
ETPRF-4. The flame structure for all the four blends is characterized by two reaction
zones, a rich premixed zone (RPZ) located on the fuel side, and a non-premixed

Fig. 8 Measured normalized maximum LIF signals [24] and computed PAHs for a T10PRF and
b T20PRF blends using the Park et al. mechanism. Adopted from [31]
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Fig. 9 Flame structure of
various fuel mixtures under
partially premixed flame at φ
= 2. a Temperature, HRR,
and b benzene mole
fractions. Adopted from [41]

zone (NPZ) located on the oxidizer side. As discussed in previous studies [39, 40],
the heat release associated with the RPZ is mainly due to fuel pyrolysis/oxidation to
produce CO, H2, and intermediate hydrocarbons, whereas the heat release in NPZ
is mainly due to the oxidation of CO and H2. For these four blends, we observe
only some minor quantitative differences in HHR profiles due to differences in fuel
properties. Thus, the flame structures in terms of HHR and temperature profiles
are essentially the same for the four blends. The HRR and temperature profiles for
the other four blends (listed in Table 1) are also nearly the same, and therefore
not shown. The peak temperatures for these blends are in the range 2070–2100 K.
Figure 9b presents the benzene mole fraction profiles for the same four blends. As
indicated, the formation of benzene occurs in the RPZ for all the blends. However,
the amount of benzene formed depends strongly on the blend composition and octane
sensitivity. To better comprehend the relative differences in the formation of PAHs
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Fig. 10 Comparison of peak
PAH mole fractions for
various fuel mixtures

species for the various blends, the peak mole fractions of these PAH species for the
eight surrogate fuels under consideration are plotted in a bar chart in Fig. 10. Note
that in this figure, A1 mole fraction is scaled down by a factor of 50, while the other
species indicate their true values. When an aromatic compound, such as toluene, is
added to a binary blend (made of only paraffinic compounds), the concentrations
of PAH species go up significantly, by nearly two orders of magnitude in general.
Moreover, the higher octane sensitivity caused by increased toluene content further
intensifies the formation of PAH species, as can be observed from the comparison
of their concentrations for TPRF70-4 and TPRF70-5.7 blends. However, the results
for EPRF blends indicate the opposite effect of octane sensitivity, i.e., the increase in
octane sensitivity induced from ethanol content reduces the amounts of PAH species
formed. Moreover, the reduction in PAH formation can be directly related to ethanol
fraction in the blend. The EPRF70-4 blend also has much lower concentrations of
PAHs when compared to EPRF70-1.55. Hence, the main observation here is that
higher octane sensitivity is not always an indicator of increased PAH emissions.
While TPRF70-4 and EPRF70-4 blends have the same RON (= 70) and octane
sensitivity (S = 4), the TPRF70-4 blend tends to form significantly higher amounts
of PAH species than EPRF70-4 due to the presence of toluene. Thus, for ternary
blends, there does not seem to be any direct relation between octane sensitivity
and PAHs emissions. Rather the amount of PAH species formed is related to the
propensity of the third component. On the other hand, for four-component blends
(ETPRFs), where sensitivity is induced from both toluene and ethanol, there seems to
some link between S and PAH emissions. Figure 10 indicates that ETPRF70-4(1) and
ETPRF70-4(2) blends produce similar amounts of PAHs. For instance, themaximum
difference between peak mole fractions of PAHs is ± 1.4 ppm. ETPRF70-4(1) and
ETPRF70-4(2) have the same RON and S values but significantly differ in their
compositions. For instance, ETPRF70-4(1) contains 21% ethanol by volume, while



192 K. C. Kalvakala and S. K. Aggarwal

Fig. 11 Sensitivity coefficients of key reactions for benzene (A1) formation in PRF70, TPRF70-4,
TPRF70-5.7, EPRF70-1.55, and EPRF70-4 partially premixed flames at φ = 2. Adopted from [42]

ETPRF70-4(2) contains only 4.8% ethanol. Moreover, an increase in sensitivity to
5.6 (ETPRF70-5.7) leads to a significant increase in PAH formation, indicating some
correlation between S and PAH emissions, when RON is fixed.

Figures 11 and 13 summarize the results of reaction sensitivity analysis for the
formation of benzene (A1) and pyrene (A4), respectively, in PRF70 (S= 0), TPRF70-
4, TPRF70-5.7, EPRF70-1.55 and EPRF70-4 flames. Benzene is known to be a key
precursor for the formation of larger PAH species, such as pyrene. Moreover, since
the soot particle inception models are often based on A1 and A4 concentrations,
these species are also important for accurate soot predictions. Figure 11 presents
the sensitivity coefficients for key reactions associated with benzene formation for
the five blends under consideration. The reaction sensitivity analysis was done at
a location in the flame corresponding to the peak A1 concentration. Note that a
positive sensitivity coefficient for a given reaction implies that increasing the rate of
that reaction promotes the production of species, while a negative value indicates that
it retards the formation of that species. Figure 11 indicates that the reaction R1302
has high positive sensitivity for A1 production in TPRF70-4 and TPRF70-5.7 flames.
This reaction provides a direct route for A1 formation and involves toluene reacting
with hydrogen radical. Since PRF70 and EPRF70 blends do not contain toluene, this
reaction is not relevant in these flames.

The analysis further shows that for PRF70 and EPRF70 (1.55 and 4) blends, the
dominant path for A1 formation is through R1080, involving the reaction between
propargyl (C3H3) and allyl (C3H5) radicals. As indicated in Fig. 11, the reac-
tion R1080 has a much higher positive sensitivity for PRF70 and EPRF70 blends
compared to that for TPRF70 blends. Similarly, reactions R432 and R555, which
have high positive sensitivity for PRF70 and EPRF70 blends, lead to the formation
of propargyl (C3H3) and allyl (C3H5) radicals, respectively, which then form A1
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through R1080. Further, the A1 oxidation reaction (R1110) shows negative sensi-
tivity for all the blends, since in this reaction A1 oxidizes to form benzene radical
(A1-), which then reacts to form larger PAHs. Finally, R1303, which involves H-
abstraction reaction for toluene forming toluene radical, has negative sensitivity,
since toluene radical further reacts to form A4 directly.

Figure 12 presents the profiles of major and minor species that participate in the
formation of benzene in partially premixed flames at F = 2 for the five fuel blends
(PRF70, TPRF70-4, TPRF70-5.7, EPRF70-1.55, and EPRF70-4). As discussed
above in the context of Fig. 10, the amount of benzene formed is the highest in
TPRF70-5.7 flame due to high toluene content, and the lowest in EPRF70-4 flame
due to the presence of ethanol. Thus, the amount of benzene formed in partially
premixed flames for ternary blends depends on the propensity of the third compo-
nent in the blend. PAH emissions increase with the amount of toluene present in the
blend, while more ethanol in EPRF blends results in reduced PAH emissions. This is
further confirmed by the benzene profiles shown in Fig. 12a, indicating significantly
higher benzene peak for ternary blends with toluene compared to that for blends
with ethanol or for binary blend. Also, propene represents an important intermediate

Fig. 12 Profiles ofA1 (benzene) and intermediate species inPRF70,TPRF70, andEPRF70partially
premixed flames at F = 2; a A1 and C3H6, b C2H2, C2H4, C3H3 c CH3CHO, C3H5-a, and C5H5.
Adopted from [42]
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species in the benzene formation route from iso-octane and n-heptane. As seen in
Fig. 12a, the peak mole fractions of propene are the highest and lowest in PRF70 and
EPRF70-4 flames, respectively. The mole fraction of propene formed nearly follows
the iso-octane content in the fuel. Figure 12b plots the ethylene (C2H4), acetylene
(C2H2), and propargyl (C3H3) profiles. As discussed earlier, these species play an
important role in benzene formation. As indicated, there is a relatively small effect of
toluene fuel sensitivity on the formation of ethylene since it is mostly formed directly
through n-heptane and iso-octane. However, we notice higher amounts of ethylene
in EPRF blends, since ethanol directly forms ethylene. Hence there is a direct corre-
lation between ethanol and ethylene content, as indicated by the fact that EPRF70-4
flame has higher ethylene compared to EPRF70-1.55 flame. But interestingly, TPRF
blends have higher acetylene and thus higher propargyl concentrations compared
to EPRF blends. For all these blends, acetylene is formed mainly from ethylene,
while propargyl is mainly produced from reactions involving propene, allyl, and
acetylene. Further, TPRF blends have an additional route for the formation of acety-
lene and propargyl. This involves cyclopentadienyl (C5H5), which is mainly formed
from the reduction of toluene. Thus, as shown in Fig. 12c, a higher concentration of
toluene allows for increased formation of C5H5, which later reduces into acetylene
and propargyl. Moreover, acetylene formed in EPRF blends tends to get oxidized,
forming formaldehyde (CH3CHO), as shown in Fig. 12c. Thus, we notice smaller
amounts of acetylene and propargyl in EPRF blends. Hence, the presence of toluene
in TPRF blends, apart from the direct route to form benzene, also plays an important
role in the formation of acetylene and propargyl. These species are subsequently
involved in the formation of benzene and higher PAHs, thus dramatically increasing
PAH emissions.

Figure 13 presents the results of sensitivity analysis for pyrene (A4) formation in
PRF70, TPRF70-4, TPRF70-5.7, EPRF70-1.55, and EPRF70-4 partially premixed

Fig. 13 Sensitivity coefficients of key reactions for pyrene (A4) formation in PRF70, TPRF70-4,
TPRF70-5.7, EPRF70-4, and EPRF70-5.6 partially premixed flames (φ = 2). Adopted from [42]
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flames. Again, the sensitivity coefficients were calculated at a location corresponding
to the peak A4 mole fraction. Reactions R1303, R3000, and R2825 show high posi-
tive sensitivity for A4 formation in TPRF70-4 and TPRF70-5.7 flames. All these
reactions involve toluene or benzyl radical, which promote the formation of A4.
The dominant A4 formation path for TPRF70-4 and TPRF70-5.7 is through reaction
R3000, in which benzyl radical (C6H5CH2) reacts with indenyl radical (C9H7) to
form A4. Reactions R1303 and R2825 form these two radicals and thus promote
the formation of A4. Note that the literature indicates significant variation in the
reaction rate constant for R3000 [43], and thus requires further investigation. R432,
R555, and R2907 are important reactions for the formation of A4 in PRF70 and
EPRF70 (a and b) flames. As noted earlier, reactions R432 and R555 are also impor-
tant for the formation of A1. Reaction R256 has negative sensitivity coefficient since
it converts acetylene (C2H2), which is important for the production of PAHs, into
oxygenated products, such as HCCO and CH3CHO. Thus, this reaction (R256) has
higher sensitivity in EPRF blends, thus reduces the amount of acetylene formed,
and subsequently the amount of A4 formed. Reaction R3057 shows negative sensi-
tivity coefficient since it involves the consumption of A4 through H-abstraction,
while R1302 is an important reaction for the formation of A1, and thus reduces the
formation of A4 through reactions R1303 and R3000.

3 Summary

In this chapter, we have discussed research dealing with the effects of fuel composi-
tion and octane sensitivity (S) on PAHs emissions in laboratory-scale configurations.
The configurations include counterflow diffusion and partially premixed flames, and
jet-stirred reactor and flow reactor focusing on fuel pyrolysis. Several surrogates
with two, three, and four components, containing different amounts of n-heptane,
iso-octane, toluene, and ethanol, are considered. Surrogates are formulated in such
a way so as to maintain a RON = 70 and S = 0–5.6. Important observations are as
follows:

1. Results for counterflow diffusion flames with binary n-heptane/toluene and iso-
octane/toluene mixtures indicate a non-monotonic variation of PAHs emission
with respect to toluene fraction in the mixture, implying a synergistic effect
on PAHs emissions at higher toluene content (RT > 0.7). This is due to the
compositional effect on PAH chemistry, as confirmed by the computational study
of Park et al. However, this synergistic behavior is not confirmed by theLII data or
with respect to soot emissions. Results further indicate that the addition of toluene
to iso-octane or n-heptane has a non-linear effect on PAHs and soot emissions
with respect to the toluene content. For ternary blends (n-heptane, iso-octane,
toluene), results indicate higher PAHs formation inT10PRF (10% toluene) flames
compared to T20PRF (20% toluene) flames, while the soot formation follows an
opposite trend.
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2. Shao et al. [26] reported results on the pyrolysis of ternary blends in a jet-
stirred reactor. An interesting observation was that the pyrolysis of TPRF70
and TPRF97.5 blends produced similar amounts of PAH species (A1–A4),
although TPRF97.5 has significantly higher toluene (77.5%) compared to
TPRF70 (28.5%). This anomaly was explained with the help of the rate of
consumption of each component and the production of intermediates formed
during pyrolysis. It was noted that the rate of consumption of an individual
component is significantly modified when part of a blend. For instance, the rate
of consumption of toluene was enhanced in TPRF blendsmixtures relative to that
when toluene is pure fuel. This is attributed to the toluene consumption by radi-
cals, such as H, CH3, C3H3, C3H2, produced during the pyrolysis of iso-octane
and n-heptane.

3. For all eight blends (ternary and quaternary), the partially premixed flame struc-
tures are similar, characterized by a rich premixed zone (RPZ) on the fuel side, and
a non-premixed zone (NPZ) on the oxidizer side.Most PAH species are produced
close to RPZ for all the blends and consumed in the region between RPZ and
the stagnation plane. However, PAHs emissions vary significantly depending
upon the blend composition and octane sensitivity (S). For ternary blends with
toluene, an increase in S results in higher PAHs emission. On the other hand,
with ethanol as the third component, an increase in S reduces the amounts of
PAHs formed. Thus, the PAHs emission is related to the propensity of the third
component to form PAH species, rather than to S. For instance, TPRF70-a, and
EPRF70-b blends have the same RON = 70 and S = 4, but TPRF70-a produces
significantly higher amounts of PAHs. Thus, for these ternary blends, RON and
S are not true indicators of PAHs emissions. PAHs emissions are more related to
the blend composition.

4. Compared to ternary blends, results for quaternary blends indicate correlation
between S and PAH emissions. For instance, ETPRF70-4(1) and ETPRF70-
4(2) blends, which have the same RON and S values, but significantly different
compositions, tend to produce a similar amount of PAHs. Moreover, an increase
in S from 4.0 to 5.6 (ETPRF70-5.7) leads to a significant increase in PAHs
formation, again indicating correlation between S and PAHs, when RON is fixed.
Thus, further studies are warranted to examine different ternary and quaternary
blends for awider range of RONand S values. Future studies should also consider
blends in which S is derived from various bio-derived fuels.
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Hybrid RANS/LES Simulation
of Methane–LOx Combustion

Kisalaya Mishra, Malay K. Das, Ashoke De, and Kamal K. Kar

1 Background

The latest developments in rocket engine design have highlighted reusability issues
of multi-stage orbit launch systems. Future space transportation solutions seek a
reusable first phase using liquid oxygen and methane combination and a subse-
quent reusable or expendable phase using oxygen and hydrogen combination as
propellants. Hence, liquid rocket engines operating with cryogenic conditions using
oxygen–methane (Lox/CH4) show superior performance and characteristics for the
development of reusable launch vehicles (RLV). This particular fuel combination is
promising [1] because compared to hydrogen, methane has a better thrust-to-weight
ratio, lower diffusivity, and higher liquefaction temperature, which allows the design
of lighter tanks and incorporation of higher payload carrying capacity. Methane has
a higher specific impulse compared to kerosene, better cooling capacity [2], and
reduced coking behavior [3]. Most of the liquid-propellant rocket engines operate
at very high chamber pressures for superior performance. In such engines, fuel and
oxidizer are injected as a spray of droplets or as gas streams. At supercritical condi-
tions, the injected jets undergo a transcritical change of state; the liquid and gaseous
phases are not easily distinguishable. The reacting flow properties resemble liquid-
like densities, gas-like diffusivities, and pressure-dependent solubility, and processes
like vaporization and atomization are replaced by turbulent-driven convection and
diffusion mixing process. At such extreme conditions, surface tension and latent heat
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do not come into effect due to the absence of liquid–gas bonds [4]. Keeping this in
mind, near the critical point, small changes of the state have amassive impact on trans-
port properties. This leads to large gradients in density and other thermodynamics
properties amid themixing process. As the flame interactswith fluid dynamics, turbu-
lence is modified by combustion through large fluctuations in kinematic viscosity
and strong flow acceleration due to significant temperature changes induced by heat
release. Thismechanism is referred to as flamegenerated turbulence. Parallelly turbu-
lence impacts the mixing process and can alter flame structure due to the fluctuating
strain rates associated with turbulent eddies. This may enhance or even inhibit the
processes involved in a chemical reaction.

To carry out CFD for reacting flows, turbulence modeling is an essential part. In
terms of computational requirements, DNS is the most computationally expensive
and can be applied realistically to simple geometries and low Reynolds numbers.
LES can be used to deal with high Reynolds numbers on relatively coarser grids.
The numerical accuracy of LES results is directly limited by the sub-grid-scale
models used. RANS is computationally the least demanding method, but its accu-
racy is constrained by the closure models describing turbulence chemistry interac-
tions. Combustion is usually dealt with in two regimes premixed combustion and
non-premixed combustion. In non-premixed combustion, fuel and oxidizer are intro-
duced separately, and combustion occurs at the interface of the two regions. Some
of the salient features of non-premixed flames include diffusion flames, fast chem-
istry description, and jet flame-like structure. Molecular diffusion plays a crucial
role in non-premixed combustion because the reacting species molecules need to
reach the flame front for the reaction to happen. Diffusion flames do not feature a
propagation speed, and the flame thickness is controlled by flow conditions. This
results in difficulties while defining characteristic scales for non-premixed combus-
tion. Coming to flame structure, a typical non-premixed flame consist of a thin
flame post injector orifice, and the flame widens downstream into a conical shape
comprising mainly of burnt gases. The flames are sensitive to stretch by turbulent
fluctuations and more likely to be quenched as compared to turbulent premixed
flames. Particularly for LOX/CH4 combustion, the chemical reaction temporal scales
are typically much smaller compared to turbulent flow time scales, so the ratio repre-
sented byDamköhler number is very large.Hence, the chemistry can be assumed to be
infinitely fast, existing in a chemical equilibrium condition.Many experimental diffi-
culties are encounteredwhile studying turbulent combustion due to high-temperature
conditions inside the combustion chamber; hence, numerical modeling is the way
forward. However, such complex behavior of injection, mixing, and combustion
pose hindrances in choice of appropriate laws for the representation of liquid rocket
engines and combustion chambers conditions. Therefore, a considerable amount of
research has been dedicated to studying supercritical combustion regimes.

Extensive efforts have been carried out to establish an experimental frame-
work to study the dynamics of supercritical fluid injection and mixing [5, 6]. Indi-
vidual research groups have experimentally investigated high-pressure combustion
of H2/Lox and CH4/Lox propellant combination. ONERA developed the Mascotte
cryogenic test bench [7] studying flames in rocket engines with coaxial injection.
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DLR, Germany, used an apparatus with M3 [8] burner to conduct similar experi-
ments. In literature, there is a vast repository of works pertaining to different models
to describe thermodynamic effects, combustion characteristics, turbulence closure,
and chemical kinetics description. Minotti and Bruno [9] conducted an analysis of
thermo-physical properties and compressibility factors of CH4, O2, CO2, and H2O
at 15 MPa. They showcased the considerable differences of thermo-physical proper-
ties between ideal gas behavior and that obtained via experiments. Eddy dissipation
model is used predominantly for non-premixed combustion [Poschner 2008, 10’],
while Sozer et al. [11] extended thePDFapproach to simplify the combustion descrip-
tion for the rocket engine simulation.Manyworks have established that theβ-function
pdf presents an excellent estimate of the sub-grid-scale mixture fraction distribution
in turbulent reacting flows [12]. Modeling the injection phenomenon involves two
significant strategies. Many authors have used a pure Eulerian approach with single
gas phase approximation [13], but in literature, there is also some work that adopted
the Eulerian–Lagrangian approach [14, 15] which considers oxidizer to be injected
as liquid droplets coaxially with the fuel gas stream.

Extensive studies were carried out by Giorgi et al. [16–18] to numerically simu-
late 2D turbulent LOx/CH4 combustion. They analyzed the sensibility of different
modeling approaches with the RANSmodel for turbulence. From the kinetics aspect,
the reduced Jones–Lindstead model (modified by Frassoldati et al. [19]) and the
full skeletal model from Grimech 3.0 were applied and compared. Similarly, Eddy
dissipation concept (EDC) and probability density function chemical equilibrium
approaches were contrasted for combustionmodeling. To account for real gas effects,
Soave-Redlich-Kwong and Peng-Robinson equations of state were enforced along
with a comparison with Ideal gas approximation. For spray injection, they under-
took both pure Eulerian treatment and the Lagrangian/Eulerian description for spray
phase. Further, they concluded that the behavior of the LOx spray and flame charac-
teristics were sufficiently recreatedwith a pure Eulerian approximation in association
with SRK equations of state and the PDF model.

Ierardo et al. [20] presented a large Eddy simulation of a coaxial CH4/Lox injector,
at near-critical conditions using the Lee-Kesler equations for real gas effects and
EDC formulation for combustion modeling. Earlier investigations employing LES
on the test cases of Singla et al. [21] in Mascotte chamber, Guézennec et al. [22]
accounted for finite-rate chemistry implementing reduced chemical reaction mech-
anism, whereas Schmitt et al. [23] assumed infinitely fast chemistry and calculated
the reaction rates based on the single-step reaction mechanism. In work by Muller
and Pfitzner [24], the steady laminar flamelet model was employed. This was done in
conjecture with a beta-shape probability density function, which is supposed to accu-
rately represent sgs fluctuations. Zong et al. [25] conducted a study on combustion
closure models for a splitter plate configuration at similar conditions and established
that a steady laminar flamelet model coupled with a β-shaped PDF outperformed
other alternative models.

In the present work, numerical analysis of cryogenic combustion involving
methane and liquid oxygen propellant combustion. The combustion chamber geom-
etry is adopted from the experimental works of Singla et al. [21] on the G2 case
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of the MASCOTTE V04 test chamber. Detached eddy simulations (DES) are being
carried out to investigate the complex integration between turbulence and combus-
tion. DES is employed, keeping in mind that DES requires less computational effort
while resolving sub-grid scales at the same time. For complete numerical modeling,
appropriate models should be chosen to describe the combustion phenomenon, reac-
tion mechanism, thermodynamic properties, and turbulence chemistry interactions.
Non-premixed combustion is considered to represent combustion as fuel and oxidizer
are injected as separate streams. To include the effects of turbulence on flame charac-
teristics, a steady diffusion flamelet approach is used with β-shaped pdf accounting
for the sub-grid scale (sgs) fluctuations. In regards to transcritical conditions existing
in the combustion chamber under supercritical pressures and subcritical injection
temperature of liquid oxygen, real gas effects need to be considered for calcu-
lating the thermodynamic properties of the mixture. To explain the chemical reac-
tions involved, a modified model of reduced Jones–Linstedt chemkin mechanism
is chosen over a detailed skeletal Grimech 3.0 mechanism. This is done keeping
in mind that the former mechanism is computationally very cheap and produces an
excellent agreement with experimental results. Further, the effect of chamber pres-
sure is also studied by conducting simulations at a higher chamber pressure of 8MPa
and observing its impact on the turbulent flame structure. The primary objectives of
this work are to investigate flame features, species mass fraction distributions and
establish the viability of using DES to model turbulent combustion by comparing
with experimental data and numerical results obtained using LES in literature.

2 Mathematical Formulation

Turbulent combustion involves two-way interaction between chemistry and turbu-
lence.Combustionusually involves largemass fractions anddensity gradients. Turbu-
lence itself has many unanswered questions pertaining to its structure and descrip-
tion. Coupling of various time and length scales results in an intrinsically complex
phenomenon. Hence, modeling of turbulent combustion is a challenging task. It is
governed by conservation equations for mass, momentum, energy, and species.

2.1 Turbulence Modeling

For high Reynolds number flows turbulent structures play a significant role in flow
characteristics. Owing to multiple lengths and time scales, the nonlinear convection
term becomes highly prone to numerical errors. This not only demands high resolu-
tion in time and space but also increases the stiffness of the Navier-Stokes equation.
The detached Eddy simulation turbulence model is a compromise between RANS
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and LES. In core flow regions with dominant large-scale unsteady turbulent scales,
DES recovers sub-grid models like LES. Whereas in the near-wall region, where the
grid needs fine resolution, DES approximates turbulence on the basis of Realisable
k-ε RANS models [26] to save computational power.

The length scales for DES is

ldes = min(lrke, lles) (1)

where lrke = k3/2/ε, ldes = Cdes�.
The notations in the above equation are: k, ε, �, and Cdes represent the turbu-

lent kinetic energy, rate of dissipation, local grid spacing, and calibration constant,
respectively. The Reynolds stress is modeled by calculating eddy viscosity using the
Boussinesq hypothesis [27] in RANS and Smagorinsky–Lilly [28] model in LES.

RANS: μt = ρCμ

k2

ε
(2)

LES: μt = ρL2
s

∣
∣S

∣
∣ (3)

where Cμ is calculated from flow parameters, Ls is sub-grid scales and
∣
∣S

∣
∣ =

√

2Si j Si j .

2.2 Combustion Modeling

Non-premixed combustion modeling includes solving transport equations for certain
conserved scalars. The individual concentration of each species can be expressed in
terms of the calculated mixture fraction fields. This helps in incorporating detailed
reaction mechanisms as the formulation becomes independent of the number of
species, and the need to solve conservation equations for individual species is
avoided. So, the combustion process is simplified to a mixing problem, and in a way,
the closure of terms involving reaction rates is circumvented. The mixture fraction
and its variance are calculated from their equations for RANS regions [29, 30]
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The notations are f , Sm mean mixture fraction and source term Sm which refers
to mass transfer from the liquid phase into the dispersed phase in the medium. Also,
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mixture fraction variance is given as f ′ = f − f , and the constants in Eq. 5 σ t , Cg,
and Cd take the values 0.85, 2.86 & 2.0, respectively.

Similarly, the mixture fraction variance for the LES region is modeled as:

f ′2 = CvarL
2
s

∣
∣∇ f

∣
∣
2

(6)

where constant Cvar equals 0.5.
As per the given conditions, fuel and oxidizer enter via separate inlets at different

temperatures. So, the non-adiabatic assumption for energy treatment is considered in
the non-premixed combustion model. The energy equation is expressed in the form
of total enthalpy.

∂

∂t
(ρH) + ∇.

(

ρ
−→v H

) = ∇.

(
kt
cp

∇H

)

+ Sh (7)

Assuming Lewis number (Le) = 1, the contribution of diffusion and conduction
terms is combined together into a single term in the RHS of Eq 7. The definition of
enthalpy includes heat of formation from chemical reactions; hence, reaction sources
are not included in Sh.

2.3 Flamelet Generation

Adiffusionflame is assumed to account for flame stretchingby turbulence.The steady
diffusion flamelet approach envisions a turbulent flame brush to be an assemblage of
thin, steady, laminar flamelets. These discrete structures are locally one-dimensional
and are embedded in an inert turbulent flow field. A counterflow diffusion flame is
usually selected to represent the flamelets [31, 32]. It consists of fuel and oxidizer
jets, which are axisymmetric and opposed to each other. The flame increasingly
departs from chemical equilibrium as jet velocities increase or distance between them
diminishes. Eventually, the flame becomes excessively strained and is extinguished.
In such a counterflow flame setup, mixture fraction varies between unity and zero,
with value at fuel jet to be one and null at the oxidizer jet. The governing equations
for energy conservation and species conservation can be transformed from physical
space to mixture fraction space. The species mass fraction and temperature along the
axis of laminar one-dimensional flamelets can then be uniquely determined using
two parameters: mixture fraction and scalar dissipation [33].
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Here, Yi, T, ρ, and f are the ith species mass fraction, temperature, density, and
mixture fraction, respectively. cp,i and cp are the ith species specific heat and averaged
specific heat of mixture, respectively. Si is the ith species reaction rate, and Hi is the
specific enthalpy of the ith species. The below equation is responsible for modeling
scalar dissipation across the flamelet, where as represents characteristic strain rate,
and ρ∞ denotes the density of oxidizer stream [34].

χ( f ) = as
4π

3
(√

ρ∞/ρ + 1
)2

2
√

ρ∞/ρ + 1
exp

(

−2
[

erfc−1(2 f )
]2

)

(10)

Based on statistical PDF methods, the laminar diffusion flamelets are embedded
into the inert turbulent flowfield to generate a turbulent flame. The probability density
dunction (PDF), written as p(f ), characterizes the fraction of time the fluid spends
in the proximity of the state f . The non-adiabatic standard PDF tables have the
following dimensions: T ( f , f ′2, H , χ), ρ( f , f ′2, H , χ), Yi ( f , f ′2, χ) for χ �= 0
and Yi ( f , f ′2, H) for χ = 0. Here, χ = 0 it represents the equilibrium solution.

Modeling steady laminar flamelets for a broad range of enthalpies is computa-
tionally expensive. To circumvent this, mass fractions using adiabatic assumptions
considering the fact that heat exchange onto the system bears a negligible effect on
mass fraction distribution of species [35, 36]. The above approach is valid when
mass fractions and temperature fields are obtained for a range of mean enthalpy
gain/loss and tabulated for lookup during numerical simulations. Then, the species
mass fraction and temperature, completely parameterized by f and χ st in the local-
ized flamelets, are augmented into the turbulent flame. Density-weighted averaging
is subsequently carried out, and the β function PDF is incorporated using the below
expression. Here, ϕ denotes temperature and mass fractions of individual species.

φ =
¨

φ( f, χst)p( f, χst) d f dχst (11)

For further simplification, statistical independence of f and χ st is. Further, fluctu-
ations in χ st can also be ignored so that the PDF distribution of χ turns into a dirac
delta function. The mean scalar dissipation can then be modeled as

RANS: χst = Cχε f ′2

k
and LES: χst = Cχ

(μt + μ)

ρσt

∣
∣∇ f

∣
∣
2

(12)

These integrals (Eq. 11) are computed and stored in a look-up table. The mean
mixture fraction and mixture fraction variance are solved across the flow domain
using Eqs. 4 and 5. The mean temperature and mean mass fraction fields can then
be retrieved based on table interpolation. The chemistry is processed separately and
tabulated beforehand. This offers significant computational savings while incorpo-
rating realistic chemical kinetics into the turbulent flames. There are certain restric-
tions within which this approach can be applied. Only a single mixture fraction can
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be modeled, which follows a β-shaped PDF distribution. Further, it is limited to
modeling relatively fast chemistry-based combustion, and fluctuations pertaining to
scalar dissipation are also ignored.

The real combustion phenomenon includes numerous species and intermediate
reactions. Reproducing the actual kinetics in full detail is computationally cumber-
some. Studies have been made in this regard to develop a reduced model involving
fewer species and reactions which predict the real phenomenon with good accuracy
and are less heavy computationally. Andersen [37] modified the original multi-step
Jones–Lindstedt reaction mechanism and applied it to oxy-fuel combustion. Later
Frassoldati et al. [19] included the water–oxygen dissociation reactions to enhance
accuracy. The resulting modified Jones–Lindstedt mechanism has six intermediate
reactions and nine species in total. Giorgi et al. [18] compared the performance
of this mechanism with a detailed Grimech 3.0 skeletal model and concluded that
the reduced kinetics scheme provided an excellent depiction of the thermodynamic
combustion phenomena.

2.4 Real Gas Equations of State

In the present study involving cryogenic combustion, oxygen is injected as liquid
spray while methane enters as a gaseous stream. Two approaches can be adopted
to model such injection, namely the Eulerian single-phase model or Eulerian–
Langrangian discrete phase model. The first model assumes both fuel and oxidizer
streams to be in the gaseous state. While in the Eulerian–Langrangian discrete phase
model includes a Eulerian description of the gas phase and Langrangian equations
for the dilute spray. The second model is more accurate but difficult to implement
as modeling vaporization demands equations are specifying mass transport, energy
transport, radiation, phase change, and interphase coupling. It often leads to stability
issues along with longer computational time. Moreover, studies by Giorgi et al.
[16–18] have shown that modeling with single-phase gives a good enough match
with experimental results. To include real gas effects, the most widely used equa-
tions are the Soave-Redlich-Kwong equation (SRK) [38], Peng-Robinson equation
(PR) [39] and Lee-Kesler equation (LK). The linear cubic Soave-Redlich-Kwong
and Peng-Robinson are simple to solve and implement; instead, Lee-Kesler equa-
tions are nonlinear, require complex resolution, which makes the code heavier. In
the present study, SRK equations are used which involves following equations

p = RT

V − b + c
− α(T )

(

V 2 + δV + ε
) (13)

α(T ) = α0
[

1 + n
(

1 − (T/Tc)
0.5

)]2

(14)
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where α0 = 0.42747R2T 2
c

pc
, b = 0.08664RTc

pc
and n = 0.48 + 1.574ω − 0.176ω2. Here, p

is the absolute pressure in Pascals, R is universal gas constant, V is specific molar
volume (m3/kmol), T is temperature (K). The constants α, b, c, δ are functions of
critical temperature T c, critical pressure pc, acentric factorω, and vary frommodel to
model. The parameter δ equals b, whereas c and ε values are equated to 0 in the SRK
model. Other thermodynamic properties such as enthalpy, internal energy, entropy,
and specific heat capacities are expressed using appropriate ideal gas characteristics
and departure functions. The mixture properties with corresponding mixture critical
constants are evaluated using Van der Waals mixing rules.

2.5 Computational Details

In the present study, ANSYS FLUENT 18.0 [40] is used to simulate the flow. ICEM-
CFD [41] is used for grid generation while post-processing is performed using
multiple visualization tools. Experimental studies are from the Test bench RCM-03
Mascotte Single Injector [42]. The chamber pressure is maintained at 5.6MPa, which
far exceeds the critical pressures of both methane (1.3 MPa) and oxygen (5.04MPa).
The inlet conditions have been tabulated in Table 1. The methane stream is injected
via an annular duct, which has an inner diameter of 0.0056 m and an outer diameter
of 0.01 m. Liquid oxygen is injected via an inner, coaxial duct. It diverges from an
initial diameter of 0.005 m to an exit diameter of 0.0054 m. The injector length is
equal to 0.0072 m. The combustion chamber is 0.4 m long, consisting of a square
cross-section throughout dimensions 0.05 m * 0.05 m. The domain length has been
truncated to 0.32 m, which is sufficient in avoiding significant interactions between
the reaction zone and chamber outlet and also allows for better grid resolution at
similar computational costs. The multi-block grid consists of 2.7 million hexahedral
cells with outer cylindrical block and inner O-grid type Butterfly block. The mesh
has divisions of 450 nodes in the axial direction and 120 nodes in the radial direction.
The smallest cell surface is about 5.2 * 10− 9m2, and the finest resolution is located
at injector tip with a grid spacing of 15 μm. The grid division is higher in areas near
injector inlet to account for large gradients of physical quantities and can be seen in
Fig. 1b. This is to ensure the property values do not change by a considerable margin
in-between adjacent cells. The resolved velocity spectrum obtained from time-series

Table 1 Inlet conditions for
MascotteV04 G2 case [21]

LO2 CH4

Mass flow rate (kg/s) 0.0444 0.1431

Velocity (m/s) 3.70 63.2

Temperature (K) 85 288

Density (kg/m3) 1177.8 43.344
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Fig. 1 Schematic illustrations of a computational domain, b near the injector field, c butterfly grid

data is shown in Fig. 2. The recovery of the −5/3 slope of the Kolmogorov spec-
trum is clearly demonstrated, which indicates sufficient resolution for the LESmodel
in the core flow regions. The bounded second-order transient formulation is used,
and the coupled algorithm is implemented to solve for coupling of pressure and
velocity in discretized momentum equations. Bounded central differencing is used
to spatially discretize momentum, and second-order upwind scheme is employed to
discretize the diffusive and convective terms. Data sampling was initiated after the
flow becomes statistically stationary to calculate mean quantities.
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Fig. 2 Velocity spectrum at a chamber pressure of 5.6 MPa (left) and 8 MPa (right) showing
resolution of Kolmogorov scales

3 Results and Discussion

The results obtained from the numerical simulation of turbulent non-premixed
combustion at high pressures are given as per the following sequence:

I. Instantaneous flow visualization to understand the flame shape and turbulence
effects.

II. Time-averaged temperature, velocity, and species mass fraction fields for
validation with experimental findings.

III. The effect of chamber pressure on turbulent combustion phenomenon.

3.1 Instantaneous Flow Visualization

To illustrate turbulent flow features, Fig. 3 depicts the iso-contours of theQ criterion.
Density iso-surface corresponding to ρ = 150 kg/s is represented in black color to
highlight the dense oxygen core. Annular eddies are observed in the shear layers

Fig. 3 Iso-contours of Q
criterion (=107 s−2) colored
by velocity magnitude
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existing in-between gaseous methane stream and quiescent combustion chamber
environment. These roll up and grow in size to eventually wrinkle the oxygen core
and cause turbulent mixing. Figure 4 gives the contour plots of instantaneous temper-
ature, axial velocity, and other essential flow parameters along a central plane perpen-
dicular to the injector with axial length plotted along the x-axis. The flame length,
as well as flame shape, is highly variable. The OH species mass fraction distribution
elucidates the flame outline, which is thin near injector post and then expands and
gets wrinkled. The compressibility factor value for the gas mixture, in both axial
and radial directions, is nearly 1 outside the flame boundary. However, inside the
liquid oxygen core, the value is around 0.2, which shows that the real gas equation of
state should be definitely used, and ideal gas assumptions would result in significant
discrepancies in the flame field.

(a) Temperature (b) Axial velocity

(c) OH species mass fraction (d) Compressibility factor

(e) Strain rate (f) Mixture fraction

(g) Density (h) Density Gradient

Fig. 4 Instantaneous contour plots of temperature, axial velocity, the mass fraction of OH,
compressibility factor of the mixture, strain rate in shear layers, mixture fraction, density and
its gradient in the injector near field
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The contour plots of density and its gradient show some exciting features. Firstly,
the conical shape of dense oxygen core can be observed. It extends roughly up to
30 mm (=6D) axially. The characteristic length used for non-dimensionalization
is the hydraulic diameter of methane inlet denoted by D = 0.005 m. Next, strong
density gradients are observed in the two coaxial shear layers one in-betweenmethane
stream and oxygen core while the other is in-betweenmethane stream and combustor
environment. The liquid oxygen core detaches from the Lox post, and this separation
leads to an onset of turbulence. This is responsible for the tiny instability waves
previously seen in the iso-contours of the Q criterion. Further, values of turbulent
intensity and turbulent kinetic energy also showed peaks at the Lox post.

The phenomenon of flame quenching is quite common in non-premixed combus-
tions. Under the action of turbulence, large fluctuations in the strain rate can cause
the flame to blow off and become extinct. The maximum strain rate is observed in
the shear layers (see Fig. 4e) and directly impacts flame instabilities. However, the
maximum value of strain rate obtained from the simulations is 5 * 105 s−1 for P =
5.6MPa and 4.3 * 105 s−1 for P = 8MPa, which is much less than the value for flame
extinction. Pons et al. [43] evaluated the strain rate for flame extinction at 5.6 MPa
to be 106 s−1.

3.2 Averaged Flow Field Analysis

The ensemble average of certain critical flow variables like temperature, velocity,
and species mass fraction of OH was calculated by averaging the data from instanta-
neous simulations over a considerable flow time. The mean temperature field clearly
demarcates regions of thin thermal layers with large temperature gradients from
broader regions of flame with nearly similar temperatures. The initial flame angle is
around 5°, and there is an expansion post 20 mm to a flame angle of 15°. The average
mass fraction of OH (Fig. 5c) recreates the average flame field observed from mean
temperature contour plots. A thin flame front is followed by the thickening of the
reaction zone gradually downstream. Giorgi et al. [16–18], in their work, deduced the
position of maximum experimental temperature along the symmetry axis from back-
light images and OH contour. Upon qualitative comparison of current results with
the same given in Fig. 6, the flame geometry is successfully reproduced. However,
it is observed that the flame length is slightly smaller, and abrupt flame end is also
not reproduced in the time-averaged contour plots.

Due to gas expansion by combustion, the methane stream is deflected outwards,
and the presence of the flame results in delaying the transition of two coaxial jets
into a single jet. Negative velocities can be observed at two locations: one just down-
stream of the injector at the periphery of the oxygen jet and another due to weak
recirculation near the walls at around 100 mm downstream of the injector. Looking
at the streamlines, there exist two stable recirculation zones in the wake of the flame
(Fig. 5d). Small recirculation bubbles are also seen some distance downstream of
injector but of very weak strength. The backflow of hot gaseous products through
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(a) Mean Temperature (b) Mean velocity

(c) Mass fraction of OH (d) Stream traces 

Fig. 5 Contour plots of mean temperature, mean velocity in the axial direction, the mass fraction
of OH. d Streamtraces displayed over mean temperature

Fig. 6 Comparison with backlit experimental flame (Singla et al. [21])

recirculation stabilizes the flame, at the same time, promotes mixing and helps the
flame to anchor at the injector tip wall (Fig. 7).

The location of the average temperature peak along the symmetry axis achieved
from numerical simulations lies in close proximity of experimental data (Fig. 8). The

Fig. 7 OH contour comparisons with Abel transformed the image from experiments (Giorgi et al.
[17])
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Fig. 8 Mean temperature
along the symmetry axis

position of temperature peak along the axis of symmetry has been referred to as the
flame length. Potential core length can be defined as the axial distance when the mass
fraction of oxygen falls down to 0.9 is evaluated to be 30 mm = 6D from Fig. 9. The
plot also provides another method to define flame length, i.e., distance of OH mean
mass fraction peak value location from injector inlet. Looking onto the distribution
of major reacting species CH4, O2, H2O, CO2, Fig. 10 plots the mass fraction of the
above species in radial directions at axial locations varying from z/D = 0.1 to z/D
= 5. The reaction zone can be visualized in the shear layer as the region where the
mass fraction of O2 decreases from peak value to its minimum. It is observed that
the reaction zone thickens as we move downstream, increasing from 0.5 to 3 mm as
we approach the rear part of the flame.

3.3 Effect of Chamber Pressure

At higher chamber pressure, a longer flame is observed. The temperature distribution
and flame shapes are relatively similar. The central oxygen core is longer and rather
undisturbed at higher pressure with a potential core length of around 40 mm = 8D.
The mixing between methane stream and the quiescent environment is subdued at a
higher pressure, and the methane jet stretches out for a longer distance in the higher-
pressure case. The wrinkling of coherent eddies occurs relatively downstream and
is less prominent as compared to lower chamber pressure. The number of annular
eddies is also seen. The temperature distribution and peak values are similar and
differ only marginally. On comparing the axial temperature plots (Fig. 12), it is
established quantitatively that flame length for 8 MPa pressure cases is longer and
approximately 55 mm, while for lower chamber pressure, it was around 48 mm. A
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Fig. 9 aMean species mass fractions of OH and O2 along the symmetry axis. b Radial distribution
of reactant and products mass fractions
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Fig. 10 Comparison of mean temperature contours at 5.6 MPa (top) and 8 MPa (bottom)

Fig. 11 Comparison of mean OH mass fraction contours at 5.6 MPa (top) and 8 MPa (bottom)

Fig. 12 Mean temperature distribution along the symmetry axis at 5.6 and 8 MPa

very slight change in flame spreading angle can be seen at a higher chamber pressure
case in Fig. 11. This is also likely due to a reduction in the mixing process at higher
pressure, which causes a decrease in the flame spreading angle. Axial distribution
of species mass fraction plots given in Fig. 13 also provides a larger flame length at
higher chamber pressure (Fig. 14).

It can be observed that DES simulates the turbulent flame approximately well near
injector inlet but fails to predict sufficient expansion toward the rear part of flame
along with the abrupt end reported in experiments. This may be due to eventual
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Fig. 13 Mean species mass fractions along the symmetry axis at 5.6 and 8 MPa

(a) 5.6MPa (b) 8MPa

Fig. 14 Temperature isocontour of T = 1300 K

break-up and mixing of vortical structures, which brings the small scales into the
picture. These small scales are not adequately resolved by DES filtering, hence
deviate from experimental observations. These can be addressed by resolving the
grid further or employing LES to give better insights into the mixing of ring vortices
and other turbulent structures. However, both of these approaches would require high
computational costs.

4 Conclusion

In the present work, turbulent flames are numerically simulated through the means
of Hybrid RANS/LES formulation. Non-premixed combustion model with a steady
diffusion flamelet approach and β-shaped PDF functions is implemented to model
turbulence chemistry interactions. SRK real gas equations are employed to simulate
the transcritical conditions inside the combustion chamber. Keeping in mind the
results and subsequent discussions presented in the previous section, one arrives at
the following conclusions:
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1. The instantaneous flame shape is highly variable with chemical reactions occur-
ring in the shear layer. Annular eddies are observed which rollup and enhance
mixing. The flame has a thin reaction zone post-injector tip, which gradually
broadens downstream.

2. Upon comparison with experimental observations, the flame shape and charac-
teristics match the experiments qualitatively. A slightly smaller flame length is
noted, and the abrupt flame end is not reproduced in numerical results.

3. The flame is anchored at the Lox injector post and is stabilized by the presence of
recirculation zones in the wake of flame. The dense oxygen core separates before
the injector tip and leads to an onset of instabilitywaves. The strain rates observed
are well below the extinction rate, hence, prevents the flame from quenching.

4. Compressibility factor analysis reveals real gas effects inside the flame front.
This is in agreement with experimental literature [9] in this regard, which states
the existence of both liquids like properties and gas-like properties post-injection
due to transcritical conditions.

5. The effect of increasing chamber pressure is a noticeably subdued mixing, larger
flame length, smaller flame spreading angle, and a more extended undisturbed
oxygen core.

DES is able to reasonably predict the experimental results at par with numerical
simulations using LES formulation at meager computational costs. However, flame
features toward the rear end are not reproduced enough due to the action of small,
turbulent scales that DES fails to resolve.
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Experimental and Numerical Studies
on Combustion-Based Small-Scale Power
Generators

B. Aravind, Karan Hiranandani, and Sudarshan Kumar

1 Introduction

The primary motivation behind the development of combustion-based portable
sources of power can be attributed to the increasing demand of MEMS devices [1,
2]. Conventional electrochemical batteries are of limited use in military, aerospace,
and stand-alone applications due to their long recharging periods, lack of portability
due to heavy weight, and harmful effects towards the environment [3]. Hydrocarbon
fuels have an energy density that is ~110 times that of a lithium-ion battery [4],
which would cause a ~5% efficient combustion-based thermoelectric generator to be
~6 times more efficient than the conventional lithium-ion battery. The high energy
density, relatively lighter weight, and compactness of the system make combustion-
based power systems the preferred choice over conventional batteries [4]. Therefore,
extensive research has been carried out in the field of combustion-based sources of
power to realize the maximum possible efficiency from the system [5, 6]. However,
due to the high surface area-to-volume ratio of microcombustors, flame stabiliza-
tion poses a challenging obstacle for micropower generators [7]. The relatively low
residence time of the flame in microcombustors along with the intense thermal-wall
coupling leads to either radical or thermal quenching of the flame [8]. The prob-
lems regarding flame quenching have been resolved by excess enthalpy combustion
[9–11], catalytic combustion [12, 13], and bluff body [14]. A thorough analysis of
microcombustion with the assistance of porous media was carried out by Chou et al.
[11]. They concluded that porous media enhanced the temperature distribution along
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the wall, which increased the flame stability significantly. Vijayan et al. [12] used
a Swiss-roll mesocombustor to study the effect of heat recirculation. Their study
involved a detailed parametric analysis on variation of the inlet boundary conditions,
combustor design, material, etc. Shirsat and Gupta analysed the problem of flame
stabilization in Swiss-roll combustors [15] and, along with Wierzbicki et al. [16],
concluded that Swiss-roll combustors improved the flame stability and enhanced
the flame extinction limits. Based on the promising results obtained by their earlier
study, Shirsat and Gupta used Swiss-roll combustors for generating thrust in micro-
robotics and nanosatellites [17]. Flame dynamics have been studied in depth over the
past decade through numerical simulations [18–22]. Wan and Zhao [19] designed a
novel microcombustor with improved portability by preheating the incoming fuel–
air mixture. They studied the flame dynamics in the microcombustor and reported an
improved stability region accompanied by various regimes of instability due to the
opposing effects of flowvelocity and flame velocity.Numericalmodelling of a curved
microcombustor for the purpose of TPV power generationwas carried out byAlipoor
et al. [20] andAkhtar et al. [22]. Their studies showed an improved thermal output for
the curved microcombustor due to enhanced flame stability limits and a higher wall
temperature in the combustor. Zuo et al. [23] created a heat recirculation region by
inserting a rectangular rib in a microcombustor for TPV applications. The recircula-
tion region improves the heat transfer between the combustor wall and the gas, which
improves the flame stability limits of themicrocombustor. Due to the superior perfor-
mance of hydrocarbon-based microcombustors over conventional chemical batteries
and the promising results obtained from improved thermalmanagement in the studies
above, microcombustor-based sources of power like microgas turbines [24], micro-
thermophotovoltaic generators [25, 26], fuel cells [27], and thermoelectric generators
[28–32] were studied and analysed in depth. Heat engines were found to be imprac-
tical for microscale applications due to the large number of moving parts, which not
only led to considerable heat loss through friction, but also produced a lot of noise
with low conversion efficiencies. Thermoelectric and thermophotovoltaic sources of
power, on the other hand, are less complex systems due to a lack of moving parts
[33, 34]. This not only reduces maintenance costs and increases the overall lifespan
of the system, but minimizes the noise produced as well. Cho et al. [35] analysed the
different kinds of power sources on a microscale and provided valuable insights on
the merits and demerits of different energy sources.

Extensive research has been carried out on thermophotovoltaic [25, 26] and
fuel cell [27]-based micropower generators. A backward-stepped microcombustor,
having a volume of 0.113 cm2, was developed by Yang et al. for thermophotovoltaic
power generation [25]. By using hydrogen as a fuel, a power rating of 1.02 W was
reported by the TPV-based power generator. Ahn et al. proposed a power generation
system which integrated a solid oxide fuel cell (SOFC) with a Swiss-roll combustor
[27]. They obtained a peak power density of 420 mW/cm2 and reported efficient
performances at low Reynolds numbers as well. However, due to their bulky volume,
high energy consumption, and short lifespans, thermoelectric power generators are
preferred over fuel cells and TPV-based power generators. Researchers are currently
investigating techniques to improve the relatively lower conversion efficiency of
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TEGs [36, 37]. Yoshida et al. designed a thermoelectric generator by using a silicon-
coated catalytic combustor and reported a peak output power of 0.184 W with a
conversion efficiency of 2.8% [28]. Shimokuri et al. [30] integrated thermoelectric
modules with a novel mesoscale combustor with a provision for vortex flow. They
reported a significant rise in heat transfer rate due to the development of a vortex flow
with a power output of 18.1 W and an efficiency of 3%. Yadav et al. [31] utilized a
recirculation cup to heat thermoelectric modules by using a three-stepped combustor
as the source of power. While an efficiency of 1.2% was obtained initially by using
only one module, they reported an improved efficiency of 4.6% by utilizing all the
surfaces of the cup and mounting four modules. Merotto et al. [32] used catalytic
combustion to develop a TEG which produced a peak output power rating of 9.86 W
with a conversion efficiency of 2.85%, which was later optimized and converted
into a compact power generator with a power output of 1 W [38]. In addition to
the experimental studies carried out on TEGs, a number of numerical models have
been developed over the last decade to demonstrate the thermoelectric effect [39,
40]. In order to develop modules with high efficiency at a lower cost, factors like
thermoelectric material properties, improved thermalmanagement, etc., are analysed
in great detail [41, 42]. Chen et al. [43] used custom functions to numerically model
a three-dimensional thermoelectric module in a CFD environment. Zhou et al. [44]
used a cylindrical shell and straight fins to model a novel TEG, while reporting an
efficiency of 5.5%. Meng et al. [45] numerically integrated a microcombustor with a
TEG module and a TPV cell while simultaneously accounting for the temperature-
dependent properties of the thermoelectric materials. However, most of the afore-
mentioned studies assume a constant temperature across the hot and cold sides of the
module. In practical applications, such a scenario is not possible because the flame
dynamics of the combustor produce a non-uniform temperature gradient across the
hot side of the module. A numerical study which accounts for the variable temper-
ature profile across the hot end of the module is not only lacking but would also be
of great interest from a practical viewpoint.

In the present study, detailed experimental and numerical investigations on
different thermoelectricmicropower generators are carried out. The effect of different
microcombustors and heat sinks on the performance of the micropower generator
is analysed. In order to further optimize the system, a self-aspirating combustor is
developed. The self-aspirating combustor eliminates the need for artificial supply of
air and thus eliminates a portion of the auxiliary power requirement. Based on the
above results, a stand-alone micropower generator for portable applications is devel-
oped. The present study also discusses the three-dimensional numerical modelling
of a combustion-based thermoelectric micropower generator. The novelty of this
aspect of the study lies in the development of an optimized combustor by analysing
the flame dynamics in detail, while simultaneously integrating the thermoelectric
model into a CFD environment. The accuracy of the thermoelectric model is vali-
dated by comparing the numerically obtained values with the values specified by
the manufacturer. After establishing the accuracy of the thermoelectric model, the
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thermoelectric performance of the integrated system is studied in depth by analysing
parameters like the output power rating, open-circuit voltage, conversion efficiency,
etc.

2 Experimental Details

The experimental set-up, which is similar to our previous studies [46, 47], consists of
high-pressure air supply system, fuel tanks, electronic mass flow controllers (MFCs),
the integrated thermoelectric power generator unit, and power-measuring instru-
ments. The mass flow rates of propane and air are controlled separately through
two MFCs of capacity 0–0.5 LPM and 0–2 LPM, respectively, by using a command
module connected to a personal computer. The fuel is thoroughly mixed with air by
injecting it as a high-velocity jet into the airflow. This ensures the preparation of a
proper mixture for premixed combustion. A pilot flame (by using a butane torch) is
used to ignite the fuel–air mixture at the ignition port of the combustor. After the
proper stabilization of flame inside the combustor, the ignition port is closed which
allows for the exhaust gas recirculation. The MFCs have an accuracy of ±1%, and
the thermocouples used to measure the temperature of the walls have an accuracy of
2%. The thermocouples are of k-type with a 0.5-mm bead diameter.

2.1 Microcombustor Details

In the present study, two modes of combustion systems were analysed: (I) artifi-
cial premixing and (II) self-aspirating mode. In order to study mode I, two types
of combustors based on the multiple backward-facing step concept are fabricated
and tested. Furthermore, an ejector system is developed to entrain the air in a
self-aspirating mode, which theoretically could prepare a proper premixed mixture
for combustion. A detailed analysis of the combustion characteristics of these
combustors are presented in this section.

2.1.1 Multicombustors

Figure 1 shows the schematic diagram of the single and dual microcombustor config-
urations, which consist of one and two sets of microcombustors, respectively, in a
rectangular chamber of size 32 × 32 × 10 mm3 fabricated using aluminium. Each
microcombustor consists of three cylindrical backward-facing steps and two recir-
culating holes of 4-mm diameter [46]. The inlet diameter of the microcombustor is
2 mm and is increased to 6 mm along the inlet to outlet direction. The dimensions of
the combustor are the same as that of the author’s previous studies [46]. The purpose
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Fig. 1 Schematic of a single and b dual microcombustor

behind designing a backward-stepped facing combustor is to produce local recircu-
lation in the region around the steps by allowing the mixture to undergo sudden free
expansion. Along with these combustors, two 4-mm diameter holes are provided
to expel the combustion products. These holes also help in the extraction of excess
enthalpy from exhaust gases, preheat the fresh incoming mixture and concurrently
transfer excess heat to thermoelectric modules.

2.1.2 Self-aspirating Combustors

The applications of self-aspirating combustors to obtain proper premixed flames for
portable power generation are very limited [48, 49]. The present study investigates
the viability of a self-aspirating microcombustor for thermoelectric power genera-
tion. The self-aspirating mode is achieved through an ejector system as shown in
Fig. 2, which consists of a nozzle and converging–diverging (C-D) tube. The smaller
diameter of the nozzle (d = 0.3 mm) causes the fuel to enter the ejector with a high-
velocity jet, leading to a significant pressure drop in the ejector chamber. This low
pressure causes air to be entrained into the 8-mm diameter-wide chamber through the
annular inlet of the ejector. The difference between the velocities of the fuel flow and
the airflow leads to viscous dragging, which enhances the mixing process between
the air and the fuel. The ejector consists of a C-D tube which has a throat diameter of

Fig. 2 Schematic of ejector system
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Fig. 3 Real photograph of
self-aspirating
microcombustor developed

4 mm. Furthermore, two 2-mm holes are drilled at the throat section for secondary
air entrainment as shown in Fig. 3. The outlet of the ejector is then connected to a
square heating block (which acts as combustor) of dimensions 32 × 32 × 32 mm3

fabricated from aluminium. The heating cup consists of a single backward-facing
step of 1 mm at the inlet to stabilize the flame. A through-hole of 27-mm diameter
is provided within to expel the exhaust gases.

On the perspective of power generation, self-aspirating combustors can reduce
the input power significantly by eliminating the requirement of manually pumping
the air into the combustor. Therefore, this system could lead to a significant rise in
the overall system efficiency.

2.2 Micropower Generator Details

The power generator prototyped in the present study is based on the Seebeck effect,
and consists of two Bi2Te3-based TEGs, mounted on to the bare faces of the micro-
combustor (as a heating source) along with the cooling jackets. The microcombustor
will act as the heat source, and various active and passive cooling methods are tested
to maintain a lower temperature across the cold side of the module. The effect of
water-cooled and air-cooled sinks on the performance of the power generator is anal-
ysed and compared. Finally, an optimum sink is chosen to develop the stand-alone
portable power generator. The water-cooled sink is made up of copper which consists
of three passes, as shown in Fig. 4a. It is used as a heat sink for both the combustor
configurations [46]. Multiple passes ensure sufficient cooling of the TEGs due to the
enhanced residence time of the coolant within the jacket. The total volume of the
cooling jacket is 32× 32× 10mm3, and it maintains the water at a constant tempera-
ture of 303 K. The air-cooled sink, shown in Fig. 4b, consists of aluminium fins with
a cooling fan to improve the output power and conversion efficiency by maintaining
a lower temperature across the cold end of the module. The fin thickness, spacing,
and height are 1.5 mm, 2 mm, and 17 mm, respectively. However, it is obvious that
the air-cooled jackets are less efficient than the water-cooled jackets due to the low
specific heat capacity of air. An auxiliary power source (powered by a DC supply
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(b)(a)

(c) 

Fig. 4 aWater-cooled micropower generator, b air-cooled micropower generator, c self-aspirating
mode micropower generator (left) front view and (right) top view

system TESTRONIX 92B) supplies power to the cooling fan. A tachometer is used
to measure the speed of the cooling fan. The thermal characteristics of the system are
measured for different fan speeds of 500 RPM, 1500 RPM, and 3000 RPM, which
corresponds to auxiliary power ratings of 0.07 W, 0.19 W, and 0.38 W, respectively.

To develop the self-aspiratingmicropower generator, four thermoelectricmodules
aremounted on the bare faces of the combustor alongwith the cooling jacket as shown
in Fig. 4c. The working of a self-aspirating combustor has already been discussed in
detail in the previous section. The water-cooled sink has been adopted to extract the
maximum power from the modules.

3 Result and Discussion

In this section, thermal characteristics of the microcombustor and power characteris-
tics of the micropower generators are discussed in detail. The thermal performances
of the single and the dual combustors are compared, and themore efficient combustor
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is chosen for analysing the effect of different heat sinks on the power characteristics.
Furthermore, the performance of the self-aspirating combustor has been analysed
and a stand-alone micropower generator has been prototyped and studied.

3.1 Thermal Characteristics of the Combustors

The variation of fuel mass flow rates (ṁ f ) and input power (Pin) with different
mixture velocities for φ = 0.9 and 1.0 is shown in Fig. 5a. The proposed micropower
generator is operated for ṁ f ranging from 6.44 × 10−7 kg/s to 2.15 × 10−6 kg/s and
7.14× 10−7 kg/s to 2.38× 10−6 kg/s, respectively, for φ = 0.9 and 1.0, respectively.
These fuel flow rates correspond to the minimum and maximum mixture flow rates
of 118 × 10−7 kg/s (vin = 3 m/s) and 390 × 10−7 kg/s (vin = 10 m/s), respectively.

Since the thermoelectric output depends on the temperature difference across
the module, it is important to analyse the amount of heat transferred by the gases
to the combustor wall and the amount of heat lost through the exhaust gases. The
thermal performance of the single and dual combustors is analysed. Variation of
the average wall temperature and average exhaust gas temperature with the total
mixture flow rates for the single and dual combustors is shown in Fig. 5b. Even
though the average surface temperature is reported to be as high as 673 K for 234
× 10−7 kg/s (vin = 6 m/s), mounting the modules on the combustor wall results in
a significant temperature drop, causing it to fall below the temperature limit of the
modules (<523 K). It can also be noted that the heat transferred to the combustor
wall from the exhaust gases is significantly higher in case of the dual combustor
configuration than for the single combustor [46]. The average surface temperature
is observed to be almost 15 K higher in case of the dual combustor because of the
enhanced wall–flame interaction and efficient heat recirculation. Conclusively, the
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micropower generator is observed to be more efficient with a higher power output
for the dual combustor case.

3.2 Power Characteristics of the Power Generator

3.2.1 Water-Cooled-Based Power Generator

A three-pass cooling jacket, made up of copper, is used as the water-cooled sink for
the TEG. Initially, the output characteristics are measured for different cooling flow
rates, ranging from 0.5 to 1.5 LPM. It is found that there is no significant difference in
the output characteristics that are observed for cooling flow rates of 1.0 and 1.5 LPM.
Therefore, the present experiments are carried out for coolant flow rate of 1.5 LPM.
The heat transfer to the combustor wall is enhanced by increasing the residence time
of the reacting mixture within the combustor, which is evident by �T (TH − TC) of
the dual combustor as demonstrated in Fig. 6b. It is observed that there is an increase
of 10–20 K in the temperature difference between the dual and single combustor
configurations, which corresponds to an increase in the ηcon of the dual combustor
case by 0.2–0.6%. Similar observations were reported in numerical studies which
investigated the difference in the thermal output of multichannel microcombustors
and single-channel microcombustors [50–52]. Figure 6b shows the output power
comparison between single combustor- and dual combustor-based power generators
for different mixture flow rates. It is observed that the power output increases with
an increase in the mixture velocity. For a mixture flow rate of 390 × 10−7 kg/s
(vin = 10 m/s) and a power input of ~97 W, maximum power outputs of 3.89 and
4.6 W are achieved for the single combustor and dual combustor cases, respectively.
It is observed from Fig. 6b that the trend for conversion efficiency is similar to the
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Fig. 7 Heat balance sheet for a single combustor and b dual combustor

trend observed for the output power for both combustor configurations. Since the
electric power generated by the module is primarily dependent upon the temperature
difference across the module, the conversion efficiency ηcon is greatly dependent
upon the wall temperature of the combustor.

The rate of heat transferred to the combustor wall is further analysed with the help
of a detailed energy balance sheet. The energy balance analysis was carried for 273
× 10−5 kg/s (vin = 7 m/s) at φ = 1.0. The total heat energy supplied to the system
is equal to the chemical energy of the supplied fuel, which is equal to the product of
the mass flow rate of the fuel and its calorific value. To calculate the heat loss from
the TEG to the heat sink, the contributions of the Peltier effect, heat loss through
conduction, and Joule’s heating effect are calculated. The heat balance sheet is shown
in Fig. 7a, b. These values are obtained by assuming a uniform temperature across
the lateral walls of the heating medium. This is then used to evaluate the convective
heat losses from the combustor. Thus, the heat lost from the exhaust gases can be
represented by Qexhuast = Qinput − (Qsin k + Qloss). It can be seen from Fig. 7 that
the amount of heat lost to the ambient through exhaust gases is almost equal to 60%.
The heat loss from the thermoelectric modules is found to increase with a rise in
the power output from the modules and is presently reported to be 20–30% of the
total heat loss. While the heat lost from the microcombustor is found to increase
with increasing input power, the overall contribution of the input power is significant
enough to lead to a reduction in the total contribution of the heat rejection from 4.4 to
3.54%. While the dual configuration leads to an increase in the surface area exposed
to the ambient which leads to a higher heat loss of ~1.5%, its ability to transfer a
greater amount of heat to the sink (~3.0%) through the combustor walls allows it to
generate a power output higher than that of the single combustor by ~0.6%.
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3.2.2 Air-Cooled-Based Power Generator

The difficulties in transporting awater-cooled sink due to its bulky volume andweight
has limited the usage of water-cooled power generators for portable power applica-
tions. Although the air-cooled power generator is less efficient than the water-cooled
power generator, air-cooled systems would be a better substitute in real-life portable
power applications. Therefore, it is necessary to understand the comparative study
between the performances of air-cooled power generators and water-cooled power
generators. There are only a few studies [48, 53, 54] reported on the development of
air-cooled microcombustor-based power generators, and some other recent studies
are based on mimicking the microcombustor using an external electric heater [55–
57]. In this section, the effect of different air-cooling methods on the dual combustor-
based power generator is analysed. Figure 8a shows the variation of the output power
with mixture flow rates for different auxiliary power input values. A value of 0 W
for auxiliary input power refers to natural convection (only fins), while the other
values represent forced convection (using CPU fan). Although the output power and
conversion efficiencies are reported to increase with increasing mixture velocity for
the fin-fan case, a significant drop in the output power values is observed for the case
having only fins. This behaviour is attributed to the poor cooling capacity of the fin
system. For auxiliary power inputs of 0.07, 0.19, and 0.38 W, conversion efficien-
cies of 1.2, 2.1, and 2.5% with power outputs of 1.3, 2.0, and 2.4 W are reported,
respectively.

The auxiliary components of the system, like the fan, micro-blower, valves, etc.,
usually last for 8–10 years, which makes the system economically favourable from
a manufacturing viewpoint. Besides being easily available, these components are
relatively inexpensive and easy to assemble. The air required to produce the fuel–air
mixture can be provided by a small micro-blower, while 180 g of fuel from a butane
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cartridge can produce a constant power output from the system for 24 h. Recharging
of the entire system only requires replenishment of the butane cartridge.

3.3 Self-aspirating Power Generator

The dimensional details of the self-aspirating microcombustors are explained in the
previous sections. The self-aspirating combustor uses the Venturi effect to entrain
the air through the annular gap provided between nozzle exit and ejector entrance.
To study the air entrainment, contours of the axial velocity of the propane fuel are
plotted and shown in Fig. 9a. There is a sharp rise in the inlet velocity as the fuel
enters the ejector, with a maximum velocity in excess of 110 m/s being reported. As
the area of the chamber increases, a significant drop in the velocity of the fuel jet
is observed. This sudden rise in the velocity leads to a pressure drop in the ejector
chamber, leading to air being entrained through the air inlet.

One of the major obstacles regarding self-aspirating combustors is the inability to
analyse and regulate the equivalence ratio of the fuel–airmixture created in the ejector
chamber. Figure 9b shows the contours of the equivalence ratio of the mixture across
the ejector chamber. Due to improper mixing of fuel and air, variation of equivalence
ratio is observed along the axial line of ejector. The mixture is richest around the

ϕ:

Fig. 9 Contours of a axial velocity and b equivalence ratio
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fuel jet (φ � 1), while the outlet equivalence ratio is observed to be in the range of
0.9–1.0. The backward-facing steps are provided to create zones of local turbulence
in the ejector chamber, which enhances the mixing process between the air and
the fuel. Therefore, it is concluded that employing secondary air entrainment would
definitely improve the equivalence ratio, whichwould result in a zero auxiliary power
consumption. With aid of the aforementioned numerical observations, a detailed
experimental investigation on the performance of the self-aspiratingmicrocombustor
and power generatorwas carried out. The effect of secondary air entrainment onflame
stabilization has been compared with the primary air case and shown in Fig. 10. In
case of no secondary flow, diffusion flames were obtained for power inputs of 65 and
128W. This is indicated by the appearance of the distinct orange colour in the flame,
which points towards insufficient air for the combustion. This problem is rectified
in the second case (d-f ) through the provision of secondary airflow. This provides
sufficient air for complete combustion of the fuel, evident by the blue premixed flame
obtained for all three different power inputs.

Further, a power generator, based on the self-aspirating combustor, is prototyped.
A premixed flame is found to be stabilized on the backward-facing step, which heats
the combustor wall. This acts like the hot side of a thermoelectric generator. The
temperature on the combustor surface is nearly 423 K at an input power of 128 W.
However, a significant drop in the surface temperature is reported after mounting
the modules on the combustor. The hot side temperature drops by almost 60 K,
and a power output of nearly 0.5 W is achieved for a power input of 128 W. This

(a) 20 W (b) 65 W (c) 128 W 

(d) 20 W (e) 65 W (f) 128 W 

Fig. 10 a is no secondary air and b is secondary air
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lower output power indicates improper combustion, which results in the poor thermal
characteristics of the combustor. It is also observed that a further increase of input
power beyond 128 W partially shifts the flame outside the combustion chamber and
most of the heat is lost unused. Also, the combustor can be further modified to use
the enthalpy of exhaust gases, which would certainly improve the power output and
conversion efficiency of the system.

3.3.1 Development of a Stand-alone Micropower Generator

A stand-alone power generator on a microscale, having the capacity to deliver a
constant power output of 1 W, is designed as shown in Fig. 12a, b. The outer body
is constructed by using acrylic. It occupies a total volume of 120 × 95 × 75 mm3

and weighs ~400 g. The system is slightly bulky, but there is potential for further
optimizations. The power supply unit of the thermoelectric generator comprises two
thermoelectricmodulesmounted on themicrocombustor.Aluminiumfins, alongwith
an additional cooling fan, perpendicular to the fins, are used as a heat sink.Amicro-air
blower is used in conjunction with a butane cartridge to supply the premixed fuel–air
mixture. The mass flow rate and equivalence ratio of fuel–air mixture are varied
with the help of a potentiometer. Although the water-cooled sink produces a better
thermoelectric output, the portability of the system is reduced with a water-cooled
sink. Thus, an air-cooled sink is used in the integrated system.

Fig. 12 a Size comparison of the micropower generator prototype and b inside view
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4 Numerical Modelling of Micropower Generator

In this section, three-dimensional modelling of a combustor-based thermoelectric
power generator has been carried out. Although numerous studies can be found on
the numerical modelling of microcombustors and TEGs exclusively, designing an
integrated system numerically is of great challenge and interest for optimizing the
real micropower generator systems. The study derives its novelty from being the
first such model to simulate an integrated microcombustor–thermoelectric power
generator in a CFD environment and analysing the thermal output of the combustor
in 3D.

4.1 Computational Domain and Governing Equations

The computational domain of the integrated system is shown in Fig. 13. The steel
combustor has two rectangular backward-facing steps at combustor widths of 4 mm
and 6 mm at distances of 5 mm and 25 mm from the inlet, respectively. The steps
produce local eddies which lead to increased turbulence in the region around the
steps. In order to preheat the incoming reactant mixture, a 2-mm-thick recirculating
steel cup is placed at a distance of 3 mm from the combustor exit. It allows the
recirculating exhaust gases to heat the outer combustor wall, which conducts the
heat to the incoming unburnt mixture, while simultaneously providing a housing for
the thermoelectric module. The thermoelectric module is modelled as a 40 × 40 ×
3.5 mm3 rectangular block with three different layers. The central layer is a Bi2Te3
layer, which serves as the semiconductor, and is sandwiched between two ceramic

Fig. 13 Computational domain of the integrated thermoelectric generator
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Fig. 14 Grid independence
study for the present
computation
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layers. A premixed CH4–air mixture is passed through the 2-mm inlet and ignited at
the combustor exit.

In order to establish the independence of the obtained results on the computational
grid, a mesh independence study is carried out. Simulations are carried out for four
different grids ranging from 0.5million cells to 7.6million cells. Themass fraction of
the OH species is measured along the inner wall of the combustor for all four grids
as shown in Fig. 14. Since negligible difference is obtained between the readings
obtained for the grids having 7.6 million cells and 4.1 million cells, the grid having
4.1 million cells is used for the present computation.

The 3D Navier–Stokes equations are used as the governing equations for the
combustion reactions. Due to a lowKnudsen number (<1), the fluidmedium is treated
as a continuum. In order to reduce the complexity of the reactions, the following
assumptions are made: (a) Dufour effects are neglected, (b) radiation effects are
neglected, (c) work done by the pressure and viscous forces is considered to be
negligible, (d) steady-state combustion, and (e) due to a low Mach number, the flow
is assumed to be incompressible. As a result, the governing equations are reduced to
the following forms (Eqs. 1–4).

s
∂ρ f

∂t
+ ∇.ρ f �v = 0 (1)

∂ρ f ui
∂x
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where ρ, p, μ, h, k, Mj , and Y j represent fluid density, pressure, viscosity, enthalpy,
thermal conductivity, molecular weight, and mass fraction of jth species. �v denotes
the two-dimensional velocity vector.

−→
Jj is the diffusion flux, and R j is the volumetric

rate of jth species determined from the Maxwell–Stefan equation and the Arrhenius
equation, respectively.

To account for the thermoelectric effect simultaneously, the governing equations
for the TEGmodel need to be integrated into the CFDmodel. Chen et al. [43] adopted
the following equations to integrate the thermoelectric model:

∇ Jc = 0 (5)

∇q = −∇[k∇T ] = mc
∂T

∂t
+ J 2

c ρc + [∇α]T Jc (6)

∇V = −α∇T − ρc Jc (7)

Before integrating these equations, they are modified to account for the non-
uniform temperature profile across the hot side of the module. Equation 5 conserves
the electric flux Jc flowing through a unit cell of the domain, while Eq. 6 provides
a solution for the thermal field generated, where the second term on the RHS of
Eq. 6 represents the temperature-dependent Joule’s electric energy and the third
term accounts for the Peltier and Thomson effects. Equation 7 gives the value of the
electric field generated.

4.2 Boundary Conditions and Reaction Modelling

The GRI 3.0 mechanism [58] is used to simulate the flow of the premixed CH4–air
mixture through the inlet at the ambient temperature Ta = 300 K. Different mixture
velocities ranging from vin = 1 to vin = 7 m/s are simulated for φ = 0.8 and φ = 1.
A no-slip condition is applied on the inner walls of the microcombustor. To account
for the heat loss from the walls of the combustor exposed to the ambient, a mixed
boundary condition was applied on the external walls with a standard heat transfer
coefficient (20 W/m2K) and emissivity (0.9). A Neumann boundary condition with
constant pressure is assigned at the outlet. To account for possible turbulence, the k-ε
turbulencemodel is adopted. The polynomial relations of the semiconductor material
[45] are applied to integrate the temperature-dependent nature of the semiconductor
material (Table 1).



238 B. Aravind et al.

Table 1 Material specifications

Material Cell zone ρc (kg/m3) K (W/m K) cp (J/kg K)

Bi2Te3 Semiconductor material TEG 10,922 Variable [45] 200

Ceramic Ceramic walls of module 4300 18 419

Steel Combustor and cup walls 8030 16.27 502.48

Table 2 Details of the User-Defined Scalars used in the 3-D modelling of the TEG

Scalar Mathematical formula Source term Diffusivity

UDS_A ∇UDS_A = −ρ J 0 1
ρ

UDS_B ∇UDS_B = α 0 1

UDS_C ∇UDS_C = −α∇T ∂α
(

∂T
∂x

)

dx + ∂α
(

∂T
∂y

)

dy

1

UDS_D
∇UDS_D = ∂α

(
∂T
∂x

)

dx

0 1

UDS_E
∇UDS_E = ∂α

(
∂T
∂y

)

dy

0 1

UDS_F
∇UDS_F = ∂α

(
∂T
∂z

)

dz

0 1

Energy – 1
ρ
(UDS_A)2 − ∇UDS_B T

ρ
∇UDS_A k

4.3 Numerical Methodology

A general-purpose CFD software FLUENT 16.2 [59] is used to carry out the
simulations. Spatial integration was used to carry out the steady-state simulations.
Unlike earlier studies that simulated the thermoelectric effect on FEM solvers, the
present study integrates the combustion process with the thermoelectric effect while
accounting for the non-uniform temperature profile across the hot side of the module
as well. ANSI C coding is used to integrate the thermoelectric equations into the CFD
software [43]. The Joule, Peltier, and Thomson terms are defined as source terms
with the help of user-defined scalars and user-defined functions. The terms are then
hooked to the CFD software after interpreting the code in the solver. The additional
terms in the governing equations for the thermoelectric effect are defined in Table 2.

4.4 Results and Discussion

Adetailed analysis of the thermal characteristics of themicrocombustor is carried out,
with parameters like exhaust gas temperature, combustion efficiency, flame position,
etc., being studied thoroughly. This is followed by an investigation into the ther-
moelectric characteristics of the integrated system such as the open-circuit voltage,
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output load power, conversion efficiency where the obtained results are compared
with known values.

4.4.1 Thermal Characteristics of the Combustor

Since the thermoelectric output of the integrated system depends primarily on the
temperature difference across the module, it is crucial to analyse the average temper-
ature of the hot side of the module. Variation of the average temperature of the hot
side of the module with the mixture velocity is shown in Fig. 15a. There is a steady
rise in the average temperature of the hot side with increasing inlet velocity, with
the temperature profile for the φ = 1 case being greater than the φ = 0.8 case. A
maximum temperature of 551 K is obtained for vin = 9 m/s at φ = 1. The higher
temperature profile for φ = 1 can be attributed to the fact that the combustion reaction
at stoichiometric ratio has a greater combustion intensity than the reaction occurring
at φ = 0.8.

The temperature difference between the φ = 1 and the φ = 0.8 cases decreases
with increasing mixture velocity. This trend can be explained by the position of the
flame in the combustor for different mixture velocities. Figure 15b shows the position
of the flame along the axial length of the combustor for different mixture velocities.
The flame is observed to move further downstream with increasing mixture velocity.
It is noted that the axial position of the flame in case of φ = 0.8 and φ = 1 coincides
for vin = 1 and vin = 3 m/s, but the flame moves further downstream for vin = 5 and
vin = 7 m/s in case of φ = 0.8. This causes the flame in case of φ = 0.8 to be in closer
proximity with the module than in case of φ = 1. As a result, the difference between
the average temperatures of the hot side of the module decreases with increasing
mixture velocities.
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Fig. 15 Variation of a average temperature of hot side of the module and b flame position along
the axial length of the combustor with mixture velocity
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temperature with mixture velocity

In case of an integrated thermoelectric power generator with a combustor power
source, a non-uniform temperature distribution is obtained along the hot side of the
module instead of a constant, uniform temperature. The temperature distribution
along the hot side of the module in the direction of flow of exhaust gas is studied in
Fig. 16a. Higher temperature profiles are obtained for greater mixture velocities. The
peak temperature is reported in the central portion of the module, with a maximum
temperature of ~545 K obtained for vin = 7 m/s. The primary reason for obtaining
the temperature peak in the central portion is because of the additional heat loss
taking place from the lateral ends of the hot side of the module. The central portion
loses heat only through conduction, while the lateral ends are exposed to ambient
conditions and lose heat through convection and radiation as well. Consequently,
temperatures at the ends of the horizontal wall of the module are lower than the
temperatures obtained in the central portion of the hot wall. It is also noteworthy
that simulations have not been carried out for mixture velocities greater than 7 m/s.
This is mainly because velocities in excess of 7 m/s lead to temperature hotspots
in excess of 573 K being formed along the hot side of the module, which leads to
thermal breakdown of the module.

The temperature of the exhaust gases is also a metric to measure the intensity
of the combustion reaction. Exhaust gas temperature for different mixture velocities
is shown in Fig. 16b. Increasing inlet velocities lead to a rise in the exhaust gas
temperature as well. Since the combustion reaction taking place at stoichiometric
ratio has the highest combustion intensity, a maximum exhaust gas temperature of
~1675 K is obtained for vin = 7 m/s at φ = 1.

In order to improve the efficiency of the integrated system, it is desirable to
obtain the maximum possible combustion intensity. Figure 17 shows the combustion
intensity for different mixture velocities and equivalence ratios. Variation of the
Nusselt number for φ = 1 is shown along the inner combustor wall in Fig. 17a.
The maximum Nusselt number obtained is equal to ~3100 for vin = 7 m/s, with
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Fig. 17 Variation of a Nusselt number at φ = 1 and bmass fraction of OH φ = 0.8 along the inner
combustor wall

the peak being located further downstream with increasing velocity. Since Nusselt
number is a measure of the amount of heat transferred to the combustor wall, the
maximum Nusselt number is an indicator of the fact that more heat is transferred to
the combustor wall with increasing mixture velocity. Greater the heat transferred to
the wall, greater is the intensity of combustion. Figure 17b shows the variation of the
mass fraction of OH along the inner combustor wall at φ = 0.8. A trend similar to that
of theNusselt number is obtained forYOH,with themaximumvalue of ~0.04 obtained
at vin = 7 m/s. OH concentration is a direct metric of the combustion intensity [60].
A higher OH combustion indicates a higher combustion intensity. These readings
confirm the observations made in Fig. 17a as well.

The maximum values of Nusselt number and YOH can be used to predict the
exact location on the combustor wall where the flame is anchored. Since the point of
contact between the flame and the combustor wall will have the maximum amount
of heat transfer and highest combustion intensity, the Nu and YOH peaks indicate the
anchoring point for the flame on the inner combustor wall. However, since the flame
location in Fig. 15b is plotted along the axial wall of the combustor and in Fig. 17
is plotted along the inner combustor wall, the difference between the distances at
which the maximumNu and YOH− are obtained in Fig. 17 and the distances at which
the flame tip is located in Fig. 15b gives an approximate measure of the length of the
flame.

The three-dimensional contours of temperature (upper half) and velocity (lower
half) for different mixture velocities are shown in Fig. 18. The flame shifts down-
stream with increasing mixture velocities and has a tendency to stabilize at the steps
due to enhanced local turbulence. A significant jump in velocity is reported after
combustion, with velocities as high as 19 m/s obtained for vin = 7 m/s. In order to
point the exact location of the flame front, contours of the mass fraction of HCO are
overlapped with the velocity contours in the lower half of the figures.
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Fig. 18 Contours of temperature (upper half) and velocity and mass fraction of HCO (lower half)
for a vin = 1 m/s, b vin = 3 m/s, c vin = 5 m/s, d vin = 7 m/s

4.4.2 Validation of TEG Simulation

Before studying the thermoelectric characteristics of the system, it is important to
verify the accuracy of numerical model of thermoelectric generator developed. For
validation purposes, the numerical results obtained are compared with the values
specified by the manufacturer [61]. The module is designed independently, and
constant temperature values are applied as boundary conditions on both ends of
the module. A comparison between the standard values of the open-circuit voltage
and output power, as specified by the manufacturer, and the numerically obtained
results for the same boundary conditions and material properties is shown in Fig. 19.
There is a steady rise in the open-circuit voltage and the output power with a rise in
the temperature of the hot side of the module, which leads to a rise in the temperature
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Fig. 19 Verification of the
TEG module
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difference across the hot and cold ends of themodule since the cold end of themodule
is kept at 323 K. It is interesting to note that while the specified and numerical values
almost coincide, there is a slightly greater difference between the readings obtained
at 573K. This can be attributed to the fact that themanufacturer specifies 573K as the
thermal breakdown temperature of the module and the optimum operating temper-
ature at 525 K. As a result, the module may malfunction at temperatures equal to
or greater than 573 K. Thus, simulations for mixture velocities that may exceed the
breakdown temperature of the module are not carried out.

4.4.3 Integration of TEG with Combustor

The validated model of TEG is integrated into the microcombustor for the power
generation. The thermoelectric performance is measured in terms of the voltage
obtained due to the temperature difference across the walls of the module and its
conversion efficiency. Figure 20a shows the variation of the open-circuit voltage and
output current with the average temperature of the hot side of the module. Compar-
isons are drawn between the specified values of the two quantities. There is a rise
in the open-circuit voltage with increasing temperature, and a corresponding rise
in the output current as well. A maximum open-circuit voltage of 7 V and output
current of 1.2 A are obtained for an average temperature of ~550 K. The rise in the
voltage and the current can be attributed to the increasing temperature difference
between the two walls of the module, since the cold side is maintained at a constant
temperature of 323 K. The deviation between the numerical and specified values is
due to the presence of a non-uniform temperature gradient in the numerical model
of the integrated system. These values have been extracted at average temperatures
for the sake of comparison. The specified values have been calculated with constant
temperature values at the boundaries. This leads to a slight difference between the
specified and numerical values.
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Fig. 20 Variation of a open-circuit voltage and output current and b output power and conversion
efficiency of the module with average temperature of the hot side of the module

Figure 20b shows the variation of the output power and conversion efficiency of
the module with the average temperature of the hot side of the module. The output
power increases with a rise in the average temperature of the hot side of the module
with a maximum output power of ~4.5 W at ~550 K. The trend can be attributed to
the increasing voltage with a rise in temperature. The conversion efficiency of the
module also increases with rise in temperature. A maximum conversion efficiency
of 5.3% is obtained for a temperature of ~550 K.

5 Conclusion

Experimental and numerical investigations on microcombustor-based thermoelec-
tric generators are carried out in the present study. In the experimental analysis,
the performance of the single and dual microcombustors was compared, where the
surface temperature of the dual combustor is reported to be greater than that of the
single combustor by 15 K. Further, the effect of different cooling sinks on power
generation is studied. Maximum power outputs of 4.5 and 2.4 W with conversion
efficiencies of 4.66 and 2.5% are achieved for water-cooled and air-cooled power
generators, respectively. The air-cooled power generator is shown prominently due
to its decent power output and portability. To explore the possibility of improving
the system further, self-aspirating combustors are analysed numerically and exper-
imentally as well. The power generator based on the self-aspirating combustor was
able to deliver 0.5 W of electric power without any auxiliary power. Based on these
results, a stand-alone micropower generator capable of delivering a power output of
1 W is designed. Further, the experimental analysis is complemented with a three-
dimensional numerical analysis of the thermoelectric generator in a CFD environ-
ment. After successful verification of the code, the thermoelectric performance of
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the integrated system is evaluated. The numerical model reports a maximum output
power of 4.35 W and a conversion efficiency of 5.39%.
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Fundamental Combustion Research
Challenged to Meet Designers’
Expectations

Hukam C. Mongia, Kumud Ajmani, and Chih-Jen Sung

1 Introduction

When Mongia sold his senior management leaders, Dr. Monte Steel, Carl Paul,
and Dr. John Mason, in 1973 for making a long-term resource commitment, he
had very clear long-term objectives in mind but shared with them an achievable
objective, namely empirical/analytical combustion technology and product develop-
ment methodology that will result in reduction of resources requirement including
manpower, facilities, dollar and time. Empirical/analytical methodology has worked
very well for rich-dome combustors in addition to providing insight for lean combus-
tion concepts; some examples are given in [1–3]. A total of 29 combustors’ devel-
opment activities used this methodology as summarized in Table 1. It should be
pointed out that combustion modeling capabilities improved considerably during
the technology development activities of the first five combustors listed in Table 1.
Afterward, the only change during application was increasing the number of nodes
starting from approximately 20,000 in the beginning to 150,000 by the end of 1993.
We got good qualitative guidance from CFD and did not encounter unreasonable
surprises during the development of these 29 combustors.

Motivated by continuously improving CFD capability and increasing emphasis on
improving combustion design development combinedwith challenges for developing
40 pressure ratio gas turbine combustors led us to formulate and calibrate an anchored
design methodology that worked well for rich-dome combustors starting with its first
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Table 1 Status of modeling capabilities during application of the first five combustion technology
programs. Subsequent 24 technology and product development programs used qualitative guidance
from2-step or 4-step eddy breakup spray combustionmodels. seven rich-dome combustion products
used anchored CFD code

# Programs Status of CFD during preliminary design phase

1 Army combustor design criteria ACDC
concept I

2-step gaseous fuel combustion model not
calibrated

2 ACDC concept II Same as above. models calibrated at end of
programs 1 and 2

3 NASA pollution reduction technology
concept 3 (premix and LDI)

CFD with spray combustion was phased in after
calibration with data; no NOx emissions
prediction capability.

4 ACDC 2200 °F �T concept I Two-step spray combustion model calibrated

5 NASA counter-flow film-cooled
combustor

Above along with idle CO, HC and LBO
calibrated

The modeling capability described in Row 5 was used in (6) ATF-3 combustor, (7) Low Smoke
TFE 731, (8) Advanced Cruise Missile Engine Combustor, (9) Garrett’s first ATEGG Combustor,
(10) F109 combustor and (11) TFE1042 combustor
The following programs used COM3D, a code provided by NASA GRC, with increasingly more
grids approaching 150,000 by 1993: (12) Army Low Pattern Factor Combustor, (13) NASA/Army
CompliantMatrix CoolingCombustor, (14) 501K 9 PPMNOx Combustor, (15) 501K 25 PPMNOx
Combustor, (16) NASA High-Speed Ultra-low NOx Combustion Conceptual Design Feasibility,
(17) 501 K Effusion Combustor, (18) 501 K 80 PPM NOx Combustor, (19) T406/GMA 2100
Combustor, (20) GMA 3007 Combustor, (21) T56-A427 Nozzle Carboning, (22) Model 150
combustor, (23) Model 120 Combustor, (24) T800 + Lamilloy Combustor, (25) T800 + Effusion-
Cooled Combustor, (26) Low Smoke 570 combustor, (27) Expendable Turbine Engine Combustor,
(28) Limited Life Turbine Combustor, and (29) ATEGG XTC 16/1
Anchored CFD [4] was used in (1) GE90 Dual Annular Combustor (DACII), (2) GP7200, (3) AF
and NAVSEA Trapped Vortex Combustor, (4) GE90-110/115B, (5) CF34-10, (6) LMS100 SAC
and (7) CFM56 Tech Insertion

application in 1995 for the GE90DACII [4]. Subsequently, an additional five rich-
dome combustion products and one technology combustor were developed by using
the anchored design methodology which used the number of nodes approaching one
million, as summarized in Table 1.

The anchored modeling approach’s limitations for application to lean combus-
tion systems investigated in [5, 6] motivated us to initiate in 2001, a new modeling
approach known as comprehensive combustion System Analysis (CSA). The CSA
modeling approach intended for use in both rich- and lean-dome combustors did not
require any input other than compressor exit profiles of total and static pressures
and accompanying velocity and turbulence kinetic energy profiles. The pressure
and airflow distributions across the combustor were calculated by CSA in addition
to spray characteristics. Other details of this approach are provided in [7] and the
references therefrom. References [8, 9] provided a synopsis of the modeling capa-
bilities prior to CSA. The CSA modeling activities initially started at a reasonable
speed went into high gear because of the good results on new lean-dome technology,
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known popularly as TAPS, see [10], and its intended transition to GEnx. All this
motivated us to set a long-term accuracy target as summarized in Sect. 2.

Section 3 shares some recent data on lean-dome product combustors and swirl-
venturi lean direct injection (SV-LDI) technology and describes two examples that
could be or may not be considered technology setbacks depending upon one’s
perspective. As discussed extensively in [11], in spite of all the effort that has been
expended in improving gas turbine combustion modeling and CFD simulations, the
designer has to rely considerably on his ingenuity and “seeing through the fog” for
making many of the combustor modifications. Therefore, a concerted joint effort
was pulled together between the authors to illustrate formulation and application
of modern CFD tools to help develop SV-LDI technology complemented by prop-
erly defined fundamental diagnostics and simulation of an SV-LDI single-element
mixer relevant for low-power operation as described in Sects. 4 and 5 followed by a
summary in Sect. 6.

2 Accuracy Goals and Current Status

As expected, we wanted CFD prediction capabilities as good as experimental data
which means comparable to standard deviation σ exp of design variables considered
most important for gas turbine combustors, namely gaseous and particulate emis-
sions; combustor durability represented through the capability of predicting liner and
dome wall temperature for the regions considered critical for determining the mean-
time between shop visits for repair and overhaul; idle lean blowout fuel/air ratio;
and combustor exit temperature characteristics expressed through two commonly
used terms, namely average radial profile expressed as radial profile factor and
nonuniformity via pattern factor.

Reference [11] provided an extensive discussion on the capabilities of the three
popular modeling approaches, namely, semi-analytical, anchored CFD, and CSA
in addition to an overview status of the latter given in [7]. The authors have been
involved in model validation efforts for several years for idealized test rig hardware
as well as “real” engine hardware mixers, see for example [12–14]. The only TAPS
reacting flow validation effort shared with limited details for pilot operation in lean-
dome combustors for two mixers was given in [15] from where we have reproduced
Fig. 1 on the CSA predictability for NOx and CO. Figure 1 shows that NOxEI at idle
through approach operation can be predicted within±1.0EI error band of data. From
the normalized values of NOxEI for a rich-dome combustor’s simulation summarized
in [16], the authors’ predicted average errors for the takeoff NOxEI of 11%; whereas
for a development combustor, the CSA predicted NOxEI with test rig data falling
within 2.0EI (Table 2).

Table 3 provides more recent engine emissions σ exp values recommended in [11]
that CFD simulations should aspire to achieve. From here, we can set our long-term
CFD accuracy goals comparable with experimental error, namely 5% for LTO NOx,
20% for LTO HC, 10% for LTO CO, and 20% for maximum SAE smoke number.
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Fig. 1 TypicalCSAcapability for predictingNOxEI andCOEI characteristics of twoTAPScombus-
tors in pilot only operation mode showing approximately error band of ±10% for NOxEI and
COEI

Table 2 Long-term CFD prediction capabilities should be comparable with standard deviation of
experimental data σ exp; typical σ exp values are

Design parameters Typical σ exp values

Landing and takeoff NOxEI Maximum (5% NOxEI, 0.69)

Idle HCEI Minimum (20% Idle HCEI, 1.25)

Idle COEI Minimum (10% Idle COEI, 4.4)

Maximum SAE smoke number Maximum (20% max smoke number, 1.35)

Dome and liner wall temperature, °F Maximum [10% (Tmax-T3), 25]

Idle lean blowout (LBO) fuel/air ratio Maximum (10% Idle LBO, 0.0005)

Radial profile factor (RPF) Maximum (10% RPF, 0.01)

Pattern factor (PF) Maximum (20% PF, 0.03)

Table 3 Current status of engine emissions measurement standard deviation σ for HC, CO, NOx
and smoke number (SN)

Refer to Figs. 2, 3, and 4 for representative values of LTO NOx, CO, and HC values
compared to the three subgroups defined in Table 3.
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3 Challenges for Fundamental Research Dealing
with Surprises

There are many challenges combustion technologists face during technology and
product development processes; and many of the setbacks may not be viewed
as setbacks by some. Figure 2 illustrates two recent examples, one for a lean-
dome combustion product, LEAP-X, and the second for the ongoing LDI-3 tech-
nology development effort. Propulsion engine emissions performance is judged by
its landing takeoff emissions values as shown in the left-hand side of Fig. 2 for
NOx, Fig. 3 for CO and Fig. 4 for HC. The LEAP-1A and LEAP-1B engines have
lower LTO NOx values compared to their predecessor engines, the CFM56-5B and
CFM56-7B Tech Insertion engines, demonstrating approximately 40% reduction at
a pressure ratio of 33. But compared to the GEnx at a pressure ratio of 35, LEAP-X’s
LTONOx is 67% higher. However, this increase in LTONOx can be dismissed easily
as large versus medium engine size engines issue. The ongoing LDI-3 technology
has demonstrated considerably lower (approximately 70%) LTO NOx compared to
the LEAP-X it might one day replace.

However, if one wants to believe in the applicability in the right-hand side of
Fig. 2, where takeoff NOxEI versus pressure ratio is used for comparing high-power
NOx technologies of different combustors, then LEAP-1B’s NOxEI at a pressure
ratio of 42 is approximately 110% higher than the GEnx. Again, some may simply
dismiss it by interpreting the LDI-3 data in regard to its impact on LTONOx. There is
a big uncertainty in the reported LDI-3 NOxEI which was estimated by extrapolating
sector rig data to the design takeoff pressure and temperature levels. Even when the
calculated NOxEI covers a broad range of 13.6 and 31.2, it has an insignificant effect
on its LTO NOx values as shown in the left-hand side of Fig. 2. But this variation in
takeoff NOxEI for the LDI-3 and LEAP-X has serious consequences for assessing
how good TAPS and LDI technologies are. Is LDI-3 better than that of the GEnx
or worst? Should we worry about higher values of takeoff NOxEI of the LEAP-
X? Fundamentally, LDI’s mixedness should be expected to be lower than that of a
partially-premixing TAPS which has already shown potentials for achieving TAPS3
levels, approximately ¼ of GEnx. Finally, seeing LEAP-1B approach NOxEI levels
of the lean-dome DAC of the GE90 is a bad omen when one realizes that it was
this setback of the lean DAC that led to the development of TAPS technology. In
conclusion, there may not be any setback in TAPS technology. LTONOx of LEAP-X
is considerably smaller than its predecessor rich-dome combustion products, and its
higher value of takeoff NOxEI is simply a verification of the concern Mongia had in
2005 during the GEnx preliminary design phase that TAPS technology may turn out
to have a large swath of takeoff NOxEI determined by its degree of partial mixedness
and complex tradeoff on operability and dynamics.

The engine operability data are generally cloaked in secrecy by the original equip-
ment manufacturers (OEM’s) in spite of the fact that all OEM’s face essentially the
same design requirements when looked from “30,000 feet altitude.” All OEM’s
engines have to meet customers’ requirements in regard to cold-day ground-start
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requirements, fuel/air ratio, no flame shooting out, no white smoke, ignition time,
acceleration times to idle and to full power and deceleration time back to idle thrust;
altitude ignition, especially for two-engine airplanes where ignition is required at the
cruise altitude for engines in thermal equilibrium with its surroundings; and many
more operability requirements we do not need to list in a manuscript limited by page
count.

However, one can make a fairly broad level assessment of engines’ operability by
comparing publicly available data on LTO CO and HC and the corresponding idle
emissions as summarized in Figs. 3 and 4. Similar to Fig. 2, the left-hand side of these
figures showLTOCOandHCvalues fromwherewe can see no setback for theLEAP-
1A and LEAP-1B engines compared to both rich-dome CFM56-5B and CFM56-7B
Tech Insertion and GEnx with TAPS combustion system. Recognizing that LDI-3
is an ongoing technology development effort, it should take into consideration that
unless its future activities do not care of its low-power, LDI-3 may turn out worse
than the first DAC demo engine tested in 1978 [18], identified as ECCP-E in the
right-hand side of Figs. 3 and 4.

As summarized succinctly very well in [17], “the evolution of the single venturi
lean-direct injection (SV-LDI) family of combustor concepts is described in Fig. 5.
SV-LDI designs successfully reduced NOx emissions at high-power conditions.
However, the original SV-LDI designs (SV-LDI-1) had two major disadvantages:
poor low-power operability and a complex, multi-branch fuel stem [19]. The second-
generation of SV-LDI designs (SV-LDI-2) improved the low-power operability by
better isolating the pilot fuel-air mixer [20, 21]. However, SV-LDI-2 still had a
complex, multi-branched fuel stem that would make the thermal management of
the fuel difficult. The third-generation of SV-LDI, SV-LDI-3, replaces the complex,
multi-branched fuel stem with a single, multi-injection-point fuel stem. This both
simplifies fuel stem design and improves the thermal management of the fuel.”

Fig. 5 Evolution of swirl-venturi (SV−) LDI. Shown are: a the dome face of first-generation SV-
LDI, with all fuel-air mixers identical except for swirler-vane angle and orientation; b the dome face
of a second-generation SV-LDI configuration, featuring a larger, recessed pilot fuel-air mixer for
improved low-power operability; c the multi-branched fuel stem used in second-generation SV-LDI
configurations; d the dome face of a third-generation SV-LDI configuration; and e a cut-out side
view of a third-generation SV-LDI configuration showing the single, multi-injection-point fuel stem
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Authors are impressed with the [17] team’s capability, but we dare to suggest that
the team forgot the importance of the effect of the yellow-highlighted material in
Fig. 5 which could be postulated for the poorer idle performance of LDI-3 v4 (which
uses pre-filming airblast nozzle for the pilot) compared to the pressure atomizers
used in LDI-2 and v3 of LDI-3, as summarized in Fig. 6. Had the technology process
been properly conducted by combination of boxes 5 and 6 shown in Fig. 7, maybe
the idle COEI and HCEI values could be closer to 40 and 6, respectively, instead
of 120 and 24 shown in Fig. 6. Readers may want to refer to [11] for discussion on
hypothesis-driven technology and product development process.

Getting good-quality representative emissions measurement on test rigs is much
harder than engines, especially in a fuel staged combustor, ca. v3 and v4 of LDI-3
shown in Fig. 8 reproduced here from [17]. Thus, emissions data taken at simulated
approach conditions provide only a qualitative assessment of the LDI-3 configura-
tions as summarized in Fig. 9. In conclusion, a better pilot arrangement is required for
turning LDI-3 into a viable next-generation propulsion engine combustion system.

GE Aviation was granted US patent a generic TAPS pilot based LDI combus-
tion system shown in Fig. 10. It may be worth noticing that patent application was
submitted on September 29, 2000, and this patent was granted on June 2, 2002, well

Fig. 6 Idle emissions, CO and HC of the two LDI-3 configurations, v3 and v4, compared with the
LDI-2 recessed configuration

Fig. 7 Conventional combustion technology or product development process comprised of boxes
1 through 4 has been complemented by boxes 5 and 6 starting early 1970s; reproduced from [11]
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Fig. 8 The 19-point V4 SV-LDI configuration. The labels indicate the stage of each fuel-air mixer:
p = pilot, m1 = main 1, m2 = main 2, and m3 = main3. The location of the slit is indicated by the
red lines

Fig. 9 COandHCemissions indices of v3 and v4LDI-3measured at simulated approach conditions

before the publication of LDI-1 data in 2005 as reported in [19]. Two of the three
LDI-2 configurations reported in [20, 21] shown in Fig. 11 were intended to investi-
gate their low-power performance in order to verify whether 5-recess design is good
for idle and approach or 9-recess design is required for idle, approach, and beyond.
This strategy was apparently not pursued during LDI-3 design and testing phase.
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Fig. 10 TAPS pilot stabilized LDI concept, US Patent 6405, 52, June 2, 2002

Fig. 11 LDI-2 configuration without shielded pilot (a), shielded pilot for idle (b), and shielded
9-mixers for idle through approach operation (c)

4 RANS and TFNS Simulations for Supporting SV-LDI-2
and LDI-3 Technology Development

A CFD analysis of SV-LDI-2 and LDI-3 technology has been underway since
2012, with the National Combustion Code (OpenNCC) developed by NASA Glenn
Research Center (GRC). The CFD analysis has included RANS and Time-Filtered
Navier–Stokes (TFNS), a type of Very Large Eddy Simulation (VLES) approach to
obtain steady-state and time-accurate CFD solutions for several LDI-2 and LDI-3
configurations. The OpenNCC software has also been used extensively for optimiza-
tion of the aerodynamic flow features of several iterations of the LDI-2 and LDI-3
hardware.
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NASAGRC’s CFD development and analysis to support LDI injector design used
many of the best practices developed for OpenNCC using single-element and nine-
element LDI-1 designs [22, 23]. Details of the CFD efforts using NASA’s OpenNCC
code for the ERA program’s LDI-2 configurations were reported by Ajmani et al.
[24] (Woodward FST’s LDI-2) and [25], Goodrich’s multipoint LDI. For LDI-3
designs, OpenNCC has served as a useful tool to help screen fuel-filming injectors
[26] and provideCFD-based optimization of air-swirler designs forWoodward FST’s
LDI-3 configurations. A detailed analysis of the aerodynamic performance, fuel-air
mixing, and combustion characteristics of a five-element module (four mains, one
pilot) of Woodward FST’s LDI-3 design was reported in [27]. A CFD evaluation
of the ‘medium-power (7%) and low-power (30%) combustion characteristics of
Woodward FST’s nineteen-element, three-cup flametube LDI-3 design was reported
in [28] and [29], respectively.

4.1 OpenNCC Computational Approaches and Methods

The OpenNCC code is a state of the art computational tool that is capable of solving
the time-dependent, Navier–Stokes equations with chemical reactions. The code
is being developed primarily at the NASA GRC in order to support combustion
simulations for a wide range of applications and has been extensively validated and
tested for low-speed chemically reacting flows. Several “best practices” for the use
of OpenNCC for LDI injector design were achieved by extensive “anchoring” [22]
with available LDI-1 data [19]. The anchoring work enabled the use of OpenNCC in
the evaluation of LDI-2 designs [24] and advanced CFD screening of LDI-3 designs
[27] at NASA GRC.

OpenNCC uses second-order accurate central-differences for the convective and
diffusion flux discretization, and a Jameson operator (a blend of second and fourth-
order dissipation terms) for numerical stability. The second and fourth-order dissipa-
tion parameters are typically set to 10−4 and 0.05, respectively [30]. The value of k2,
the constant that scales the second-order dissipation gradient switch, is typically set to
0.25. In order to enhance convergence acceleration in pseudo-time, implicit residual
smoothing is used to smooth the computed residuals inOpenNCCRANS.Turbulence
closure is obtained by using a two-equation, cubic k-ε model with variable Cμ [31]
and dynamic wall functions with pressure gradient effects [32]. Time-integration of
the flow equations is performed by a steady-state RANS approach to obtain initial
non-reacting flow solutions, followed by a time-accurate TFNS/VLES [33] approach
for detailed, time-resolved non-reacting, and reacting flow solutions.

In the TFNS approach, the filtered Navier–Stokes equations are established by
applying a temporal filter to the exact form of the governing equations. The eddy
viscosity contains a filtering-control parameter (FCP), which is defined as the ratio
of a (conceptual) temporal filter width to a characteristic integral time scale of the
turbulent flow. In contrast to a typical LES approach, where the (spatial) filter width
is formally linked to the grid spacing, the (temporal) filter width for TFNS does not



262 H. C. Mongia et al.

relate to the time-step of the numerical solution. Hence, unlike LES, the sub-filter
field of TFNS is not the subgrid field. In principle, TFNS grids must numerically
support the spatial gradients of the filtered variables under investigation. In practice,
the content of the sub-filter turbulent kinetic energy is regulated by the (specified)
FCP. All the TFNS solutions presented in this paper use an FCP value of 0.25.
This value of FCP was established by studying the sensitivity of the time-averaged,
non-reacting flow TFNS solution for a chosen mesh resolution, as reported in [22].

4.1.1 Chemical Kinetics and Ignition Modeling

A computationally affordable kinetics mechanism (of fewer than 20 species) with
liquid spray simulations of Jet-A fuel which can provide emissions predictions (NOx,
CO), and model various flight conditions of interest (idle, LBO, takeoff, cruise,
approach), remains an open challenge for the chemical kinetics community. In the
currentwork, a 14-species, 18-reactions reduced-kineticsmodelwas used to compute
the species source terms for Jet-A/air combustion using finite-rate. Jet-A fuel was
modeled as a surrogatemixture of decane/benzene/hexane (72.7/18.2/9.1%bymass).
The kinetics mechanism was validated by matching adiabatic flame temperature,
flame-speed, and ignition-delay with experimental shock-tube data and LDI-1 emis-
sions data, in the equivalence ratio range of 0.5–1.0 [34]. The reduced-kinetics mech-
anism used for the current LDI-3 analysis was also validated against NASA GRC’s
LDI-2 experimental emissions data for a second-generation, thirteen-element flame-
tube array [24]. Many research groups use flamelet-modeling, which allows for use
of detailed kinetics models at much lower computational cost, than the reduced-
kinetics approach chosen here. Thework reported here used reduced finite-rate chem-
ical kinetics due to enhanced robustness and accuracy experienced with OpenNCC,
particularly forNOx emissions predictions of non-premixed, liquid-fueledgas turbine
engine combustor conditions.

4.1.2 Liquid Phase and Spray Modeling

The liquid spray (Jet-A fuel) wasmodeled by tracking spray particles in a Lagrangian
framework, where each particle represents a group of actual spray droplets [35]. The
governing equations for the liquid phase are based on aLagrangian formulationwhere
the spray particle position and velocity are described by a set of ordinary differential
equations. The Lagrangian solution process used for this study employed a best-
practice unsteady spray model such that droplet groups are only integrated for a
fraction of their lifetime (but restarted at this point for the next iteration), rather than
to a completely steady-state solution. The typical spray integration time-steps were
10−7 s (local time-step) and 10−6 s (global time-step), which is also the gas-phase
physical time-step. This translates to 10 local time-steps for each global time-step for
the spray solver. In order to save computational time, spray particles were injected
into the flow field at every 10th time-step (injection time-step).
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Fig. 12 OpenNCC computational setup for spray modeling of simplex injectors (left-hand side)
and airblast injectors (right-hand side)

The current spray computations with OpenNCC assumed that the fuel sheet that
is shed from the trailing edge of each pre-filming injector’s surface breaks up into
streams of uniform liquidmass andmomentum, as shown in Fig. 12. This assumption
was made because OpenNCC’s physical spray models are not yet fully validated for
comprehensive liquidmodeling of the liquid fuel flowwithin the pre-filming passages
of the current injector designs. Each annular sheet of liquid fuel film exiting each
pre-filming injector was thus approximated as a set of eight discrete fuel streams,
located 22.5° apart in the circumferential direction. The flow for each of the eight fuel
streams was initialized 1 mm downstream of the trailing edge of each pre-filming
injector. Each stream was computationally modeled as a 5°-solid cone containing
spray particles injected in eight stochastically varying directions at an initial injec-
tion velocity of 5 m/s and temperature of 300 K. This “sheet breakup” approach
followed the best-practice modeling method for airblast injectors reported for LDI-2
configurations in [23].

The droplet size distribution for injected particles was prescribed by the following
correlation equation [36]:

δn

n
= 4.21 × 106

[
d

d32

]3.5

e
−16.98

[
d

d32

]0.4
δd

d32

Here, δn is the number of droplets in the size range between d and d + δd, n is the
total number of droplets, andd32 is the Sautermean diameter (SMD).Auser-specified
number of “droplet groups” is used to represent the drop size distribution among a
finite number of droplet classes. An SMD of 10 μm with eight droplet groups was
used for modeling each of the eight fuel streams for each pre-filming injector. The
net result was that 64 new droplets were injected into the computational domain for
each of the eight fuel streams of each pre-filming injector at each injection time-step.
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Each pressure-atomizing simplex injection element (pilot) located at the center
of each multi-element module was modeled as a 60° hollow cone of 10° thickness,
each containing spray particles injected in 32 stochastically varying directions, at
an injection velocity of 28 m/s. An SMD of 8 μm and eight droplet groups were
also used to model each simplex injector. The net result was that 256 new droplets
were injected into the computational domain for each simplex injector (pilot) at each
injection time-step of the computation.

4.1.3 Turbulence-Chemistry Interaction Modeling

A variation of the “Eulerian PDF (EUPDF)” model of [37] was used with the
OpenNCC TFNS solver to study the impact of turbulence-chemistry interaction
modeling on the reacting flow field CFD predictions. The TFNS/PDF approach used
here is similar to the FDF/PDF filtering method developed by James et al. [38] for
LES simulations. The energy and the species mass fractions over the entire computa-
tional domain are obtained by solving the time-filtered conservation equations. The
EUPDF model is used as a subgrid model for mixing and combustion to provide an
estimation of the filtered reaction source terms and is referred to herein as the “PDF-
like” model. More specifically, (i) instead of using the EUPDF model to directly
establish the entire species field (without actually solving the filtered conservation
equations of species), the EUPDF model is used locally (both in space and time) to
only provide approximations of filtered reaction source terms in the filtered equations
(which are now being solved), (ii) instead of solving the unfiltered quantities using
the EUPDF equations, the same mathematical forms of the EUPDF equations for
the unfiltered quantities are adopted as a subgrid model for mixing and combustion
of time-filtered scalars, with the molecular transport coefficients substituted by the
“effective” transport coefficients; see [39] for details of the “PDF-like” model.

In computational practice, the combined TFNS and “PDF-like” (TFNS/PDF)
method utilizes a hybrid algorithm. The velocity and the density over the entire
computational domain are obtained by solving the time-filtered Navier–Stokes equa-
tions in OpenNCC. The scalars (i.e., the energy and the species mass fractions) over
the entire computational domain are obtained by solving the PDF transport equa-
tion using stochastic elements (Monte-Carlo particles), i.e., the filtered conserva-
tion equations for the scalars are not employed. In the current work, the “PDF-like”
solver used 25Monte-Carlo particles per computational cell to model the turbulence-
chemistry interactions at each physical time-step. A converged time-accurate TFNS
solution computed with laminar chemistry is first obtained and then used to advance
the computations with the “PDF-like” solver. This approach provides considerable
savings in overall computational time and allows for a comparison of the effect of
the “PDF-like” solver on the predicted NOx emissions, flame position and shape,
and reacting flowfield in the combustor.
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4.2 LDI-2 Configurations, Operating Conditions, and Results

Figure 13 shows the two LDI-2 configurations investigated here.

1. Five-point recess (left-hand side of Fig. 13): Central Pilot Injector, One Main
Stage (Four Injectors) are recessed from the main dome. Three flametube config-
urations, Config 3, Config 7, Config 9 of Table 4, were computedwithOpenNCC,
and emissions were compared with Woodward FST’s data.

2. “Baseline” or “Flat Dome” (right-hand side of Fig. 13): Exit plane of the venturi
for all thirteen injectors is flush with the main combustor dome. A single flame-
tube configuration, Config 10 of Table 4, was computed with OpenNCC, and
emissions were compared with Woodward FST’s data.

Fig. 13 Two LDI-2 flametube configurations [21]. Five-point recess on the left-hand side,
“baseline” or “flat dome” on the right-hand side

Table 4 Details of SV-LDI swirler angles for four different LDI-2 configurations. OAS/IAS:
Outer/Inner Air Swirlers. CW/CCW: Clockwise/Counter-Clockwise swirler orientation

Configuration Pilot (airblast)
(OAS/IAS)

Main 1 (simplex) Main 2 (airblast)
(OAS/IAS)

Main 3 (airblast)
(OAS/IAS)

5pt recess
config 3

57CCW/57CW 45CW 45CW/57CCW 45CW/57CCW

5pt recess
config 7

57CCW/57CW 55CCW 45CW/57CCW 45CW/57CW

5pt recess
config 9

57CCW/57CW 45CW 45CCW/45CW 45CCW/45CW

“Basline”
config 10

Simplex 55CCW 45CCW 45CW/45CW 45CW/45CW
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A comparison of the experimental NOxEI for “medium” (simulated cruise) and
“high” (simulated takeoff) power operating points of a typicalN+ 2 engine cycle, and
the corresponding CFD emissions predictions are summarized in Fig. 14. OpenNCC
RANSpredicts NOxEI values towithin 25%of experimental data for twelve different
medium-power (cruise) and high-power (sea-level takeoff or SLTO) conditions, for
four different LDI-2 geometry configurations. It may be desirable to use a better
reduced-kinetics mechanism optimized for further improving the CFD predictions
for NOxEI.

A second set of experimental test conditions which included “low” power, along
with “medium” and “high” power operating points of a typical N + 2 engine cycle
[24] are summarized in Table 5.

The CFD results with OpenNCC for representative “low”, “medium”, and
“high” power operating points of a typical N + 2 engine cycle condition, and the
corresponding emissions results are summarized in Table 6.

Summary of LDI-2 CFD analysis with OpenNCC is listed below.

• Computed effective area with OpenNCC RANS agrees very well with measure-
ments (within 10%).

Fig. 14 OpenNCCRANSpredictions ofNOxEI comparedwith experimental data for four different
LDI-2 configurations at “medium” (simulated cruise) and “high” (simulated takeoff) power cycle
conditions
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• Average exit temperature (T4) predicted by OpenNCCmatches experimental data
to within 10% for low-power. Excellent match at medium, high-power.

• NOxEI prediction by OpenNCC is best for high-power cases; medium-power
(+42%) and low-power (−33%) (poor combustion efficiency) cases show a larger
error.

• For the low-power case, OpenNCC predicts COEI and HCEI of 1.7 and 22.8,
respectively with resulting poor agreement with measured values of 94.3 and
11.2, respectively.

• OpenNCC RANS prediction of COEI and HCEI is poor for low-power
(low-combustion efficiency) conditions. Use OpenNCC VLES/TFNS and/or
turbulence-chemistry interaction models for improving predictability.

Recommendations and future work are as follows.

• Better spray data (droplet size, velocity, and temperature) needed for more
accurate CFD modeling.

• Diagnostics at engine-relevant P3, T 3 conditions needed to assist in valida-
tion/calibration of CFD models.

• RANS can serve as an effective tool to produce qualitative NOxEI predictions for
industry-relevant SV-LDI configurations, but only at medium-power conditions
with high combustion efficiency.

• Prediction of low-combustion efficiency flows has too many challenges to be
adequately resolved with RANS approach. Need higher-fidelity physics models
and/or turbulence-chemistry interaction. Availability of better diagnostic data for
spray at these conditions is also critical to better CFD accuracy.

4.3 LDI-3 Configurations, Operating Conditions, and Results

OpenNCC was used to perform simulations of a nineteen-element flametube config-
uration of an LDI-3 combustor proposed by Woodward FST [17, 29]. The nineteen
elements are grouped into three modules, with a 7-5-7 element dome layout. Each
module comprises a central pilot injector and four (or six) surroundingmain injection
elements as shown in Fig. 15. The candidate LDI-3 arrangement with a minimally
recessed five-element centralmodule is designated as the “baseline” configuration for
theCFD simulations reported in this paper. The venturi exits of the two seven-element
modules are in-line with the combustor dome plate hot side.

A summary of the CFD-optimized LDI-3 geometry design parameters [27]
fabricated by Woodward FST for flametube testing is given below.

1. Pilot Injector with axial fuel injection: Integrated multi-element injector with
circumferential slots for air injection—45% offset (w.r.t. axial centerline) for the
pilot air-swirler inflow passages. All three pilots have a clockwise swirl when
viewed from the downstream direction.

2. Main Injectors with pre-filming fuel injection and axial bladed air swirlers: Co-
axial, counter-rotating, 48° outer (six blades), and 60° inner (four blades) axial
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Fig. 15 Dome-layout and CAD for a LDI-3 combustor with one five- and two seven-injection
element arrays

venturi swirl-passages. In addition, each adjacent main injector reverses the swirl
orientation of the outer air swirlters w.r.t. the pilot swirlers.

The nineteen-element LDI-3 geometry consisting of a central “five-element”
module surrounded by two “seven-element” modules CAD supplied by Woodward
FST (Fig. 15) was imported into the CUBIT mesh generation software to create a
fully tetrahedral mesh with 22 M elements, as shown in Fig. 16. Each blade passage
and venturi was meshed as an individual block, and these blocks were then merged
with adjacent volumes at their respective common surfaces. This ensured consis-
tency of meshing across similar geometric elements, and also allowed for potential
“drop-in” replacement of the axial air swirlers for the main injectors, and/or the
radial air-swirler for the pilot, without needing to regenerate the complete mesh for
the entire configuration.

OpenNCC RANS computations were performed for the third-generation LDI
(LDI-3) combustor assembly. The non-reacting flow results were primarily used to
perform a baseline comparison of effective area prediction with measured exper-
imental results. The initial conditions were based on inflow conditions of P3 =
130 psi, T 3 = 811 K, and an overall 3% pressure drop (�p). Adiabatic, no-slip
boundary conditions were imposed at all solid walls. Fixed total-pressure (Pt3) and
total-temperature (Tt3) conditions were imposed at all inflow faces (based on given
P3 and T 3) for all the upstream boundaries, mains, pilots, cooling holes. The static
pressure at the downstream outflow plane (P4) was fixed at a value computed from
the desired pressure drop (P3 − �p). At convergence, the CFD computed mass flow
rate that satisfied the desired P3, T 3 and �p were used to calculate the effective
area (ACd) of the various components (injectors, cooling holes) of the combustor
assembly.

Axial velocity contours for four cross-sections along the length of the combustor
are shown in Fig. 17. The combustor face is shown at the 0 mm plane, and two
additional planes near the face are shown at the 12.7 mm (0.5′′) and 25 mm (1.0′′)
axial locations. The 150 mm plane downstream of the face represents the location
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Fig. 16 Dome-layout (top) and surface mesh (bottom) for a three-cup LDI-3 combustor with five-
and seven-injection element arrays

of experimental measurements of emissions data. The 0 mm plane shows the central
recirculation zones (CTRZ) for the central pilots and some scattered regions of recir-
culation generated by the swirlers for the main injection elements. At 12.7 mm, the
CTRZ behind all three pilots is considerablyweakened, and very little CTRZ remains
in the flow at the 25.4 mm location. The flow is fairly mixed out and uniforms at the
150 mm plane.

The RANS non-reacting flow predictions were used as an initial condition for the
OpenNCC TFNS solver. The TFNS solver uses a time-accurate form of the Navier–
Stokes equations with dual time-stepping and time-filtering [33]. The advantage of
using a TFNS approach, as compared to an LES approach is that the relatively coarse
RANS-like mesh can be used to obtain VLES-like fidelity.

Figure 18 shows the axial velocity contours for the non-reacting OpenNCC TFNS
solution in four cross-sections along the combustor length. The individual central
recirculation zones behind each injector are much more well-defined at the 0 mm
plane, as compared to OpenNCCRANS (cf. Figure 17). In addition, the pilot recircu-
lation zones exist beyond the 25.4 mm plane for OpenNCC TFNS, which suggests a
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Fig. 17 Contours of axial velocity (m/s) (RANS non-reacting flow). Transverse cuts at combustor
dome face (0 mm), two downstream planes and exit plane (150 mm) (top); locations of transverse
planes along combustor (bottom)

Fig. 18 Contours of axial velocity (m/s) (TFNS non-reacting flow). Transverse cuts at combustor
dome face (0 mm), two downstream planes, exit plane (150 mm)

longer mixing region as compared to OpenNCC RANS. OpenNCC TFNS does indi-
cate that the non-reacting flow is very well mixed out at the experimental emissions
probe location of 150 mm.

The CFD-predicted mass flow rates at the inlet planes of the 16 main injectors, the
three pilot injectors, and the various cooling holes, were used to compute the total
ACd of the nineteen-injector configuration. A comparison of the computed (RANS,
TFNS) and experimentally measured ACd values are shown in Table 7.

The reacting flow TFNS results for an overall furl-air ratio (FAR) of 0.03 are
shown in the left-hand side of Fig. 19. The CFD predictions can be used to quali-
tatively compare the flame structure in the near dome-region (0, 12.7 mm) with an
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Table 7 RANS compared to
TFNS: effective area (ACd )
prediction

Effective area
(ACd )

Total (in2) Mains + Cooling
(in2)

Pilot (in2)

Experiment 2.6717 2.3613 0.3104

CFD (RANS) 2.8522 2.5174 0.3348

CFD (TFNS) 2.7377 2.3915 0.3462

Computed ACd = ṁ/
√
2ρ�p using the measured value of �p =

26,882 Pa

Fig. 19 Left: contours of temperature (K) (TFNS reacting flow). Transverse cuts at combustor
dome face (0 mm), two downstream planes, exit plane (150 mm). Right: snapshot of reacting flow
field

experimental snapshot of the flame structure shown in the right-hand side of Fig. 19.
There seems to be a reasonable qualitative agreement between the CFD and the
experiment for the flame structure, except for the prediction of the weak flame for
the pilot element of the five-element module.

A comparison of experimental and CFD predictions of NOxEI for the LDI-3
flametube usingOpenNCCTFNS is shown in Fig. 20. The CFDpredictions represent
a range of “medium” power conditions where the experimental NOxEI varies from
5 (actually measured) to 30 (extrapolated from actual measurements) for subsonic
and supersonic cycles, respectively. Figure 20 can be used to evaluate the “progress”
made from RANS/LDI-2 CFD predictions in 2014 (shown earlier in Fig. 14) and
2019 “state of the art” TFNS/LDI-3 capabilities of OpenNCC CFD.

Fig. 20 OpenNCC TFNS
predictions of NOxEI
compared with experimental
data for LDI-3 at “medium”
power cycle conditions
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5 Fundamental Diagnostics and Model Validation of LDI-2
Pilot

In order to provide the fundamental understanding critical for undertaking the
development of next-generation LDI technology, we have selected several candi-
date mixers for an integrated diagnostics and comprehensive simulation study. The
objectives of the present fundamental investigation are as follows.With single-mixer
experiments, we aim to collect benchmark quality engineering and advanced diag-
nostic data on various LDI pilot mixers with emphasis on operability and providing
direction for improving low-power combustion efficiency data supported by accom-
panying simulations. These experimental datasets will be used to develop, calibrate,
and validate advanced turbulent combustion models capable of predicting emissions
and operability for lean-dome combustor strategies in general and LDI concepts in
particular.

It has to be pointed out that the current study is not a matter of conducting
benchmark quality experiments and supporting modeling. Our emphasis is more
on integrating combustion design and/or technology effort with relevant supporting
simple element testing and associated modeling effort. Moreover, it will be of
interest to show whether commercial codes widely adopted in industry, academia,
and research professionals, e.g., ANSYS Fluent, Converge CFD Software, etc., are
equally satisfactory as compared to OpenNCC.

Furthermore, the fundamental research to develop a suite of design tools involving
turbulent combustion and spray dynamics will require extensive computational and
experimental work. Simulations must be conducted to verify that the tools accurately
predict combustor emissions and performance parameters. These simulations will
require validation with high-quality experimental data for LDI concepts. Therefore,
detailed fundamental single-element experiments for various LDI-2 swirler/injector
combinations have been conducted to collect high fidelity experimental data. With
newly acquired diagnostics data on single-element LDI, the current commercial CFD
model capabilities in reproducing the experimental results are assessed.

Recognizing that spraymodeling capabilities remain the weakest link for accurate
predictions of combustor performance and emissions, gaseous fuel was first used to
circumvent the complications due to jet fuel atomization, transport, evaporation,
mixing, and combustion. The RANS and LES solvers available in commercial CFD
software are used to model the LDI experimental data collected herein. This will
provide valuable feedback on the accuracy of the integrated advanced techniques to
model flow in LDI environments. It is expected that the state of the art models for
turbulence and chemical kinetics will need to be adopted for further improvement.
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5.1 Experimental Specifications

The present experimental efforts focus on several pilot mixers of LDI-2 summarized
in Fig. 21 and Table 8. These single-element LDI-2 mixers were provided by Wood-
ward FST. Each mixer consists of a fuel tip with two concentric axial air swirlers,
an IAS contained within the airblast-type fuel tip, and an OAS, located inside a
converging-diverging venturi-flare body. Helical 45°/60° OAS vanes are installed
with both clockwise and counter-clockwise rotation directions, while the IAS vanes
are fixed at a 60° counter-clockwise rotation. The venturi throat diameter is Dt =
0.52 in, and its axial location is denoted as x = 0. In addition, the LDI flare exit has
a diameter of Df = 1 in, a full-included angle of 110°, and a length of xf = 0.37 in.

Single-element experiments were conducted with the setup shown in Fig. 22.
From upstream to downstream, the setup consists of an air supply system, flow
control, test rig, and exhaust. The air supply system provides sufficient air to run
under STP conditions (9.5 g/s) for 47 min. The current setup uses choked orifices
to control the mass flow rate of air and gaseous fuel. A high-pressure/large volume
syringe pump can provide up to 450 ml/min of liquid fuel when used in a follow-
up program. The test rig, shown in Fig. 22, includes three parts: upstream cham-
bers, injector/swirler assembly, and confinement chamber. Two upstream chambers,
with layers of mesh between them, help to provide a uniform inlet flow. In the
second upstream chamber, an extended tube provides access for inlet temperature
and pressure measurement. A quartz chamber, with 304.8 mm length and 50.8 mm
× 50.8 mm inner dimensions was used for confinement and to facilitate experiments
with optical diagnostics, including Time-Resolved Particle Image Velocimetry (TR-
PIV), Planar Laser-Induced Fluorescence (PLIF), and chemiluminescence imaging.
Accurate three-dimensional traverse of the test setup is achieved bymounting the test

Fig. 21 Schematic of LDI-2 pilot mixers

Table 8 Specifications of
swirlers used in the present
fundamental research

Configuration Swirler (IAS/OAS)

LDI-60-CW 60°CCW/60°CW

LDI-45-CW 60°CCW/45°CW

LDI-60-CCW 60°CCW/60°CCW
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50% of STP air flow rate 

75% of STP air flow rate 

100% of STP air flow rate 

Fig. 22 Test rig design and flame images

rig on the worktable of a milling machine. Fueled by methane, the raw flame images
at 50, 75, and 100% STP airflow rates using the LDI-60-CW mixer are also shown
in Fig. 22 for demonstration purposes. Details of this test rig have been documented
in [40–42].

Non-reacting and reacting flow field measurements were conducted using a TR-
PIV system (up to 7500 Hz) to obtain time-correlated turbulence information. OH-
PLIF was used to obtain spatially-resolved two-dimensional distributions of OH that
canmap the temperaturefield andflame structure.Alongwith the chemiluminescence
measurements of CH*, OH*, and NO2*, these imaging results provide insight into
the flame/emissions characteristics of the selected LDI-2 mixers. When presenting
the current experimental results in the following, the axial distance (x) and radial
distance (y) are in units of Dt , while all velocity components are normalized by the
mean axial velocity based on the venturi throat area, Ut .

Since, the LBO generally characterizes the operability limits of the combustor,
LBO FAR as a function of pressure drop was measured to ensure that the combustor
can operate over a range of conditions from start to maximum power. LBO is espe-
cially important for lean-front-end combustor concepts such as LDI due to the fuel-
lean mixture in the combustor and the accompanying effects on flame stability.
During the LBO process, OH*/CH* chemiluminescence imaging was also used to
characterize the flame structure.
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5.2 Experimental Results

Figure 23 demonstrates the diagnostics results, including TR-PIV, OH-PLIF,
OH*/CH* chemiluminescence imaging, and direct flame imaging, ofmethane-fueled
flame characteristics with an overall equivalence ratio of ϕ = 0.60 for the LDI-60-
CW configuration at pressure drop conditions of�p= 1% and 3%. Figure 24 further
shows the flame response variation of the LDI-60-CW configuration with overall
equivalence ratio at varying pressure drop conditions. At �p = 1%, it is seen from
Fig. 24 that as ϕ is reduced after establishing a vigorously-burning flame anchored
at the venturi exit (e.g., ϕ = 0.7), the flame gradually weakens and extends further
downstream until flame lift-off is observed (ϕ = 0.55). Similar flame structure vari-
ation with ϕ is also observed for other �p conditions. For a given pressure drop,
the critical equivalence ratio below which the flame loses the anchor point near the
venturi exit and moves downstream is determined as the flame lift-off limit. Further
reducing ϕ leads to lean blowout. Figure 24 shows the flame lift-off limit and the
LBO limit as a function of �p for the LDI-60-CW configuration.

The methane-fueled flame structure variation with overall equivalence ratio for
the LDI-45-CW configuration is illustrated in Fig. 25. In contrast, the LDI-45-CW
flame is generally longer than the LDI-60-CW flame shown in Fig. 24 and extends
in both the upstream and downstream directions. As ϕ is reduced, the LDI-45-CW
flame weakens and gradually moves downstream until it extinguishes when reaching
the LBO limit.

Figure 26 plots and compares the TR-PIV-measured mean axial velocity contours
for the LDI-60-CW and LDI-45-CW configurations with ϕ = 0.65 and 0.85 at �p
= 3%. It can be clearly seen that the resulting reacting flow field in the LDI-60-CW
configuration exhibits a CTRZ near the venturi exit. For the LDI-45-CW configu-
ration, on the other hand, no such CTRZ is observed in the resulting reacting flow

LDI-60-CW, φ =0.60, ∆p=1% LDI-60-CW, φ =0.60, ∆p=3%

Fig. 23 Diagnostics results for the LDI-60-CW mixer with ϕ = 0.60 at �p = 1% (left) and 3%
(right)
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Fig. 24 Flame response of the LDI-60-CW mixer

Fig. 25 Flame response of the LDI-45-CW mixer

field and the axial velocity at the exit of the venturi is strongly positive with smaller
corner recirculation zones (CNRZ) being observed along each side of the combus-
tion chamber. It is expected that with increasing vane angle the ratio of tangential
velocity to axial velocity increases, thereby leading to higher swirl strength, which,
in turn, creates an adverse pressure gradient and a CTRZ.

The differences in flame response observed in Figs. 24 and 25 are caused by the
effect ofOASvane angle on theflowfield. Theflameof theLDI-60-CWconfiguration
resides near the venturi exit because of the CTRZ, while the combustion zone of
the LDI-45-CW configuration is located far downstream due to the positive axial
velocities in the center region near the venturi exit. Tacina et al. [19] noted that
NOx emissions decrease with decreasing swirl strength. The present TR-PIV results
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Fig. 26 Effect of OAS vane angle on mean axial reacting flow field at pressure drop of 3% and two
overall equivalence ratios of 0.65 and 0.85

indicate that the lack of CTRZ and large positive axial velocities at the venturi exit
in the LDI-45-CW configuration would reduce the average residence time within the
combustion zone, and hence results in reduced NOx emissions. However, the flame
stability and operability range of the LDI-45-CW configuration will be impacted
owing to the lack of flame stabilization near the venturi exit.

As the relative rotation directions between the IAS and OAS, co- or counter-
rotating, can impact the air and fuelmixingprocess and the resultingflowfield, Fig. 27
compares the non-reacting flow fields, in terms of mean axial velocity contours, of
LDI-60-CW and LDI-60-CCW at �p = 3%. In particular, the co-rotating configura-
tion should enhance swirling strength as the two streams reinforce each other. On the
other hand, the counter-rotating configuration should have enhanced shear between
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Fig. 27 Effect of air-swirler rotation direction on mean axial non-reacting flow field at pressure
drop of 3%

the IAS and OAS flows, which potentially can improve fuel-air mixing. By keeping
the IAS vanes at 60° CCW, it is seen from Fig. 27 that the change in OAS rotation
direction does not fundamentally alter the general flow features, CTRZ or CNRZ,
while LDI-60-CCW has a narrower CTRZ than LDI-60-CW.

5.3 CFD Results

In general practice, RANS is used initially for simplicity in determining the required
mesh size to achieve accuracy ineffective area predictions for the main sub-elements
of the combustion system, namely mixers, cooling, and swirlers. The developed
meshes will then be refined and used in the benchmark element tests. Subsequently,
the state of the art models for turbulence (TFNS, hybrid LES/RANS, or LES), spray,
and chemical kinetics will need to be adopted for further improvement.

In order to achieve good agreement with non-reacting velocity and scalar profiles
for LES and hybrid LES/RANS approaches, a solution-driven adaptive mesh gener-
ation methodology needs to be used. This approach will ensure that the subgrid
modeling is maintained at minimally acceptable levels for applications across
different types of LDI mixers.

Current status of an ongoingmodel simulation effort is presented next startingwith
Fig. 28 that gives an example of benchmark non-reacting TR-PIV data, including
mean and fluctuating components of axial (U, u) and radial (V, v) velocities, for
model validation using ANSYS Fluent. RANS simulations were conducted with the
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Fig. 28 TR-PIV-measured mean and fluctuating components of axial (U, u) and radial (V,
v) velocities at pressure drop of 3% for the LDI-60-CW and LDI-45-CW configurations

standard k-ε (SKE), realizable k-ε (RKE), and Reynolds stress turbulence (RSM)
models. Figure 29 demonstrates the mesh adaptation based on velocity gradients,
as well as summaries and compares the RANS results of effective area, pressure
contours at the venturi throat, and radial profile of mean axial velocities at 1Dt

downstream the venturi exit. Figure 30 further compares the TR-PIV data and the

Fig. 29 RANS results of non-reacting flow field using various turbulence models
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Fig. 30 Comparison of TR-PIVdata andCFD results of RANSandLES for the recirculation bubble
(left) and mean axial velocity along the centerline (right) using the LDI-60-CW configuration

CFD results of RANS and LES for recirculation bubble (left plot) and mean axial
velocity along the centerline (right plot).

Based on the comparison of experimental and CFD results shown in Fig. 30, a
number of criteria can be used to assess the performance of various models, such as
forward/rear stagnation points, maximum width of recirculation zone and its axial
location, recirculated mass, recirculation area/volume and residence time, zero axial
velocity location, near-/far-stream velocity behavior, etc. It appears that best to worst
performance seems to be LES, SKE, RSM, and RKE. Further improvements on LES
are required to make it qualitatively predictive, while it is noted that in the present
non-reacting flow simulations LES took a factor of 55 more CPU time compared to
the two-equation turbulence model.

Furthermore, the ongoing CFD efforts are to assess the performance of the RANS
and LES models for predicting flame shapes and LBO. Of particular interest is to
evaluate whether the Flamelet Generated Manifold (FGM) approach can capture the
flame characteristics from high-power FAR down to LBO for various LDI configu-
rations. It is also of importance to conduct comprehensive simulations with scalar
PDF and LES using affordable accurate kinetic schemes and compare the results
with those of FGM. It is a nontrivial task to answer the above fundamental questions.
Future publications will establish a state of the art modeling capabilities followed by
more advanced models to be completed in the next five years.

In summary, we have collected good-quality diagnostics data on several practical
pilot LDI configurations; and the resulting inferences are consistent with hypotheses-
based LDI technology development approach described in Sect. 3. Preliminary non-
reacting simulations show superior performance of LES over eddy viscosity-based
RANSsimulations, albeit the former requires 50 timesmore computational resources.
Consistent with past experience, it requires considerably more resources to collect
good-quality diagnostics data coupled with simulations, maybe by a factor of 5
or 10 compared to estimated level of effort. The planned completion of integrated
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diagnostics/simulation effortwill provide the insight needed for improving the further
TFNS modeling capability described in Sect. 4.

6 Summary

The hypotheses-based combustion technology and product development approach
backed properly by empirical/CFD models has worked well for 29 combustors
since the middle of the 1970s. The “anchored CFD approach” has worked well
for successfully completing the product introduction of seven rich-dome combus-
tors. However, we have encountered several challenges for developing lean-dome
combustion products (ca. DAC and TAPS) and next-generation partially-premixing
or lean-direct injection technology concepts, and the supporting diagnostics and
modeling activities which are needed for fully realizing benefits of lean combustion
over rich-quench-lean approach backed by 50 plus years of development experience.

In spite of the simulation’s accuracy limitations summarized in Sect. 4,
OpenNCC’s usefulness for guiding LDI-2 and LDI-3 technology development [17,
21, 22] is undisputed as summarized in [22–29]. In parallel, fundamental investiga-
tion comprised of integrated diagnostics/simulation was kicked off in 2014 under
the premise: complexity of the stabilizing pilot flame structure at simulated low-
power operation from moderately high equivalence ratio to flameout condition. Our
diagnostic investigation has identified five flame structures that need to be prop-
erly predicted with advanced modeling efforts planned for the next five years. In
the meantime, similar to past practice followed since the middle 1970s, “smart”
combustion technologists will continue to make the best use of hypotheses-based
lean-combustion technology development approach.
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Mitigation of Thermoacoustic Instability
Through Amplitude Death: Model and
Experiments

Sirshendu Mondal and Nevin Thomas

1 Introduction

1.1 Amplitude Death in Coupled Oscillators

When nonlinear oscillators are coupled, a range of emergent phenomena such as
synchronization and oscillation quenching are exhibited, depending on the dynamics
of the systems and the way in which the coupling is structured [1]. Generally, syn-
chronization or phase locking [2, 3] is exhibited due to weak coupling, while strong
coupling affects the amplitude, leading to oscillation quenching [4, 5]. The oscilla-
tion quenching phenomenon has two structurally different manifestations, namely
amplitude death (AD) and oscillation death (OD). When the parameter values of a
system of coupled oscillators are appropriate to bring about AD, the oscillations of
the individual oscillators cease, and subsequently all the oscillators return to the same
steady state of the system [6]. On the contrary, oscillation death (OD) results from
the symmetry breaking of the system and the individual oscillators occupy altered
steady states which can be different from the original steady state of the system
[7]. Although both phenomena have been widely observed in nature and have many
useful applications, in this paper, we restrict our study to the occurrence of AD in
coupled thermoacoustic oscillators exhibiting limit cycle behaviour.

The first instance of AD was reported by Rayleigh in a system of two organ pipes
positioned side by side [8]. He observed that, when the two pipes were kept close
by, their effect on each other caused the sound from both to die down, whereas each
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of them sounded with its own frequency when kept far away, free from the influence
of the other pipe. Recent studies by Abel et al. [9, 10] made use of experiments
and mathematical models to explain this phenomenon based on synchronization
theory. Subsequently, AD has been experimentally observed in a variety of systems
such as electrically coupled chemical oscillators [11], thermo-kinetic oscillators [12]
and many coupled electronic circuits [5, 13]. Different types of couplings including
dissipative, time-delay, dynamic, conjugate and nonlinear are experimentally found
capable of leading coupled oscillatory systems to a state of AD [14]. With proper
control strategies, we can avoid unwanted oscillations in certain systems by inducing
AD; while in other instances where oscillations have to be maintained (e.g. pulse
combustors [15, 16]), we can ensure that the system never reaches the AD state. AD
phenomenon finds applications in fields such as neuronal disorders, laser applications
and meteorological phenomena [14]. From all these studies, we can infer that AD
is a general outcome in coupled nonlinear oscillator systems with many important
applications.

1.2 Thermoacoustic Instability and Existing Control
Mechanisms

Generally, a thermoacoustic system consists of a heat source (or flame) confined in a
duct. Thermoacoustic instabilities aoscillations do not rise from a positive interplay
between the acoustic field of the duct and the heat release rate fluctuations from the
flame, resulting in the system reaching a state of very high-amplitude oscillations
[17]. The importance of thermoacoustic instability can be inferred from the fact that
it has been observed in systems ranging from high performance propulsive systems
to power generation units. Examples include rockets, aircraft engines, gas turbine
engines, boilers [18, 19].

Modern gas turbine engines use lean premixed combustion technology tomeet the
NOx and CO emission standards [20, 21], which very often makes them susceptible
to the onset of thermoacoustic instabilities. On the other hand, a nonpremixed mode
may also result in instabilities as in the case of aero-combustors. Near-stoichiometric
air–fuel condition in afterburners is another instancewhere thermoacoustic instability
occurs; however in case of rockets, it occurs even in rich fuel-oxidizer conditions.
Very often, adverse effects such as flame flashback and blowout of the flame [22]
happen due to thermoacoustic instability. In addition to this, high-amplitude pressure
oscillations cause large levels of vibrations which can lead to a reduction in the
lifetime of engines or cause serious structural damage [23]. Therefore, prediction
and control of these high-amplitude oscillations are of primary importance in real
engines [24, 25].

Hitherto, the high-amplitude pressure oscillations observed during thermoacous-
tic instability were suppressed using passive controls such as the installation of
acoustic dampers, liners, baffles, and changing the flame anchoring position [23, 26].
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Despite the simplicity of these passive control approaches, they are effective only
over a limited range of operating conditions. A different approach involves active
control strategies such as feedback control [27] and adaptive control [28] which
could suppress the undesired thermoacoustic instabilities using actively functioning
electro-mechanical devices. However, in active control, analysing the pressure fluc-
tuations and actively taking the necessary steps to stop thermoacoustic instability
requires complicated electro-mechanical feedback systems, which limits the practi-
cal applicability of such control methods in actual gas turbine engines [29]. Another
approach for damping these thermoacoustic oscillations is to use external periodic
forcing [30, 31] (open-loop control), which also falls short of practicality because
of the difficulty in installing the actuators in real combustors. Recently, Biwa et
al. [32] made use of a simple approach based on AD phenomenon to suppress the
pressure oscillations in coupled thermoacoustic engines, wherein they coupled two
such systems using a needle valve (dissipative coupling) and a vinyl tube (time-delay
coupling). For appropriate values of coupling parameters, they observed complete
suppression of oscillations or AD in both the engines.

1.3 A Novel Approach to Mitigate Thermoacoustic
Oscillations

Almost all of the previous studies on thermoacoustic instabilities considered the
suppression of oscillations in isolated systems. Suppression of these oscillations in
coupled systems is not a much explored field which can be of significance in many
practical systems, for instance, can and can-annular type combustors [33]. Although
Biwa et al. [32] provide experimental evidence of AD in thermoacoustic engines,
the system they studied does not involve mean flow and physically has very little in
common with thermoacoustic instability observed in practical combustors. Further,
their modelling was based on simple equations of coupled Van der Pol oscillators,
which do not adequately capture the dynamics of a practical thermoacoustic system.
Further, inmajority of the previous studies [14], the focuswas on symmetric coupling;
however, in practice, such an ideal scenario is unlikely to exist. Therefore, we study
the effect of asymmetrical coupling on AD behaviour of thermoacoustic systems.
Also, the oscillations inside similar (dimensionally) practical combustors operating
at the same conditions may not be identical owing to the inhomogeneities involved
in real systems. Hence, we further investigate the prospect of achieving AD or at
least suppressing the oscillations to a good extent in such systems.

To that end, we adopt a prototypical model of a thermoacoustic oscillator, known
as horizontal Rijke tube [34], and perform the first systematic theoretical investiga-
tion on the effects of the two different types of couplings (time-delay and dissipative)
applied separately and simultaneously on such systems. We observe the response of
the system to varying coupling parameters and note the bifurcation points where the
dynamics of both the oscillators transition from limit cycle to AD. While dissipa-
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tive coupling can lead to AD only if there is a sufficient difference in the natural
frequencies (detuning) of the two oscillators [35], time-delay coupling of sufficient
strength with appropriate delay can bring about AD even in a system of two identi-
cal oscillators [5]. Simultaneous application of the two couplings leads the coupled
thermoacoustic oscillators to reach AD state more easily (with a lesser coupling
strength). We also establish that the increased heater power or equivalently increased
amplitude of oscillations requires higher coupling strength for achieving AD in the
same system. Further, the effect of asymmetry on the coupling parameters required
to achieve AD is noted. Results from the model also indicate that AD or at least
a significant reduction in amplitude is possible even in a system of two Rijke tube
oscillators with considerably different amplitudes.

However, the oscillations cannot be completely cut short in practical systems.
Combustion processes and turbulent incoming flows are bound to create noisy fluc-
tuations in practical thermoacoustic systems [36]. Further, it has been shown in the
past that the sources of these turbulent fluctuations are additive [37] and parametric
[38, 39]. How different kinds of noise (white, pink, blue, etc.) affect the dynamics of
an individual thermoacoustic oscillator has been studied in the past [36, 40]. In the
present study, our focus is on the effect of white noise on coupled thermoacoustic
oscillators. White noise is defined as a random signal with a constant power spectral
density. We add white noise individually to the two self-sustained thermoacoustic
oscillators, which are then subjected to coupling.

While in the deterministic case, an appropriate coupling can completely suppress
the unwanted oscillations, the amplitude of oscillations does not go to zero in the
presence of noise. However, a significant suppression can be achieved even in the
noisy setting under appropriate coupling conditions. Since the noisy case lacks a
well defined indicator of the transition to AD, we make use of the changes in the
pressure amplitude distribution in a histogram, towards this purpose. The bifurcation
from LCO to AD can be discerned from the change in the distribution from bimodal
to unimodal. Further, we observe from one-parameter bifurcation plots that, as the
noise intensity increases, the subcritical nature of transitions are completely lost. We
also observe the area of amplitude suppression zones shrinks with noise intensity in
the two-parameter bifurcation plots. Additionally, these figure point to the fact that it
is easier to achieve suppression when the time-delay coupled thermoacoustic oscilla-
tors are non-identical (different natural frequencies). An additional weak dissipative
coupling on the system makes the amplitude suppression a further easy task.

2 Model for Coupled Rijke Tube Oscillators

The prototypical thermoacoustic system we use here is the horizontal Rijke tube. It
is a horizontal duct with a concentrated heat source (a heated cylinder in the model
used here). The Rijke tube oscillator was often chosen to study the intricacies of
thermoacoustic instabilities in the past [25, 34, 41, 42], because of its analytical
tractability.
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In the present study, we build on the model developed by Balasubramanian and
Sujith [34]. The linearized momentum (Eq.1) and energy (Eq.2) equations for the
acoustic field, neglecting the effect of mean flow (M = 0) and mean temperature
gradient in the duct, are given as [34],

ρ̄
∂ ũ′

∂ t̃
+ ∂ p̃′

∂ x̃
= 0, (1)

∂ p̃′

∂ t̃
+ γ p̄

∂ ũ′

∂ x̃
= (γ − 1) ˙̃Q′

δ(x̃ − x̃f ). (2)

Here, x̃ is the axial distance, x̃f is the location of the heat source, t̃ is time, ũ′ is
the acoustic velocity, p̃′ is the acoustic pressure, ρ̄ and γ are the mean density and

the ratio of specific heats of the medium, respectively, and ˙̃Q′ is the heat release rate
fluctuations per unit area due to the heated cylinder. Dirac delta (δ) function is used
to capture the compactness of the heat source.

The pressure (p̃) at both ends of the duct are equal to the ambient pressure (p̄).
Therefore, the acoustic pressure fluctuations (p̃′) at the boundaries are negligible, as
p̃′ = p̃ − p̄ = 0. As a consequence, we can impose the boundary conditions as p̃′ = 0
at both ends of the duct. Variables in Eqs. (1) and (2) are non-dimensionalized as
follows,

x = x̃

l
; t = t̃

l/c0
; u′ = ũ

′

u0
; p′ = p̃

′

p̄
; Q̇′ =

˙̃Q′

c0p̄
;M = u0

c0
. (3)

Tilde is used to represent dimensional variables and those without tilde are non-
dimensional. Here, l is the length of the duct, u0, and p̄ are the steady-state velocity,
pressure, and temperature of the flow, respectively, c0 is the speed of sound, and M
is the Mach number corresponding to the mean flow.

After non-dimensionalizing and adding a damping term (ζp′ in Eq. (2), where ζ

is the damping coefficient), the governing equations take the following form [42],

γM
∂u′

∂t
+ ∂p′

∂x
= 0, (4)

∂p′

∂t
+ γM

∂u′

∂x
+ ζp′ = (γ − 1)Q̇′

δ(x − xf ). (5)

The heat release rate in the duct is modelled using a modified form of King’s
law [43, 44]. This correlation quantifies the quasi-steady heat transfer from a heated
cylinder to the flow around it. We use the parameter time lag (τ1) to capture the
thermal inertia of the heat transfer in the medium. Therefore, an empirical model
was suggested in which the heat release rate fluctuations are written as a function of
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the acoustic velocity fluctuations (i.e. u′
f (t − τ1) observed at the heater location, xf ,

and with a delay τ1) as [42, 44],

Q̇′(t) = 2Lw(Tw − T̄ )

S
√
3c0p̄

√
πλCvu0ρ̄lc

[√∣∣∣∣
1

3
+ u′

f (t − τ1)

∣∣∣∣ −
√
1

3

]

, (6)

where lc, Lw, Tw are the radius, length, and temperature of the heater wire, respec-
tively, S is the cross-sectional area of the duct, T̄ is the steady-state temperature
of the flow, λ, Cv are thermal conductivity and specific heat at constant volume,
respectively, of the medium within the duct.

Substituting Eq. (6) in the energy equation, Eq. (5), we obtain [42],

∂p′

∂t
+ γM

∂u′

∂x
+ ζp′

= (γ − 1)
2Lw(Tw − T̄ )

S
√
3c0p̄

√
πλCvu0ρ̄lc

[√∣∣∣∣
1

3
+ u′

f (t − τ1)

∣∣∣∣ −
√
1

3

]

δ(x − xf ).

(7)

The set of partial differential equations (PDE) given by Eqs. (4) and (7) can be
reduced to ordinary differential equations (ODE) using the Galerkin technique [45].
To that end, velocity (u′) and pressure (p′) fluctuations in the duct are written in terms
of basis functions or the Galerkin modes [34]. These basis functions represent the
natural acoustic modes of the duct in the absence of heat release. These functions
form a complete basis and also satisfy the boundary conditions (p′(0, t) = 0; p′(1, t)
= 0). The basis functions for u′ and p′ can be written as follows:

u′ =
N∑

j=1

ηj cos(jπx), (8)

p′ = −
N∑

j=1

η̇j
γM

jπ
sin(jπx). (9)

Here, ηj and η̇j are the time-varying coefficients of the acoustic velocity (u′) and
the acoustic pressure (p′) in the Galerkin expansion, respectively, and N represents
the number of Galerkin modes considered. In the present study, we choose first ten
modes, since addition of further modes brought about only negligible improvement
to the solution [42].

The following ODEs are obtained by substituting the expansions for u′ (Eq. 8)
and p′ (Eq. 9) into the PDEs given in Eqs. (4) and (7) and then projecting along the
basis functions [34]:

dηj
dt

= η̇j, (10)
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dη̇j
dt

+ 2ζjωjη̇j + ω2
j ηj = −jπK

[√∣∣∣∣
1

3
+ u′

f (t − τ1)

∣∣∣∣ −
√
1

3

]

sin(jπxf ), (11)

where

u′
f (t − τ1) =

N∑

j=1

ηj(t − τ1) cos(jπx), (12)

and ωj = jπ is the non-dimensional angular frequency of the jth duct mode. The
coefficient of the second term on the left-hand side of Eq. (11), 2ζjωjη̇j, represents
the frequency dependent damping [41, 46, 47], where ζj can be written as,

ζj = 1

2π

[
c1

ωj

ω1
+ c2

√
ω1

ωj

]
. (13)

Here, c1 and c2 are the damping coefficients, values of which determine the amount
of damping in the system. The values of c1 and c2 are chosen as 0.1 and 0.06,
respectively, for all the simulations in this study. These values are chosen such that
it conforms with the cold decay rate calculated from experiments [48]. The value of
xf is chosen to be 0.25 (=l/4), as it is the most favourable location for the onset of
thermoacoustic instability [41].

In Eq. (11), K is the non-dimensional heater power which is specified as,

K = 4(γ − 1)Lw(Tw − T̄ )

γMc0p̄S
√
3

√
πλCvu0ρ̄lc. (14)

When the value ofK is increased beyond a critical value (KHopf = 0.62), the system
undergoes aHopf bifurcation,wherein the oscillations in the systemgrowand saturate
at a high-amplitude value (Fig. 1a). This is the state of limit cycle oscillations (LCO).
The waveform and amplitude spectrum of the acoustic pressure signal corresponding
to K = 0.75 are shown in Fig. 1b, c, respectively. At LCO, the system oscillates with
a constant amplitude (Fig. 1b) and frequency (ω = 3.25 in Fig. 1c). When the value
of K is reduced in the reverse path, a fold bifurcation happens at a lower value of K
(Kfold = 0.52) than KHopf. This results in a bistable (hysteresis) region, which is the
characteristic of subcritical Hopf bifurcation [42], as can be seen from Fig. 1a.

The study by Balasubramanian et al. [34] is taken as the reference for choosing
the values of constants involved in Eq. (14). The resulting set of equations Eqs. (10)
and(11) along with Eqs. (13) and (14), gives the time evolution equations of the
system dynamics.

Let the superscripts ‘a’ and ‘b’ denote the first and second Rijke tubes, which
are coupled through both time-delay and dissipative couplings as shown in Fig. 2.
Now, themodified governing equations for the first Rijke tube oscillator are as shown
below:

dηa
j

dt
= η̇a

j , (15)
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Fig. 1 a Bifurcation diagram showing the variation p′
rms with heater power (K). In the forward

path, we observe a Hopf bifurcation point around KHopf = 0.62. However, in the reverse path,
the bifurcation happens through fold point around Kfold = 0.52. b The waveform and c amplitude
spectrum of the acoustic pressure signal corresponding toK = 0.75 (a state of limit cycle oscillation)
are shown. For the given set of parameter values, we observe a dominant peak in non-dimensional
frequency around ω = 3.25. Reproduced with permission from [49]

Fig. 2 A simplified
illustration of the two
coupled Rijke tube
oscillators (named as ‘a’ and
‘b’) subjected to both
dissipative (Kd , �ω) and
time-delay (Kτ , τ )
couplings. The time-varying
coefficient, η̇, of the acoustic
pressure term is the variable
being coupled. The flow
direction is from left to right
and the compact heat source
is a single cylindrical wire,
shown by red dashed lines.
Reproduced with permission
from [49]
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dη̇a
j

dt
+ 2ζjωjη̇

a
j + ω2

j η
a
j = −jπKa

[√∣∣∣∣
1

3
+ u

′a
f (t − τ1)

∣∣∣∣ −
√
1

3

]

sin(jπxf )

+ Kd (η̇
b
j − η̇a

j )︸ ︷︷ ︸
Dissipative coupling

+Kτ (η̇
b
j (t − τ) − η̇a

j (t))︸ ︷︷ ︸
Time-delay coupling

. (16)

The governing equations for the second Rijke tube oscillator can be obtained by
flipping the superscripts ‘a’ and ‘b’ in the above differential equations. The second
and third terms on the right-hand side of Eq. (16) are the dissipative and time-
delay coupling terms, respectively. Inserting Kτ = 0 reduces the dynamical system
to dissipatively coupled oscillators, while Kd = 0 yields time-delay coupled ones.
The four parameters which are varied in the model to study their effect on AD are
dissipative coupling strength (Kd ), time-delay coupling strength (Kτ ), detuning (�ω

= |ωa − ωb|) and delay time (τ ). In all the simulations performed in this study, the
quantities ωb/ωa (ωa and ωb being the natural frequencies of the first and the second
Rijke tube oscillators, respectively, where ω = 2π f , f being the frequency) and �ω

are varied by keepingωa constant at 3.25 (determined from the fast Fourier transform
of the pressure time series, Fig. 1c) and varying ωb.

The ODEs given in Eqs. (15) and (16) are solved numerically using the fourth-
order Runge–Kutta scheme, and p′ and u′ are calculated from Eqs. (8) and (9),
respectively.

Finally, after adding the stochastic component, Eq. (16) is given as,

d η̇a
j

dt
+ 2ζjωjη̇

a
j + ω2

j η
a
j = −jπKa

[√∣∣∣∣
1

3
+ u′a

f (t − τ1)

∣∣∣∣ −
√
1

3

]

sin(jπxf )

+ Kd (η̇
b
j − η̇a

j )︸ ︷︷ ︸
Dissipative coupling

+Kτ (η̇
b
j (t − τ) − η̇a

j (t))︸ ︷︷ ︸
Time-delay coupling

+ σε(t)︸ ︷︷ ︸
Noise

(17)

In the last term of Eq. (17), σ and ε(t) are respectively, the strength of the additive
noise and the Gaussian white noise with zero mean and a variance proportional to
the square root of the time step used [48]. The non-dimensional noise intensity is
defined as,

β = I

P
(18)

where I is the root-mean-square value of the applied white noise (calculated by
taking the rms of σε over a period of time) and P is the root-mean-square value of
the acoustic pressure oscillations in the deterministic case.
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3 Model Results and Discussions

We devote this section to demonstrate the effect of two types of couplings, namely
time-delay and dissipative coupling, on the occurrence of AD in the system of two
coupled thermoacoustic oscillators. We first demonstrate the effect of individual
coupling on the occurrence of AD in both the oscillators and then study the case
where they are applied simultaneously. The results are summarized in the bifurcation
plots. In the one-parameter bifurcation plot, an rms value of the acoustic pressure
oscillations (p′

rms) is plotted as a function of one of the parameters (e.g. time-delay,
τ ) which is varied. The value of p′

rms is calculated when the transients are over and
the acoustic pressure oscillations achieve an asymptotic state after the application of
coupling.

In the two-parameter bifurcation plot, the variation of the coupling strength
required to achieve AD is plotted as a function of the corresponding coupling
parameter—delay time or detuning. While the one-parameter bifurcation plot helps
in detecting the transition points of both oscillators from limit cycle oscillations
(LCO) to AD state, the two-parameter bifurcation plot aids in depicting the regions
of AD in the system dynamics for a given range of the parameter values.

3.1 Effect of Time-Delay Coupling

3.1.1 Deterministic Case

First, we analyse the effect of time-delay coupling alone, i.e., when Kd = 0, on the
system of two identical (�ω = 0) thermoacoustic oscillators (Fig. 3). Coupling in
majority of the physical systems involves time-delay, due to the finite time a signal
needs to travel from one system to the other. When two conservative systems are
coupled through the first time-derivative of the variable involved in the governing
equations (η̇ or equivalently acoustic pressure in the case of Rijke tube oscillators)
with delay, they can exhibit AD [14]. Physically, in the system considered here, the
coupling strength and delay timemay be varied by changing the diameter and length,
respectively, of the tube that couples the two Rijke tube oscillators. Ideally, if the
length of the connecting tube is zero, there will be no delay between the signals from
the two oscillators. In such a case, the oscillators are said to be dissipatively coupled.

Figure3a, b is two representative plots showing the effect of time-delay coupling
on the amplitude of acoustic pressure signal acquired from one of the oscillators.
Since the thermoacoustic oscillators considered in this case are identical, and the
coupling between them is symmetric, the variation of acoustic pressure exhibited by
these oscillators is also identical. In both the cases (Fig. 3a, b), the non-dimensional
heater power in both Rijke tubes (Ka = Kb = K) is maintained constant at 0.92. This
value of K is chosen because it is sufficiently higher than the K value corresponding
to the Hopf point (KHopf = 0.62) for the individual Rijke tube oscillators [42]. In
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Fig. 3 Temporal variation of non-dimensional acoustic pressure (p′), when time-delay coupling
between the two oscillators is a not strong enough (Kτ = 0.04, τ = 0.5) and b strong enough (Kτ =
0.2, τ = 0.5) to achieve AD. The vertical line (shown in red) indicates the instant at which coupling
is applied. c One-parameter bifurcation plot showing the variation of p′

rms with τ (Kτ = 0.16). d
Two-parameter bifurcation diagram in the parameter plane of time-delay coupling strength (Kτ )
and delay time (τ ) showing the region of AD. For all plots, Kd = 0, �ω = 0 and Ka = Kb = 0.92.
Reproduced with permission from [49]

these two figures, the time-delay coupling strength (Kτ ) is the sole parameter varied
across the two cases, other parameters being kept constant: non-dimensional delay
time (τ = 0.5), dissipative coupling constant (Kd = 0) and detuning (�ω = 0).

Figure3a shows the case where the coupling strength between the two Rijke tube
oscillators is not strong enough (Kτ = 0.04) to achieve AD. We observe that the
amplitude of the LCO shows a small decrease from the instant where the coupling is
applied, before saturating to another steady-state value. On the other hand, when the
coupling is strong enough (Kτ = 0.2) to achieve AD (Fig. 3b), the amplitude of LCO
of the acoustic pressure (p′) decays exponentially to a zero value, once the coupling is
applied. We show a one-parameter bifurcation plot in Fig. 3c that shows the variation
of p′

rms with τ for one of the Rijke tube oscillators while the time-delay coupling
strength is held constant (Kτ = 0.24). We observe that the bifurcation of LCO to AD
happens around τ = 0.4, where the p′

rms value of LCO suddenly falls to zero. We
further notice that, prior to the bifurcation, when the delay is not sufficient to achieve
AD for the given value ofKτ , the amplitude of LCO continuously reduces by a small
value with increase in τ . A qualitatively similar bifurcation plot is obtained when τ

is kept constant and the value ofKτ is varied (shown in supplementary material, Fig.
S1a).

The effect of time-delay coupling on AD characteristics of two identical thermoa-
coustic oscillators is further studied using a two-parameter bifurcation plot (Fig. 3d)
in which the time-delay coupling strength (Kτ ) required to achieve AD is plotted
against delay time (τ ). The bifurcation diagram turns out to be a U-shaped plot in
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the range of parameter values considered. The Kτ–τ combinations which lie inside
the U-shaped plot exhibit AD, while those lying outside do not. The points indicated
by the markers along the U-shape are the points where bifurcation occurs from LCO
to AD. These points correspond to the smallest coupling strength, at a particular τ ,
for which AD occurs in the dynamics of both the oscillators.

From Fig. 3d, we observe that AD most easily occurs around τ = 0.94. This
corresponds to a value of ωτ close to π . Although in most of the previous studies
[14, 50] on mutually coupled oscillators, AD was most favoured around ωτ = π/2,
this is not the same in the present study. Achieving AD near ωτ = π might be
a characteristic of the specific system we study. Furthermore, in other studies on
closed-loop forcing of thermoacoustic oscillations, a phase delay of π has been
implemented as a strategy of active control in thermoacoustic systems [27]. In such
cases, reduction in the amplitude has been founddue to the negative feedbackbetween
self-sustained oscillations and phase-lagged oscillations of the feedback signal. This
might be a reason behind the observation of AD region around the phase delay of π

when time-delay coupling alone is implemented in our system. However, the precise
reason behind achieving AD around ωτ = π in coupled Rijke tube oscillators needs
further investigation.

3.1.2 Stochastic Case

Wenext compare the time series of acoustic pressure signals obtained in the stochastic
and deterministic cases in the coupled thermoacoustic oscillator system. We observe
that the addition of white noise results in random fluctuations in the amplitude of the
signal compared to the noiseless case (Fig. 4d–f). The non-dimensional heater power
value, K is kept constant at 0.8 (KHopf = 0.62) in all the sub-figures in Fig. 4 and
the time-delay coupling strength (Kτ ) is increased from Fig. 4a–c (without noise)
and Fig. 4d–f (with noise). In Fig. 4, the only variable altered across the three fig-
ures (Fig. 4a–f) is the time-delay coupling strength (Kτ ). We observe that there is
a decrease in the magnitude of LCO once the coupling is applied in both the cases
as shown in Fig. 4b, e. However, a complete termination of oscillations (or AD)
is observed in the deterministic case (Fig. 4c) when the coupling strength is further
increased,while small-scale aperiodic oscillations persisted in the noisy case (Fig. 4f)
post-transition to AD.

Since even the strong coupling could not bring down the pressure oscillations to
zero value in the stochastic case (Fig. 4d–f), determining the transition point to AD is
hard.We found that histograms provide a feasible way to detect the bifurcations from
LCO to AD in the stochastic case. In Fig. 5, we present six histograms corresponding
to the cases presented in Fig. 4. The ordinate value, N represents the number of data
points in the pressure time series with a particular non-dimensional acoustic pressure
value p′. We note that the amplitude distribution of p′ is bimodal with two distinct
peaks seen away from the mean, in the absence of noise (Fig. 5a), in line with the
past literature [48, 52]. As we introduce a time-delay coupling between the two
oscillators, the two peaks come closer to the mean value (Fig. 5b). When we further
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Fig. 4 Temporal variation of non-dimensional acoustic pressure (p′) obtained from the thermoa-
coustic oscillator ‘a’ in the absence of noise a–c and in the presence of noise d–f respectively. a In
the absence of coupling (Kτ = 0, β = 0), b relatively weak time-delay coupling (Kτ = 0.06, β = 0)
is applied, and c relatively strong time-delay coupling (Kτ = 0.12, β=0) which can lead to AD state
is applied. The corresponding cases in the presence of noise are shown in (d) Kτ = 0, β = 0.012, e
Kτ = 0.06, β = 0.012, and f Kτ = 0.12, β = 0.012. The red vertical line indicates the time instant
at which coupling is applied. For all the plots, the non-dimensional heater powers of the two Rijke
tubes, Ka = Kb = 0.8, and delay time, τ = 0.5, are fixed. Reproduced with permission from [51]

increase theKτ value so as to reach the state ofAD,we see that pressure distribution is
essentially themean value (the spike seen in Fig. 5c), which is zero in this case. On the
other hand, when we add external noise to the uncoupled system, the peaks become
shorter and the spread of distribution increases (Fig. 5d). Also, the smoother peaks
are observed in the stochastic case in contrast to the sharp peaks in the deterministic
case. The increase in the spread conforms with increase in the variance (ψ2) value
of the pressure time series when noise is added. Similar to the noise-free scenario,
these two peaks come closer to the mean value when we introduce a coupling in the
system, as depicted in Fig. 5e. When we further increase the Kτ value in Fig. 5f, we
see that a single peak is formed by themerging of the two peaks which existed before.
We can characterize this transition in the distribution from bimodal to unimodal as
an indicator of the bifurcation to AD, in the stochastic case. However, it is difficult
to assign a critical parameter value at which the distribution becomes unimodal from
bimodal as this transition from LCO to AD is a smooth process [53].

Now, we study the effect of varying noise intensity on the one-parameter bifur-
cation plots. Figure6 corresponds to the case where a system of two identical
(ωb/ωa = 1) thermoacoustic oscillators is subjected to time-delay coupling alone.
As shown in Fig. 6a–f, when we increase β there is a change in the nature of the
transition. We notice that, when β = 0, a subcritical Hopf bifurcation happens at
a critical Kτ value (the Kτ value at which a sudden drop in the p′

rms happens in
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Fig. 5 Histograms plotted for the time series data of acoustic pressure obtained from the thermoa-
coustic oscillator ’a’ for the two cases: in the absence of noise (a–c) and in the presence of noise
(d–f). ψ2 represents the variance in the pressure time series : a Kτ = 0, β = 0, ψ2 = 2.164× 10−5;
b Kτ = 0.06, β = 0, ψ2 = 1.324× 10−5; c Kτ = 0.12, β = 0, ψ2 = 0; d Kτ = 0, β = 0.012,
ψ2 = 2.215× 10−5; e Kτ = 0.06, β = 0.012, ψ2 = 1.437× 10−5; f Kτ = 0.12, β = 0.012, ψ2 =
7.023× 10−7. The transients in the time series are not included in the data used for plotting his-
tograms.We see that the acoustic pressure amplitude distribution changes from bimodal to unimodal
with increasing Kτ which can be ascribed to the transition from LCO to AD. Reproduced with
permission from [51]

Fig. 6a). Figure6b, where β = 0.0068, exhibits an almost similar behaviour although
the p′

rms values do not reach zero after bifurcation. However, as we further increase
β, the drop in p′

rms becomes smoother, as seen in Fig. 6c–f, which can no longer be
called subcritical. Therefore, noise induces a change in the criticality of the Hopf
bifurcation in the context of the transition to AD. This is in agreement with the past
studies of nonlinear oscillator models in the presence of noise, which theoretically
predicted a suppression of the subcritical nature of the transition [48, 52–55]. In
contrast to the noise-free case (Fig. 6a), a complete cessation of oscillations as in
amplitude death (AD) is impossible in the stochastic case (Fig. 6b–f). Furthermore,
from Fig. 6b we can see that, with the addition of low-amplitude external noise, the
bifurcation to AD happens at a lower value of Kτ than the noise-free case (Fig. 6a).
Similar instances where the presence of noise induces an early bifurcation are found
in the past literature [53].

Further, to demonstrate the suppression zones achieved by coupling two Rijke
tube oscillators, we use two-parameter diagrams. The bifurcation plot in the time-
delay coupling constant (Kτ ) and delay time (τ ) parameter space is shown in Fig. 7.
The points in Fig. 7b, c are the points where the oscillation amplitude in the Rijke
tube oscillators becomes 20% of their initial value (in the stochastic case, when the
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Fig. 6 Bifurcation diagrams depicting the variation of root-mean-square value of the non-
dimensionalized acoustic pressure (p′

rms) with increase in the time-delay coupling strength (Kτ )
between the two thermoacoustic oscillators for different values of noise intensity, β. a β = 0, b β =
0.0068, c β = 1.37× 10−2, d β = 0.0204, e β = 0.0273, f β = 0.0341. For all the figures, Ka = Kb

= 0.72 and τ = 0.5. We observe a departure from the subcritical nature of the transition from LCO
to AD with increase in β. Reproduced with permission from [51]

oscillation amplitude goes below 20% of its initial value, we refer to it as noisy
AD and LCO otherwise). We chose 20% as a good enough suppression from the
initial oscillatory state, as the p′

rms value deviates from the base noise level to higher
amplitudes because noise incites a nontrivial response from the thermoacoustic sys-
tem [56]. This is in contrast to the deterministic case where a complete cessation of
oscillations to zero value is observed. We observe a U-shaped plot which is centred
around the ωτ (here ω value is set at 3.26 for both the Rijke tube oscillators) value
of π for the noiseless case (see Fig. 7a). However, achieving such an ideal scenario
in real systems is near to impossible. In the range of Kτ and τ values considered,
we see that the plot breaks into two-independent U-shaped parts centred around ωτ

value of π /2 and 3π /2, as we add noise into the system. When we further increase
the noise intensity, we observe that the coupling strength needed to achieve the 80

3.2 Effect of Dissipative Coupling

3.2.1 Deterministic Case

Now, we study the effect of dissipative coupling alone (for Kτ = 0) on the cou-
pled behaviour of the system of two non-identical (�ω �= 0) Rijke tube oscillators
(Fig. 8). We observe that, when Kd is not high enough (Kd = 0.1) to reach AD state,
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Fig. 7 Two-parameter bifurcation diagram in the parameter plane of time-delay coupling strength
(Kτ ) and delay time (τ ) for different values of noise intensities: a β = 0, b β = 1.37× 10−2 and, c
β = 0.0273. The markers in (a) correspond to the points in the parameter plane where bifurcation
from LCO to AD occurs. In (b) and (c), the markers correspond to the points where the time-delay
coupling between the two thermoacoustic oscillators leads to the suppression of LCO amplitude
to 20% of its original value (without coupling, i.e., when Kτ = 0). For all the plots, Ka = Kb =
0.8, and ωb/ωa = 1. LCO marked in the plots refers to the stochastic limit cycle oscillations. We
observe that, introduction of noise results in a qualitative change as well as a reduction in the size
of amplitude suppression zones. Reproduced with permission from [51]

Fig. 8 Temporal variation of non-dimensional acoustic pressure (p′), when the dissipative coupling
between the two oscillators is a not strong enough (Kd = 0.1,�ω = 0.24) and b strong enough (Kd =
0.3,�ω = 0.24) to achieve AD, respectively. cOne-parameter bifurcation plot showing the variation
of p′

rms with ωb/ωa (Kd = 0.18). d Two-parameter bifurcation diagram in the parameter plane of
dissipative coupling strength (Kd ) and ratio of natural frequencies (ωb/ωa), showing regions of
AD, phase locking (PL) and phase drifting (PD). Circles (in black) indicate the boundary between
AD and PL region, while diamonds (in red) mark the boundary between PL and PD. e Phase plots
showing the variation of relative phase (�φ) between the two oscillators for (i) PL region, and (ii)
PD region. Note that phase locking in (e-i) follows a small interval of transients wherein the signals
show phase drifting behaviour. The vertical lines (shown in red) in (a), (b) and (e) indicate the
instant at which coupling is applied. For all the plots,Kτ = 0 and Ka = Kb = 1.02. Reproduced with
permission from [49]
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the amplitude of LCO of both the oscillators reduces a bit and oscillates around this
reduced value once the coupling is applied (see Fig. 8a). At this state, the oscillations
of both oscillators show a beat like behaviour, because of the interaction between the
two oscillators with two different but close by frequencies. However, when the Kd

value is high enough (Kd = 0.3) to achieve AD, amplitude of both the oscillators dies
down after the application of coupling (Fig. 8b). In Fig. 8c, we plot a one-parameter
bifurcation plot that shows the variation of p′

rms with ωb/ωa for both the Rijke tube
oscillators, while the dissipative coupling strength (Kd ) between them is kept con-
stant at 0.18. We observe from Fig. 8c that it is impossible to achieve AD through
dissipative coupling alone, when the natural frequencies of the two oscillators are
very close by. In the current case with the given dissipative coupling strength (Kd

= 0.18), oscillations were observed in the range of ωb/ωa values from 0.95 to 1.05,
and AD on either sides. We obtain a second one-parameter bifurcation plot (shown
in supplementary material, Fig. S1b), qualitatively similar to that in Fig. 16c, when
ωb/ωa is kept constant at 0.93 (or �ω = 0.24) and the value of Kd is varied.

Further, we illustrate the regions of AD in the parameter plane of Kd and ωb/ωa,
when time-delay coupling is absent in the system of two Rijke tube oscillations, i.e.,
Kτ = 0 (Fig. 8d). In Fig. 8d, the circular (in black) and diamond (in red) markers
correspond to the points where bifurcation from phase locking (PL) to AD, and
phase drifting (PD) to PL occur, respectively. Phase drifting is said to occur between
two oscillators, when the relative phase between them is unbounded and exhibit an
increasewith time. On the other hand, phase locking is the scenario where the relative
phase between the oscillators is bounded. For those combinations of Kd and ωb/ωa

values which are segregated solely by the curve with circular markers, ADwill occur,
and for other combinations ofKd andωb/ωa values, AD is not observed. In the region
amidst the curves with circular and diamond markers, the relative phase between the
two oscillators will become locked after the coupling is applied (Fig. 8d).

The relative phase dynamics with one such combination of Kd and ωb/ωa in
the PL region is shown in Fig. 8e(i). However, this phase locking follows a small
interval of phase drifting after the application of coupling, owing to the transients
[Fig. 8e(i)]. In contrast, phase drifting happens in the region below the curve with
diamond markers (Fig. 8d). The relative phase dynamics with a combination of Kd

and ωb/ωa in the PD region is shown in Fig. 8e(i).
Therefore, we infer that, as the coupling strength between the two oscillators is

increased, the system moves from phase drifting to phase locking (or synchroniza-
tion) and then to AD. However, when the natural frequencies of the two oscillators
are very close by, even very high values of coupling strength are not sufficient to
achieve AD, as can be seen from the range of ωb/ωa values around 1 (0.93–1.08) in
Fig. 8d. This is in accordance with the earlier literature on AD [32, 35], which states
that there should be a sufficient difference between the frequencies of the two oscil-
lators for a purely dissipative coupling to bring about AD. However, phase locking
easily happens in the region of ωb/ωa values around 1 as the frequency values of the
two oscillators are already very close. Furthermore, the zone of phase locking in the
range of ωb/ωa values around 1 becomes wider as we increase the coupling strength,
which is similar to the experimental observation reported by Biwa et al. [32].
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Further, we note that the bifurcations observed in Fig. 8d are different from the
ones plotted in the space of φ (analogous to dissipative coupling strength) and �f
(frequency detuning, corresponding to �ω in the present study) by Biwa et al. [32]
In their study, the transitions are (i) from phase drifting (PD) to phase locking (PL)
through AD when �f is sufficiently large, and (ii) a direct transition from PD to
PL when �f is small. In contrast, we observe the transitions (i) from phase drifting
(PD) to amplitude death (AD) through phase locking (PL) when the value of ωb/ωa

is away from 1, and (ii) direct transition from PD to PL when the value of ωb/ωa is
close to 1. We believe that this dissimilarity in the first transition could be due to the
difference in the underlying mechanisms which lead to the onset of self-sustained
oscillations in the two systems.

3.2.2 Stochastic Case

We now examine how noise affects the one-parameter bifurcation plot of a dissi-
patively coupled thermoacoustic system. We know that dissipative will not be able
to bring about AD in a system of two identical (ωb/ωa = 1) oscillators [35]. So,
we consider two thermoacoustic oscillators which possess non-identical natural fre-
quencies (ωb/ωa �= 1) in this case. Figure9 depicts the variation of p′

rms with the ratio
of natural frequencies of both the thermoacoustic oscillators. The deterministic case
(Fig. 9a) points to the fact that, AD is not possible with dissipative coupling alone if
the detuning between the two thermoacoustic oscillators is not sufficient.We observe
that p′

rms drops to zero on either side of ωb/ωa = 1, when the bifurcation to AD hap-
pens. We can observe a change in the nature of the transition as the noise intensity
increases from Fig. 9a–f, similar to the cases in Fig. 6. The abrupt drop in the p′

rms
value at a critical ωb/ωa value is not observed anymore with increasing β. We also
see that a total stoppage of oscillations as in amplitude death (AD) is impossible in
the presence of noise (Fig. 9b–f). However, when there is sufficient detuning between
the two thermoacoustic oscillators, a significant amount of suppression is attainable
with dissipative coupling.

We continue by studying the effect of noise on the two-parameter bifurcation plot
when only dissipative coupling is applied. Figure10 is bifurcation diagram produced
in the two-parameter space of dissipative coupling strength (Kd ) and the ratio of
natural frequencies (ωb/ωa). The points in Fig. 10 carry the same meanings as in
Fig. 7. We observe that, a considerable reduction in the oscillation amplitudes in
two dissimilar (ωb/ωa �= 1) noisy (β �= 0) thermoacoustic oscillators can be attained
by applying appropriately strong dissipative coupling. The bifurcation diagrams in
the two-parameter space in the noisy case (Fig. 10b, c) are qualitatively similar to
the noise-free case (Fig. 10a) as can be seen from the figure. As in the previous
case, the size of suppression zones was reduced as a result of increase in the noise
intensity. Also, we note that as the β value is increased from 1.07× 10−2 in Fig. 10b
to 2.13× 10−2 in Fig. 10c, the plot shifts up and the gap around ωb/ωa = 1 widens.
Therefore, we can conclude that, a higher coupling strength and higher detuning is
needed to achieve the same amount of suppressionwith increasedβ, i. e., noise levels.
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Fig. 9 One-parameter bifurcation diagrams depicting the variation of p′
rms with ωb/ωa for different

values of noise intensity: a β = 0, b β = 5.3× 10−3, c β = 1.07× 10−2, d β = 1.59× 10−2, e β =
2.13× 10−2, f β = 2.66× 10−2. For all the figures, Ka = Kb = 1.02 andKd = 0.16. We observe that
similar to Fig. 6, the transition from LCO to AD becomes smoother and loses its subcritical nature
with increasing β. Reproduced with permission from [51]

Fig. 10 Two-parameter bifurcation diagram in the parameter plane of dissipative coupling strength
(Kd ) and ratio of natural frequencies (ωb/ωa) of the two coupled thermoacoustic oscillators for
different values of noise intensities: a β = 0, b β = 1.07× 10−2 and, c β = 2.13× 10−2. We observe
that with an increase in β, the amplitude suppression zones become smaller in the region considered.
Reproduced with permission from [51]
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3.3 Effect of Simultaneous Application of Time-Delay
and Dissipative Coupling

3.3.1 Deterministic Case

We now consider the effect of applying both time-delay and dissipative couplings
together on the regions of AD in the two-parameter bifurcation plots. Here, the non-
dimensional heater power for both the Rijke tube oscillators (Ka = Kb = K) is kept
constant. The bifurcation diagrams in the parameter plane constituted by Kτ and τ

shown in Fig. 11a represent the case where dissipative coupling is applied to a system
which is already coupled through time-delay. The bifurcation plot corresponding to
the case when the system of two identical oscillators was subjected to time-delay
coupling alone is shown in Fig. 11a(i) for comparison, while in Fig. 11a(ii)–(iv),
the oscillators are non-identical. We see that the introduction of detuning (�ω =
0.24) between the oscillators results in the splitting of the AD region into 3 unequal
regions, even when Kd = 0, as shown in Fig. 11a(ii). This change in regions of

Fig. 11 Two-parameter bifurcation diagram in the parameter plane of: a Kτ and τ , when (i) Kd
= 0, �ω = 0 (ii) Kd = 0, �ω = 0.24 (iii) Kd = 0.05, �ω = 0.24, and (iv) Kd = 0.1, �ω = 0.24. b
Kd and ωb/ωa for three different Kτ values keeping the value of τ constant at 0.5: Plus—Kτ = 0;
Circle—Kτ = 0.04; Diamond—Kτ = 0.08. Reproduced with permission from [49]
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AD can have practical implications. In practice, for a set of seemingly identical
oscillators, we expect them to give rise to AD for a certain set of parameter values,
as indicated in Fig. 11a(i). However, we may not achieve AD in such cases with the
given set of parameter values, because of the inherent detuning (�ω �= 0) between
the oscillators [Fig. 11a(ii)]. At this detuning (�ω = 0.24) when dissipative coupling
is introduced (Kd = 0.05), we notice the merging of these separated AD zones into a
single W-shaped region as seen in Fig. 11a(iii). Finally, with further increase in Kd ,
the central W-shaped region becomes more flattened, resulting in the appearance of
a single unsymmetric U-shaped region in the two-parameter plane, as can be seen
from Fig. 11a(iv).

We further show the effect of applying time-delay coupling to a system which is
already coupled through dissipative coupling in Fig. 11b. The regions of AD in the
two-parameter bifurcation plot in the parameter plane of Kd and ωb/ωa are affected
as a consequence of adding time-delay coupling. The circular markers correspond to
the case where dissipative coupling alone is applied to the system. As the time-delay
coupling strength applied on the oscillators is increased, the graphs shift downward
and the region near the ωb/ωa value of 1, where AD is unattainable, narrows down.
The values of τ = 0.5 and Kτ = 0.04, 0.08 are chosen such that the system does
not exhibit AD with time-delay coupling alone. We can conclude that the Kd value
needed for the bifurcation of LCO to AD is smaller in the presence of a small value
of time-delay coupling, which alone is not sufficient to bring about AD, than in
the case where dissipative coupling alone is applied. These trends from Fig.11b
make it evident that simultaneous application of both the couplings makes it easier
to achieve AD. Please note that we focus on the occurrence of AD from Fig. 11
onward. Therefore, unlike Fig. 12, we do not distinguish PL and PD so as not to
clutter the plots.

3.3.2 Stochastic Case

We also looked into the case where both the couplings (time-delay and dissipative)
are applied simultaneously on the thermoacoustic system in the presence of noise
(Fig. 12). Since dissipative coupling has its effect only on non-identical (ωb/ωa �=
1) oscillators, we first introduced a detuning (ωb/ωa = 0.923) between the two Rijke
tube oscillators.

From Fig. 12b, we note that the introduction of a detuning by itself caused a very
significant reduction in the time-delay coupling strength (Kτ ) needed to achieve
the 80% suppression in the thermoacoustic oscillations. This is in contrast with the
deterministic case [49], where the change in the suppression zones introduced by
detuning alone in a time-delay coupled thermoacoustic system was not so drastic.
In the deterministic case, applying a detuning resulted in the initial bifurcation plot
(Fig. 5b in Thomas et. al. [49]) breaking into two U-shaped plots in the regions con-
sidered, while there was no significant decrease in the (Kτ ) values required to achieve
AD. Further, in the stochastic case that we discuss here, addition of a weak dissipa-
tive coupling (Kd = 0.05) between the two non-identical thermoacoustic oscillators,
further increases the ease of achieving suppression.
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Fig. 12 Two-parameter bifurcation diagram in the parameter plane of time-delay coupling strength
(Kτ ) and delay time (τ ), when a ωb/ωa = 1, Kd = 0; b ωb/ωa = 0.923, Kd = 0; c ωb/ωa = 0.923,
Kd = 0.05. For all the three cases, β=1.37× 10−2. Note that the ordinates are not the same for all
the plots. We notice that introduction of a detuning and further application of a dissipative coupling
can significantly increase the ease of achieving suppression. Reproduced with permission from [51]

3.4 Effect of Asymmetrical Coupling on AD Phenomenon

Further, we try to understand the effect of asymmetrical coupling on the coupled
dynamics of the two Rijke tube oscillators. A system of two oscillators is said to
be asymmetrically coupled when the coupling strength as perceived by the two
oscillators is different, which may be the case in many practical systems. We use
symmetry parameters n (0 ≤ n ≤ 1) and m (0 ≤ m ≤ 1) to bring in asymmetry to
the coupled Rijke tube oscillator model as shown below:

Ka
d = nKd ; Kb

d = (1 − n)Kd , (19)

Ka
τ = mKτ ; Kb

τ = (1 − m)Kτ . (20)

Two-parameter bifurcation diagram in which Kτ required to attain AD is plotted
against m, in the range of m values from 0 to 0.5 is shown in Fig. 13a.

We observe that, theKτ value needed to attainAD increaseswith an increase in the
asymmetry in the coupling. This increase is very marginal when asymmetry is less
(in the range of m values from 0.5 to 0.25), but becomes very sharp as m approaches
zero. When the variation of Kτ with m is plotted in the log-log scale, we obtained
a straight line, which indicates that there exists a power law relation between the
smallest Kτ value required to achieve AD and the asymmetry parameter (m). This
implies that the oscillatory behaviour of the system is not affected gradually, but in
an exponential manner when the asymmetry in the time-delay coupling is varied.
Further studies need to be done to understand the physics behind this power law
relation. Figure13a will be symmetrical about m = 0.5, as increasing the m value
beyond 0.5 is equivalent to interchanging the two identical oscillators. In otherwords,
the degree of asymmetry for the identical oscillators essentially increases in the same
manner, as we move away from 0.5 in either directions. The combinations ofKτ and
m values for an asymmetrically coupled system which can lead to AD are those



Mitigation of Thermoacoustic Instability Through Amplitude … 309

Fig. 13 Two-parameter
bifurcation diagram in the
parameter plane of: a Kτ and
m, where the upper right
inset shows the fit in the
log-log plot, which turns out
to be a straight
line—indicating a power law
relation. The parameters that
are held fixed are τ = 0.5,
�ω = 0 and Kd = 0. b Kd
and n, where Kτ value is
fixed at 0 and �ω = 0.55.
Reproduced with permission
from [49]

which lie above the curve. We see that, there is only negligible increase in the Kτ

values required to attain AD around m = 0.5–0.2 (Fig. 13a). Therefore, the model
for symmetrical coupling is sufficient to predict the time-delay coupling strength
required to attain AD even in practical coupled oscillators, where slight asymmetry
is bound to occur.

We also analyse the effect of asymmetry in dissipative coupling alone on the sys-
tem of two coupled Rijke tube oscillators. Figure13b represents the two-parameter
bifurcation diagram in parameter plane ofKd and n. However, we notice that, asym-
metry in dissipative coupling does not seem to exhibit a power law behaviour as in the
case of time-delay coupling (Fig. 13a). Further, AD is attained only in the range of n
values around 0.35–0.76 (for,�ω = 0.55). Also, it is important to note that this plot is
not symmetrical about n = 0.5, as the two coupled oscillators are non-identical. Since
there are two different frequencies associated with the two oscillators, increasing the
m value beyond 0.5 is not equivalent to interchanging the oscillators. Now, we turn
our attention to achieving amplitude death in experiments with a system of coupled
Rijke tubes.

4 Experimental Set-Up and Data Analysis

The experimental set-up (Fig. 14a) used to study the amplitude quenching behaviour
of limit cycle oscillations consists of a pair of horizontal Rijke tubes (named as A and
B). In these systems, an electrically heated wire mesh acts as the heating source [41].
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Fig. 14 a Schematic of the experimental set-up having two horizontal Rijke tube oscillators A and
B, which are coupled using a connecting tube. b Variation of root-mean-square amplitude, p0, with
heater power (K) for the isolated Rijke tube oscillators A (red triangles) and B (blue circles). c, d
The time series of limit cycle oscillations and the corresponding amplitude spectrum of Rijke tube
oscillators A and B, respectively, prior to coupling. The uncoupled natural frequency of oscillator
A is f0A = 165.0 ± 1.1Hz and oscillator B is f0B = 162.8 ± 1.1Hz. Reproduced with permission
from [57]

The detailed characteristics of a single horizontal Rijke tube system can be obtained
from refs. [41, 58]. Here, Rijke tube A (Fig. 14a) has a cross section of 9.3 × 9.4 cm2

and is 102.0cm long, while Rijke tube B has a cross section of 9.3 × 9.5cm2 and a
length of 104.0cm. Separate decouplers of dimensions 120.0 × 45.0 × 45.0cm3 are
attached to the inlet of both theRijke tubes to ensure that the flow entering the systems
is immune from the upstream disturbances. The dimensions of the decoupler being
much bigger than the cross section of the duct, the pressure is maintained at ambient
conditions (acoustic pressure fluctuations, p′ = 0Pa) at both ends. Separate heating
elements are located at a distance of 27.5cm from the decoupler in each system. A
mean air flow rate of 40 SLPM is supplied to each system through separate mass flow
controllers (Alicat Scientific, with an uncertainty of ±0.52 SLPM). The decay rates
of each system are experimentally measured in the absence of flow by subjecting the
systems to external sinusoidal perturbations using a loudspeaker (Ahuja AU60). The
acoustic decay rate values for Rijke tube A and Rijke tube B are measured to be 14.5
± 0.5 s−1 and 12.7± 0.6 s−1, respectively.Wemaintain the acoustic decay ratewithin
bounds to ensure consistency in the experimental conditions and the repeatability of
the experimental results.

The characterization of the individual Rijke tube oscillators is performed by
analysing their amplitude and frequency response with a change in the heater power
(K). Figure1b shows the variation of root-mean-square value, henceforth referred
to as amplitude, of acoustic pressure oscillations (p0) of the uncoupled oscillators
A and B with the heater power (K). We observe that both the systems exhibit Hopf
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bifurcation, i.e., the transition from a steady state to stable limit cycle oscillations
(shown in Fig. 14c, d), at different critical values of K , owing to the difference in
decay rates of each oscillator. We also observe a small difference in the frequency
of oscillator A (165.0Hz) and B (162.8Hz) due to the difference in their lengths. In
order to study the dynamics of identical oscillators, the amplitude and frequency of
oscillator A are adjusted by varying the heater power and the length of the oscillator,
respectively, such that the resultant uncoupled amplitude and frequency values of
oscillator A are equal to that of oscillator B.

The position of a square extension duct of side 9.0 and length 12.0cm is manually
changed to vary the natural frequency of Rijke tubeA initially from 165.0 to 162.8Hz
to make both Rijke tubes oscillators identical. Although identical conditions cannot
be attained in practice and the oscillators are only nearly identical, the uncertainty
being small, we refer to these oscillators having nearly equal amplitude and frequency
as identical in the subsequent sections. The limit cycle dynamics of these systems
are coupled by connecting them using a vinyl tube, whose length and diameter are
varied as control parameters (see Fig. 14a). The length (L′) of the connecting tube
is varied from 72.0 to 132.0cm in steps of 5.0cm, while the diameter (D) is varied
from 0.4 to 1.2cm in steps of 0.2cm. Here, the length of the connecting tube (L′)
is normalized with the wavelength (L = L′/λ, where λ = c/f0B and c is the speed
of sound at ambient conditions) of acoustic standing wave developed in oscillator B
(the oscillator whose length remains constant throughout the study). The coupling
ports for the vinyl tube, indicated as VA and VB, are located at a distance of 46.5cm
from the outlet of both the Rijke tubes and are equipped with ball-type valves which
are manually opened to initiate the coupling between the systems.

Simultaneous measurements of acoustic pressure fluctuations are performed prior
to and after the initiation of coupling using pressure transducers (PCB 103B02, with
anuncertainty of±0.2Pa) located at positionsPA andPB, at a distanceof 31.5cmfrom
the outlet of the tubes, as shown in Fig. 14a. The data are acquired from each oscillator
at a sampling rate of 10 kHz for a duration of 25 s for each set of experiments using a
DAQsystem (NIUSB6343).All experiments conducted to study the synchronization
and the suppression of oscillation after coupling are carried out at values sufficiently
away from the Hopf point of both the oscillators.

Further analysis on the coupled dynamics of these oscillators is performed after
an introduction of frequency and amplitude mismatch in the system. The amplitude
mismatch (�p0) and frequency detuning (�f ) in the system are defined as �p0 =
|p0A − p0B| and �f = |f0A − f0B|, where {p0A, f0A} and {p0B, f0B} are the amplitudes
and frequency of oscillator A and B, respectively, in their uncoupled state. Since the
frequency of acoustic oscillations in the duct is directly dependent on its length, the
frequencies of oscillator A are varied from 147.8 to 162.8Hz by varying its effective
length using an extension duct. This frequency variation in oscillator A corresponds
to 0 to 15Hz of frequency detuning in the system. The frequency of limit cycle
oscillations in oscillator B (f0B) is maintained constant throughout the study. The
normalized frequency detuning (�f /f0B) corresponding to this frequency change in
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oscillator A with respect to oscillator B is nearly 0 to 0.092. Similarly, the amplitude
mismatch between the acoustic oscillations in both the oscillators is introduced by
varying the heater power (K) of oscillator A with respect to that of oscillator B.

5 Experimental Results and Discussions

5.1 Effect of Variation in Coupling Parameters on Identical
Oscillators

The primarymethodology adopted to quench thermoacoustic oscillations in identical
Rijke tube systems is to vary the length (L) of the connecting tube having a diameter
of 1.0cm. Towards this purpose, the amplitude and frequency in the uncoupled state
of the Rijke tube oscillators A and B are maintained at nearly equal values, and the
acoustic response of the systems is measured for each length (L) of the connecting
tube. The synchronization analysis of the acoustic pressure data is performed by
extracting the instantaneous phases of both the oscillators using the Hilbert transform
[2],which helps in extending the signal from the real plane to a complex plane.Hence,
we obtain the analytic signal, ζ(t) = p(t) + pH (t), where p(t) is the acquired pressure
signal and pH (t) is its corresponding Hilbert transformed signal given by,

pH (t) = 1

π
P.V .

∞∫

−∞

p(τ )

t − τ
dτ, (21)

where P.V . is the Cauchy Principal value. The instantaneous phases of each signal,
�(t), is obtained from the analytic signal as ζ(t) = A(t) exp(i�(t)). The relative
phase between the signals of oscillators A and B is obtained from the difference
of their instantaneous phases (�A(t) and �B(t), respectively) as ��(t) = �A(t) −
�B(t). When the coupled oscillators are synchronized, the temporal variation of
relative phase between them fluctuates around a constant value. This constant value
of relative phase is computed in terms of mean phase difference between the two
signals (|��|) as follows:

|��| = 1

N

N∑

t=1

|��(t)|, (22)

where N is the total number of samples in the signal and ��(t) is the instantaneous
phase difference (wrapped in the interval of 0◦ and 180◦) between two oscillators.

Figure15a shows the two-parameter bifurcation plot between the uncoupled
amplitude (p0) of the oscillators and the length (L) of the connecting tube used for
coupling the identical oscillators. We observe that for lower values of p0, the coupled
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Fig. 15 a Two-parameter bifurcation plot between the uncoupled amplitude of pressure oscillation
(p0) and the length (L) of the connecting tube, displaying the coexistence of amplitude death and
phase-flip bifurcation in a system of identical oscillators. Depending on the value of the uncoupled
amplitude of the oscillators, the coupled dynamics of the system exhibits either; b phase-flip bifur-
cation for higher values, or c transition from anti-phase (AP) to in-phase synchronization (IP) via
amplitude death (AD) for lower values. Reproduced with permission from [57]

dynamics exhibited by the system transition from a state of anti-phase synchroniza-
tion to in-phase synchronization via an intermediate state of amplitude death (AD)
as L is increased (as shown in Fig. 15c). The state of anti-phase synchronization is
characterized by a phase shift of nearly 180◦ between the oscillators, whereas, during
the state of in-phase synchronization, both oscillators exhibit nearly 0◦ of phase shift.
The dominant frequency of the oscillators is observed to be lower during anti-phase
synchronization and higher during in-phase synchronization, as compared to their
uncoupled value. In the intermediate state between anti-phase and in-phase synchro-
nization, we observe complete quenching of oscillations in both the oscillators due to
coupling, and thus, the system behaviour converges to a homogeneous steady state.
Such a state of coupled dynamics is termed as amplitude death [59]. The instanta-
neous phase calculated using the Hilbert transform is undefined due to the lack of
oscillations during this state and hence is not discussed in Fig. 15c.

When the amplitude of acoustic pressure oscillations in the uncoupled state of
the oscillators is sufficiently high, we observe an abrupt transition from anti-phase
synchronization to in-phase synchronization, as the length of the connecting tube is
increased (see Fig. 15b). During this transition, themean value of the phase difference
between the oscillators abruptly changes from nearly 180◦ to 0◦ [Fig. 15b(I)], which
is accompanied by a corresponding jump in their dominant frequency [(Fig. 15b(II)].
Such a sudden switching of phase difference between the oscillators at a critical value
of the coupling parameter is commonly referred to as phase-flip bifurcation, PFB [60].
The direction of jump in the frequencies of oscillators during the PFB observed in
our system is opposite to what is usually reported in the literature [60, 61], where
such a synchronization transition is associated with a decrease in the frequency of
oscillators. From Fig. 15b, we observe that the critical value of L at which the PFB
happens is around 0.53. Previous theoretical studies by [49, 51] on similar Rijke tube
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oscillators have reported the existence of AD in identical oscillators. They showed
that, when the oscillators are only time-delay coupled, the increase in amplitude of
limit cycle oscillations reduces the region for which AD is observed in the parameter
space of coupling constants (i.e. delay and coupling strength) in the system.However,
their study did not report the existence of PFB in the model of coupled Rijke tube
oscillators. We, here, report the first experimental evidence of phase-flip bifurcation
in coupled thermoacoustic systems. We also conclude that a connecting tube of
appropriate length (in the range shown in the Fig. 15a) is sufficient to quench the
undesired thermoacoustic oscillations with low amplitude and is insufficient to do
so for the high-amplitude oscillations in coupled Rijke tube oscillators.

Now, let us take a closer look at the suppression behaviour of acoustic oscilla-
tions in coupled identical Rijke tubes when the amplitude of their oscillations in the
uncoupled state is low (p0 = 40Pa) and high (p0 = 120Pa). We study this behaviour
of oscillators when the dimensions (L and D) of the connecting tube are varied.
Here, the suppression in the amplitude is quantified as �p = p0 − p, where p0 and p
are the amplitudes of acoustic pressure oscillations before and after the initiation of
coupling, respectively. The suppression is normalized with the uncoupled amplitude
(p0) such that �p/p0 = 1 corresponds to complete suppression (or amplitude death)
and �p/p0 = 0 points towards the lack of suppression in the amplitudes of Rijke
tube oscillators.

When the amplitude of pressure oscillations is low (p0 = 40Pa), we observe that
the relative suppression of coupled oscillations varies significantly with the diameter
of the connecting tube (Fig. 16a). For smaller diameters of the connecting tube (D =
0.4 and 0.6cm), we observe the presence of weak coupling between the oscillators
A and B when L < 0.48, which, in turn, is projected as the lack of suppression in the
oscillations in Fig. 16a. In contrast, we observe a complete suppression in oscillations
for L ≥ 0.48 until the system dynamics transition to in-phase synchronization at L =
0.58. Such an interaction among the oscillators leading to changes in the amplitude
of coupled oscillations for L ≥ 0.48 suggests the existence of stronger coupling
between them. When the diameter of the connecting tube is larger, D ≥ 0.8cm, we
observe an increase in the suppression of acoustic pressure oscillations in coupled
Rijke tubes, in the entire range of L considered in our study. Furthermore, the system
dynamics exhibits the state of amplitude death (�p/p0 → 1) for L ranging from
0.39 to 0.58, irrespective of the value of D used for the connecting tube. These
observations further suggests that, the occurrence of AD is possible only for certain
combinations of dimensions (L and D) of the connecting tube when low-amplitude
identical Rijke tube oscillators are coupled.

For the case shown in Fig. 16b with p0 = 120Pa, we see that the variation in
the relative suppression (�p/p0) of acoustic pressure oscillations with the length
of the connecting tube remains nearly the same, irrespective of the diameter of the
connecting tube used. Hence, we can conclude that any combination of length and
diameter of the connecting tube considered in the current study proves ineffective in
suppressing high-amplitude pressure oscillations of identical Rijke tube oscillators.
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Fig. 16 Variation of relative suppression in the amplitude of acoustic pressure oscillations (�p/p0)
in oscillator A is plotted with respect to the length of the connecting tube (L); for various values
of diameter (D). The amplitude of uncoupled oscillations, p0, is 40Pa in (a) and 120Pa in (b). A
similar trend can be observed in the case of oscillator B. Reproduced with permission from [57]

5.2 Effect of Frequency Detuning on the Amplitude
Suppression Behaviour of Coupled Oscillators

Having discussed the insufficiency of variation in the dimensions (i.e. length and
diameter) of the connecting tube in complete suppression of high-amplitude acous-
tic pressure oscillations (p0 > 60Pa), we introduce frequency detuning in the system
to suppress them. The amplitudes of limit cycle oscillations in the uncoupled state,
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Fig. 17 Variation of a relative suppression in the response amplitudes and b dominant frequencies
of oscillators A and B after coupling for different values of frequency detuning,�f , when L = 0.48,
D = 1.0cm and p0 = 120Pa. The time series corresponding to various states of coupled dynamics
observed for frequency detuning of c 0Hz—no suppression, d 4.0Hz—significant suppression,
e 7.0Hz—amplitude death, and f 15.0Hz—partial amplitude death. Reproduced with permission
from [57]

p0, of both the oscillators are kept nearly constant at 120Pa. The dimensions of
the connecting tube (L = 0.48 and D = 1.0cm) are fixed such that they correspond
to maximum suppression of limit cycle oscillations after coupling (as observed in
Fig. 16a, b). The introduction of frequency detuning in coupled Rijke tubes engen-
dered an increase in the suppression of pressure oscillations in both the systems
(Fig. 17a). For low values of detuning (say 0–5.0Hz), we observe that the suppres-
sion in the amplitude of coupled oscillations increases monotonically with detuning.
We observe nearly 10% reduction in the amplitude of limit cycle oscillations in both
the Rijke tubes for �f = 0Hz (Fig. 17c), which increases to nearly 60% for �f =
4.0Hz (Fig. 17d). In addition to the reduction in amplitude, we also note that coupling
these detuned oscillators causes mutual synchronization between them, leading both
the oscillators to stabilize at identical frequencies (as shown in Fig. 17b). With fur-
ther increase in the value of frequency detuning, 4.0Hz < �f < 9.0Hz, we observe
complete quenching of pressure oscillations (i.e. �p/p0 ≈ 1) in both the systems,
which is also referred to as the state of amplitude death. Figure17e represents such
a case of amplitude death, with simultaneous quenching of oscillations in both the
oscillators, leading to the absence of periodic behaviour in their dynamics, for�f =
7.0Hz.

When the frequency detuning in the system is sufficiently large, �f > 9.0Hz,
we observe that one among the oscillators regains its periodic oscillations while the
other oscillator remains in a nearly quenched state. Such a phenomenon of oscillation
quenching, where limit cycle oscillations of one oscillator coexists with a nearly
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Fig. 18 Two-parameter bifurcation plots between frequency detuning in the system (�f ) and
length of the connecting tube (L) for diameter values of a 0.6cm, b 0.8cm, c 1.0cm, and d 1.2cm
when p0 is fixed at 120Pa in both the oscillators. Various states of coupled dynamics namely
limit cycle oscillations (LCO), partial amplitude death in oscillator A (PADA), partial amplitude
death in oscillator B (PADB), and amplitude death (AD) are depicted in the plots. Reproduced with
permission from [57]

quenched state of another due to coupling, is referred to as partial amplitude death
[62, 63]. For the frequency detuning of�f = 15.0Hz, we notice that the oscillations
in Rijke tube B are nearly quenched (i.e., minimal fluctuations) while that in Rijke
tube A retain the state of large amplitude limit cycle oscillations (see Fig. 17f). We
also note that during the state of partial amplitude death, both the oscillators exhibit
identical frequencies (see Fig. 17b), whose value tends to be closer to that of the
oscillator with higher amplitude. In other words, in Fig. 17f, where oscillator A
exhibits higher amplitude oscillations compared to oscillator B, both the oscillators
oscillate with a frequency near the uncoupled frequency value of oscillator A (see
Fig. 17b). This also suggests that the oscillator which regains its oscillations during
the state of partial amplitude death drives the oscillations in the other oscillator which
is oscillating at significantly lower amplitudes.

In Fig. 18, we show the coupled dynamics of limit cycle oscillations (LCO) devel-
oped in detuned Rijke tube oscillators for various dimensions (L and D) of the con-
necting tube. The amplitudes of both LCO are fixed at 120Pa in their uncoupled
state. Two-parameter bifurcation plots between the length of the connecting tube (L)
and the frequency detuning between oscillators (�f ) are plotted for various values
of connecting tube diameters (D). For a lower value of the tube diameter,D = 0.6cm
(Fig. 18a), we notice the existence of only LCO and PAD dynamics for the range
of L and �f investigated in this study. The coupling induced by smaller diameter
tube being weak and hence is insufficient to simultaneously quench the oscillations
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in both the oscillators. The effect of finite detuning (�f > 3.0Hz) for L = 0.56 is
noticed only in oscillator B, where the LCO is quenched while they are retained in
oscillator A, indicated as PADB in Fig. 18a. On the other hand, when the tube diame-
ter is sufficiently large,D = 0.8, 1.0 and 1.2cm, we see the existence of all LCO, AD
and PAD states in the coupled dynamics of both the Rijke tubes (see in Fig. 18b–d).
For lower values of frequency detuning (�f < 4.0Hz), we observe LCO in both the
oscillators, irrespective of the value of L for all these diameters. When the frequency
detuning is relatively high (�f > 5.0Hz), oscillation quenching is observed for a
specific range of L in either one or both the Rijke tube oscillators, depending on the
dimensions of the tube as is explained subsequently.

For the case of D = 0.8cm, shown in Fig. 18b, we observe that the AD region is
limited to L ≈ 0.5 at �f = 3.0 to 10.0Hz. For larger values of detuning (�f = 8.0
to 13.0Hz), we observe the occurrence of PAD along with the states of LCO and
AD in our system. Here, the oscillation quenching states (PAD and AD) are limited
over the range of L from 0.46 to 0.55. At very high values of frequency detuning
(�f > 13.0Hz), the occurrence of PAD states alone is witnessed for this range of L
in the system. A similar scenario is observed in the case of D = 1.0cm as shown in
Fig. 18c; however, we observe that the overall zone of suppression (region covered
by AD and PAD states) is increased. For larger values of diameter, D = 1.2cm (see
Fig. 18d), the value of �f corresponding to the occurrence of PAD is lower than that
corresponding to the state of AD. Further we observe that for �f ranging from 6 to
15Hz, we observe the existence of AD, PAD and LCO for varying values of L. This
is in contrast with the behaviour shown by smaller diameters such as 0.8 and 1.0cm,
where we observe the state of PAD and LCO alone at frequency detuning values of
�f > 13.0Hz (Fig. 18b,c). Thus, we can conclude that the amplitude suppression
zone of LCOs in coupled Rijke tubes is increased due to the addition of frequency
mismatch between the systems, and the suppression is maximum for a finite range
of L around 0.5 and D = 1.0cm.

6 Summary

We explored the effect of time-delay and dissipative couplings on the occurrence of
amplitude death phenomenon in a system of two coupled thermoacoustic oscillators
known as horizontal Rijke tubes. Bifurcation plots obtained from the mathematical
model give us an idea about the combination of coupling parameters that need to be
set to achieve AD in the thermoacoustic oscillators considered. The results indicate
that AD is more easily achieved when both the couplings are applied together. The
fact that, theoretically AD is possible under asymmetric coupling and in coupled
oscillators with dissimilar amplitudes is also demonstrated. This phenomenon of AD
in the Rijke tube oscillator model, if found experimentally feasible, can be extended
to real combustion systems where the unwanted high-amplitude oscillations which
may lead to a serious structural damage can be inhibited. The theoretical finding that
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AD can occur even in oscillators with considerably dissimilar amplitudes also needs
experimental verification in practical thermoacoustic systems.

Further, with the use of a single connecting tube of appropriate length and diame-
ter, we showed that limit cycle oscillations having low amplitudes can be completely
quenched in both the oscillators. However, in order to quench the limit cycle oscilla-
tions with high amplitude in either one or both the oscillators, we need to have a finite
frequency detuning in the system. We observe that, when oscillators of nearly equal
amplitude and frequency are coupled, we observe the coexistence of amplitude death
(AD) and phase-flip bifurcation (PFB) in the system. In coupled identical oscillators,
the dynamics of low-amplitude limit cycle oscillations transition from anti-phase to
in-phase state of synchronization via an intermediate state of AD. However, for
high-amplitude oscillations, the system displays PFB. Hence, we conjecture that the
amplitude of limit cycle oscillations in identical oscillators determines the coupling
requisites (length and diameter of the tube) necessary for affecting the amplitude of
each oscillator. For a given length and diameter of the connecting tube, when the
amplitude of limit cycles is low, the oscillators are weak, and hence, the coupling
induced due to a given tube diameter is sufficient to cause AD in the system. On the
other hand, when the amplitude of limit cycles is sufficiently large, the oscillators are
considerably strong that AD is not achievable with the same diameter of the tube.

Our study finds applications in controlling and suppressing undesirable ther-
moacoustic oscillations produced in various physical systems such as multiple can
and can-annular combustors. Moreover, the systematic investigation of oscillation
quenching behaviour of coupled highly turbulent combustors and systems that exhibit
thermoacoustic instabilities with several natural frequencies requires further inves-
tigation.
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TEC Toyo Engineering Cooperation
THC Total hydrocarbons
UOP Universal Oil Products

1 Introduction

Global climate change due to the rapid increase in CO2 emissions especially caused
by aviation is one of the critical issues that can be solved through international
collaborations. Although the amount of CO2 emissions from aviation consists of only
around 2% of the total CO2 emissions, it is of crucial importance to start suppressing
emissions caused by air traffic as early as possible. Recent rapid growth of aviation
transportation has caused many activities that could curtail CO2 reduction form
aviation. Much efforts are in progress in other fields, such as electric and hybrid
vehicles in the automotive sector and carbon dioxide capture and storage (CCS)
installations in power generation plants. It should be noted that more than 90% of
CO2 emissions from commercial aircraft operations are generated by large aircraft,
indicating of pursuing research to reduce commercial aircraft emissions with a focus
on technology applicable to large commercial aircraft [1].

In aviation, alternative fuels are considered one of the important options to
suppress CO2 emission, while their specifications are strictly defined in ASTM
D7566 “Standard Specification for Aviation Turbine Fuel Containing Synthesized
Hydrocarbons” [2]. Its Annexes define not only the chemical and physical properties
but also the manufacturing process of those fuels, which is of prime importance from
the aviation safety point of view.

In our joint research group between JAXA and the University of Tokyo, discus-
sions and investigations of bio-derived aviation alternative fuels started in 2010. At
JAXA, the impact of introducing biofuels in turbofan jet engines has been inves-
tigated [3] and combustion testing begun with available (not-certified and general)
bio-fuel (Fatty acid methyl-ester, FAME fuel) in 2011 [4]. As expected, the fuel had
higher CO emissions at low load conditions due to low flame temperature [5].

In 2017, Mitsubishi-Hitachi Power System (MHPS) with partners (Toyo Engi-
neering Cooperation (TEC), Chubu Electric Power and JAXA) started a project to
conduct a pilot-scale plant testing on a Fischer-Tropsch Synthetic Paraffin Kerosene
(FT-SPK) fuel production derived from lignocellulosic biomass supported by NEDO
[6]. For this project, JAXA participated to conduct the final combustion tests of the
product. In addition, the University of Tokyo and JAXA conducted fundamental
research on biofuels combustion supported by KAKENHI.

This article presents the results of investigations on aviation certified biofuels to
understand the limitations and potentials of bio-derived aviation fuels as a contri-
bution towards more environmentally friendly aviation. It further focuses on emis-
sion characteristics and flame stability with Jet A1 and HEFA fuels using the same
configurations.
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The alternative turbine fuel used in this study was hydro-treated ester and fatty
acid (HEFA) made from tallow fat, provided by Honeywell UOP/Nikki Universal.
The manufacturing process is specified in Annex 2 of ASTMD7566. The HEFA fuel
was available for commercial flights if the blending ratio did not exceed 50 vol.% as
specified in Annex 2.

Specifications forHEFAare provided inASTMD7566Annex2 [7]. Tounderstand
the similarities and differences of HEFA fuel compared to the baseline Jet A1 fuel,
the properties of HEFA fuel were analyzed. Table 1 summarizes the result.

2 Combustor Tests and Conditions

2.1 Basic Combustion Tests

Several basic tests were conducted to understand the overall combustion character-
istics of the mentioned fuels, including instabilities. Obtained data were analyzed to
evaluate important structures of combustion, as well as air and fuel conditions.

Figure 1 shows a schematic and a photograph of one of the tested injectors.
Figure 2 shows the experimental apparatus for the measurement of spray droplet
diameter distribution, in which spray testing with swirled flow was realized. For the
droplet measurement, Interferometric Laser Imaging for Droplet Sizing (ILIDS) was
used [8–10].

Test conditions are shown in Table 2.
Single droplet evaporation tests were conducted using an apparatus shown in

Fig. 3. The droplet diametermeasurementwas conductedwith themethod introduced
by Nakaya and co-workers [11] both in normal and microgravity conditions.

Test conditions are shown in Table 3.
Combustion instability experiments with a fuel nozzle configuration such as for

droplet diameter measurement were investigated at the University of Tokyo hyper-
sonic and high-temperature wind tunnel. Figure 4 shows a schematic of the test
apparatus. High-temperature air from the heater was injected into the experimental
apparatus and high pressure was reached due to the choked nozzle further down-
stream. The flow was exhausted to the building’s environment through the silencer
tower (not shown in the schematics). CH* Chemiluminescence of the flame and Mie
scattering of the spray were taken using high-speed cameras (Vision Research Inc.,
Micro LC 310, and MiroEx2) at 2000 and 1000 fps, respectively.

Test conditions are shown in Table 4.
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Table 1 Chemical and physical analysis of the fuels

Properties HEFA D7566
Table A2.1-2

Jet A1 Jet A1: HEFA
= 50:50

D7566
Table 1

Test method

Freezing
point (°C)

−58.5 <−40 −48.0 −51.5 <−47 JIS K 2276

Dynamic
viscosity
(mm2/s)
@15 °C

1.963 N/A 1.655 1.786 <8 (−20 °C) JIS K2283

Surface
tension
(mN/m)

22.5 N/A 23.6 23.1 N/A JIS K 2241

Density
(g/cm3)
@15 °C

0.7554 0.73–0.77 0.7886 0.7732 0.775–0.840 JIS K 2249-1

Net heat of
combustion
(MJ/kg)

44.14 N/A 43.38 43.73 >42.8 JIS K 2279

Physical
distillation

JIS K 2254

Initial
boiling point
(°C)

146.5 N/A 148.5 148.5 N/A

10%
recovered
temp. (°C)

165.0 <205 164.5 165.0 <205

50%
recovered
temp. (°C)

208.0 Report 193.5 198.5 Report

90%
recovered
temp. (°C)

253.5 Report 237.5 247.0 Report

Final boiling
point (°C)

269.0 <300 259.0 262.0 <300

Lubricity
(mm)

1.04 N/A 0.83 0.87 <0.85 ASTM D5001

Carbon
(mass%)

84.7 N/A 86.1 85.4 N/A JPI-5S-65

Hydrogen
(mass%)

15.2 N/A 13.8 14.5 N/A

Sulfur
(mass%)

<0.0001 <0.0015 0.0006 0.0003 <0.3 JIS K 2541-6

Composition ASTM D1319

Paraffin
(vol.%)

98.4 Report 79.1 89.1 N/A

(continued)
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Table 1 (continued)

Properties HEFA D7566
Table A2.1-2

Jet A1 Jet A1: HEFA
= 50:50

D7566
Table 1

Test method

Olefin (vol.
%)

0.9 N/A 3.0 1.6 N/A

Total
aromatics
(vol.%)

0.7 N/A 17.9 9.3 8-25

Aromatics ASTM D6379

Benzenes
(vol.%)

<0.1 N/A 19.1 10.2 N/A

(mass%) <0.1 N/A 21.3 11.6 N/A

Naphthalene
(vol.%)

<0.1 N/A 0.1 0.1 N/A

(mass%) <0.1 N/A 0.2 0.1 N/A

Total
aromatics
(vol.%)

<0.1 N/A 19.2 10.3 8.4–26.5

(mass%) 0.1 N/A 21.5 11.8 N/A

(a) Schematic view (b) Photograph

Fig. 1 Double-swirl air-blast fuel nozzle

2.2 Single Sector Combustor Testing at JAXA Combustion
Test Rig

Two types of single-injector combustors were used for testing at JAXAAP7medium-
pressure test rig, with the maximum inlet temperature, pressure, and air-mass flow
of 1000 K, 10 bar and 2 kg/s, respectively. Figure 5 shows the schematic of the test
facility showing especially the air supply system.
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Fig. 2 Schematic of the experimental apparatus for droplet size measurement of a double-swirl
injector at atmospheric condition

Table 2 Droplet diameter measurement test condition

Case Air flow rate Swirl number Equivalence ratio Fuel

B1 15 (g/s) 0.13 0.71 Jet A1, HEFA

Combustion chamber, Silica fiber, High-speed camera, Camera head,  LED back 
light,  12V battery, Electric furnace, Glass tube, Servomotor, Camera, UPS, 
Thermocouple, Video camera, Pressure measurement, 1 Solid state relay, Temperature 

controller, Circuit breaker

Fig. 3 Droplet evaporation test apparatus
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Table 3 Single droplet evaporation test condition

Case Temperature Pressure Gas composition Fuel

B2 750 °C Ambient pressure Nitrogen 100% Jet A1, HEFA

Fig. 4 Schematic of the experimental apparatus for double-swirl injector combustion testing at
high pressure and temperature condition

Table 4 Test condition for high-temperature and pressure combustion at University of Tokyo
combustion wind tunnel

Case Air temperature Air pressure Equivalence ratio Fuel

B3 600 K 500 kPa 0.71 Jet A1, HEFA

Fig. 5 Schematic of JAXA AP7 medium-pressure test rig (air supply system)
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Fig. 6 Combustion test pressure casing overview

Whole test chambers are installed in a test pressure casing retractable from the
facility to hold several different types of combustion chambers. Figure 6 shows an
enlarged image of the pressure casing portion. The tested combustion chamber is
installed in a pressure casing and connected to the fuel supply system. Cables from
the measurement equipment are connected via the pressure casing.

This test rig is usually used for the demonstration of new combustor concepts and
for the development of innovative measurement technologies. Crystal glass windows
were installed in both the facility pressure casing and the combustor liner so that the
high-pressure combustion phenomena can directly be observed from outside of the
casing (see Fig. 7). An exhaust gas sample probe with eightψ0.8 mm sampling holes
was located at the exit of the combustor liner (Fig. 7).

The samples from the exhaust gas were led to the measurement instruments
through a stainless-steel tube connected to a valve to control the mass flow and
temperature of the sample gas. NOx concentration was measured using a chemilu-
minescence detector (CLD), CO, and CO2 concentrations were measured through
nondispersive infrared detectors (NDIR), and total hydrocarbon (THC) concentration
was measured using a flame ionization detector (FID), Horiba MEXA ONE. Non-
volatile particle matter (nvPM) mass concentration was measured using a photoa-
coustic soot sensor (PASS), AVLMSS 483. The number of nvPMwas also measured
through a condensation particle counter (CPC) with a particle remover (VPR). A
condensation particle counter (CPC) is a particle counter that detects and counts
aerosol particles by first enlarging them and using the particles as nucleation centers
to create droplets in a supersaturated gas (see Fig. 8). In this study, nucleation is
accomplished through thermal diffusion (working gas is n-butanol).
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Fig. 7 View inside the pressure casing (viewed from upstream)

Fig. 8 Schematic of a condensation particle counter (CPC)

Spatial distribution of soot concentration was estimated using Hottel and
Broughton two-color radiometry [12].

One of the tested combustors (case 1) was a RQL combustor [13] as shown in
Fig. 9, wherein 10% of total air flow entered through the upstream Parker-Hannifin
type air-blast fuel nozzle [5] (Fig. 10), while the remaining 90% of total air entered
through the air holes located on the combustor liner (seen in Fig. 9 as combus-
tion/dilution air holes). The other combustor (case 2) was a concentric lean-burn
burner [14] as seen in Fig. 11, which consisted of a pilot diffusion burner located at
the center and a lean premix main burner surrounding it. Only the pilot burner was
fueled at low load inlet air condition, while at high load conditions both pilot and
main burner were fueled.

Combustion tests were performed for the conditions shown in Table 5.
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Fig. 9 Test chamber for RQL combustor

Fig. 10 Parker-Hannifin type air-blast fuel nozzle [13]

3 Results

3.1 Results of Basic Combustion Testing

To investigate the spray shape and structure inmeasurement locations,Mie scattering
image was taken in the atmospheric pressure combustion test apparatus. Figure 12
shows the Mie scattering image for the same condition as droplet diameter distribu-
tion measurement shown in Table 2 (fuel was Jet A1). Time-averaged CH* chemilu-
minescence images for the two fuel were shown in Fig. 13. Squares in Figs. 12 and
13 indicate the locations of the ILIDS measurements.
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Fig. 11 Concentric lean
burn burner

Table 5 JAXA combustion rig test conditions

Case Combustor Inlet temperature
(K)

Inlet pressure
(kPa)

Pressure loss
ratio (%)

Fuel injection
type

1-1 RQL 450 350 4.0 N/A

1-2 500 500 4.0 N/A

1-3 550 800 4.0 N/A

2-1 Lean burn 450 360 4.0 Pilot only

2-2 760 700 4.0 Pilot + main
(pilot = 20%)

2-3 760 700 4.0 Pilot + main
(pilot = 15%)

Mie scattering image shown in Fig. 12 suggests that spray flame relatively
distributes near the center line from the injector exit. The density of the spray
decreases with the distance downstream from the injector exit, and most of the spray
droplets evaporate around Z = 50–70 mm. The location is close to the lifted flame
position as seen in Fig. 13. These observations suggest that the spray distribution in
the test configuration and condition is nearly 1-dimensional along the center line.
In this sense, the selected ILIDS measurement points cover unburned, flame, and
burned regions, and the selected measurement positions are adequate to investigate
the atomization, evaporation, and combustion processes.

Figure 14 shows an example of droplet diameter distribution measurement using
ILIDS. Each droplet is represented by an interference fringe and the fringe number
accounts for the droplet diameter scaling.
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Fig. 12 Spray scattered image (fuel: Jet A1)

Fig. 13 Time-averaged image of CH* chemiluminescence
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Fig. 14 Example of ILIDS
measurement

Figure 15 shows droplet diameter distribution at 30mmdownstream from injector
exit both for Jet A1 (a) and HEFA (b) fuels. The location is well upstream from a
flame location indicated in Fig. 13 and atomization characteristics can be compared
between the two fuels. Measured Sauter Mean Diameter indicated in Fig. 15 was
slightly larger for cases using HEFA compared to Jet A1 experiments.

Figure 16 shows the change of Sauter Mean Diameter with distance from the
injector exit. In the figure, calculated value using an empirical equation proposed
by El-Shanawany and Lefebvre [15] for the two fuels are plotted. The equation is
expressed as follows:

SMD

Dh
=

(
1 + 1

AFR

)[
0.33

(
σL

ρAU 2
ADP

)0.6(
ρL

ρA

)0.1

+ 0.068

(
μ2

L

σLρL DP

)0.5
]

where SMD is the Sauter Mean Diameter, Dh is the hydraulic diameter of injector
exit, Dp is liquid film diameter,UA is airflow velocity, ρL is liquid density, ρA is gas
density, σL is surface tension of liquid,μL is viscosity coefficient of liquid, and AFR
is mass air fuel ratio.

Figure 17 shows the change of estimated axial velocity with distance from injector
exit. This estimation was made using the moving speed of drops in the measurement
location.

From Figs. 16 and 17 it can be deducted that measured and estimated SauterMean
Diameter immediately after the injection was slightly larger for HEFA compared to
the case of Jet A1. This indicates that atomization characteristics are better for Jet A1
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(a)  Jet A1

(b)  HEFA

Fig. 15 Droplet diameter distribution at 30 mm downstream from injector exit. a Jet A1, b HEFA

Fig. 16 Change of Sauter Mean Diameter with distance from injector exit

than HEFA. Table 6 shows a summary of the related properties used in the equation
for SMD calculation. The slight difference in atomization characteristics comes from
the difference of related properties used in the equation.
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Fig. 17 Change of axial velocity with distance from injector exit

Table 6 Comparison of
properties related to the
equation by El-Shanawany
and Lefebvre (taken from
Table 1)

Properties HEFA Jet A1

Dynamic viscosity (mm2/s) @15 °C 1.963 1.655

Surface tension (mN/m) 22.5 23.6

Density (g/cm3) @15 °C 0.7554 0.7886

Atomization characteristics are an important factor in determining the combustion
stability. Evaporation ratewasmeasured fromsingle droplet evaporation tests in high-
temperature vessels. Figure 18 shows an example of back-lit image of an evaporating
droplet. This single droplet evaporation test relies on the diameter (d) squared (d2)
law [16]. For the evaporation and combustion of single droplets, the square of the

Fig. 18 Appearance of droplet during evaporation testing



338 H. Fujiwara et al.

droplet diameter changes linearly with time. This constant of proportionality for the
evaporation case is called the evaporation rate constant, Kv. This constant, after a
short period of initial heat-up period, takes almost no change in value.

Figures 19 and 20 compare the time history of droplet diameter squared and
instantaneous evaporation rate constant for Jet A1 and HEFA, respectively. For both
fuels, the evaporation rate constant for most of the time takes nearly constant value
except the initial and terminating periods. Average values from 40 to 80% of the
time progressed were compared and Figs. 19 and 20 show a higher evaporation rate
constant for HEFA than for Jet A1. This indicates that evaporation characteristics are
better for HEFA than Jet A1 and HEFA is advantageous than Jet A1 in combustion
stability point of view. This contrast might come from the difference in the fuel
composition and further investigation may be necessary to understand the in-detail
mechanism.
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Fig. 19 Time history of droplet diameter squared and instantaneous evaporation rate constant (Jet
A1)
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Fig. 20 Time history of droplet diameter squared and instantaneous evaporation rate constant
(HEFA)

In addition, Figs. 19 and 20 show the evaporation of a HEFA and Jet A1 droplet
at microgravity, respectively. Microgravity experiments are conducted by using the
apparatus displayed in Fig. 3 under free-fall conditions. The dropping package can
fall for 1.4 s in the 10 m high drop tower of the University of Tokyo (for more infor-
mation, the authors refer to [17]). Microgravity experiments allow combustion and
evaporation without the influence of, e.g., buoyancy effects. The influence of those
effects increases with initial droplet size. Although the droplets used for the evapo-
ration experiments are bigger than 0.5 mm in diameter, the gravity and microgravity
data match and prove that evaporation data under normal gravity are reliable for the
presented conditions.

High-temperature and high-pressure combustion testing at low equivalence ratio
conditions was conducted to investigate the flame stability at those conditions. The
experiments indicate, that the pressure fluctuation characteristics are clearly different
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Fig. 21 Combustion stability in the case of high-temperature and high-pressure testing

between the stable combustion and blowout conditions. To compare the pressure
fluctuation characteristics, a parameter P ′ showing the degree of pressure variation
is defined as follows:

P ′ = 2|PC − PC |

Figure 21 shows the change of the parameter with equivalence ratio for the two
fuel types. This figure clearly shows that for both fuels there exists a threshold of
stability limit. For the blowout conditions, the pressure fluctuation is more intense
than stable combustion conditions. Figure 21 shows that the onset of instability for
HEFA as the fuel has a lower equivalence ratio than for Jet A1. In this context, the
stable combustion region is wider for HEFA than Jet A1.

It was mentioned that blowout condition in lean combustion regime shows large
pressure fluctuation with time than stable combustion condition. These pressure
fluctuations are compared in the following.

Figures 22 and 23 show pressure oscillationmeasured (time history and frequency
analysis) at a stable condition (ϕ = 0.87) for Jet A1 and HEFA, respectively.

Figures 24 and 25 show pressure oscillationmeasured (time history and frequency
analysis) at a blowout condition (ϕ = 0.52) for Jet A1 and HEFA, respectively.

For the frequency analysis, Power Spectrum Density (PSD) applying Fast Fourier
Transform (FFT) was plotted. For the stable combustion case, Figs. 22 and 23 show
similar tendencies. Frequency analysis shows several peaks,which resemble both fuel
cases. Helmholtz frequency (120 Hz) and axial-direction natural acoustic frequency
(1170 Hz) are both observed in the figures.

For the blowout condition, pressure oscillation history and frequency analysis
both shows different tendency comparing the two fuel cases. For Jet A1 shown in
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Fig. 22 Pressure oscillation measured (time history and frequency analysis; stable condition (ϕ =
0.87) and Jet A1 case)

Fig. 24, periodic vibration was observed before onset of blowout. This suggests
that the combustion oscillation occurred was related to Helmholtz-type combustion
oscillation. On the other hand, pressure history for HEFA fuel case did not show
periodic vibration and was almost irregular with time as seen in Fig. 25. Frequency
analysis also shows nearly no clear peak, especially in the low-frequency area. To
further investigate this irregular flame oscillation, flame behavior is next compared
to the two fuel cases.

Figures 26 and 27 show appearances of spray (Mie scattered image) and flame
(CH* chemiluminescence) at unstable combustion conditions (ϕ = 0.52) for Jet A1
and HEFA, respectively.
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Fig. 23 Pressure oscillation measured (time history and frequency analysis; Stable condition (ϕ =
0.87) and HEFA case)

At first, flame appearance shown in Fig. 26 is investigated. Number 1 through 8
shows a flame image for almost 1 period of the periodic oscillation. During the (1)
and (2) time period, as the combustion chamber pressure PC decreases the pressure
difference between PC and incoming air pressure Pin increases, and the large pres-
sure difference enhances air entrainment and incoming velocity. This suggests that
large amount of fuel spray is introduced due to the large pressure difference. This
is in accordance with the following images from (2) to (5) Mie scattered images.
Furthermore, an increase in air velocity related to the atomization process might
enhance the atomization characteristics. The change of the pressure difference and
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Fig. 24 Pressure oscillation measured (time history and frequency analysis; blow out condition (ϕ
= 0.52) and Jet A1 case)

the change of the sprays in time has a time delay, and the delay suggests characteristic
times for atomization and convection are apparent. CH* chemiluminescence image
from (2) to (7) shows combustion and heat release, thereby time variation of spray
and of chemiluminescence also have a time delay. This delay would be related to the
time delay due to spray evaporation and chemical reactions. CH* chemiluminescence
images of (5) and (6) are most prominent among the eight images, suggesting that
heat release is most intense. In these time period, chamber pressure PC takes highest
value. Phases in variation of heat release and pressure are likely to close each other.
Therefore, the oscillation seen in Fig. 24 might be related to the Rayleigh relation-
ship. From these observations, in the case of Jet A1 fuel, the reason for the oscillation
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Fig. 25 Pressure oscillation measured (time history and frequency analysis; blow out condition (ϕ
= 0.52) and HEFA case)

occurrence was the time delay between the pressure and heat release fluctuations was
adequate for the excitation of the Helmholtz-type combustion oscillation.

Appearances of spray (Mie scattered image) and flame (CH* chemiluminescence)
at unstable combustion condition (ϕ = 0.52) for HEFA seen in Fig. 27 does not show
similar causal relationships between spray and chemiluminescence as Jet A1 case
seen in Fig. 26.
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Fig. 26 Appearance of unstable combustion (blow out condition (ϕ = 0.52) and Jet A1 case)
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Fig. 27 Appearance of unstable combustion (blow out condition (ϕ = 0.52) and HEFA case)
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Fig. 28 Emission characteristics for RQL combustor testing (case 1)

3.2 Combustion Testing with RQL Combustor1

Combustion rig tests were conducted using two different combustors (case 1: rich
burn quick quench lean burn, RQL, Combustor, and case 2: Concentric Lean Burn
Combustor). The results obtained from RQL combustor are presented at first in this
subsection.

Three inlet air conditions (cases 1-1, 1-2, and 1-3) shown in Table 5 were tested
with total air/fuel ratios ranged from about 50 to 150. Jet A1 and HEFAwere blended
before supplying to the fuel nozzle through a T-junction when a mixture of the two
fuel was tested.

Combustion tests with each having 100% HEFA and 100% Jet A1 supplied sepa-
rately were conducted to investigate the effect of the fuel on the combustion behavior.
Figure 28 shows the non-volatile PM (nvPM), NOx, CO, and THC emission index
(in g/kg fuel) as a function of the air/fuel ratio.

The result indicates that the nvPM emission indexwas greatly reducedwithHEFA
while other exhaust gas components were like each other.

NvPM emission for each fuel increases with the increase of load (pressure and
temperature) intensity. EI CO decreases with the increase of load intensity for both
fuels, approachingperfect combustion. EINOx increaseswith the increase of pressure
and temperature for both fuels. EI THC decreases with the increase of load intensity
for both fuels like EI CO, approaching perfect combustion.

1AIAA 2016-4953 [18] and AIAA2019-1772 [19]: reprinted with permission of American Institute
of Aeronautics and Astronautics, Inc.
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Fig. 29 Comparison of nvPM mass and number (case 1-1; RQL combustor)

Figure 29 shows mass and number of nvPM emission for case 1-1. It also shows
that the maximum value of nvPM emission index appeared at the condition of air
fuel ratio of approximately 75, wherein 96% reduction of nvPMmass emission index
was observed when using HEFA instead of Jet A1, while the peak value of nvPM
number with HEFA is about 18% of that with Jet A1. The reduction of nvPM mass
with HEFA was more critical than the number of nvPM, indicating that large size
nvPMs are decreased with HEFA than Jet A1 and the average size of nvPM with
HEFA is smaller than that with Jet A1.

Figure 29 also compares the direct flame images at air fuel ratio of 75 with HEFA
and Jet A1 images captured from outside of the pressure chamber by a usual digital
camera without changing any conditions of the camera including the aperture. The
images show that HEFA had less flame brightness than that from Jet A1 combustion;
this is consistent with the above results of the reduced nvPM emission (both on
mass and number) when using HEFA. Figure 30 shows spatial distribution of soot
showing theKL factor determined usingHottel and Broughton two-color radiometry.
KL factor in Jet A1 flame shows a region having large value of KL factor around
luminous flame and on the other hand, KL factor in HEFA flame shows smaller
value than Jet A1 case. Change of KL factor with the increase of AFR shows a
similar tendency with nvPM mass and number.

In order to further examine the effect of the blending ratio of the two fuels to the
exhaust gas emission index, the blending ratio of HEFA were changed in increments
of 10%, keeping the air fuel ratio at 75. The result is shown in Fig. 31. The results
show that both nvPM mass emission index and number density were reduced with
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Fig. 30 KL factor taken from Hottel and Broughton two-color radiometry (RQL combustor)

Fig. 31 Effect of fuel composition on emission characteristics (case 1-1; RQL combustor)
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an increase in HEFA blend ratio while NOx, CO and THC remained constant. The
decrease rate of nvPMmass and number with an increase of HEFA content inmixture
fuel look slightly different by each other. This difference in emission indices and soot
distribution would be important for the different mechanisms of agglomeration and
perhaps different impacts on environment (through cirrus formation), which requires
further investigation.

3.3 Combustion Testing with Concentric Lean Burn
Combustor2

The results obtained from concentric lean burn combustor are presented in this
subsection.

Case 2-1 and cases 2-2 and 2-3 were different in fuel injection schedule. In case
2-1 only pilot fuel was injected, which represents a low load condition. Cases 2-2
and 2-3 had both pilot and main fuel injected and represents a high load condition.

Figure 32 compares the two different fuel injection schedules.
In the results of case 2-1 (pilot only), air fuel ratio was 100 and direct flame

images of the condition with pure fuel (both Jet A1 and HEFA) were compared
as shown in Fig. 32 (upper side). A blue flame was dominant with HEFA, while a
yellow flame was dominant with Jet A1. In case 2-2, both pilot and main burner were
fueled. In a previous study, a combustion instability was observed, and its phenomena
were reported, when the same combustor and injector configuration were used [21].
As expected, in the present study with Jet A1 as fuel, combustion instability was
observed at a pilot fuel ratio of up to 15% (case 2-3). Initially, the fuel injection
condition without inducing instability was examined. No combustion instability was
observed when the pilot fuel ratio was at 20% for both pure fuel cases (Jet A1 and
HEFA). The bottom side of Fig. 32 shows a comparison of the direct flame images
when the pilot fuel ratio was 20% and air fuel ratio was 35 (stable combustion
condition). The results showed that both main and pilot flames are blue when HEFA
was used, while the main flame was blue, and the pilot flame was yellow when Jet
A1 was used as fuel.

In the case of no instability cases [Case 2-1 (pilot only) and 2-3 (pilot fuel ratio
was 20%)], the emission indices were compared in Fig. 33, indicating that NOx,
THC, and CO emission were like each other. Non-volatile PM was much smaller
than in case 2-1, with only the pilot burner operational. A similar tendency was also
observed for the cases 1-1 through 1-3 with RQL combustor given earlier in this
chapter.

Figure 34 shows a comparison of NOx emission between the two fuels under the
condition of both stable and instable combustion observed in the Jet A1 case (only
pilot fuel ratio is different). Figure 34 also shows the stated pressure oscillation,

2AIAA 2018-1474 [20]: reprinted with permission of American Institute of Aeronautics
and Astronautics, Inc.
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Fig. 32 Comparison of the
direct flame images (lean
burn combustor cases 2-1
and 2-2)

Case 2-1 Pilot only case (pilot burner only, AFR = 100)

Case 2-2 Pilot and main burner case (AFR 35) 

as measured using a pressure transducer located on the liner wall at the condition
where air fuel ratio was 40.7, pilot fuel ratio was 15% and Jet A1 was used as the
fuel (top left side of the figure on the bottom). The upper figures on the bottom show
time-dependent pressure oscillation while the lower show spectrum of oscillation.
The figure shows a pressure oscillation of around 550 Hz using Jet A1 fuel. Right
side at the bottom of Fig. 34 shows the same pressure oscillation as mentioned above
(with Jet A1) at the condition when air fuel ratio was 38.5, pilot fuel ratio was 15%
using HEFA as the fuel. In the HEFA test, no oscillation was observed under any
condition as seen from the figure.
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Fig. 33 Emission characteristics for lean burn combustor testing (cases 2-1 and 2-2)

3.4 Discussions

Combustion test cases in which spray and diffusion flame region are dominant, the
effect of fuel change from Jet A1 to HEFA is remarkable especially in soot-formation
phenomena. The results showed clear reduction of Emission Index (EI) nvPM and
number density nvPM for HEFA and mixture fuels compared to pure Jet A1 and this
is attributed largely to the reduced aromatic concentration [5]. This tendencywas also
verified through KL factor distribution taken from Hottel and Broughton two-color
radiometry, which is related to soot concentration spatial distribution. Comparison
between nvPM mass and number indices, it was suggested that HEFA fuel reduces
PM mass but the rate of decrease in number nvPM was less than that in mass,
indicating a large number of smaller particles formed. These might affect the ability
to form early stage of cirrus cloud. Further, in-detail investigation is necessary.

The other combustion properties, EI of CO, NOx and THCwere almost unaffected
by the fuel change. In case 2-3, an unstable condition exhibitedwhen using JetA1, but
no visible instability occurred when using HEFA in the same condition. This might
be from the slight differences in atomization behavior due to different properties,
such as density and surface tension.

In the present combustor rig test, the fuel composition was well within the stable
combustion regimewith respect to the lean blowout. Fuel injector testing investigated
those lean blowout conditions. The test results showed a slight wider stability regime
obtained for HEFA than for Jet A1. This result is in accordancewith the consideration
given by Corporan and co-workers [22]. Edwards and co-workers [23] evaluated the
effect of fuel properties on LBO in the same combustor and the same environment
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Fig. 34 Stable and unstable combustion in lean burn combustor (cases 2-2 and 2-3)

referencing a phenomenological model developed by Lefebvre [24] as follows:

ϕLBO =
[
f pz
Vpz

][
ṁ A

P1.3
3 exp(T3/300)

][
D2

0

λeffLCV

]

The first term of the right side of the equation is a function of combustor design.
The second term represents the operating conditions. The last term embodies the
relevant fuel properties,D0,λ, andLCV, the diameter of the fuel spray, the evaporation
constant, and lower heating value for the fuel, respectively. If the experiments only
changed fuels, the ratioϕLBO becomes a ratio of the fuel properties. Ratio of properties
utilizing the present results are

(D0|JetA/D0|HEFA) = 0.97 (From SMD in Figs. 15 and 16)
(λeff|JetA/λeff|HEFA) = 0.85 (From Evaporation constant, in Figs. 19 and 20)
(LHV|JetA/LHV|HEFA) = 0.98 (From Heat of Combustion in Table 1).
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From these ratios, the ratio of ϕLBO from the above equation becomes 1.13. This
is in accordance with the present results shown in Fig. 21.

In the previous report using the same combustor [21], a simple acoustic velocity
couplingmechanismwas proposed as the drivingmechanism to generate heat release
oscillations which were used to explain the observed oscillation. In the proposed
mechanism, there were coupled features inducing the oscillation, including the path
of “fuel atomization, evaporation, and mixing.”

As explained by Lefebvre and Ballal [5], “the time between the injection of fuel
and the region of maximum heat release represents the characteristic combustion
time, which is obtained as the sum of the characteristic times for the fuel evaporation,
mixing of fuel vapor with air and combustion products to reach a critical reaction
temperature and chemical reaction. The system becomes prone to instabilities when
the overall combustion time becomes equal to a characteristic acoustic time of the
combustor.”

Additional measurements of Sauter Mean Diameter indicated that atomization
characteristics are slightly better for Jet A1 than HEFA. Evaporation characteristics
were better for HEFA than Jet A1 and HEFA is advantageous than Jet A1 in combus-
tion stability point of view. The autoignition characteristics of the conventional jet
fuel and alternative jet fuel were investigated using a rapid compression machine
by Allen and co-workers [25]. The result showed that alternative fuels ignited more
readily than conventional fuels for all tested conditions. This suggests that higher
chemical reactivity for HEFA than Jet A1. Overall, among the characteristic times,
HEFA is advantageous for some aspects and disadvantageous for others than Jet A1.
It was suggested that the slightly different physical properties (density and surface
tension) might affect the liquid atomization characteristics for the two fuels. Other
characteristics are also affected by the slight difference between physical and chem-
ical properties and conditions. In the unstable combustion seen in leanburn combustor
case, a slight difference in fuel properties changed the onset condition of instability.

By introducing HEFA and bio-derived fuels to aviation, the results showed carbon
emission reduction that shifted towards carbon-neutrality. If the upper limit of alter-
native fuels inmixtures for aviation propulsion is increased, the contribution to reduce
carbon emission would be enhanced. From these investigations, major issues associ-
ated with increasing the ratio of, e.g., HEFA in the fuel mixture above 50%would be
the cause in swelling of O-rings, a different energy content due to different density,
etc. These drawbacks seem technically solvable in the medium-term perspective.
Other than lean blowout conditions, cold start and altitude ignition [26] might be
important for the confirmation of wider use of these alternative fuels for aviation.

4 Conclusion

In this chapter, several important aspects of original aviation fuel (Jet A1) and an
alternative aviation fuel (HEFA) were compared and investigated.
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Chemical andphysical property analysis and combustion rig testwith twodifferent
combustor types were performed and investigated using both fuels and their blends.

The exhaust gas measurement data showed that the non-volatile PMmass reduced
when using HEFA and its blends with Jet A1, which was also supported by the flame
visualization studies.

Non-volatile particulate matter (nvPM) mass was reduced with HEFA only at
pilot mode for the concentric lean burn burner, while NOx, THC, and CO emissions
were similar between the two fuels.

Combustion instabilities were observed with Jet A1 under certain conditions of
pilot and main fuel injection mode for the concentric lean burn burner, while those
were not observed with HEFA at any conditions within the present test conditions
examined. Fuel changes may affect combustion instability characteristics.
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Aerothermal Technologies for Low
Emissions Combustors

M. Brend , J. F. Carrotte, and J. J. McGuirk

1 Introduction and Background

For 40 years, improvements in aircraft and engine technology have led to signif-
icant reductions in fuel burn and emissions. However, the fleet of commercial
aircraft/business jets is expected to double over the next 20 years [1]. Future growth is
critically dependent on even lower emission propulsion systems to mitigate climate
change effects and threats to human health. Specific targets supported by legislation
were proposed in 2001 (ACARE 2020 [2]) and in Flightpath 2050 [3], which estab-
lished a new datum (2000) and set targets of 75 and 90% reductions in CO2 and
NOx see Fig. 1. The aviation industry has thus repeatedly committed to a strategy
of stringent emissions reduction targets. Reflecting growing concern regarding the
impact of particulatematter on humanhealth, further targets are also likely.A recently
developedmeasurement technique for non-volatile particulate matter (NVPM) emis-
sions [4] enabled ICAO’s Committee on Aviation Environmental Protection to intro-
duce (Feb. 2019) a new regulatory particle mass and number measurement protocol
(CAEP10).

For short and ultra-short haul aircraft, introduction of electrical/hybrid propulsion
will help address these emissions reduction requirements. However, it is acknowl-
edged that liquid fuels will be the fundamental energy source for larger/longer range
aircraft for the foreseeable future. Reinforcing this, the Joint Press Release [5] by 7
CTOs from leading aerospace manufacturers emphasised that increased R+D effort
is also essential for sustainable aviation fuels (SAFs) (exploiting recycled rather than
fossil-based carbon) and for further advances in existing aircraft/engine technology.
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Fig. 1 Flightpath 2050 [3]
emissions targets

Improvementsmust obviously be sought for the rich burnRQLdesign paradigm—
the standard approach for the last 30+ years (Rich burn—Quick quench—Lean burn,
(Mosier and Pierce [6])). However, the current preferred methodology to meet NOx

targets is development of lean burn combustion technology. Reduced CO2 emission
is achieved via increasing the thermal efficiency via higher operating pressure ratio
(OPR). Unfortunately, since this increases combustor temperature, it also increases
NOx. This is exacerbated in RQL combustors where the FAR (fuel/air ratio) changes
from a rich primary zone mixture (increased flame stability) to a lean mixture further
downstream, passing through the stoichiometric state where flame temperature and
NOx production rate are highest. A different combustion concept is needed to reduce
CO2 and NOx simultaneously. Mixture FAR must be maintained on the lean side
of stoichiometric as far as possible, with stoichiometric regions being minimised.
Several lean burn strategies have been proposed (Li et al. [7]); the basic concept
being developed by most engine manufacturers (Lean Direct Injection—LDI) is
based on:

(i) a larger effective area fuel injector—to pass up to 70% of compressor efflux air
(2–3 times that in RQL systems) with no increase in combustor pressure drop,

(ii) multiple swirlers and at least two fuel injection locations per injector—typically
a central pilot stage (for stability/ignition at low power), and a radially outboard
main stage (optimised for low NOx and medium/high power) (Lazik et al. [8]).

However, whilst the LDI concept is a promising route for NOx reduction, inte-
gration of a high mass flow injector into the engine requires careful considera-
tion if adverse consequences on the combustion system and upstream/downstream
turbomachinery are to be avoided. Some lean burn integration issues which may
require substantial change to combustion systemaerothermal elements and the design
process are:
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(i) the established aerodynamic design for minimising total pressure loss at the
compressor/combustor interface—the pre-diffuser/dump diffuser combination
(Fishenden and Stevens [9], Klein [10])—may need alteration,

(ii) high quality airflow feed to all injector swirlers will be important,
(iii) spray formation and fuel/air mixing will be changed from RQL systems due

to staged fuel delivery,
(iv) the combustor/turbine aerodynamic interface will change dramatically—lean

burn combustors do not include primary/secondary dilution jets as in RQL
designs, thus aerodynamic characteristics at combustor exit will be quite
different—highly swirling flow and velocity/temperature/turbulence profiles
upstream of turbine NGV will differ from conventional combustor practice,

(v) much less air is available for combustor wall/NGV cooling, more efficient
cooling arrangements will be required (perhaps even cooled cooling air),

(vi) lean burn combustors are more prone to combustion-induced thermo-acoustic
instabilities—more attention must be paid to acoustic characteristics of the
combustor, in particular the fuel injector,

(vii) CFDmethods developed for RQL systems need to be altered/validated for lean
burn conditions.

A review by McGuirk [11] has discussed the aerodynamic challenges posed in
aeroengine gas turbine combustion systems. The present paper describes research
carried out at Loughborough University to extend this to include all aerothermal
aspects of lean burn combustors.

2 Combustor/Turbomachinery Matching

2.1 Compressor/Combustor Interaction

Figure 2 indicates the relative size, shape, and flow split differences between rich
burn and lean burn combustor architectures (left) and typical fuel injector geometries
(right).

Proper aerodynamic matching of the compressor/combustor interface needs
careful attention, with increased injector size/flow introducing increased
compressor/combustor interactions. It will be shown below how the stronger circum-
ferential variation of flow into (and static pressure on) the combustor head can feed
upstream and may disturb compressor OGV/pre-diffuser flow, increasing losses,
even possibly forcing the compressor off its design line. The deeper flame tube
adversely affects system loss by increasing annulus flow turning within the dump
region. Finally, an increased mismatch occurs between pre-diffuser exit height and
injector inflow, introducing the risk of poor quality swirler air supply. The presence
of a two-way interaction between compressor OGVwake flow, pre-diffuser flow, and
the combustor in RQL systems is well known. Turbulence in the OGV wakes helps
avoid pre-diffuser separation (Stevens et al. [12], Barker and Carrotte [13]) and high
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Fig. 2 Left a Rich burn, b Lean burn architecture and typical flow split.Right Comparison of lean
and rich burn fuel injectors

static pressure on the pre-diffuser centreline at its exit plane caused by combustor
blockage drives flow towards the walls, further stabilising pre-diffuser wall boundary
layers (Klein [10]). It is essential that any experimental studies undertaken to investi-
gate these aerodynamic aspects are at operating conditions as closely representative
of the engine as possible. McGuirk [11] has outlined the technique developed at
Loughborough to achieve this in a cost-effective, isothermal, atmospheric pressure,
fully annular, test facility (full details in Denman [14]). A cross-section schematic
of the rig is shown in Fig. 3 (top), with a Perspex combustor model being lowered
into the rig in Fig. 3 (bottom). NB—the rig is vertically mounted with an under-floor
plenum.

To ensure pre-diffuser inlet conditions match engine operating conditions, a
bespoke 1½ stage compressor (IGV + rotor) is installed. This is designed to
deliver pitch-averaged radial profiles of total pressure, axial velocity, and swirl angle
expected at outlet from the final rotor stage of amulti-stage compressor (fromCFDor
industrial test rig data). OGV, pre-diffuser, dump diffuser, combustor, and inner/outer
casing can be made comparable to engine geometry, although from cheaper/more
convenient materials (Perspex, 3D printed rapid prototype material) as only atmo-
spheric temperature/pressure (non-reactingflow) is involved in these tests. Theflow is
driven by a combination of rotor plus an external fan pumping air into the under-floor
plenum. This is ideal to ease rig start-up and allows sufficiently high OGV chord-
based Reynolds numbers to be achieved to avoid boundary layer transitional effects
(>2 × 105). Throttle valves in the downstream exhaust flange maintain correct mass
flow splits into injector and flame tube inner/outer annuli. Several entry points for
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Fig. 3 TopCross-section of fully annular combustion system rig with compressor.Bottom Perspex
combustor and pre-diffuser exit data: total pressure, flow angle

pneumatic probe traverse are provided (Fig. 3) to allow measurement of total pres-
sure profiles and complete mapping of losses throughout the combustion system.
Adoption of this strategy means that the significantly increased cost/complexity of a
high pressure multi-stage compressor is avoided. The success of this strategy is illus-
trated in Fig. 3 (bottom right). Comparison of Loughborough atmospheric rig data
at pre-diffuser exit with measurements for the same OGV/pre-diffuser system from
a high pressure multi-stage compressor rig at Rolls-Royce demonstrates excellent
agreement.

Walker et al. [15, 16] have exploited this test facility to investigate
compressor/diffuser/combustor aerodynamic interactions in lean module combus-
tors using the annular test geometry shown in Fig. 4. The RQL design practice
for pre-diffuser/dump diffuser systems, i.e. a ‘dump gap’ ratio d/h = ~ 1.0 (d =
distance of pre-diffuser exit to combustor head, h = pre-diffuser exit height) has
been adopted. This practice allows maximum pre-diffuser area ratio for a given
length (hence minimised dump loss).

The question is: does this design rule remains optimum if flow into the injector is
doubled? Figure 4 indicates that the simplified combustion system chosen captures
the essential elements of a lean burn design—increased radial depth/increased
percentage of compressor efflux entering the combustor cowl. Complex injector
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Fig. 4 Top Annular d/h = 0.8 test rig. Bottom Summary of test configurations

geometry was avoided and simulated in these experiments by the presence of 20
simple round holes (diameter D). Figure 4 also presents the test matrix studied; holes
of increasing D were used to represent increasing injector effective area, with test
runs for 30/50/70% of flow entering the combustor cowl; the remaining flow was
equally split between inner/outer annuli.

All tests were carried out with d/h = 0.8; measurements first examined the
upstream extent of the potential field due to the high combustor cowl impingement
pressure between injectors. Figure 5 (top) illustrates results at rotor exit via measured
pitch wise averaged mean axial velocity radial profiles. These indicate that at 30 and
50% injector flow rotor exit conditions change only marginally. However, for the
70% flow condition, the rotor flow has clearly been altered, showing a strong flow
deficit at rotor tip.

The outer wall rotor exit static pressure data in Fig. 5 indicate that at 50% only
small variations occur in measured pressure over a circumferential distance of two
combustor sectors. These are due to the upstream potential field of flow impingement
on OGV leading edges (eight OGVs per combustor sector). A totally different shape
emerges for 70% cowl flow—low pressure in-line with injectors and high pressure in
between (OGV-induced fluctuations still visible). The cowl flow-induced variation
is ~5% of rotor total pressure rise, more than sufficient to force the rotor to move up
and down its characteristic, an obviously adverse effect. A further cause for concern
was that high mass flow injectors at the standard dump gap remove the stabilising
property of combustor blockage (higher static pressure on pre-diffuser exit centreline,
which drives flow towards pre-diffuser walls, delaying separation). Figure 5 (bottom
right)) displays pre-diffuser exit static pressure profiles for d/h = 0.8 for the various
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Fig. 5 Top Pitch-averaged mean axial velocity radial profiles at rotor exit. Bottom left Rotor
exit static pressure circumferential profiles. Bottom right Radial profiles of pitch-averaged static
pressure at pre-diffuser exit

cowl flow rates. At 30%, the profile has a distinctive ‘n’ shape indicating a positive
blockage effect. As cowl flow increases, the profile gradually changes, and at 70%,
a ‘u’ shape is seen (pressure lower in the centre than the walls), which is detrimental
to end wall boundary layers remaining attached. Walker et al. [15] present further
measurements which confirm that at 70%flow and a d/h= 0.8, there is clear evidence
of a worsening of pre-diffuser exit profiles—the inner wall boundary layer is close to
separation, the OGV loss coefficient has risen, and system total pressure loss (rotor
to combustor feed annuli) has also increased by almost 20% [15].

It is clear that RQL dump gap design rules do not apply to high mass flow lean
module combustors. Increasing the dump gap is the obvious solution to avoid rotor
forcing, and this was studied by Walker et al. [16]. Their measurements showed that
increasing dump gap to 1.2 or 1.6 removes the undesirable rotor forcing. However,
increasing d/h further weakens the upstream combustor blockage effect that creates
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the boundary layer stabilising ‘n’ shaped static pressure profile at pre-diffuser exit—
the ‘u’ shaped profile persisted at higher d/h values. As a consequence, the flow
quality within the pre-diffuser (already suspect in the inner wall boundary layer
at d/h = 0.8) deteriorated further. At d/h = 1.2, the boundary layer was incipiently
separated, and for 1.6, it was in very poor condition showing clear signs of separation.
Thus, to operate in lean burn modules at increased dump gap, either the pre-diffuser
area ratio must be reduced to remove separation or a method must be found to re-
design the pre-diffuser to allow the same (or possibly increased) area ratio at the same
pre-diffuser length without separation and without needing any combustor blockage
stabilisation assistance.One novel technology developed at Loughborough to achieve
this is the integrated OGV/pre-diffuser (IOGV) concept Walker et al. [17].

Barker and Carrotte [18] had noted that high turbulence levels/secondary flow at
OGV exit exerted significant influence on endwall boundary layer growth and helped
delay separation. A flow control approach to coupled OGV/pre-diffuser design was
thus adopted in [17] to allow maximum area ratio whilst maintaining flow quality.
First, a datum OGV geometry was designed from a purely compressor viewpoint
(removal of exit swirl). This resulted (for a 30%, d/h= 0.8 condition) in an area ratio
of 1.8. Then, an IOGV design was created by manipulation of the datum blade cross-
section at a series of radial heights from the hub to introduce blade lean (circumfer-
ential cross-section movement) and sweep (axial movement). Small alterations were
also made to trailing edge camber to reduce residual swirl. The modified spanwise
aerodynamic loading induced secondary flows which drove fluid towards each end
wall, off-loading the wall boundary layers. RANSCFDwas used to vary lean, sweep,
and camber until an optimum area ratio at the same axial length as the datum design
was achieved. The area ratio was increased to 2.23 (IOGV) from 1.8 (Datum).

Figure 6 illustrates the two geometries created. Comparison of measured axial
velocity contours and secondary flow vectors at OGV exit indicated relatively thin
wakes but thick low momentum regions near the hub and tip for the datum design. In
contrast, the IOGV geometry has near-wall regions that are thinner than in the datum
case but a thicker and deeper wake in the central region. Since this region does not
experience wall shear stresses, it is less prone to separation when flowing through
the diffuser. The success of this IOGV approach is indicated best by comparison of
measured axial velocity profiles at pre-diffuser exit (Fig. 6 (bottom right)). Notable
improvement in the quality of the end wall boundary layers at pre-diffuser exit is
evident. NB.-although the IOGV method development/validation was carried out in
[17] for a 30% injector flow, the methodology is clearly also applicable to lean burn
pre-diffuser design.

The second area of concern related to compressor/lean burn combustor interaction
is the height mismatch between pre-diffuser exit and injector inlet. This has been
studied by Ford [19], Ford et al. [20] andWilliams et al. [21]. The extent of mismatch
is illustrated in Fig. 7 (top left), which shows a typical pre-diffuser exit axial velocity
contour map (over one combustor sector and for a compressor producing a hub-
biased outlet profile), with the downstream injector cross-section superimposed. The
central (pilot) injector passage is aligned with the pre-diffuser outlet flow, but the air
feeding the main swirler (its outer passage in particular) has to negotiate a circuitous
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Fig. 6 Top Datum and IOGV geometries. Bottom Measured OGV exit axial velocity flow (left)
datum (right) IOGV, pitch wise averaged axial velocity profiles

Fig. 7 Top Mismatch between pre-diffuser exit and injector (left), CFD deduced capture stream-
tubes of various injector passages (right). Bottom Lean injector flame photos–plenum fed (left),
with inlet flow simulation (right)
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route, particularly to enter the top and bottom of the swirler. This will lead to non-
uniformity in the velocity around the circumference of this swirler passage, which
will have consequences for the fuel air ratio distribution inside the combustor. Details
of the non-uniform feed were revealed in the CFD investigation of Ford et al. [20].
This showed that non-uniformity was exacerbated by the streamtube fraction of
the pre-diffuser flow which feeds the outer swirler passages. Figure 7 (top right)
illustrates that the outer swirler streamtube capture originates in two vertical ‘pillars’
of pre-diffuser exit flow. Since this flow has to undergo considerable re-distribution
before entering the annular swirler entry area, it is highly unlikely to result in a
uniform injector entry flow.

The impact of the height mismatch and the importance of employing engine
representative inlet conditions in rig testing of lean burn injectors was underlined
in the measurements of Williams et al. [21] shown in Fig. 7 (bottom). Whilst the
test carried out did not exactly reproduce compressor/pre-diffuser conditions (no
upstream rotor was included), a letterbox-shaped slot placed at the pre-diffuser exit
location relative to the injector did reproduce the flow area mismatch. Combusting
flow was investigated using Jet A1 fuel at an intermediate pressure of 5 bar and
air temperature of 650 K. Figure 7 (bottom) shows two flame images taken with
plenum-fed inlet (left) and letter-box inlet conditions (right)—a large difference in
flame structure results.

The extent of injector non-uniformity was quantified in the measurements of
Ford et al. [20] in the non-reacting fully annular facility of (Fig. 3). A single hot-wire
was used to measure the flow on the exit plane of the main outer swirling passage
resulting when fed by the inlet flow arrangement of Fig. 7 (top left), see Fig. 8 (left).
Note that the swirl introduced causes the flow to rotate ~45° between entry and exit
from the swirler passage. Variations are seen which correspond to swirl vane wakes
and also the bulk maldistribution caused by the ‘pillar’ feed arrangement. Radial
averaging provides a better picture of the extent of variations due to these two effects
(Fig. 8 (right)). Vane wakes produce variations of ~±5% of the mean, whereas the

Fig. 8 Left Injector exit velocity contours (main outer passage, viewed looking downstream).
Right Radially averaged circumferential distribution



Aerothermal Technologies for Low Emissions Combustors 367

Fig. 9 Improvements in flow uniformity of outer swirler passage in lean burn fuel injector [19]

non-uniformities resulting from the maldistributed feed are around twice as large as
this.

Finally, Ford [19] proposed injector technology modifications that would help
reduce the non-uniformity; these take advantage of additive manufacturing tech-
niques to alter the injector inlet to conform better to the capture streamtube shape
(Fig. 9). Measurements in the same facility indicated significant improvements in
uniformity with this technique compared to an axisymmetric design.

2.2 Combustor/Turbine Interaction

Knowledge of temperature traverse at combustor exit is a pre-requisite for HP
turbine design since this is an important input into turbine cooling arrangements.
Exit traverse is conventionally measured on high pressure combustor test rigs via the
non-dimensional temperature: T ∗ = (T −T )/(T −Tref), where T is the temperature
averaged over a combustor sector and T ref is a reference temperature (temperature
is usually extracted from gas analysis measurements). Combusting test rigs have
obvious disadvantages—high operating costs and but data are typically taken with
approximate injector inlet conditions (no compressor), which has been shown to be
of some importance.

Cha et al. [22] and Dhopade et al. [23] have reported combined CFD and experi-
mental investigations describing how an isothermal, atmospheric pressure facility
(Fig. 3) can be used to deliver exit traverse data at reduced cost and including
representative injector inlet conditions (NB—for reasons given below, this tech-
nique is only applicable to rich burn systems). Combustor/turbine interaction is
normally handled using an ‘interface plane’ around one turbine NGV chord distance
upstream of the NGV where flow/temperature distribution is only marginally influ-
enced by the NGV potential field. Isothermal measurements (representative injector
inlet flow but no NGV) are carried out by seeding injectors with CO2 gas. This is
sampled at the combustor interface plane into an IR gas analyser, which corrects for
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Fig. 10 Combustor interface plane contours: CO∗
2 from isothermal rig (left), from RANS CFD

(right)

atmospheric CO2 levels. The equivalent to T ∗ defined using CO2 mass fraction is
CO∗

2 = (CO2 − CO2)/CO2. Cha et al. [22] present a RANS CFD prediction (single
sector) using conditions as in themeasurements. Interface plane comparison between
CFD and rig data showed good agreement (Fig. 10).

Further evidence that this technique produces useful exit traverse data was
confirmed by comparing measurements made in industry on a high pressure
combusting rig (different combustor geometry to [22]) with Loughborough rig
isothermal data (Fig. 11), again showing good agreement. Cha et al. [22] analysed
their CFD predictions to identify that the reason there is a good match between
isothermal and combusting data is that the T ∗ (or CO∗

2) distribution on the inter-
face plane is dominated by the high turbulent mixing of the dilution jets with only
weak influence of density variations (NB—this is the reason that this practice is only
relevant to RQL combustors since lean burn systems do not contain dilution jets).

Fig. 11 Combustor interface contours: (left), T ∗ combusting, (right) CO∗
2 isothermal



Aerothermal Technologies for Low Emissions Combustors 369

3 Combustor Cooling

3.1 Effusion Cooling

Reduction in cooling air for the combustor liner has prompted a search for more effi-
cient cooling technologies. Manufacture of liner walls from single/double-skinned
tiles, including combinations of impingement and effusion hole arrays, has received
considerable attention. Choice of the optimum geometric arrangement requires rapid
and accurate methods for testing/comparing heat transfer performance to assist
design down select. Krawciw et al. [24] describe a technique for evaluation of adia-
batic film cooling effectiveness of effusion cooled geometries. A continuous flow
wind tunnel at ambient conditions (Fig. 12) supplies cross-flowing mainstream air
(combustor side); coolant is delivered via a plenum arrangement and comprises an
air/nitrogen mixture set by two flow controllers. Both mainstream and coolant flow
are at ambient temperature, with cooling film/mainstreammixing quantified by mass
transfer measurement.

Optical access to the test plate is via a plain float glass window. Adiabatic film
effectiveness ismeasured using a pressure sensitive paint (PSP) technique; the paint is
applied to the ‘hot’ side of the test plate and when illuminated with light (wavelength
= 447.5 nm) emits light with an intensity proportional to the partial pressure of O2 on
the test plate, detected via a digital camera. After calibration, adiabatic effectiveness

Fig. 12 Wind tunnel schematic for adiabatic film effectiveness measurements
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is calculated using a heat-mass transfer analogy. Tests covered a range of coolant
blowing ratios, with aerodynamic scaling used to match Re and blowing ratios of
interest.

The effusion test plates in [24] (Fig. 13 (top)) were produced using a direct metal
laser sintering process (DMLS) and consisted of cylindrical and fanned hole geome-
tries. Hole diameters were scaled based onCd values (evaluated by CFD and checked
by flow testing) in order to ensure mass flow rate and pressure drop were consistent
across all test plates. Surface maps of adiabatic film effectiveness are illustrated in
Fig. 13 (middle), providing a clear indication of the effect of hole shape—fanned
holes providing better surface coverage with higher effectiveness values. Blowing
ratio effects are captured quantitatively as illustrated in Fig. 13 (bottom). The benefit
of fanned holes was clearly demonstrated, and the blowing ratio above which no
further improvement was obtained was identified—1.5 (cylindrical)/2.6 (fanned).

To complement experimental studies, work to establish the optimum computa-
tional approach for effusion cooling is also underway. Since the work of Bergeles
et al. [25], it is known that RANS2-equation statisticalmodels are inadequate for film
cooling, requiring an anisotropic eddy viscosity (enhanced inwall parallel directions)

Fig. 13 Top Effusion test plates: left Cylindrical (Cd = 0.62), right Fanned hole (Cd = 0.82).
Middle Adiabatic film effectiveness, blowing ratio = 3.8: left Cylindrical, right Fanned holes.
Bottom Spanwise averaged effectiveness at blowing ratios 3.8 (left), 0.8 (right)
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Fig. 14 Mesh for effusion flow test problem

as proposed by Li et al. [26] via an algebraic anisotropic Reynolds stress/heat flux
model. Chen and Xia [27] have adopted a different, more general, approach, moti-
vated by the fact that in a combustor environment film cooling takes place whilst
surrounded by the highly unsteady motions of the internal combustor flow. For such
highly unsteady flows, large eddy simulation (LES) is the preferred approach to
turbulence rather than statistical RANS modelling (see Sect. 4.1). Thus, Chen and
Xia [27] consider LES more appropriate for combustor wall effusion cooling. Since
near-wall LES is inherently computationally expensive (due to the need to resolve all
energetic eddy motions, which become smaller as the wall is approached), a hybrid
RANS/LES methodology has been developed. RANS CFD is used up to a fixed
wall distance (~y+ = 60), with the switch between RANS and LES controlled by a
blending function for the parameter ε (where ε = 1 implies LES solution). A smooth
transition between RANS and LES is achieved, which is important for numerical
stability. An unstructured grid of 18 × 106 cells was used in the simulation reported
(Fig. 14). Two columns of holes (at fixed axial and spanwise pitch) with periodic
side boundaries was adopted to represent the hole array used in the experiments of
[24]. Grid refinement was used in shear layer and possible separation/reattachment
regions (the blowing ratio (1.5) was relatively high.

Figure 15 presents a sample of the results. The top image represents an instan-
taneous temperature contour map on a plane through the first column of holes. The
unsteadiness iswell illustrated; separation occurs behind thefirst hole, and the coolant
only fully attaches after the third row, with the coolant jet penetration settling down
after five rows. Themiddle image shows predicted adiabatic effectiveness comparing
experiment (top) with LES (bottom); the spanwise averaged effectiveness is in the
bottom image and demonstrates a clear improvement in accuracy of LES over RANS.



372 M. Brend et al.

Fig. 15 Top Instantaneous temperature field. Middle Adiabatic effectiveness comparison expts.
[24] (top) and hybrid LES (bottom). Bottom Comparison of spanwise averaged effectiveness

3.2 Cooled Cooling Air

The trend for increasing engine OPR is driven by reduced CO2/fuel burn. It is of
course accompanied by increased compressor exit temperature, which lowers its
cooling effectiveness. Together with the reduced availability of cooling air that lean
burn brings, the task of cooling the highly thermally loaded turbine is made consid-
erably more difficult. One potential solution is a cooled cooling air (CCA) system
in which some compressor air is diverted through a heat exchanger and cooled (by
~100 °C). An overview of the aerodynamic aspects of CCA has been provided by
Walker et al. [28]. A sketch of a CCA concept is provided in Fig. 16, indicating the
three extra components required: a low pressure (LP) system to deliver (cold) air
from the by-pass duct, a heat exchanger (HX), and a high pressure (HP) system to
deliver air from the combustion system to the HX and return this to the core engine
for turbine cooling.

Focussing attention on LP/HP duct systems, which must be carefully integrated
with existing components, Elango andWalker [29] and Spanelis et al. [30] have dealt
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Fig. 16 Cooled cooling air (CCA) concept

first with the LP system. In [29], it was demonstrated that the simple by-pass duct
flush off-take shown in Fig. 16 is not a viable solution. Low total pressure of the
by-pass inner wall boundary layer is problematic, leading to separation when the
flow encounters the diffusion necessary to reduce HX losses to an acceptable level.
Spanelis et al. [30] have proposed a more attractive alternative which bleeds by-pass
air through a total pressure fed scoop (Pitot) off-take located on the outer edge of the
engine bifurcation strut.

Whilst the aerodynamic quality of this air is much better than in the flush off-take
design, it still must be fed through curved diffusing S-ducts to reach HX entry. The
design of a low loss version of such ducts avoiding separation is highly challenging.
A final design with acceptable performance in terms of diffusion and flow uniformity
(validated against data taken from an isothermal test rig at LoughboroughUniversity)
was only identified in [30] after considerable RANSCFD optimisation, requiring use
of a Reynolds stress turbulence model in order to take account of curvature effects.

For the HP system, bleed off-takes positioned on the combustion system outer
casing are a relatively simple part of the design. More difficult is the duct system
to return the cooled HP air from the HX outlet back to the core of the engine. To
do this requires the cooled air to cross the main gas path into the rotor drive cavity
inboard of the combustion system inner casing. This must be done with minimum
aerodynamic disruption. Two proposed solutions to this problem are sketched in
Fig. 17; the first method uses a simple transfer pipe located in the dump region (left),
and the second effects the transfer via radial struts in the pre-diffuser (right). The risk
of disturbing pre-diffuser or injector inlet flowhas to beminimised (strong interaction
of the simple transfer system is avoided by locating pipes in between injectors). To
examine which concept can best be integrated into the combustion system, their
aerodynamic performance was examined in the annular facility (Fig. 3), see Walker
et al. [31]. Figure 18 showsmeasured pre-diffuser exit velocity contourswith/without
transfer pipe for the simple system.

Little change appears when the pipe is added, indicating that pipe blockage has
not adversely affected the pre-diffuser flow (in fact if anything pipe blockage has had
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Fig. 17 Potential CCA routes across the main gas path

Fig. 18 Pre-diffuser exit axial velocity contours, clean (left), with transfer pipe (right)

a slightly beneficial effect on the lower wall boundary layer). Similar results were
obtained when the total pressure field was measured in the immediate vicinity of the
fuel injector; neither inner nor outer swirler flowwas influenced. These results imply
the apparently ‘crude’ simple transfer pipe solution is in fact an aerodynamically
viable design. A similar investigation was undertaken for the radial strut design (a
different OGV was used). After introduction of the strut, the pre-diffuser area ratio
was lowered from 1.61 to 1.45 due flow area blocked by the strut. Figure 19 presents
pre-diffuser exit measurements for clean and strutted geometries.

This time there are noticeable differences—the outerwall boundary layer is clearly
closer to separation after addition of the strut. Also, the hub-biased shape of the
velocity profile (with this OGV) has been exaggerated with the peak velocity close
to the inner wall increasing in magnitude relative to the clean geometry.

Fig. 19 Pre-diffuser exit axial velocity contours—clean (left), with struts (right)
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Fig. 20 Pre-diffuser loss coefficients (λ)

The reduction in pre-diffuser area ratio brought about by the strut has serious
consequences. The dump loss is proportional to the square of the pre-diffuser exit
velocity, so any area ratio reduction inevitably increases dump loss. Simply increasing
the area ratio in the presence of the struts is aerodynamically risky since it is an
acknowledged weakness of strutted pre-diffusers that the confluent boundary layers
at the end wall/strut interface are particularly prone to separation. To avoid this and
return the area ratio back to the clean value, a ‘hybrid’ diffuser design involving air
bled from a slot in the outer wall (Walker et al. [32]) was explored in [31] with area
ratio returned to 1.61 and various levels of bleed. Examination of the success of this
and overall performance of all designs studied is provided in Fig. 20.

A larger pre-diffuser loss in the strutted design (due to increased wetted area) is
revealed, and the inevitable increased dump loss of this approach has been noted
above. The hybrid bled diffuser increases the pre-diffuser loss slightly (reduces at
higher bleed), but it will certainly help the overall system loss performance as the
dump loss has been reduced. The conclusion reached in [31] was that the 4% hybrid
bled system was able to match the overall loss performance of the datum un-strutted
design.

4 Fuel Injector Technology

4.1 High Swirl Injector Aerodynamics

The increasing number of swirlers used in a lean burn injector and the complexity
of interacting high swirl flows means it is vital to have a good understanding of
high swirl injector aerodynamics and to develop an appropriately validated CFD
methodology. At Loughborough, experimental studies were first undertaken on the
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Fig. 21 Two stream model
injector [33–35]

geometry in Fig. 21. Only isothermal flow was considered, and a two-stream design
chosen with a central non-swirling jet representing fuel flow and an annular radially
fed swirl stream representing air flow (Swirl No. 0.74). A series of experimental
studies on this geometry have been reported: Midgely et al. [33], Spencer et al. [34],
and Cheng et al. [35].

Itwas convenient to conductmeasurements in awater flow tunnel and employ non-
intrusive velocity (PIV) and scalar (PLIF) techniques. For the injector size chosen,
matching typical Reynolds numbers of practical application meant velocities were a
factor of ~15 lower than in an equivalent airflow. This reduces the range of dynam-
ically important frequencies in the fluctuating turbulence field. For the maximum
frame rate available with the PIV system (1 kHz), most of the energy-containing
eddies could then be time-resolved. Rhodamine dye was added to the central jet flow
to enable scalarmixing data to be collected.Optical arrangements allowing combined
stereo-PIV/PLIF measurements in x − r/r − θ planes are shown in Fig. 22. Simul-
taneous time-resolved measurements of all velocity components and the fluctuating
scalar were made, allowing all six Reynolds stress components and 3 turbulent scalar
fluxes to be captured. The experimental data have been extensively exploited as CFD
validation data to identify the predictive capability of bothURANS (unsteadyRANS)
and large eddy simulation for highly swirling injector fluid mechanics. It became
evident that injector flows were strongly influenced by unsteady phenomena such as
vortex breakdown and only unsteady CFD was considered appropriate.

Figure 23 provides a comparison of URANS and LES predictions [35] of time-
mean streamlines (superimposed on time-mean axial velocity contours) for this
injector. Two cases were considered, with and without the central jet operational.
Whilst the overall flow structure is similar, the shape of the recirculation regions and
the number of internal streamlines inside these show notable differences between the
two CFD methods.
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Fig. 22 PIV/PLIF set up for x − r (left) and r − θ (right) plane views [35]

Fig. 23 URANS/LES predictions—mean velocity field: with (left) and without (right) central jet

Evidence of the importance of unsteady flow structures in high swirl flows is
given in Fig. 24 (left). This shows a power spectral density (PSD) of the velocity
fluctuations at a point on the inner edge of the swirler flow shear layer near at injector
exit (frequency defined in terms of a non-dimensional Strouhal No. (St = fD/U).
Whilst the broadband frequency shape of a highly turbulent flow is clearly visible,
strong tonal components are also seen. Examination of videos of the flow shows these
are caused by helical vortices which emanate from the swirler and propagate down
the swirl shear layer, see Fig. 24 (right); this is clear evidence of highly energetic,
unsteady vortex breakdown. LES captures these features in the spectrum well. The
unsteady structures are revealed better via predicted two-point correlations, as shown
in the cross-sectional snapshots of the helical vortices from the PIV and predicted
by LES and URANS (Fig. 25). URANS and LES capture overall flow structure and
unsteady features qualitatively the same, but the quantitative accuracy of LES for
unsteady characteristics is superior.

The above example considered a relatively simple injector geometry, and the
question arises whether the same aerodynamic characteristics and CFD performance
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Fig. 24 PSD of axial fluctuation (left), instantaneous x − r plane image (right)

Fig. 25 TopUnsteady flow structures visualised using two-point correlations.BottomComparison
of measured vs predicted two-point correlations. Left—Expts, Middle—LES, Right—URANS [35]

apply to industrially relevant injector geometries. Dianat et al. [36] have considered
this for a rich burn geometry (containing three swirlers) see Fig. 26. Very similar
results to those observed in the simple laboratory injector were obtained. Embedded
helical instabilities are again seen, although now originating from the central rather
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Fig. 26 Industrial rich burn geometry, LES vortex breakdown, and LES/PIV data comparison for
axial (left) and radial (right) mean velocities [36]

than one of the annular swirlers. Further, the agreement between LES and PIV for
the time-mean flow is of the same quality as in the simple geometry test case.

4.2 Injector Aeroacoustics

Given the increased probability of thermo-acoustic oscillations in lean burn combus-
tors, it is important to pay attention to the acoustic characteristics of all combustor
components. Up to 70% of the air passes through the injector, and this is the sole
component establishing internal combustor flow patterns and conditions for fuel/air
mixing. Hence, understanding the acoustic response of the injector is of prime impor-
tance. In CFD terms, both unsteadiness and compressibility must be considered for
aeroacoustics. From evidence provided above, the detailed aerodynamics/mixing
behaviour of high swirl injectors is better predicted by LES as opposed to a URANS
approach. However, compressible LES is extremely expensive (very small tine-
steps required since the speed of sound determines the time step from a maximum
CFL condition). On the other hand, the fluctuating acoustic motions possess much
larger spatial wavelength than the energetic turbulent eddies at the same frequency.
There is therefore a distinct possibility that, whilst the acoustics and turbulence will
interact, they are not strongly correlated. This suggests that if URANS can provide a
reasonably accurate prediction of the aerodynamics, perhaps it is sufficient to accu-
rately capture acoustic wave behaviour. This argument encouraged Gunasekaran and
McGuirk [37] to explore a compressible URANS for acoustics prediction. Calcula-
tions of acoustic wave transmission/absorption by a simple round orifice in a duct
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demonstrated good agreement withmeasurements of Rupp et al. [38] including accu-
rate prediction of the linear and nonlinear behaviour occurring for high and loworifice
pressure drops, respectively.

This approach was developed further by Su et al. [39] and applied to prediction
of the acoustic impedance of orifices of different length/diameter ratios. Acoustic
impedance is defined as the complex transfer function linking pressure fluctuation
induced on the injector front face by an approaching acoustic wave (e.g. originating
from fluctuating heat release) and resulting injector velocity/mass flow fluctuations.
The complex impedance has a real part (resistance) which describes the velocity
response in phase with the pressure fluctuation and an imaginary part (reactance)
which describes the out-of-phase response (due to inertia of air mass within the
injector passages). Together these components describe the amplitude gain and phase
shift (time lag) between incoming pressure wave peak and the peak in injector
mass flow disturbance. Figure 27 shows (left) the experimental setup—involving
acoustic excitation using loudspeakers—used to generate measurement data suitable
for validation. CFD results (right) for the in-phase resistive component of the orifice
impedance were in excellent agreement with measured data (out-of-phase reactance
also well predicted, see [39]).

The next step was to apply the method to injector impedance prediction. This
was demonstrated for a lean burn injector by Treleaven et al. [40]. Figure 28 (left)
illustrates the injector geometry, containing three swirlers: a central pilot passage
and two mains air flow (inner/outer) swirler passages. In order to increase mixing,
the two mains flow swirlers rotate in the opposite direction to the pilot flow swirler.
The experimental setup to measure the impedance of the injector was as shown in
Fig. 27 (left). The computational domain andmesh (~ 9million cells) are indicated in
Fig. 28 (right). It is important that correct acoustic (characteristic) boundary condi-
tions are applied to faithfully reproduce the measurement conditions. The upstream
plenum was treated as a large hemispherical space in the CFD with non-reflecting
boundary conditions to allow injector transmitted acoustic waves to exit the domain
without interference. The duct exit is an outlet boundary condition for mean flow but

Fig. 27 Experimental setup (right), acoustic resistance prediction various L/D (right)
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Fig. 28 Three swirler passage injector (left), computational domain and grid (right)

must allow specified frequency and amplitude incoming plane waves (representing
loudspeaker excitation) and any waves reflected at the injector face to exit smoothly.

Predictions were conducted for a range of excitation frequencies from 250 to
550 Hz; the amplitude of the loudspeaker excitation wave entering was 300 Pa. A
minimum of 12 acoustic cycles completed at each frequency was demonstrated as
sufficient to ensure accuracy of calculated impedance values.

Figure 29 (left) displays comparison between URANS predicted impedance
components and the measured properties, Fig. 29 (right) provides an instantaneous
snapshot of the flowfield indicating the form of vortex breakdown for this injector
geometry and the presence of swirler vane wakes, which will clearly influence
mixing. Excellent agreement was obtained for the acoustic characteristics over the
whole range of frequencies tested, including the roll-up of the resistance and roll-
down of the reactance at high frequency. Two important conclusions emerged from
this investigation: (i) compressible URANS is clearly an adequate CFD approach to

Fig. 29 Injector acoustic impedance (left) URANS predicted mean axial velocity field (right)
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capture complex geometry injector acoustics, (ii) analysis of the flow field predic-
tions showed that the acoustic perturbation promoted not just mass flow fluctuations
through the injector but also swirl number variations. Clearly, both of these will influ-
ence unsteady flame dynamics under combusting conditions. Finally, the success of
compressible URANS in this study encouraged the authors (see Treleaven et al.
[41]) to explore the possibility of using the URANS predictions at injector exit as
inlet boundary conditions for an incompressible LES combusting calculation starting
at injector exit. This compared very favourably with a full compressible calcula-
tion, which would offer large computational savings for an LES calculation of the
combustion process.

4.3 Injector Two-Phase Flow

Liquid fuel is introduced into a lean burn LDI-style injector typically via a simple
pressure jet atomiser for the central pilot stream and a pre-filming surface for themain
stream. Fuel issues from a slot onto a pre-filming surface over which an airstream
passes,with airmomentumused to atomise the fuel (usually sandwiched between two
swirling streams). Whilst there have been several studies of film flow/atomisation
behaviour on a planar surface (e.g. Bhayaraju et al. [42]), descriptions provided
above indicate that in real injectors the film is exposed to non-uniform flow (e.g.
discrete vane wakes). Barker and Carrotte [43] made measurements to establish the
importance of such flow features on pre-filmer atomisation. Figure 30 (left) indicates
the test geometry, with emphasis placed on the swirling air stream first in contact
with the liquid fuel (issuing from a slot on the pre-filmer surface). Axial velocity
profiles were measured in two planes upstream and two downstream of the slot for
an azimuthal sector corresponding to two swirl vane passages (Fig. 30 (middle)).
Contours at vane exit capture the vane wakes clearly and show hub-biased flow.
Downstream the wakes spread and are stretched and transported azimuthally by the
swirl. The liquid enters just after plane M3, and the wake flow migrates towards the
pre-filmer surface. The liquid film is clearly exposed to localised regions of slow but

Fig. 30 Experimental geometry, velocity contours, fuel volume flux distribution
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highly turbulent air, which are likely to produce localised variations in fuel velocity
and thickness. To visualise this, phase doppler anemometry (PDA) measurements
weremade downstream of the injector over a single quadrant and are shown in Fig. 30
(right) (viewing the injector axially from downstream) in the form of contours of fuel
volume flux. This clearly shows a non-uniform distribution with variations identified
in [43] related to features of the aerodynamic field or variations in fuel flow from the
slot which connects the upstream liquid supply system to the pre-filmer surface.

Film thickness development and its value at the end of the pre-filmer surface are
important design features for atomisation. These were not captured in [43]; however,
novel measurements which do allow this are contained in Brend et al. [44]. Their
approach involves a line of sight ratiometric fluorescence technique based on the
emission reabsorption laser induced fluorescence (ERLIF) concept of Hidrovo and
Hart [45]. This eliminates difficulties associated with excitation non-uniformities
and scatter from the pre-filmer surface. High fidelity measurements of spatially
distributed film thickness and ligament statistics were obtained over a range of
operating pressures in [44]. Importantly, measurements were carried out on a fully
featured LDI pre-filming style injector with both air streams surrounding the pre-
filmer included, see Fig. 31 (left). The method works by doping the liquid supplied to
the fuel slot with two appropriately chosen fluorescent dyes. The dyes have different
fluorescent emission/absorption spectra and are chosen such that the emission spec-
trum of the shorter wavelength dye is reabsorbed by the longer wavelength dye. This
reabsorption of emitted light results in the linearity that enables recovery of thickness
by evaluation of the ratio of fluorescent returns. Details on the technique, the special
optical system designed for injector measurements, and the data analysis techniques
used are available in [44]. Figure 31 (right) shows the linearity calibration carried out;
film thicknesses expected in the experiment lay predominantly in the linear region
shown.

Fig. 31 Experimental arrangement (left), linearity of measurement technique (right)
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Fig. 32 Instantaneous image of film thickness P = 3 bar (left), example of instantaneous ligament
detection process (right)

Figure 32 (left) presents an example of an instantaneous image of the evaluated
film thickness as it develops from the slot over the pre-filmer surface (which contains
a small step just before the pre-filmer edge) and also captures the initial formation of a
liquid sheet fromwhich ligaments grow and break up into droplets after the pre-filmer
edge (the primary atomisation phase). Data analysis techniques were developed in
[44] to identify the outer limit (perimeter) of the liquid sheet at the pre-filmer edge;
peaks in this perimeterwere extracted and used as ameasure of the tips of ligaments—
an example of a single instantaneous image of this process is illustrated in Fig. 32
(right).

Statistical analysis of this data allowed probability density functions (pdfs) of
ligament properties to be evaluated. Figure 33 shows two examples of this, for the
pdf of the ligament circumferential position (left) and of ligament axial length (right).
It appears that the pressure has little effect on these distributions. Such data allow
detailed understanding to be developed of the interaction between aerodynamics and
liquid flow but also serve an important role for CFD models being developed of
primary break-up (e.g. [46] for an example involving a liquid jet in crossflow). These
CFD models are inevitably LES-based, but the same data analysis technique as used
to extract the pdfs in Fig. 33 could be applied to the LES results, and then, such
experimental measurements become excellent validation data.
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Fig. 33 Probability density function of ligament circumferential position (left). Probability density
function of ligament length (right)

5 Future Developments—National Centre for Combustion
and Aerothermal Technology

The next generation of gas turbines must continue to exploit new combustion tech-
nologies to deliver more efficient cycles and further reduce emissions. Any aerospace
combustion system must undergo a rigorous development campaign to verify and
validate its performance, culminating in (expensive) fully annular combustion or
engine tests at high pressures and temperatures. However, sophisticated facilities
that capture engine representative processes at affordable costs are now playing
an increasingly crucial role. Prior to the prohibitively expensive high technology
readiness level (TRL) validation tests, these facilities enable designs to be trialled,
optimised, and developed. Examples have been provided above which demonstrate a
range of affordable and cost-effective experiments which, when appropriately scaled
and combined with high fidelity computations, adequately capture the complex
aerothermal process that occurs within the high pressure and temperature engine
environment. This cost-effective approach promotes understanding and helps iden-
tify promising new ideas. In addition, it promotes a multidisciplinary and integrated
design methodology which accounts for the relevant processes and their interactions.
This approach has been embedded within the recently opened National Centre for
Combustion and Aerothermal Technology (NCCAT) at Loughborough University.
The Centre provides access to a range of both reacting and non-reacting facilities that
can capture the key aerothermal processes. Furthermore, as the boundaries between
research, design, and development become increasingly blurred, NCCAT facilities
will be able to support activities over a range of technology readiness levels, which
helps align early research activities and ideas with future commercial goals to ensure
the rapid pull-through of new technologies.
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6 Summary and Conclusions

This paper has highlighted some of the complex aerothermal processes that must be
considered in the design of a modern gas turbine combustion system. These range
from fuel injector technologydesigned to generate highly swirlingflowswithinwhich
fuel is atomised and mixed, through to considerations of aero-acoustic phenomena,
cooling systems, and how the combustion system integrates and interacts with the
upstream and downstream turbomachinery components. The presented work also
illustrates that the strategic use of isothermal, atmospheric pressure experimental
facilities is an extremely cost-effective approach to identify promising ideas for
future combustor aerothermal technologies. Unsteady, spatially resolved and tempo-
rally resolvedmeasurements in well-chosen, industrially relevant test cases have also
provided important validation data to improve and build confidence in appropriately
chosen CFD techniques (RANS, URANS, and LES) for various aspects of the prob-
lems studied. A balanced combination of experimental and computational methods
is the optimum approach for improving understanding and for development of new
technological solutions. This approach is now being extended in activities being
undertaken within the National Centre for Combustion and Aerothermal Technology
(NCCAT).

Acknowledgements The material contained in this paper comprises research outcomes from
projects undertaken within the Loughborough/Rolls-Royce UTC. We wish to express our thanks
to all our Loughborough University and Rolls-Royce colleagues who participated in the research
projects which produced these outcomes.

References

1. (2016) Raising ambition. Aerospace Technology Institute Technology Strategy and Portfolio
Update

2. (2001) European aeronautics: a vision for 2020. ACARE Report
3. Flightpath 2050 (2011) Europe’s vision for aviation, European Commission
4. Lobo P et al (2015) Measurement of aircraft engine non-volatile PM emissions: results of

the aviation particle regulatory instrumentation campaign (A-PRIDE 4). Aerosol Sci Technol
49(7):472–484

5. CTO’s co-operate to drive the sustainability of aviation. Joint IndustryStatement, ParisAirshow,
Le Bourget, 18 June 2019

6. Mosier SA, PierceRM(1980)Advanced combustion systems for stationary gas turbine engines,
vol 1. In: Review and preliminary evaluation, US Environmental Protection Agency Report
No. EPA-600/7-80-0171

7. Li Y et al (2017) Review ofmodern low emissions combustion technologies for aero gas turbine
engines. Prog Aerosp Sci 94:12–45

8. Lazik W, Doerr T, Bake S, vd Bank R, Rackwitz L (2008) Development of lean-burn low-NOx
combustion technology at Rolls-Royce Deutschland. ASME paper GT2008-51115, ASME
Turbo Expo, Berlin, Germany, June 2008

9. Fishenden CR, Stevens SJ (1977) Performance of annular combustor dump diffusers. J Aircr
14:60–67



Aerothermal Technologies for Low Emissions Combustors 387

10. Klein A (1995) Characteristics of combustor diffusers. Prog Aero Sci 31:171–271
11. McGuirk JJ (2014)The aerodynamic challenges of aeroengine gas-turbine combustion systems.

Aeronaut J 118(1204):557–599
12. Stevens SJ, Harasgama SP, Wray AP (1984) The influence of blade wakes on combustor

shortened pre-diffusers. AIAA J Aircr 21(9):641–648
13. Barker AG, Carrotte JF (2001) Influence of compressor exit conditions on combustor annular

diffusers, part 1: diffuser performance. ASME J Prop Power 17(3):678–686
14. Denman PA (2002) Aerodynamic evaluation of a double annular combustion system. ASME

paper GT2002-30465, ASME Turbo Expo, Amsterdam, The Netherlands, June 2002
15. WalkerAD,Carrotte JF,McGuirk JJ (2008)Compressor/diffuser/combustor aerodynamic inter-

actions in leanmodule combustors. ASME J EngGas Turbines Power 130:011504-01–011504-
08

16. Walker AD, Carrotte JF, McGuirk JJ (2009) The influence of dump gap on external combustor
aerodynamics at high fuel injector flow rates. ASME J Eng Gas Turbines Power 131:031506-
01–031506-10

17. Walker AD, Carrotte JF, McGuirk JJ (2006) Enhanced external aerodynamic performance of
a generic combustor using an integrated OGV/pre-diffuser technique. ASME paper GT2006-
90184, ASME Turbo Expo, Barcelona, Spain, May 2006

18. Barker AG, Carrotte JF (2001) The influence of compressor exit conditions on combustor
annular diffusers—part 1: diffuser performance. ASME J Propul Power 17:678–686

19. Ford CL (2013) Novel lean burn injector designs for improved flow uniformity. PhD Thesis,
Loughborough University, Loughborough, UK

20. Ford CL, Carrotte JF, Walker AD (2012) The impact pf compressor exit conditions on fuel
injector flows. ASME J Eng Gas Turbines Power 134:111505-1–111504-9

21. Williams MA, Carrotte JF, Moran AJ, Walker AD (2018) Impact of upstream boundary condi-
tions on fuel injector performance in a low TRL reacting flow experimental facility. ASME
paper GT2018-75621, ASME Turbo Expo, Oslo, Norway, June 2018

22. Cha CM,Hong S, Ireland PT, Denman P, SavarianandamV (2012) Experimental and numerical
investigation of combustor-turbine interaction using an isothermal non-reacting tracer. ASME
J Eng Gas Turbines Power 134:081501-1–081501-18

23. Dhopade P, Denman P, Ireland P, RavikantiM (2017) Experimental and numerical investigation
of the effect of compressor OGV profile on combustor exit measurements using an isothermal
non-reacting tracer. In: Proceedings of 12th European conference on turbomachinery fluid
dynamics and thermodynamics, Stockholm, Sweden, April 2017, Paper ETC2017-247

24. Krawciw J, Martin D, Denman P (2015) Measurement and prediction of adiabatic film effec-
tiveness of combustor representative effusion arrays. ASME paper GT2015-743210, ASME
Turbo Expo, Montreal, Canada, June 2015

25. Bergeles G, GosmanAD, Launder BE (1978) The turbulent jet in a cross stream at low injection
rates: a 3-dimensional numerical treatment. Num Heat Trans 1:217–242

26. Li X, Qin Y, Ren J, Jiang H (2014) Algebraic anisotropic turbulence modelling of compound
angled film cooling validated by particle image velocimetry and pressure sensitive paint
measurements. ASME J Heat Transf 136:032201-1–0322011-18

27. Chen X, Xia H (2017) A hybrid LES-RANS validation of effusion cooling array measure-
ments. In: Proceedings of 23rd international symposium on air breathing engines (ISABE),
Manchester, UK, September 2017

28. Walker AD, Koli B, Spanelis A, Beecroft PA (2017) Aerodynamic design of a cooled cooling
air system for an aero gas turbine. In: Proceedings of 23rd international symposium on air
breathing engines (ISABE), Manchester, UK, September 2017, Paper ISABE-2017-21302

29. Elango P, Walker AD (2016) An investigation of flush off-takes for use in a cooled cooling
air system. In: Proceedings of the royal aeronautical society applied aerodynamics conference,
Bristol, UK, July 2016

30. Spanelis A, Walker AD, Beecroft P (2017) The aerodynamic design of the low pressure air
delivery ducts for a cooled cooling air system. ASME paper GT2017-63959, ASME Turbo
Expo, Charlotte, NC, USA, June 2017



388 M. Brend et al.

31. Walker AD, Koli B, Guo L, Beecroft P, Zedda M (2017) Impact of a cooled cooling air system
on the aerodynamics of a gas turbine combustion system. ASME J Eng Gas Turbines Power
139:051504-1–051504-13

32. Walker AD, Denman PA, McGuirk JJ (2004) Experimental and computational study of hybrid
diffusers for gas turbine combustors. ASME J Eng Gas Turbines Power 126:717–725

33. Midgley K, Spencer A, McGuirk JJ (2005) Unsteady flow structures in radial swirler fed fuel
injectors. ASME J Eng Gas Turbines Power 127:755–764

34. Spencer A, McGuirk JJ, Midgley K (2005) Vortex breakdown in swirling fuel injector flows.
ASME J Eng Gas Turbines Power 130:021503-1–021503-8

35. Cheng L, Dianat M, Spencer A, McGuirk JJ (2012) Validation of LES predictions of scalar
mixing in high swirl fuel injector flows. Flow Turb Comb 18:146–168

36. Dianat M, McGuirk JJ, Fokeer S, Spencer A (2014) LES of unsteady vortex dynamics in
complex geometry gas-turbine fuel injectors. In: Proceedings of 10th engineering turbulence
modelling and measurements conference, Marbella, Spain, September 2014

37. GunasekaranB,McGuirk JJ (2011)Mildly-compressible pressure-basedCFDmethodology for
acoustic propagation and absorption prediction. ASME paper GT2011-45316, ASME Turbo
Expo, Vancouver, Canada June 2011

38. Rupp J,Carrotte JF, SpencerA (2010) Interaction between the acoustic pressure fluctuations and
the unsteady flow-field through circular holes. ASME J Eng Gas Turbines Power 132:06150-
1–06150-9

39. Su J, Rupp J, Garmory A, Carrotte JF (2015) Measurements and computational fluid dynamics
predictions of the acoustic impedances of orifices. J Sound Vib 352:174–191

40. Treleaven NCW, Su J, Garmory A, Page GJ (2017) The response to incident acoustic waves of
the flow field produced by a multi-passage lean burn aero-engine fuel injector. ASME paper
GT2017-64527, ASME Turbo Expo 2017, Charlotte, NV, USA

41. Treleaven NCW, Su J, Garmory A, Page GJ (2019) An efficient method to reproduce the
effects of acoustic forcing in gas turbine fuel injectors in incompressible simulations. Flow
Turbul Combust 103:417–437

42. Bhayaraju U, Hassa C (2009) Planar liquid sheet breakup of pre-filming and no-pre-filming
atomisers at elevated pressure. Atomisation Sprays 19:1147–1169

43. Barker AG, Carrotte JF (2014) The impact of representative aerodynamics flow fields on liquid
fuel atomisation in modern gas turbine fuel injectors. ASME paper GT2014-26927, ASME
Turbo Expo 2014, Duessseldorf, Germany

44. Brend MA, Barker AG, Carrotte JF (2019) Measurements of fuel thickness for pre-filming
atomisers at elevated pressure. Int J Multi Phase Flow 129

45. Hidrovo CH, Hart DP (2001) Emission reabsorption laser induced fluorescence (ERLIF) film
thickness measurement. Meas Sci Technol 12:467–477

46. Xiao F, Dianat M, McGuirk JJ (2013) Large eddy simulation of liquid jet primary breakup in
air crossflow. AIAA J 51:2878–2893



Cluster Analysis of Turbulent Premixed
Combustion Using On-the-fly Flame
Particle Tracking

Madwaraj Hatwar, Ashwin S. Nayak, Himanshu L. Dave, Utkarsh Aggarwal,
and Swetaprovo Chaudhuri

Nomenclature

Da Damköhler number
ρ Density of the mixture
φ Equivalence ratio
U Fluid velocity
� Kinematic restoration term
η Kolmogorov length scale
τη Kolmogorov time scale
Le Lewis number
τF,L Lifetime of flame particle
n Local vector normal to an isoscalar surface
Sd Local flame displacement speed
D Mass diffusivity
Yk Mass fraction of kth species
κ Mean curvature of flame surface
〈U 〉 Mean fluid velocity
XF Position vector of the flame particle
ω̇ Production/consumption rate of species
Reλ Reynolds number based on Taylor micro-scale
urms RMS value of the fluctuating velocity
ψ Scalar field (temperature or species mass fractions)
t Simulation time
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KT Tangential strain rate
δL Thermal flame thickness
ReT Turbulent Reynolds number

1 Introduction

Turbulent premixed and partially premixed flames are utilized inmany practical engi-
neering devices ranging from spark-ignition (SI) engines and industrial gas burners
(land-based) to gas turbine engines (aero-based), to realize clean combustion with
lower emissions [1–4].Due to the stringent restrictions onNOx and emissions of other
pollutants, reliance on premixed combustion has increased in the recent years and
efforts to comprehensively understand turbulent premixed flames have gained sig-
nificant interest. Thermonuclear combustion preceding a Supernova Ia is also known
to be strikingly similar to premixed combustion involving chemical reactions in a
turbulent flow field [5, 6]. With the significant advances in high-performance com-
puting, computationally intensive simulations of turbulent combustion with detailed
transport and chemistry have become feasible. This has helped gain better insights
into the underlying multi-scale, multi-physics and nonlinear phenomena [7, 8] of
turbulence–flame interaction.

To understand turbulent premixed flames, various studies [9, 10] have primarily
investigated the Eulerian fields and their statistics conditioned on the flame surfaces,
at particular time instants. While these described global characteristics satisfactorily,
it may not comprehensively describe localized phenomena such as the local annihi-
lation of flames, formation of pockets and flame islands. In non-reacting turbulence,
the Lagrangian approaches [11] have garnered significant interest while investigat-
ing mixing and dispersion problems. Taking cue from these developments, it seems
worthwhile to explore Lagrangian approaches to understandmixing processes within
the flames, study flame element dispersion [12], investigate flame propagation and
local-to-global flame extinction among many other problems, while also providing
inputs for the modeling of turbulent premixed flames [13].

Lagrangian fluid particle tracking methods [11, 14–16] developed for non-
reacting turbulence could be directly used in reacting turbulent flows. However, their
direct application in premixed turbulent combustion may not be helpful due to the
very short residence times that a fluid particlewould spendwithin the premixedflame.
This can be attributed to the thin width of the premixed flame, its self-propagation,
and the large acceleration that a fluid particle would experience due to heat release
from combustion. Due to significant variations in properties from the unburnt and
burnt side of the flames, a fluid particle moving through the flame would encounter
inhomogeneous turbulence and the statistics thereof would be highly non-uniform.

A premixed flame can be considered as an ensemble of propagating isoscalar sur-
faces. In [17], Pope argues that certain phenomena are better described in terms of
propagating surfaces and provide a detailed mathematical framework for studying
evolution of such surfaces in turbulence. Following this, the flame particle tracking
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(FPT) technique was developed in [18], where flame particles are defined as math-
ematical points on isoscalar surfaces, isotherms in particular. These flame particles
co-move with their resident surfaces with a local flame displacement speed, relative
to the local fluid velocity, along the local normal to the isoscalar surface. Such an
approach enables tracing the paths of these flame particles (i.e., surface points on
reactive isoscalar surfaces) and thereby studying variation of flame–flow properties
at these spatio-temporally evolving locations on surfaceswhich are representatives of
the premixed flame. FPT has since proven useful in providing insights into localized
phenomena within premixed flames interacting with turbulence [12, 19, 20].

Previously, the FPT algorithm was implemented in a pre-computed reacting flow
of a turbulent premixed flame, using triangle–ray intersection method [21] combined
with numerical integration. A brief review of this implementation is presented here.
Flame particles are usually distributed uniformly on the isoscalar surfaces at the start
of the FPT simulation. The isoscalar surfaces are computationally represented as a
mesh of triangles and are obtained using the marching cubes algorithm. Interpolation
schemes are used to obtain relevant properties, such as fluid velocity, from the DNS
grid points to the flame particle location. From their current positions, the displace-
ment exclusively due to fluid velocity is drawn. From the tip of this displacement
vector, a ray is shot along the positive and negative direction of the local normal. The
direction of the ray corresponds to the local surface normal defined at the starting
position of the flame particle. The ray is allowed to intersect with the face(s) of a trian-
gle on the surface mesh at the next time step. The final point of intersection, obtained
by a corrective step [18] and a thresholding criterion, is the location of that particular
flame particle at the next time step. For further details, readers can refer to [18].

The FPT algorithm operates in the post-processing stage after performing the
DNS simulations. To accurately track the flame particles, the Eulerian field variables
must be saved on one or more storage media at time intervals which are sufficiently
smaller than the smallest relevant time scales, usually the Kolmogorov time scale.
As the turbulent Reynolds number increases, the requirement for finer time intervals
and finer grids poses severe computational challenges. The FPT algorithm, therefore
in its current form, can become extremely demanding for storage space. Secondly,
the existing implementation uses an interpreted programming language which is
time intensive. This “two-step” approach also requires various interfaces between
the data output from the solver, which is written in the compiled language, and the
post-processing application, i.e., FPT, thus requiring careful handling of the data and
additional scripts. All these issues can be effectively circumvented by integrating
the FPT algorithm with the DNS solver. The proposed new implementation would
not make use of marching cubes and ray–face intersection algorithm, which are the
backbone of the existing FPTmethodology [18], butwill instead be based on standard
numerical integration algorithms to compute the flame particle trajectories permitting
better accuracy, stability along with scalability and computational efficiency. We
refer to this integrated implementation of FPT within the DNS as “on-the-fly” FPT.
In this study, we demonstrate, possibly for the first time, the implementation of on-
the-fly FPT and illustrate its use in understanding the dynamics of annihilation of
isoscalar surfaces within premixed flames. From the past works, we expect that flame
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particles cluster preferentially in trailing regions of the surface at different times. Such
clustering precedes flame annihilation and therefore is an important feature of the
turbulent flame dynamics.

The remaining paper is organized as follows: First, we describe the details of the
DNS solver, the governing equations it solves, different computational aspects of
on-the-fly FPT algorithm and its implementation. Following this, we describe the
clustering algorithm used in understanding the flame annihilation dynamics. Finally,
we present the results and discussion concerning the implementation of the algorithm
and the results from the investigation of flame annihilation dynamics.

2 Computational Techniques

2.1 Solver

The direct numerical simulations (DNS) of the turbulent premixed flames were per-
formed using the Pencil Code—a highly modular, highly scalable, open-source finite
difference solver for weakly compressible flows for solving the governing equations
in the non-conservative form [22]. It utilizes a sixth-order accurate explicit, central,
finite difference scheme for evaluating spatial derivatives and a third-order accurate
Runge–Kutta time integration scheme as proposed by Williamson [23], referred to
as RK3-2N. In this paper, a statistically planar turbulent premixed flame is simulated
within a cuboid in an inflow–outflow configuration. Navier–Stokes Characteristic
Boundary Conditions (NSCBC) were used in the direction of the flow (X -direction),
and periodic boundary conditions were used in the other two directions (i.e., Y and
Z directions). A premixture of H2-air is used as the reactant and a detailed H2-
air reaction mechanism with nine species and 19 reactions developed in [24] was
incorporated into the chemistry solver developed by Babkovskaia et al. [25].

2.2 Governing Equations

The governing equations solved in the Pencil Code [22] are presented below. The
continuity equation is

D (ln ρ)

Dt
= −∇ · U (1)

where D/Dt = ∂/∂t + U · ∇ is the material derivative, ρ is the density andU is the
fluid velocity. The momentum equation is

DU
Dt

= 1

ρ
(−∇P + Fvs) (2)
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where P is pressure,
Fvs = ∇ · (2ρνS) (3)

is the viscous force,where Si j = − 1
3∇ · Uδi j + 1

2

[
∂Ui/∂x j + ∂Uj/∂xi

]
is the trace-

less rate of strain tensor. The equation for the mass fraction of each species is

ρ
DYk
Dt

= ∇ · J k + ω̇k (4)

where Yk is mass fraction, Jk is the diffusive flux, ω̇ is the reaction rate and subscript
k refers to the species number k. Since detailed reaction mechanism of [24] is con-
sidered here, nine such species equations (Eq.4) are solved in addition to the one
continuity (Eq.1) and three momentum equations (Eq.2). Furthermore, the energy
equation

(
cp − R

m

)
D (ln T )

Dt
=

Ns∑

k=1

DYk
Dt

(
R

mk
− hk

T

)
− R

m
∇ · U + 2νS2

T
− ∇ · q

ρT
(5)

was solved. Here, T is the temperature, cp is the constant pressure specific heat
capacity, R is the universal gas constant, h is the enthalpy,m is the molar mass and q
is the heat flux. The ideal gas equation connects pressure and temperature as follows

P = ρRT

m
(6)

2.3 Governing Equations for Flame Particles

Flame particles are surface points, co-moving with a given isoscalar surface within
the premixed flame. Therefore, flame particles are identified by their initial position
X and the isovalue ψ0 of the reactive scalar ψ (say, T or Yk) that is conserved along
the trajectory or time history of a given flame particle. These two conditions can
be combined as X F

0 = X F (t = 0, ψ = ψ0). Flame particles are advected along the
resultant of the local fluid velocity vector U and the local flame displacement speed
Sd along the local normal vector n. The kinematic equation governing the position
of a flame particle and the constraint of scalar conservation are described below by
Eqs. 7 and 8, respectively [17, 18]:

∂

∂t
X F

(
t, XF

0

) = V F
(
t, X F

0

)

= U F
(
t, X F

0

) + SF
d

(
t, X F

0

)
nF

(
t, X F

0

)
(7)

∂ψ

∂t
+ V F · ∇ψ = 0 (8)
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where X F
(
t, X F

0

)
represents the spatial location of flame particle at time t , defined

on isoscalar surface of ψ with isovalue ψ0, with initial position as X F
0 . All the quan-

tities mentioned with a superscript “F” are evaluated at the flame particle location
and, therefore, are Lagrangian quantities. They are obtained from the correspond-
ing Eulerian fields by interpolation, say U F

(
t, X F

0

) = U
[
X F

(
t, X F

0

)
, t

]
. Here,

U (x, t) represent Eulerian velocity field in space and time. For other parameters,
identical procedure is adopted. V F is the resultant velocity of flame particle; SF

d is
the flame displacement speed and nF is the normal to the isoscalar surface at the
flame particle. Sd and n are computed using the following equations:

Sd = − 1

|∇ψ |
Dψ

Dt
(9)

n = ∇ψ

|∇ψ | (10)

where ψ(x, t) is the scalar field. In this paper, we study flame particles defined on
surfaces of constant mass fraction of H2. Therefore, YH2 remains constant along the
trajectory of a given flame particle. The flame particles are uniformly initialized
on the surfaces. The on-the-fly FPT implementation allows particle initialization
on a smooth or wrinkled surface at the initial or at any intermediate time of the
DNS simulation, respectively. For such surfaces, the substantial derivative in Eq.9
is observed to be the right-hand side of the species transport equation for H2, i.e.,
Eq. 4. Hence, the displacement flame speed and the normal vector are calculated as,

Sd = − 1

ρ|∇YH2 |
(∇(ρD∇YH2) + ω̇H2) (11)

nF = ∇YH2

|∇YH2 |
(12)

In the solver, Eqs. 11 and 12 which explicitly appear within Eq. 7 are evaluated only
within the flame region defined by a temperature range of 312–2500K. Equations11
and 12 are solved at the grid points. From these points, relevant properties are interpo-
lated to the flame particle positions. For interpolation, quadratic spline interpolation
scheme is used which utilizes the values at 27 grid points in the neighborhood of
X F

(
t, X F

0

)
. Equation7, governing the motion of a flame particle, is integrated in

time using a third-order accurate Runge–Kutta scheme (RK3-2N) [23] to compute
the trajectories of the flame particles. The method makes efficient use of memory
registers requiring only two sets of the variables to be held in memory. Accord-
ingly, the position vector at “n + 1”th time step maybe obtained from the position at
“n”th time step by an iterative procedure, Hence, the updated particle positions are
third-order accurate in both time and space.
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Table 1 List of coefficients of Williamson’s RK3-2N scheme

c1 c2 c3 α1 α2 α3 β1 β2 β3

0 4/9 15/32 0 −5/9 −153/128 1/3 15/16 8/15

dX F
i = αi dX F

i−1 + δt
(
ci H

(
X F

i−1, ti−1
))

X F
i = X F

i−1 + βi dX F
i

with i = 1, 2 and 3 represent the three sub-steps of the RK3-2N integration scheme
and H is evaluated as the right-hand side of the ordinary differential equation Eq.7.
The coefficients, α, β and c above are listed in Table1.

2.4 Cluster Analysis

Cluster analysis deals with grouping of objects into clusters such that the objects in
the same group have similar property and are different from objects in other groups.
It is often employed in grouping, decision making, machine learning in data mining,
document retrieval, image segmentation and pattern classification and various other
fields to determine natural groups of objects based on certain similarity features and
criteria [26]. As the surfaces and the resident flame particles interact with the turbu-
lence, eventually, they are found to preferentially agglomerate in the trailing edges
of the surface, on which they are defined (i.e., regions toward the products), before
annihilation. Particles are considered annihilated when the corresponding flame sur-
face in the neighborhood of a flame particle no longer exists. Therefore, studying
the clustering phenomena may help in investigating the flame annihilation dynamics.
Later, in the paper, a more formal definition of flame annihilation will be introduced.
Here, we utilize cluster analysis on the flame particles to study the dynamics of
flame annihilation and explore if a simple statistical measure like ensemble average
could emerge as its suitable representative to describe the annihilation process of
that cluster.

Cluster analysis is useful toward reduced-order modeling (ROM) [27]. Model
order reduction is a technique to reduce the computational complexity of mathemat-
ical models in numerical simulations. Model order is reduced either by reducing the
degree of freedom or the state-space dimensions. This reduced order model is an
approximation for the original model at best but could be computationally very effi-
cient. In terms of turbulent premixed flames, reduced order of flame particles needs
to resolve important localized phenomena at different regions of the flame, occurring
at different times. Cluster models could be useful in capturing the important physical
phenomena of the flame surface with very few points without sacrificing the fidelity
of localized dynamics and reduce computational cost.
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In this study, a k-medoids clustering approach proposed by Kaufman [28] is used,
which segregates the particles into k number of clusters based on reference points
called medoids, which is the most centrally located point in a cluster. We use the
partitioning around medoids (PAM) [29] algorithm which minimizes the distance
between the non-medoid o and the medoid m data points. The algorithm initially
selects k points as initial medoids, and each point is assigned to a cluster with the
closest medoid [28]. The algorithm then swaps medoidm and a random non-medoid
point o from that particular cluster and computes the distances between points and
their medoid. This step is undone if the distance increases. This is iteratively done
till we get the minimum average distance between the points and their medoid.

3 Results and Discussions

Direct numerical simulations were conducted using the Pencil Code as mentioned
earlier. The parameters of the simulation are listed in Table2. “Case 1” refers to the
case where the turbulence has not yet strongly interacted with the flame, and hence,
there are no flame annihilation events. Therefore, this could be used to validate
“on-the-fly FPT” algorithm. “Case 2” refers to later time where the turbulence has
substantially interacted with the flame surface. The data obtained from this case are
used to study the flame annihilation events.

3.1 Validation

Validation of the on-the-fly flame particle tracking is done by obtaining a time series
of the “isoscalar” value at all the flame particle positions. By definition, the flame
particles must always remain attached to the isoscalar surface before annihilation.
Thus, theoretically, the scalar value is a conserved quantity for the lifetime of a flame
particle. This has been expressed mathematically in Eq.8. Any deviation from the
initial value can originate from errors like numerical integration or interpolation, or
physical phenomena like the annihilation of local surface due to self-propagation or
extinction when the scalar value ceases to exist in the neighborhood of the flame
particle. In the present study, the flame particles were defined on constant mass frac-
tion surfaces of H2. To initialize flame particles on arbitrarily wrinkled isosurfaces,
marching cubes algorithm was used. After defining particles using this sub-routine,
the flame particle co-ordinates were imported into the solver. After initialization,
the particle tracking module is “switched on” and the flame particles are tracked in
space and time. The validation was done for low turbulence intensity case when the
isoscalar surfaces are not highly wrinkled. Since the surface is not strongly wrinkled,
no flame annihilation events are expected; hence, there is no physical mechanism by
which the isoscalar value at the flame particle position can change with respect to
the initial value. This can help in assessing the numerical accuracy of the algorithm.
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Table 2 List of simulation parameters

Parameters Case 1 Case 2

Grid 960 × 240 × 240 960 × 240 × 240

Domain, Lx × Ly × Lz (cm3) 1.918 × 0.48 × 0.48 1.918 × 0.48 × 0.48

Grid size, �DNS (µm) 20 20

Inlet temperature, Tin (K) 310 310

Inlet pressure, Pin (atm) 1.0 1.0

Equivalence ratio (φ) 0.81 0.81

Mean fluid velocity, 〈U 〉 (cm/s) 1137 1216

rms value of fluctuating
velocity, u′

rms (cm/s)
656 627

Time step (µs) 0.01 0.01

Scalar isosurface 5 YH2 isosurfaces 5 YH2 isosurfaces

Scalar values 0.0022, 0.005, 0.0110, 0.0189,
and 0.0225

0.0022, 0.005, 0.0110, 0.0189,
and 0.0225

Number of particles used 5000 5000

Lewis number, Le 0.84 0.84

Kolmogorov length scale, η
(µm)

14 14

Kolmogorov time scale, τη

(µs)
8.83 9.62

Turbulence Reynolds number,
ReT

352.73 310.56

Damköhler number, Da 0.85 1.27

Taylor micro-scale Reynolds
number, Reλ

89 85

Thermal flame thickness, δL
(cm)

0.0361 0.0361

Simulation time (τη) 7.93 50.42

Figure1 shows the time histories of the YH2 at particle positions for 100 sampled
particles embedded initially on five different constant YH2 surfaces—0.0022, 0.0050,
0.0110, 0.0189 and 0.0225. The value of YH2 was normalized from 0 to 1 using the
following definition of a progress variable c.

c = YH2,u − YH2

YH2,u − YH2,b
(13)

where the subscripts u and b defines unburnt and burnt sides, respectively. The value
of c is 0 when YH2 is at the unburnt side and 1 when YH2 is at the burnt side. The value
of YH2 at the unburnt side is 0.0229 and that at the burnt side is 0.0006. The values
of c corresponding to the chosen scalar values (see Table2) are 0.93, 0.80, 0.53,
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Fig. 1 Variation of YH2 at particle positions in time for 100 randomly selected particles

0.18 and 0.02 for YH2 values 0.0022, 0.005, 0.011, 0.0189, and 0.0225, respectively.
The flame particles on each of these surfaces are evolved for over 7.93τη for this
validation exercise.

Figure2 shows the percentage deviation of isovalue of YH2 at the end of validation
exercise. The difference is computed with respect to the initial value. The deviations
are less than 0.2% for majority of the particles. The maximum deviation is less than
2%. Therefore, the accuracy of on-the-fly FPT algorithm is validated. On interaction
with turbulence, flame surfaces stretch and fold leading to surface annihilation. Fol-
lowing flame surface annihilation, flame particles should also annihilate. This is why
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Fig. 2 Percentage deviation of YH2 for the 5000 particles from initial value after 7.93 Kolmogorov
time scales
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Fig. 3 Variation of YH2 at particle positions with time for 100 randomly selected particles by
considering particle annihilation

the validation exercise had to be performed in a weak turbulence case for a limited
time. To identify the flame particle annihilation criteria, the time series of the scalar
value is used. Simultaneous to surface annihilation, the isoscalar surface on which
the flame particle is defined ceases to exist. Other surfaces identified by different
isovalues now occupy these flame particle locations. This causes a sharp change in
the scalar value at the flame particle locations. Figure3 shows the time series of the
YH2 at flame particle locations. Also, clearly visible in the figure is the small change in
the YH2 value as time progresses. This is because a particle is considered annihilated
when the scalar value is found to deviate beyond a threshold of 2% from its original
state and is ceased from tracking.

3.2 Flame Particle Trajectories

The trajectories of the flame particles are shown in Fig. 4. It can be observed that the
particles cluster as time progresses. Figure5 shows the particle trajectories colored
with the magnitude of the particle velocity |V F |, while Fig. 6 shows the probability
density function (pdf) of |V F | at three different times. These plots clearly show the
particle velocity increasingwith time.However, the change in velocity during particle
annihilation is rather gradual. Figure7, shows the variation of mean curvature of the
flame evaluated using Eq.14. Figure8 shows the probability distribution function
(PDF) of mean curvature evaluated at the flame particle locations. In the present
paper, positive (negative) value of κ indicate that the surface at those point is convex
(concave) to the unburnt reactants. The PDF clearly shows that large, negatively
curved surfaces, or in other words, highly concave surfaces are more common than
convex surfaces as flame particles evolve in time. This observation obtained with
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Fig. 4 Trajectory of flame
particles with time

Fig. 5 Velocity of flame
particles over its trajectory

on-the-fly FPT agrees with those obtained by the post-processing based FPT method
in [18, 19]

κ = −∇ ·
( ∇YH2

|∇YH2 |
)

(14)

It is found that the magnitude of mean curvature along the particle trajectories
increases with time, while κ at these points remains negative. This suggests that as
time progresses the flame particles progressively cluster in the concave regions of
the flame surface. These concave regions are usually in the trailing sections of the
isoscalar surface.

Figures9, 10, 11 and 12 show the variations of tangential strain rate KT , flame
displacement speed Sd , mean curvature κ and |∇YH2 | at the particle positions, respec-
tively. The parameters are plotted against t/τFL which is the ratio of physical time (t)
to the lifetime of the flame particle (τFL). Since different regions of flame annihilate
at different times, a definition of normalized times seems more appropriate [19].
The term t/τFL is a normalized parameter from 0 to 1, between the time of particle
initialization to its annihilation. However, as shown later, we will revert to analysis
in physical times when clusters of flame particles are analyzed instead of the full
ensemble.
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Fig. 6 PDF of velocity of
flame particles
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Fig. 10 Variation of
logarithm of flame
displacement speed at the
particle positions with time

t/ τ
FL

0 0.5 1

S
d
 (

cm
/s

)

0

2000

4000

6000
c = 0.93
c = 0.80
c = 0.53
c = 0.18
c = 0.02

Fig. 11 Variation of mean
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positions with time
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From Figs. 9 and 10, we can see that KT and Sd increase significantly before
particle annihilation. The variation of the ensemble average of the parameters is
indicated using the thick lines of different colors corresponding to different surfaces.
Figure11 shows the formation of negatively curved regions with large curvature
near the end of flame particle lifetimes. Figure12 shows the magnitude of scalar
gradient of H2 mass fraction which tends to vanish as particles annihilate. When the
flame surface is locally annihilated, the local scalar property tends to homogenize
which results in the value of |∇YH2 | to decrease sharply. The trends of increasing
flame displacement speed, tangential strain rate and increasing concavity of surface
at flame particle locations were also observed using FPT [19]. The variation of Sd
with κ is shown in Fig. 13. The points represent the values at the particle positions,
and the solid line represents the ensemble averages. Apparently, one could attempt to
explain the increase of Sd with κ using pure curvature effects [30], discussed below.
For stationary spherical flames with the reactants entering from a point source at the
center, non-dimensional mass flux and non-dimensional curvature are given by:

f̃u =
(
1 + 1

2
∇̃ · n

)−2

(15)
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Fig. 13 Variation of Sd with
κ
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f̃u � (1 − ∇̃ · n) (16)

κ̃ = ∇̃ · n (17)

κ̃ is δLκ and ∇̃ is δL∇, where δL is the planar laminar flame thickness. The reader is
encouraged to refer [31] for a new development on this topic.

Equation15 is the non-dimensional mass flux, and Eq.16 is its linearized form.
Equation17 is the non-dimensional curvature. The increase in concavity of flame
surface at the particle locations results in an increase in the mass flux which increases
the Sd to large values.

3.3 Kinematic Restoration

Kinematic restoration is a dissipation mechanism of fluctuations on a flame surface
leading to smoothing of wrinkles on individual flame branches. This is affected by
self-propagation of the flame which causes flame wrinkle destruction. Kinematic
restoration of a flame surface can be quantified by the term given [32] by

� = −s0L(κσ + ∇2G) (18)

where � is the kinematic restoration term, s0L is the burning velocity of the planar
laminar flame, κ is the mean curvature, G is the isoscalar surface which in our case
is constant mass fraction surface of H2, i.e., G = YH2 and σ = |∇G|.

The kinematic restoration termwas calculated for all the particles at different time
instants as shown in Fig. 14. Since the flame was not initially perturbed heavily, the
value of � is small as observed in 14a. As the flame surface wrinkles with time, �
changes. Figure14a shows the value of� at the initial time instant. Figure14b shows
theflame surfacewhichhas undergonewrinklingdue to turbulence–flame interaction.
The value of � has increased significantly at the negatively curved regions. This is
shown in Fig. 14c and d where an increased population of particles are experiencing
very high values of �. Figure14e and f shows further increase in the high � values
carried by the flame particles. We can see that very high � values are experienced
by particles which cluster in the negatively curved regions. These particles undergo
annihilation either due to formation of flame islands or kinematic restoration due to
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(a)t0 (b)10.39 τη

(c)15.90 τη (d)20.79 τη

(e)26.09 τη (f)27.41 τη

(g)41.68 τη (h)50.42 τη

Fig. 14 Variation of kinematic restoration term on the flame surface
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high � values. The tendency of the particles to form flame islands increases with
increasing �, which eventually reduces the number of particles with very high �

values. This is shown in Fig. 14g. The value of � at the surviving particle positions
increases with time due to the continuous wrinkling of flame surface. These particles
again undergo annihilation as described above. This is shown in Fig. 14h where very
few particles have survived flame particle annihilation. Mathematically, the initial
increase in � value can be explained by the increase in the magnitude of κ in the
concave regions, without a very significant change in the value of σ and ∇2YH2 with
increase in flame surface wrinkling. As the surface wrinkles too much, negatively
curved regions undergo local flame annihilation, i.e., flame particles with very high
negative curvature values, and hence, flame particle/surfaces with high � values are
annihilated resulting in flame wrinkle destruction. This decreases the proportion of
particles which have high � values, and the surface is smoothened. The smoothened
flame surface further undergoes wrinkling due to turbulence resulting in an increase
in the value of � at the particle locations.

3.4 Cluster Analysis

Apart from the implementation of on-the-fly FPT, one of the major contributions of
this work is cluster analysis of the flame particles to elucidate the aggregated yet
localized dynamics of flame particles on turbulent premixed flames. To that end,
here, a partitional clustering algorithm k-medoids, mentioned in Sect. 2.4, was used
to segregate the particles into nine separate groups on each of the isosurfaces. The
isoscalar surfaces on which the particles are defined are plotted at different time
intervals in Fig. 15.

Figure15a corresponds to initial time t0. At t0, particles are uniformly initialized
on the five isoscalar surfaces. The formation of clusters can be seen in Fig. 15d–f
at the trailing regions where number density of particles is large. Figure15d and e
also shows that elongated channels filled with unburned gas, called the unburned
mixture finger (UMF) [33], develop on the flame surface. The regions with high
number density of flame particles undergo flame surface annihilation due to processes
like island formation on self-intersection of flame with itself and due to kinematic
restoration. Figure15f shows the formation of a flame island in the trailing regions
of the flame where flame particles have clustered. The detached island behaves like
an inwardly propagating spherical flame by consuming the trapped reactants and
propagating normal to the flame surface leading to a loss of flame surface and flame
particles. TheUMFwhich is prominent inFig. 15d and e and theflame island shown in
Fig. 15f have disappeared in Fig. 15g. The disappearance of the UMF is characterized
by large negative curvature resulting in high flame displacement speed. Figure15g
shows the formation of another trailing region just before it is detached from the
flame surface to form a flame island as shown in 15h. Figure 15i shows the final fate
of the particles.

The average distance between the particles and their medoids is calculated for
each group of particles. Since the particles are uniformly distributed initially, the
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(a)t0 (b)10.39 τη (c)15.90 τη

(d)20.79 τη (e)26.09 τη (f)27.44 τη

(g)41.68 τη (h)44.28 τη (i)50.42 τη

Fig. 15 Flame surface with particles at various time steps

average distances are approximately equal. The distance changes with the wrinkling
of the flame surface. Particles are considered to be clustered if the value of average
distance in a particular group of particles is significantly less than the initial value.
The particles cluster on different surfaces of constant YH2 at different times. Figure16
shows the clusters formed at the same region of the flame on different constant YH2

isosurfaces at different times.
The flame properties like displacement flame speed, tangential strain rate, mean

curvature of the flame surface, hydrogenmass fraction gradient, kinematic restoration
and temperaturewere calculated on the clustered particles for each surface of constant
YH2 . Themean values of these properties are calculated and comparedwith the overall
trend of the clusters shown in Fig. 16.

Figure17 shows the variation of the different parameters on the cluster formed
on the isosurface, c = 0.02 which is shown in Fig. 16. In Figs. 17, 17, 18, 19, 20,
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(a)c=0.02, 20.89 τη (b)c=0.18, 23.49 τη (c)c=0.53, 26.09 τη

(d)c=0.80, 26.09 τη (e)c=0.93, 26.82 τη

Fig. 16 Flame particle clusters at various time steps on different isoscalar surfaces

and 21 the teal colored curves represent the time history of different properties
conditioned on flame particles belonging to the particular cluster, while the black
lines represents the variation of that property averaged only over that cluster. As
shown in Fig. 17a the value of displacement flame speed on the clustered particles
increases at the end of flame particle lifetime as expected. Figure17b shows the
variation of tangential strain rate on the clustered particles. The value of KT generally
tends to increase at the end of flame particle lifetime but here the cluster is annihilated
before we can see any notable difference for this particular isosurface. From Fig. 17c
we can see that the magnitude of flame curvature on the clustered particles increase
in the concave regions signifying wrinkling of the flame surface and attains very
high values before annihilation. Figure17d shows the variation of |∇YH2 | with time.
Since the initial value is less due to the high c value, the decrease in its value is
not significant. Figure17e shows the variation of kinematic restoration term on the
clustered particles. The value of � increases with the wrinkling of the flame surface.
The increase is significant at the end of the flame particle lifetime when the particles
form a flame island. Figure17f shows the variation of temperature on the clustered
particles. The temperature at this region is very close to ambient temperature because
of its proximity to the unburnt region. The notable point is that, most flame particles
follow similar trends in variation of the properties which is reflected in the averaged
property variation.

Figure18 shows the variation of the parameters on the cluster formed on the iso-
surface, c = 0.18 which is shown in Fig. 16b. Figure18a is the variation of displace-
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Fig. 17 Variation of properties on the clustered particles on the isosurface, c = 0.02

ment flame speedwhich increases to very high values just before particle annihilation.
Figure18b is the variation of tangential strain rate which increases at the end of flame
particles’ lifetime. Figure18d is the variation of curvature of the flame surface which
reaches high negative values at the end of its lifetime. Figure18d shows the variation
of |∇YH2 | on the clustered particles with time. Since the value of c is not near the
extreme values, the decrease in the value of |∇YH2 | at the end of particle lifetime is
significant. Figure18e shows the variation of � on the clustered particles. The value
of� increases with time which helps in flame particle annihilation. Figure18f shows
the variation of temperature on the clustered particles.

Similarly, Figs. 19, 20 and 21 show the variation of the parameters on the cluster
formed on the isosurfaces, c = 0.53, c = 0.80 and c = 0.93 which are shown in
Fig. 16c, d and e, respectively. The variation of properties on the clustered particles
seen in Figs. 19, 20 and 21 is similar to the variations seen in Figs. 17 and 18.
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Fig. 18 Variation of properties on the clustered particles on the isosurface, c = 0.18

The cluster analysis results presented here could be useful to perform reduced-
order modeling where a group of particles can be simplified into a single particle. To
perform reduced-order modeling, the particles should execute similar behavior. This
can be verified by considering the properties of the clustered particles and analyze
their behavior for similarities. We can observe from Figs. 17, 18, 19, 20 and 21 that
particles in a particular cluster behave in a very similar way, and the lifetime of
the particles in the cluster is nearly equal. Thus, we can use physical time scale to
describe the evolution of particles belonging to a given cluster, with time. This is
not possible for an entire surface as particles in the different regions annihilate at
different times which required us to use the normalized time scale t/τFL to describe
an entire surface. Hence, the entire cluster can be reduced to a single point (need not
be an actual flame particle) which is considered to represent the entire cluster, where
the physical properties of this point is obtained by averaging over the cluster.
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Fig. 19 Variation of properties on the clustered particles on the isosurface, c = 0.53

4 Conclusion

DNS of H2-air premixed combustion is performed with detailed H2-air reaction
mechanism consisting of nine species and twenty-one reactions. “On-the-fly FPT” is
used to track flame particles distributed on five different constant mass fraction sur-
faces of H2. The surfaces wrinkle on interaction with turbulence causing the flame
particles to preferentially cluster in different negatively curved trailing regions of
the flame surface. As the wrinkling of the flame surface increases, the flame tries
to smooth out the wrinkles by kinematic restoration, i.e., propagation of the flame
surface normal to itself. In such situations, kinematic restorationmay lead to intersec-
tion of multiple flame branch which results in flame wrinkle destruction. Kinematic
restoration of the flame surface is quantified at different times. Thewrinkling of flame
surfaces also increases the tangential strain rate, leading to increase in negative value
of the curvature resulting in a very highmagnitude of local flame displacement speed.
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Fig. 20 Variation of properties on the clustered particles on the isosurface, c = 0.80

These effects culminate in local annihilation of flame surface and the resident flame
particles, by forming islands or by kinematic restoration.

Cluster analysis of the particles was done using a k-medoids clustering approach
which employed a partitioning around medoids (PAM) algorithmwhere the particles
were segregated into different groups. The average distance between the particles
with its medoid was calculated to identify the particle clusters. The results showed
that the particles cluster at the negatively curved regions. These regions have the
highest tendency for local flame annihilation. The cluster analysis performed could be
applied to reduced-order modeling where the clusters on each isosurface are reduced
to corresponding individual points, based on their similar physical properties. This
could ensure that the computational costs are reduced without missing out on critical
yet localized physical phenomena.
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Fig. 21 Variation of properties on the clustered particles on the isosurface, c = 0.93
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Starting Characteristics of a Micro Gas
Turbine Engine at Different Loading
Conditions

T. Chandra Sekar, Ramraj H. Sundararaj, Rajat Arora, and Abhijit Kushari

Nomenclature

A Area
CG Centralized power generation
C-D Convergent divergent
Cpc Specific heat at constant pressure cold side
Cph Specific heat at constant pressure hot side
DG Distributed power generation
ECU Electronic control unit
EGT Exhaust gas temperature
J Polar moment of Inertia
L-1 Test configuration 1
L-2-I Test configuration 2 (Trail 1)
L-2-II Test configuration 2 (Trial 2)
M Mach number
N Angular speed (Revolutions per minute)
N1 Convergent nozzle 1
N2 Convergent nozzle 2
N-L No load
P Static pressure
Pt Total pressure
T Static temperature
Tt Total temperature
w Power
TET Turbine entry temperature
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v̇ Flow rate (cc/min)
V̇ Volume flow rate (m3/s)
πc Compressor pressure ratio
πt Turbine pressure ratio
ṁa Mass flow rate of air
ṁ f Mass flow rate of fuel
ω Angular velocity
ηc Isentropic efficiency compressor
ηt Isentropic efficiency turbine
γc Ratio of specific heat cold side
γt Ratio of specific heat hot side

Subscript

3 Compressor exit
4 Turbine inlet
5 Turbine exit
6 Nozzle exit
a Ambient conditions
e Exit
f Fuel
i Initial
red Reduced

1 Introduction

Gas turbines inherently have a high thrust-to-weight ratio, making them an effi-
cient propulsive device for aircraft. Gas turbines also offer a more efficient alter-
native for electric power generation. They can be used with a wide range of fuels,
have lower emissions, a smaller footprint and better reliability. Gas turbine-based
power plants require fewer secondary systems for their smooth operation, making
them easier to start/stop. The response of a gas turbine to load changes is faster
as compared to conventional power plants. These qualities combined makes a gas
turbine-based distributed power generation (DG) and supply system, a more lucra-
tive option compared to other sources of power generation. However, a DG system
is associated with other technical issues such as voltage/current transients [1] and
frequency control [2]. Re-synchronization issues may arise with small gas turbine
units because of their lower rotor inertia [3].

Understanding the transient operation of a gas turbine during starting or load
changes is important, since the componentsmay encounter instabilities (surge, higher
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combustion chamber temperatures, etc.) which may result in catastrophic failure of
the gas turbine engine. A power generation gas turbine has several operating regimes
such as load increase/decrease as decided by operator, response to load rejection, trip
and over/under frequency events [4]. All the events are transient in nature. Informa-
tion on transient characteristics would help decide the engine response and, in turn,
help design the control system for adapting the power plant to the above mentioned
events.

Consider the starting process of a gas turbine in a power plant. The speed of the
engine rotor has to be increased from zero to the synchronization speed and then to
its full speed under no-load condition [4]. After the full speed is achieved, the load
is increased (to full load or a value as selected by user) by connecting the generator
to the grid. All these steps are to be carried out while keeping in consideration the
critical parameters such as stress, temperature, combustion instability, compressor
stall and surge. The major factors involved in transient analysis for a gas turbine used
in power plant are shaft speed (rotor speed), heat soak and volume packing [4].

One of the early works in this direction was by Agarwal and Yunis [5], in which
a general model to estimate starting characteristics of a gas turbine engine was
proposed. The model was capable of predicting minimum starting torque require-
ments and startup time at any ambient temperature and altitude condition. A general
model for prediction of transient performance of a gas turbine was proposed by
Pilidis and Maccallum [6], and the method was applied to various configurations
including single-spool and multi-spool configurations without including the influ-
ence of thermal effects. The model developed by Ganji et al. [7] has the capability
to predict the transient behavior of the engine, when the C-D nozzle area is changed
with time, keeping the throat area constant. There was a sharp increase in thrust
with increase in nozzle area. However, there are no other effects as the nozzle was
chocked. The work by Asgari et al. [8] showed that models based on Simulink
and NARX (nonlinear autoregressive exogenous model) are capable of satisfactory
predictions, with the experimental data (taken during gas turbine normal operation)
used for model training and validation. The energy density of the fuel was found to
have a noticeable effect on the rotor over-speed [9]; hence, it must be considered
when designing the fuel control system.

In the present work, experiments have been carried out on a micro turbojet engine
fitted with a convergent nozzle. Various thermodynamic and structural dynamic
parameters were measured at different locations, using which different parameters
related to gas turbine performance were estimated. The gas turbine was tested at
three different loading conditions. The loading on the gas turbine was simulated by
reducing the nozzle exit area. The control logic used for gas turbine operation remains
unaltered for all test conditions. The difference in steady-state operation between the
no-load and first load condition is compared. Also, the starting characteristics for the
three differently loaded conditions are compared to garner a better understanding of
the transient process involved.
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2 Experimental Setup and Instrumentation

Following conventional nomenclature, Station 2 is the inlet of the engine, Station 3
is after the compressor, Station 4 is after the combustion chamber and Station 5 is
after the turbine. Station 6 is usually used for the mixer; however, in this setup, it is
used to denote the exit of the jet pipe or the start of the nozzle.

2.1 Single-Spool Turbojet Engine

The baseline engine comprises a single-stage centrifugal compressor mechanically
coupled and driven by a single-stage axial flow turbine. The assembly consisting
of the compressor, turbine and interconnecting shaft is referred to as “rotor” in the
ensuing discussions. Between the compressor and turbine is a reverse flow-type
combustion chamber. A bell mouth intake is present upstream of the compressor for
flow conditioning at inlet. Following the turbine exit duct, there is a nozzle of very
short length. The engine is equippedwith an electricmotor, located outside the engine
upstream of the intake. The electric motor rotates the rotor during engine starting,
providing the necessary speed, and thus the inlet air mass flow rate for combustion of
the fuel. A fuel pump along with two valves provides the starting and main fuel for
the engine. The flow rate of fuel is controlled by means of altering the pump voltage.

The engine control system consists of an electronic control unit (ECU) and a
control box. The control box consists of a switch and throttle knob. The switch
has three positions, depending on the required operation in the start/stop sequence.
The throttle knob is used for increasing/decreasing rotor speed and hence engine
thrust/power output. Based on the throttle setting by the user, the ECU regulates the
fuel flow rate accelerating/decelerating the rotor to the required speed. A picture of
the engine, taken during testing, is shown in Fig. 1. A sectional view of the engine
showing the components and measurements locations is shown in Fig. 2.

2.2 Pressure Measurements

Three total pressure ports are provided at stations 3–5, circumferentially distributed
120° apart along the circumference of the engine. The total pressure ports at Station 3
are interconnected, giving a circumferentially averaged total pressure (Pt3). Station
3 also has three static pressure ports, which are circumferentially averaged, for
measurement of compressor exit static pressure (Ps3). The total pressure ports at
Station 4 are not circumferentially averaged, but taken individually. This is because
the pressures are not uniform, and circumferential averaging will lead to cross flow
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Fig. 1 Picture of the engine fitted with jet pipe

Fig. 2 Sectional view of the engine showing various components and measurements

between the ports. Similarly, the total pressure ports at Station 5 are not circumfer-
entially averaged, but taken individually. Additionally, three static pressure ports are
present at Station 6, the exit of the jet pipe, just ahead of the nozzle N1.
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2.3 Temperature Measurements

At every station, there are three thermocouples installed. Similar to the pressure ports,
the thermocouples are installed 120° apart along the circumference of the engine.
K-type thermocouples are used at all stations. In addition to this, a thermocouple is
installed in the turbine exit duct, for measurement of exhaust gas temperature (EGT).
This measurement is directly read by the ECU and serves as a control parameter
during start/stop sequences.

2.4 Other Measurements

The engine is equipped with a speed sensor to measure the rotor speed (N) and a
turbine flow meter to measure the fuel flow rate

(
v̇ f

)
. These measurements are also

directly read by the ECU and serve as control parameters during start/stop sequence.

2.5 Data Acquisition

The pressure ports are connected to a 16-port pressure scanner for pressure measure-
ment. The data from the pressure scanner, thermocouples, ECU (N, throttle setting)
and fuel flow meter are recorded in real time during experiment using a computer-
based data acquisition system from National Instruments (NI®). The data from ECU
and fuel flow meter are sampled once every one second. The data from each port in
pressure scanner is read 100 times a second, and average of these samples is recorded
at end of second. Details pertaining to all the measurements are given in Table 1, and
the ambient conditions during engine testing are given in Table 2.

2.6 Simulating Loading on Engine

The loading condition on the engine is simulated by reducing the exit area of the
nozzle, as shown in Fig. 3. The engine is fitted with a constant area jet pipe. The
exit area of the jet pipe is designated as “Ai” and the test condition is referred as no-
load (N-L) test case. A circular converging nozzle (N1) with ~20% area reduction
(i.e., Ae ≈ 0.8Ai) is attached at the exit of jet pipe, as shown in Fig. 3. In this
configuration, the nozzle exit area is ~20% less than that of N-L case, and the engine
is considered to be under loading condition. This configuration is referred as load-1
(L-1) test case. Further, a second circular converging nozzle (N2) is attached at the
exit of N1, to reduce area by ~38% (i.e., Ae ≈ 0.6Ai). In this configuration, the
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Table 1 Measurement type and measurement locations

Station # Station name Parameter # Measurements

3 Compressor
exit/combustor inlet

Static pressure (Ps3) 03 (120° apart) (averaged)

Total pressure (Pt3) 03 (120° apart) (averaged)

Temperature (Tt3) 03 (120° apart)

4 Combustor
exit/turbine inlet

Total pressure (Pt4) 03 (120° apart)

Temperature (Tt4) 03 (120° apart)

5 Turbine exit/nozzle
inlet

Total pressure (Pt5) 03 (120° apart)

Temperature (Tt5) 03 (120° apart)

Exhaust gas temperature
(EGT)

01 (ECU)

– Rotor Engine speed (N) 01 (ECU)

6 Exhaust/nozzle Static pressure (Ps6) 03 (120° apart)

a Ambient Temperature (Ta) 01 (Ambient)

Pressure (Pa)

– Fuel flow meter Fuel flow rate (v̇f ) 01 (Turbine flow meter)

Table 2 Ambient conditions Parameter Value

Flight Mach number (M) 0

Ambient Temperature (Ta) 20 °C

Flight altitude 126 m above sea level

nozzle exit area is ~38% less than that of N-L case, and this configuration is referred
as load-2 (L-2) test case. The last configuration (L-2) was tested twice. During the
second test with L-2 configuration (Test 4), to enable a smooth start, the initial fuel
pump voltage was reduced by 12.5%. All test cases are shown in Table 3.

2.7 Experimental Procedure

Routine checks are carried out before the start of every experiment, ensuring that
all systems are working satisfactorily. Following this, continuous data recording is
started until the end of the test. After the data acquisition is started, the starting
sequence is activated using the control box, for the engine to start. After the engine
starts successfully and reaches idle operating speed, the throttle knob is used to
increase speed. The rotor speed (N) is increased from 30,000 rpm to 83,000 rpm in
required steps. Auto shutdown switch setting is used to stop the engine and initiate
auto cool downprocedure after the tests. For all the test conditions, themeasurements,
control system and control logic were unchanged.
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Fig. 3 Schematic diagram showing the configurations used for simulating different loading
conditions on the engine

Table 3 Test matrix Test # Test condition Area reduction
(%)

Case name

Test 1 Base engine 0 No-Load (N-L)

Test 2 Base engine +
N1

20.72 Load-1 (L-1)

Test 3 Base engine +
N1 + N2

37.68 Load-2 (L-2-I)

Test 4 Base engine +
N1 + N2

37.68 Load-2 (L-2-II)

2.8 Engine Starting Procedure

For easy inference, all the events have been indicated using numerals in Fig. 4. It
shows the behavior of rotor speed (N) during the starting process.
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Fig. 4 Behavior of rotor speed (N) along with various events associated with the engine starting
sequence

The starting sequence is initiated by setting the control switch to “run” position.
After the starting sequence is initiated (event-0), an electric glow plug (used for
ignition) is activated. After 5 s (from event-0), the electric starter is activated (event-
1). As the rotor speed (N) reaches 3,000 rpm, the fuel pump is activated injecting
the starting fuel required for ignition. Successful ignition is when there is a 5 °C
temperature rise in EGT. After ignition is successful (event-2), fuel throughmain fuel
line is started, and the power to the starter motor is increased to 100% of rated value.
As N → 15,000 rpm, the igniter, electric starter and starting fuel are deactivated.
Simultaneously, fuel flow rate through the main fuel line is increased (event-3). As
N → 24,000 rpm, the fuel flow rate is further increased (event-4). This new fuel
flow rate increases N to 40,000 rpm (event-5). This speed is maintained for 2–3 s
allowing for control system calibration, following which the fuel flow rate is reduced
(event-6) to decrease the rotor speed to the idle value of 30,000 rpm (event-7).

3 Results and Discussion

3.1 Steady-State Operation of the Engine

For the first two test configurations (N-L and L-1), the engine start sequence was
successful, and the rotor speed (N) was increased gradually to 83,000 rpm to simulate
different power/thrust settings. The engine performance for these two tests is repre-
sented on a compressor map, shown in Fig. 5. The X-axis corresponds to corrected
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Fig. 5 Compressor map showing running line for both N-L and L-1 test cases

volumetric air flow rate
(
V̇red

)
, and the Y-axis corresponds to compressor pressure

ratio (πc). The continuous lines of varying color represent lines of constant reduced
shaft speed (N red). The volumetric air flow rate is estimated from themeasured values

of compressor pressure ratio
(
πc = Pt3

Pa

)
and shaft speed (N). The locus of all the

steady-state operating points is referred to as “running-line” for the engine. These
steady-state operating points are plotted in real time, as the experiment proceeds,
allowing the controller to monitor engine performance in real time.

For the N-L test case, which serves as the baseline, upon increasing throttle, the
operating point of the compressor shifts toward higher πc and higher V̇red, as is
expected. For Nred

∼= 42, 000 rpm, the operating point is closer to choke line, and
as N is increased, the operating point moves to the center of region bounded by the
surge and choke lines.When the throttle is decreased back to idle, the points perfectly
retrace the running line. During engine operationwith load (L-1), at lower rotor speed
(42,000 rpm), the equilibrium operating points are closer to the N-L test case. As N
increases, the operating point shifts away from the running line for N-L test case and
moves toward the surge line. Based on the observed trend during experiments, for
higher values of N (N > 83,000 rpm), the running line is expected to move closer to
the surge line or even cross the surge line. Owing to this, the engine was not operated
at higher speeds and limited to a maximum of 80,000 rpm for the L-1 test case. This
shift in the running line for L-1 compared to N-L is due to a mass flow rate reduction
caused by the smaller exit area presented by L-1 compared to N-L.

In addition to shifting the running line toward the surge line, turbine inlet temper-
atures (Tt4) are higher when operating at L-1. This is illustrated in Fig. 6, along with
fuel flow rate and equivalence ratio. At lower speeds, fuel flow rate Tt4 and equiva-
lence ratio are fairly similar for both the test cases. At higher speeds, the difference
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Fig. 6 Variation of fuel flow rate, equivalence ratio and Tt4 with rotor speed (N) for both N-L and
L-1 test cases

between the two cases becomes larger. Higher Tt4 is required to provide adequate
energy to the turbine, allowing it to accelerate the rotor to the required speed. This
additional energy is required since the air flow rate through the engine has reduced.
The additional energy is provided by increasing the fuel flow rate, which in turn
provides higher temperatures, allowing the turbine to extract more energy from a
flow that has reduced mass, to meet the compressor’s demand.

Consider the behavior of compressor pressure ratio
(
πc = Pt3

Pa

)
and turbine pres-

sure ratio
(
πt = Pt4

Pt5

)
with rotor speed (N), shown in Fig. 7. The compressor map

shown in Fig. 5 shows that when operating on a constant speed line, compressor
pressure ratio increases when air flow rate is reduced. During compressor testing
and characterization, this is usually done by reducing the compressor exit area or
throttling the compressor [10]. A similar effect occurs when running engine at L-1
test condition. When operating the engine at the same speed for both test cases, there
is an increase in compressor pressure ratio for L-1 as compared to N-L. However,
when throttled, the turbine pressure ratio and air flow rate decrease, as depicted in
any standard turbine characteristic map [10]. The effect of throttling on compressor
and turbine performance leads to the difference in pressure ratio between the two test
conditions, as shown in Fig. 7. This difference in compressor pressure ratio is lower
compared to the difference in turbine pressure ratio between the two test conditions.
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Fig. 7 Behavior of compressor pressure ratio (πc) and turbine pressure ratio (πt ) with rotor speed
(N) for both N-L and L-1 test cases

wt = ηt
(
ṁa + ṁ f

)
CphTt4

(

1 −
(
Pt4
Pt5

) 1−γh
γh

)

(1)

wc = ṁaCpcTa
ηc

((
Pt3
Pa

) γc−1
γc − 1

)

(2)

From Fig. 7, between the two test conditions at a givenN, the value ofπc increases
while the mass flow rate reduces. Hence, at a given N, the power required by the
compressor (wc) remains constant for both test conditions. However, at a given N,
the value of πt and air mass flow rate decreases between the two test conditions. This
will result in a lower wt than what is required to accelerate the rotor to the required
speed, if the value of Tt4 (TET) is maintained constant. To overcome this deficit, v̇ f

is higher for L-1 compared to N-L resulting in a higher TET which is required to
compensate for the reduction in turbine pressure ratio (πt ) and engine air mass flow
rate.
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3.2 Transient Operation During Engine Starting

Transient operation during engine starting procedure is discussed here to better
understand the effect of loading conditions when the engine is started. A total of
three configurations are studied in this section. The first configuration is the no-load
configuration, referred to asN-L. There is no area reduction for this case. The no-load
case (N-L) serves as the baseline, against which the other cases are compared. The
second case is the first loading condition, referred to as L-1. The exit area is reduced
by attaching nozzle N1 to the jet pipe. The third case is the second loading condition,
referred to as L-2. The exit area is further reduced by attaching nozzle N2 to the jet
pipe.

The engine was unable to start and reach a stable speed when operated at L-2.
With a further reduction in area, the air mass flow rate is bound to have decreased
even further than it did at L-1. However, the fuel flow rate during the initial phase of
the starting procedure (Event 0–Event 3) remained fairly constant. This could have
led to incomplete combustion owing to the fuel–air ratio being richer than what is
desirable. This would have led to reduced acceleration rates for the rotor, resulting in
a failed start. Based on this preliminary analysis, another attempt was made to start
the engine at L-2. To facilitate better combustion, the fuel pump voltage was reduced,
thus reducing the initial amount of starting fuel that is supplied to the engine. This
is the fourth case, where the engine configuration is same as L-2, but with a reduced
fuel pump voltage at engine start.

For both experiments at L-2, the engine starting sequence was forcefully inter-
rupted owing to the continuous increase in TET, preventing critical damage to the
hot parts of the engine. In order to understand the reasons for the failed start, we
consider the behavior of various parameters during the starting phase of the engine
(Figs. 8 and 9).

Various events related to starting procedure were explained earlier in Fig. 4, and
the corresponding events are shown using numerals in all figures in this section. To
further elucidate the starting procedure, we consider rotor speed, fuel flow rate and
TET for N-L case. Here, more emphasis is given to the behavior of TET, since it
is a critical parameter which reached higher values leading to an interrupted start
for higher loading conditions. After the starting sequence is initiated (event-0) and
the rotor starts spinning (event-1), the starting fuel is injected and fuel is ignited
(event-2). There is an increase in TET, shown as event-2 in Fig. 10. After this, the
starter motor speed increases to 15,000 rpm (event-3) and the value of TET increases
to ~650 °C shown as event-3 in the figures. This rise in TET is caused due to the
fuel flow addition from the main fuel line. After the starter motor and igniter are
deactivated, v̇ f is increased (event-3). After this increase in v̇ f , TET increases to
730 °C and remains a constant for a short duration. This is the peak value of TET
during the starting process. However, N continues to increase reaching 24,000 rpm.
After v̇ f is further increased (event-4), the value of TET starts to decrease, and N
further increases to 40,000 rpm. This rotor speed, 40,000 rpm, is called “calibration
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Fig. 8 Behavior of rotor speed (N) during starting process of the engine for all the test cases N-L,
L-1 and L-2

Fig. 9 Variation of fuel flow rate during starting process of the engine for all the test cases N-L,
L-1 and L-2

speed.” The control system is calibrated at this speed. After N reaches a value of
40,000 rpm, v̇ f is reduced, decreasing N to the idle speed of 30,000 rpm.

Comparing the transient performance of L-1 with N-L, the behavior of N and
TET is similar up to event-3 (i.e., N = 15,000 rpm). After the electric starter is
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Fig. 10 Behavior of turbine entry temperature (TET) during starting process of the engine for all
test cases N-L, L-1 and L-2

disengaged (event-3), the rate of increase of N is higher for N-L (event-4) compared
toL-1 (event-4′), and the value of TET is higher by ~80 °C for L-1 (event-4) compared
to N-L (event-4′). Hence, engine takes longer to reachN = 24,000 rpm for L-1. With
increase in v̇ f at N = 24,000 rpm, the rate of increase of N is lower for L-1, until the
rotor speed reaches 40,000 rpm (event-5 and event-5′). Also, the decrease in value of
TET is approximately same for both cases. Between event-5 and event-6, v̇ f is ~6%
higher for L-1 compared to N-L. This increased v̇ f is the reason for a higher TET
for L-1. In summary, the peak value of TET (event-3) is higher by ~80 °C for L-1
compared to that N-L, and the startup sequence is delayed by approximately 2 s.

Comparing L-2 with N-L, the behavior of N and TET is same until 15,000 rpm
(event-3). After the electric starter is disengaged (event-3), the rate of increase in N
is lower for L-2 as compared to the previous two cases. TET increases to ~1000 °C
at N ~ 20,000 rpm. Further on in the starting procedure, the value of TET decreases
to 900 °C as N → 30,000 rpm. At this instant, the emergency stop switch is activated
to stop the engine. A second attempt was made with reduced starting pump voltage
(reduce the amount of starting fuel). The behavior of N and TET for second attempt
is same as that of first attempt.

As can be observed from Fig. 9, for L-2, v̇ f is increasing continuously exceeding
the peak value for N-L and L-1 after the electric starter is deactivated (event-3).
This continuous increase in v̇ f is enforced by the ECU in an attempt to achieve a
rotor speed of 40,000 rpm as required by its algorithm for calibration of the control
system. After event-2, v̇ f is ~16% lower for the second attempt with L-2 (Test-4)
compared to the first attempt (Test-3). This is due to the reduction in the initial fuel
pump voltage.
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For L-2, the value of TET crossed the safe operation limits before the rotor could
reach the required speed (N). In an attempt to reach the required N, the ECU contin-
uously increased fuel flow rate. The starting procedure was aborted when it became
apparent that the rotor will not reach the required calibration speed of 40,000 rpm and
also because TET was higher than before. Further stressing the engine and pushing
it to reach the required calibration speed could have resulted in undesirable damage
to the core components.

To further understand the reasons for the behavior of N and TET, the accelera-
tion/deceleration of the rotor

(
dN
dt

)
and net shaft power (wnet) are considered. The

value of dN
dt is computed from the measured values of N using Eq. 3. The net shaft

power (wnet) is given by Eq. 4, where wt is the power from turbine (Eq. 1) and wc

is the power required by the compressor (Eq. 2). The acceleration/deceleration
(
dN
dt

)

and net power available wnet are related by Eq. 5, where J is the polar moment of
inertia of the rotor and ω is angular speed of rotor. In Eq. 5, since the term J is a
constant for the rotor, the quantity N dN

dt is used as a measure of wnet.

dN

dt

∣∣∣
∣
t=t

= Nt − Nt−1

1
(3)

wnet = wt − wc (4)

wnet = Jω
dω

dt
where, ω = 2πN

60
(5)

Fig. 11 Behavior of dN
dt during starting process of the engine for all test cases
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Fig. 12 Behavior of N dN
dt during starting process of the engine for all test cases

Figure 11 shows the behavior of dN
dt , and Fig. 12 shows the behavior of N dN

dt
during starting sequence of the engine. After the starting sequence is initiated (at t =
0 s) and electric starter is activated (at t = 5 s), dN

dt > 0 and the value of both dN
dt and

N dN
dt increase with time for the first 4 s and then decrease for the next two seconds.

This reduction in N dN
dt and dN

dt at t = 8 s is attributed to the wnet given by Eq. 4.
In this phase, the electric starter continues governing the acceleration and speed of
the rotor. Even after the fuel is ignited (event-2), (wnet < 0) and the starter motor
continue to provide the power to drive the rotor. The net power available

(
N dN

dt

)
to

accelerate the rotor has decreased, reducing the magnitude of dN
dt . However,

dN
dt > 0,

due to the additional effort of the start motor, which causes the value of N to rise. For
10 s < t < 14 s, magnitude of N dN

dt remains constant and the value of N is increasing.
Since N dN

dt is constant and N is increasing, the value of dN
dt is decreasing as governed

by Eq. 5.
As N → 15,000 rpm (t → 14 s), the electric starter is deactivated (event-3), and

the acceleration (speed) of the rotor is governed by wnet according to Eq. 5. For 14 s
< t < 18 s, the magnitude of N dN

dt is increasing which increases the magnitude of
dN
dt . This increase in N dN

dt is caused by an increase in v̇ f , which allows sufficient
energy to be available for the turbine to accelerate the rotor. For 18 s < t < 22 s,
the magnitude of N dN

dt is decreasing reducing dN
dt . During this phase, N stabilizes at

40,000 rpm (calibration speed). For 22 s < t < 35 s, N dN
dt is negative which results

in a negative dN
dt reducing N to 30,000 rpm. The reduction in v̇ f is the reason for

N dN
dt < 0. On reducing v̇ f , the value of TET decreases which decreases wt resulting

in wnet < 0.
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The behavior of both N dN
dt and dN

dt for L-1 is qualitatively similar to that for N-L.
However, the following quantitative differences are to be observed. First, the peak
value of both N dN

dt and dN
dt is less for L-1 compared to that for N-L. Second, between

event-3 and event-5, the rate of increase in N dN
dt is less for L-1 compared to that

for N-L. The magnitude of dN
dt remains constant for 2 s after the electric starter is

deactivated (event-3), although the magnitude of N dN
dt starts to rise. This suggests

that under loading condition (L-1), there is a delay in transition after the electric
starter is deactivated. This transition delay of approximately 2 s is observed in other
parameters like N, resulting in an overall delay in the starting process. Similarly
for L-2, after the electric starter is deactivated (event-3), the magnitude of dN

dt is
decreasing, and the magnitude of N dN

dt remains constant. The magnitude of N dN
dt

starts to increase at t = 20 s. This decrease in magnitude of dN
dt (after event-3) may be

attributed to the reduced magnitude of N dN
dt at that speed. Hence, for L-2 test case, it

may be concluded that the engine failed to attain the required magnitude of N dN
dt for

accelerating the rotor to the desired speed (event-5) which resulted in a failed start.
To understand the reasons for the prolonged starting sequence (2 s) for L-1 and

failed start for L-2, the performance of the compressor and turbine is considered.

Figure 13 shows the behavior of compressor pressure ratio
(
πc = Pt3

Pa

)
, and Fig. 14

shows the behavior of turbine pressure ratio
(
πt = Pt4

Pt5

)
during the starting process

for all test cases.
Consider N-L test case. After the electric starter is activated, πc and πt start

increasing along with N. The increase in πc and πt is rapid for N > 15,000 rpm, and
πc reaches a peak value of 1.3 and πt a peak value of 1.2 at N = 40,000 rpm. As

Fig. 13 Behavior of compressor pressure ratio (πc) during starting process of the engine for all
test cases
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Fig. 14 Behavior of turbine pressure ratio (πt ) during starting process of the engine for all test
cases

N → 30,000 rpm, πc decreases to 1.17 and πt decreases to 1.12. The behavior of
both πc and πt for L-1 is qualitatively same as that for N-L However; the following
quantitative differences are to be observed. Firstly, the rate of increase of both πc and
πt is less, for L-1, delaying the peak value by 2 s. Second, πc reaches a peak value
of 1.3, which is same as that of N-L, and πt reaches a peak value of 1.18 which is
less than the value for N-L.

The delayed rate of increase in πc and πt (starting sequence) has been explained
earlier in Fig. 11. The effect of reduced πt has been explained earlier in Fig. 7.
However, for completeness, it is reiterated here. This reduction inπt (event-5′) would
decrease wt (Eq. 1) if TET is maintained same as that for N-L. Since, πc is same as
that for L-l, the wc required remains the same. Hence, wt required would also be the
same to achieve the desired behavior. In order to compensate for the reduction in πt ,
the TET is increased by having higher v̇ f Fig. 9 compared to N-L.

From Fig. 9, it can be observed that the variation of v̇ f is same up to event-4
for both N-L and L-1. After event-5, v̇ f is higher for L-1 compared to N-L, and
thereafter, v̇ f remains higher for L-1 compared to N-L as N is reduced to its ideal
value. The behavior of πc with N is shown in Fig. 15, and behavior of πt with N is
shown in Fig. 16.

From Fig. 15, it can be observed that after event-3 at any givenN, the value ofπc is
same for both N-L and L-1. From Fig. 16, it can be observed that after event-3 at any
given N, the value of πt is less for L-1 compared to N-L. From this, it may be asserted
that for L-1, there is no effect on the performance of compressor, whereas there is
an reduction in turbine pressure ratio. This reduction in πt for L-1 is compensated
by an increase in TET.
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Fig. 15 Behavior of compressor pressure ratio (πc) with N during starting sequence for all test
cases

Fig. 16 Behavior of turbine pressure ratio (πt ) with N during starting sequence for all test cases

Consider the first attempt (Test-3) of L-2 configuration. After the electric starter
is deactivated (event-3), the rate of increase of both πc and πt is small compared to
that for N-L and L-1. Both πc and πt do not reach the peak values as for N-L and
L-1. From Figs. 15 and 16, it can be observed that after event-3 as at any given N,
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the value of both πc and πt is less compared to both N-L and L-1. Although TET is
higher for L-2 test case, it could not compensate for this reduction in πt as happened
earlier in case L-1.

In summary, the value πt for a given N is less or L-1 and L-2 compared to N-L.
This decrease in the value of πt reduces the power available for acceleration of the
rotor. The ECU tries to compensate for this deficit by increasing v̇ f (increasing the
TET), which was successful for L-1 but failed for L-2 (as the TET exceeded its
operation limits before the rotor could reach the desired speed). A second attempt
(Test-4) was made to start the engine by reducing the flow rate at its starting, which
showed similar behavior as that of the first attempt.

4 Summary

Experiments have been carried out on a micro-turbojet engine for three different
loading conditions, namely no-load (N-L), load-1 (L-1) and load-2 (L-2). For the
first two loading conditions (N-L and L-1), the engine started successfully and the
power/thrust level of the engine was increased by increasing the rotor speed (N).
Pressure and temperature at various locations in the engine along with rotor speed
(N) and fuel flow rate were measured during the entire operation of the engine. The
time taken for starting procedure for L-1 condition was 2 s more compared to N-L.
The prolonged starting time for L-1 is attributed to the reduced turbine pressure ratio
(πt ) which is due to the rise in pressure at turbine exit due to the reduction in nozzle
exit area. The compressor operation was found to shift closer to the surge line at
higher rotor speeds for L-1. This resulted in lesser flow rates of air for L-1 compared
to N-L. The fuel flow rate required to achieve a given rotor speed is higher for L-1.
As a result, the equivalence ratio and turbine entry temperature (TET) are higher
for L-1 compared to N-L at any given rotor speed. This increase in flow rate of fuel
for L-1 at any rotor speed (N) is due to the reduction in the turbine pressure ratio
(for L-1) as a result of the decrease in nozzle exit area and the compressor pressure
ratio being same for N-L and L-1. The turbine entry temperature was required to be
increased to compensate for the reduction in turbine pressure ratio to produce the
power required to run the compressor.

For L-2 test case, the engine failed to start. Before the rotor could reach the speed
as set in the control system, the temperatures in the combustion chamber reached the
upper limit. The engine was forced to stop by activating the emergency shutdown
switch. Due to the increased load, resulting in a lower air flow rate through the engine,
the rotor speed was unable to gain enough momentum to accelerate and reach the
required speed. To enable the rotor to reach the required speed for a successful start,
the ECU pumps more fuel. The side effect of this is an increase in TET, reaching
values that were close to the maximum limits of operation.
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Transported PDF Modeling
of Jet-in-Hot-Coflow Flames

Ashoke De, Gerasimos Sarras, and Dirk Roekaerts

1 Background

Theneed to avoid pollutant emissions has resulted in the development of newcombus-
tion techniques. These techniques include high-temperature air combustion (HiTAC),
flameless oxidation combustion (FLOX), andmoderate and intense low-oxygen dilu-
tion (MILD) combustion which falls under the category of ‘clean combustion tech-
niques.’ One of the features of MILD combustion is the high re-circulation ratio.
The hot gas re-circulation serves the combustion process in two ways; first, it raises
the reactant temperature, providing the heat needed for stable ignition. Secondly, it
reduces the oxygen concentration of the mixture which reduces the flame tempera-
ture and the thermal NOx emissions. Other features of theMILD combustion include
flat temperature field, low turbulence fluctuations, smooth radiation flux, and barely
visible and audible flame [1–8].

Dally et al. [9] of the Adelaide University designed a jet-in-hot-coflow burner and
carried out experiments producing detailed profiles ofmajor as well asminor species.
The experiments performed on this burner provided a comprehensive database that
has been used in the present study. Various numerical studies [10–18] have also been
carried out using these databases to evaluate the performance of different turbulence
and combustion models.

There have been various RANS-based modeling studies carried out in the context
of the Adelaide burner, most notable among them being the ones carried out by
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Christo and Dally [10, 11]. The major finding was the fact that the SKE turbulence
model with a modified dissipation constant (Cε1 = 1.6) produces the best agreement
with the experimental results. Other notable RANS-based modeling studies include
the ones carried out by Frassoldati et al. [12], Mardani et al. [13, 14], and Aminian
et al. [15].All of these studiesmade use of theEDCcombustionmodel in combination
with DRM 22 [19], GRI 2.11 [20], and KEE-58 [21] chemical mechanisms to study
the flame structure and the effects of molecular diffusion on flame characteristics in
the MILD regime. Kim et al. [16] simulated the JHC flames using the conditional
moment closure (CMC) with the primary goal of understanding the flame structure
and NO formation in the MILD regime. Ihme et al. [17, 18] studied the JHC flames
using LES with the flamelet/progress variable (FPV) approach. They considered the
burner as a three-stream mixing problem by introducing an additional conserved
scalar to identify flamelets of different mixture compositions and showed that the
coflow mixture composition could only inadequately be represented by one mixture
fraction.

From the above review, it is evident that a major problem while modeling these
flames is the nonlinear interaction between fluid mixing and finite rate chemistry
in the MILD regime. The transported probability density function (PDF) method
is suited to handle this problem. It allows us to include the effects of turbulence–
chemistry interaction in the Reynolds-averaged Navier–Stokes (RANS) framework
[22].

The objective of this work is to explore the predictive capability of flamelet-
generated manifold (FGM) chemistry [23] in a RANS/PDF framework. The FGM
has been successfully applied to simulations of various combustion systems [23–27].
In all these cases, a mixture fraction and a progress variable were adequate to create
the table. This study is the first attempt to extend the FGM with a second mixture
fraction to account for coflow inhomogeneity and air entrainment in predicting JHC
flames in the MILD combustion regime. The numerical predictions obtained using
this model are compared with experimental databases.

2 Tabulated Chemistry Construction1

2.1 Coflow Representation

In the following, the tabulated chemistry model is presented for describing a three-
mixing problem. The chemistry data have been tabulated using the FGM approach.
The FGM is based on laminar diffusion flamelets between the fuel (CH4 + H2) and
the coflow (a mixture of combustion products and air). Since the coflow composition
and temperature vary in space (Fig. 1), flamelets with different coflow composi-
tions and temperatures are required. The mean temperature and mass fractions have

1This section is reproduced from Sarras et al. [27].



Transported PDF Modeling of Jet-in-Hot-Coflow Flames 441

Fig. 1 Radial profiles of mean mixture fraction (F) using different PVs: (triangle 0 ≤ r ≤ 70 and
squares −25 ≤ r ≤ 0) symbols are measurements and lines are predictions

been measured along the radial direction of the coflow at x = 4 mm above the jet
nozzle as shown in Fig. 1. Following the approach of Ihme and See [17], a second
mixture fraction Z2 is introduced, which will quantify the mixing between a coflow
representative and the surrounding air and, at the same time, can be used to describe
the variation in the coflow composition based on oxygen concentration. The coflow
representative is defined at the radial position r = rrep such that:

YO2(rrep) = min(YO2(r)). For every point in the radial direction, we define:

Z2(r) = YO2(r) − YO2(rrep)

YO2(rair) − YO2(rrep)
(1)

The coflow representative is given by Z2 = 0, and the cold ambient air is provided
by Z2 = 1. In this approach, the enthalpy deficit (�h) relative to the adiabatic mixing
is assumed strictly correlated with Z2. To take into account that the enthalpy deficit
is not a unique function of Z2 and to allow independent fluctuations of Z2 and �h,
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it would be necessary to consider �h as an extra independent variable. Assuming
chemical equilibrium at the coflow inlet, the full composition is entirely determined
from Z2. With this definition, the composition and temperature at the coflow inlet
are functions of Z2

Yi (r) = Yi (Z2(r)),

T (r) = T (Z2(r)). (2)

2.2 3D Manifold Construction

The FGM method is based on laminar flamelets. A flamelet is the solution of a
low Mach number formulation of the one-dimensional Navier–Stokes equations
supplementedwith species and enthalpy equations, including detailed chemistry. The
detailed chemistry model presently employed is the GRI 3.0 [20] reaction mecha-
nism. Since the auto-ignition is the primary stabilization mechanism for the JHC
[10] flames, unsteady effects should be included. Non-premixed unsteady laminar
flamelets are formulated and solved in physical space and time with the CHEM1D
code [28, 29]. Preferential diffusion effects are included using the mixture average
approach. The initial condition for the unsteady flamelet solution is given by a pure
mixing solution of the above boundary value problem. The oxidizer composition is
a function of the second mixture fraction Y ox

i = (1 − Z2)Y
rep
i + Z2Y air

i .
FGM tables have been constructed for a set of values of the second mixture

fraction with corresponding enthalpy deficit levels. First, the values for the second
mixture fraction have been chosen which correspond to a particular radial location,
and these values are needed to represent accurately the enthalpy deficit range of the
coflow. For each Z2 value, a FGM table is constructed from a non-premixed igniting
flamelet between fuel and the coflow composition at Z2 with the corresponding
enthalpy deficit, according to Fig. 1. A moderate strain rate a = 100 s−1 is used
in all the flamelet calculations. For each of the coflow compositions, the solution is
stored at successive time instances. These solution files form the base of the 2D-FGM
construction. A total of ten 2D-FGMs are obtained.

The first step in the 2D-FGM construction consists of defining a suitable progress
variable Y. In any given flamelet (i.e., fixed Z2 value), the progress variable must
be a monotonic function of time at each physical position. Since the first mixture
fraction is a monotonically increasing function of the spatial coordinate [25], this
requirement can also be stated in terms of the first mixture fraction instead of the
spatial position. The reaction progress variable in this work is defined by

Y =
∑

i

Yi
Mi

, (3)
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where Yi is the mass fraction of CO2, CO, H2, H2O, or CH4 and Mi denotes the
molar mass of the considered species. Then, the 2D-FGM is simply obtained by
transforming the dependence on the spatial coordinate into a dependence on the first
mixture fraction and time into dependence on the reaction progress variable

φ(x, t; Z2) → φFGM(Z1,Y ; Z2) (4)

where φ stands for any thermochemical variable. In practice, this transformation is
obtained by sorting and relabeling the data in each flamelet such that all dependent
variables are stored as a function of the mixture fraction Z1 and the scaled progress
variable c. The scaled progress variable is defined by

c = Y − Ymin(Z1)

Ymax(Z1) − Ymin(Z1)
, c ∈ [0, 1] (5)

The minimum Ymin and maximum Ymax values of the unscaled progress variable
are also stored.

The 3D-FGM is obtained by combining the 10 different 2D-FGMs. Then, every
local thermochemical state can be described by using the three independent variables
Z1, Z2,Y ,

φ = φ(Z1,Y ; Z2). (6)

The computer program FLAME [30] developed at the TU Delft has been used to
optimize the tabulation of the 3D-FGM. In the FLAME code, the physical range of
the four independent variables is mapped onto a cube [0, 1]3 to facilitate adaptive
grid refinement. The grid refinement automatically detects regions in composition
space (Z1, Z2,Y ) with large gradients of the dependent variables and inserts grid
points as necessary to resolve the gradients. The adaptive tabulation uses linear
interpolation between any two 2D-FGMs (Z2 direction) and within each 2D-FGM
(Z1 − Y plane). For consistency, the density is not interpolated but is recalculated
based on the interpolated temperature and composition. In addition to the relevant
thermochemical variables, the source term of the progress variable is stored in the
table,

SY (Z1, Z2,Y ) = ω̇Y

ρ
. (7)

However, special care has to be taken for the source term at the boundary Y =
Ymax(Z1, Z2) which corresponds to the steady-state flamelet solution. In the steady
state, we have

∂ρuYmax
∂t

− ∂

∂x

(
λ

cp

∂ρYmax
∂x

)
+ ρGYmax − ρSYmax = 0 (8)
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and hence, in general SYmax �= 0. Without any further measures, this leads to the
occurrence of Y > Ymax(Z1, Z2). To avoid this problem, we set SYmax = 0 which
holds in chemical equilibrium as obtained in a steady flamelet with a strain rate
a → 0.

3 PDF Formulation with 3D-FGM Table

The details of the in-house PDFD code and the PDF method can be found in Refs.
[31–33]. Here, we only describe the modifications that have been made to use the
3D-FGM in the PDFD simulations. Every Monte Carlo particle carries two mixture
fractions Z1, Z2 and a reaction progress variable Y . This means that every particle
now evolves in composition space according to the general equation:

dφ∗
α = θ∗

α,mixdt + Sα

( �φ
)
dt (9)

where �φ ≡ (Z1, Z2,Y ) and α = 1, 2, 3. Also, θα,mix represents the chosen micro-

mixing model and Sα

( �φ
)
the chemical source term of the progress variable. The

mixture fractions are not affected by chemical reactions, and their values only change
according to the chosen micro-mixing model. Radiative heat losses are not included
here. The evolution of the reaction progress variable is split into a micro-mixing step
and a reaction step. Micro-mixing is performed first, and then the reaction step is
mainly based on an explicit Euler scheme:

dY = SY (φ) · dt (10)

where SY is the source term and t is the time step. A Runge–Kutta method [32] is
implemented to accurately advance the progress variable changes due to the highly
nonlinear source terms. In all the igniting flamelets, the source term is a very smooth
function of the progress variable, and hence the gradients are small. The boundary
conditions for the reaction progress variable at any radial position at the inlet are
given by

Y = Ymin(0, Z2(r) = const) (11)

The local composition is given by the two mixture fractions and the reaction
progress variable. All other scalar variables (temperature, species mass fractions,
density, etc.) are retrieved from the lookup table.
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4 Simulation Details

A detailed description of the burner geometry can be referred from Dally et al. [9,
10]. In the context of the numerical setup, a very similar numerical setup, explained
above, with a few changes has been used tomodel themethane–hydrogen JHCflames
in the Adelaide burner. Three different flames with different oxygen contents in the
hot coflow have been simulated, namely HM1 (3% O2), HM2 (6% O2), and HM3
(9% O2). The Reynolds number has been kept constant at Re = 10,000 for all three
flames.

A 2D axisymmetric grid has been used in the simulations. As the central fuel jet
protrudes 4 mm at the jet exit, the computational domain starts 4 mm downstream
of the jet exit and extends for 300 mm in the axial direction and 80 mm in the radial
direction. The grid consists of 200 × 120 cells in the axial and radial direction,
respectively (stretched in both directions). At the end of the computational domain,
in the axial direction, the boundary condition is set to outflow. For the fuel jet inlet,
the velocity profiles are used from a detailed separate simulation, whereas at the
hot and cold coflow inlets, the velocity boundary conditions are set to 3.2 m/s and
3.3 m/s, respectively. As per the previous studies, the solution is very sensitive to
the turbulent quantities at the inlet; therefore, the turbulent intensities at the hot and
cold coflow have been set to 5%, while it is set to 7% at the fuel jet inlet as per the
published results [8, 12].

The flamelet-generated manifold for the methane–hydrogen combustion is based
on theGRI 3.0 [20] chemicalmechanismwith 53 species and 325 chemical reactions.
The radial profiles of the temperature and species mass fraction with experimental
values at x = 4 mm have been used to create the FGM tables. The FGM table
resolution is set to Z × Y = 201 × 201 points with equidistant spacing.

The PDF transport equation was solved using the Lagrangian Monte Carlo
approach initialized with approximately 20 particles per cell. The effect of micro-
mixing models is also studied with a mixing constantCφ = 2. The Reynolds number
has been kept constant at Re = 10,000. The results obtained are compared with
the respective experimental database, and the profiles of mean temperature, mean
mixture fraction, and major species are reported.

5 Results and Assessment2

In this section, the simulation results are presented for three flames, i.e., HM1, HM2,
and HM3. The profiles of mean temperature, mean mixture fraction, and major
species are reported and are compared with the respective experimental database.

2Some portion of this section is reproduced from De et al. [8].
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5.1 Effect of Progress Variable

Initially,wehave considered adifferent linear combinationofPV to test the sensitivity
of the PV in predictions. The mixing model is kept constant for all the simulation,
and that is IEM. The considered combination is defined as:

PV1 = CO2 + H2O + H2

PV2 = CO + CO2 + H2O

PV3 = CO + CO2 + H2O + H2

PV4 = CO + CO2 + H2O + H2 + CH4

Fig. 2 Radial profiles of mean temperature using different PVs: Symbols are measurements and
lines are predictions (legends are the same as Fig. 1)
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Fig. 3 Radial profiles of mean O2 using different PVs: Symbols are measurements and lines are
predictions (legends are the same as Fig. 1)

Figures 1, 2, and 3 depict the radial profiles ofmeanmixture fraction, temperature,
and one major species (O2) using different PVs. As observed from the figures, the
predictions are not sensitive to the different combinations of PV, thereby not showing
any significant differences in results.

This means the linear combination of major species is good enough for the predic-
tions of these flames. Hence, the rest of the results are reported with PV3 only, which
is precisely the same as reported in the published work by Ihme et al. [18] to make
an assessment of our predictions.

5.2 Effect of Mixing Models and PDF Models

In this section, using the PV3 definition, a detailed analysis is carried out. Two critical
parameters are varied here are: (a) mixing models: IEM, CD, EMST, and (b) PDF
models: scalar composition PDF and joint velocity-scalar composition PDF.
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Figure 4 shows the profiles of the mean mixture fraction obtained for HM1 flame.
As observed, all the models capture the profiles accurately, and no significant differ-
ences are observed among these predictions except the CD model. Some discrep-
ancies can be observed in the mean temperature profiles as depicted in Fig. 4. The
predictions are similar for HM2 and HM3 flames. For HM1 flame, the centerline
temperature profiles are overpredicted; however, the predictions are improved along
with the shear layer. Among the transported PDF models, the LPDF-EMST predic-
tions are better compared to the LPDF-IEMandLPDF-CDpredictions, especially for
HM1flame.No significant differences are observed using only the scalar composition
PDF method, as represented using ‘Sc’ in all the plots. The peak temperature predic-
tions are reasonably well, while some discrepancies are observed at the outer shear
layer, especially the case with lower O2 concentration, i.e., HM1 flame. Even though
the LPDF-CD predictions are consistently poor in all three flames, we can observe
an improvement in the predictions as the oxygen content in the coflow increases. As
the oxygen content in the hot coflow increases from 3% (by mass) in HM1 to 6% in
HM2 and to 9% in HM3 flames, the reaction rate improves due to which the models
are able to predict the flames with better accuracy and a clear improvement in the
temperature predictions, obtained using all the models.

Figure 5 depicts the profiles of mean CH4 and H2 mass fraction obtained for
HM1 flame. Near the jet exit, the peak of CH4 is overpredicted by all the models,
but the mean H2 profiles are found to be good. Major discrepancies can be observed
in O2 predictions for all three flames, as shown in Figs. 6, 7, and 8. In this case,
the dominance of scalar composition PDF is observed at the downstream locations.
Even after providing better boundary conditions for oxygen (obtained from x =
4 mm measurements) for all three flames, the evolution of O2 could not be captured
accurately. This discrepancy is primarily due to the handling of reaction rate in
modeling (turbulence–chemistry interaction) and cannot be quantified unless we
look at the velocity statistics in the domain, and this remains another drawback of
this burner as it does not provide any velocity data. Among the LPDF models, there
are no substantial differences observed between IEM and EMST predictions for all
three flames, but as we move to HM2 and HM3, we observe the predictions appear
to be in better shape, especially, for HM3 flame. For all three flames, LPDF-CD
predictions show substantial differences from the other two models [8].

The profiles of mean CO2 and H2O mass fraction obtained for HM1, HM2, and
HM3 flames are shown in Figs. 9, 10, and 11. All the models adequately capture
the profiles near the jet exit area, but the centerline profiles are consistently overpre-
dicted. Discrepancies can be observed for the predictions away from the jet exit at x
= 120 mm location. The profiles of mean H2O mass fraction exhibit a completely
different picture from that of CO2 profiles. As the oxygen content increases in the
coflow from HM1 to HM3 flames, the extent of under-prediction at the centerline
also increases. Previous studies all reported similar behavior where they have looked
at the impact of chemical kinetics; however, the present study includes fairly detailed
chemistry. Thus, we can assert that the chemical mechanism is not primarily respon-
sible for the predictions obtainedherein.However, it should benoted that the turbulent
timescale is the dominant factor along the centerline, which supersedes the scalar
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Fig. 4 Profiles of mean mixture fraction and temperature for HM1 flame (legends are the same as
Fig. 1). ‘Sc’ stands for scalar composition PDF
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Fig. 5 Profiles of mean CH4 and H2 for HM1 flame (legends are the same as Fig. 1)
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Fig. 6 Profiles of mean O2 for HM1 flame (legends are the same as Fig. 1)

dissipation timescale, and hence the combustible mixture dissipates quickly as the
species are not allowed to stay for a longer duration in this region to complete reaction.
This is one of the major reasons behind the discrepancies observed in species profiles
along the centerline, especially the O2 profiles and temperature, in turn, affecting the
CO and H2O profiles. This slow chemistry increases the chemical timescales and,
in turn, reduces the Damkohler number, and all the combustion models are unable
to capture the flame characteristics in this low Damkohler number range, which has
significantly affected the species predictions.

To better understand themodel behavior, it is worthwhile to look at the predictions
of minor species like OH and CO. Major discrepancies can be observed in Figs. 12,
13, and 14 depicting OH and CO profiles, respectively. Looking at the radial profiles
of OH obtained for HM2 and HM3 flames, it can be seen here that the predictions
are in better shape compared to those obtained for HM1 flame as the oxidation of O2

into OH is sufficiently captured. The CO profiles are significantly under-predicted in
the shear layer between fuel jet and hot coflow for HM2 and HM3 flames. The CO
profiles are better in HM3 compared to those obtained in the HM2 flame owing to the
better performance of combustion models due to improved reaction rates and oxygen
contents in the coflow. While comparing all the models, it has been observed that the
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Fig. 7 Profiles of mean O2 for HM2 flame (legends are the same as Fig. 1)

differences between EMST and IEMpredictions are small and better compared to the
CD predictions, which show considerable deviation from the two. It can be noted that
the CO → CO2 conversion is significantly affecting the proper predictions of CO2,
whereas OH → H2O conversion is not significantly affecting the H2O predictions.
These phenomena are strongly coupled between turbulence–chemistry interaction
models and chemical mechanism which needs further investigation [8].

The discrepancies observed, so far, with the finite rate chemistry-based models
arise due to multiple reasons. Slower reaction rates in JHC flames, compared to
standard combustion processes, make it more challenging for modeling. Despite
having the chemical source terms in closed form, the transported PDFmodels cannot
also be precisely accurate as the major source of errors in these models comes from
the inaccuracies of the micro-mixing closures. The predictions in the shear layer
are primarily affected due to mixing between the hot coflow and the fuel jet. This
mixing between the streams, due to turbulence and species gradients, emphasizes
the role of micro-mixing here. In case of IEM model [34], the composition of all
the scalars relaxes toward the mean composition at the same rate whereas in case of
CD mixing model, a number of particles in a cell are randomly selected and their
individual compositions are moved toward the mean composition [35]. Therefore,
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Fig. 8 Profiles of mean O2 for HM3 flame (legends are the same as Fig. 1)

both of these mixing models are missing the effect of localness in the flow field
which is a potential source of errors for the discrepancies observed in the predictions
obtained through these models. However, on the contrary, the EMST model [36]
takes into account the effects of local mixing among the particles in the composition
space, thereby making it more accurate compared to the CD and the IEM models.
Since, in the case of the CD mixing model, the particles, in a cell, are selected
randomly, CD formulation is missing the effects of localness in the composition
space, which is the main reason behind the differences observed between EMST
and CD predictions. Another potential source of errors may arise from the ‘notional
particles’ used in Lagrangian PDF approach: one due to particle tracking scheme
and another one due to Monte Carlo methods. The mean density of particles in
physical space should remain proportional to the local mean fluid density all the
times, and this can be satisfied as long as the particle systems evolve consistently
with the Eulerian equation systems. Therefore, the accuracy of the particle tracking
scheme may induce some errors. The second source of discrepancies in the LPDF
predictions is the numerical errors associated with the Monte Carlo methods, e.g.,
statistical errors and bias errors. Statistical errors are the random errors, whereas
bias errors are deterministic errors, and both of them are strongly dependent on the
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Fig. 9 Profiles of mean CO2 and H2O for HM1 flame (legends are the same as Fig. 1)



Transported PDF Modeling of Jet-in-Hot-Coflow Flames 455

Fig. 10 Profiles of mean CO2 and H2O for HM2 flame (legends are the same as Fig. 1)
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Fig. 11 Profiles of mean CO2 and H2O for HM3 flame (legends are the same as Fig. 1)



Transported PDF Modeling of Jet-in-Hot-Coflow Flames 457

Fig. 12 Profiles of mean OH and CO for HM1 flame (legends are the same as Fig. 1)
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Fig. 13 Profiles of mean OH and CO for HM2 flame (legends are the same as Fig. 1)
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Fig. 14 Profiles of mean OH and CO for HM3 flame (legends are the same as Fig. 1)
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number of particles used per cell. Statistical errors are not present in the present
simulations; however, the bias errors, which arise from the mean quantities, are not
completely reduced by averaging [8, 21].

In the JHC flames, the initiation of reaction is delayed, and overall reaction rates
are lower than the conventional flames with lower temperatures and NOx emis-
sions. For the HM1 flame, there is 3% oxygen in the coflow, which is too much
dilution for a JHC flame, and hence the HM1 flame forms a very crude case for
studying the combustion models. Thus, comparing all the flames spread over a wide
range of O2% (3–9) at the end, it is evident that predictions improve as the oxygen
content of the coflow increases, the reaction rate also increases, which, in turn,
increases the Damkohler number. Therefore, we can say that we obtain better results
at high Damkohler numbers irrespective of the chosen turbulence–chemistry interac-
tion models. Overall, the mean predictions obtained through transported PDF-based
models are in good agreement with some discrepancies observed mostly in the shear
layer between the fuel jet and the hot coflow.

6 Conclusion

Theperformance of hybridRANS/PDFmethod including tabulated chemical kinetics
to predict the JHC flames is reported. A 3D-FGM table based on two mixture frac-
tions and a reaction progress variable has been constructed to account for the inho-
mogeneity of the coflow and the entrainment of the ambient air. Igniting counterflow
diffusion flamelets are created for different coflow compositions quantified by the
secondmixture fraction. To assess the predictive capability of the 3D tabulated chem-
istry manifold, Adelaide JHC flames have been considered for varying degrees of
parameters. Comparison between predicted measurements is found to be in good
agreement. It can be inferred from the present simulations that the 3D-FGM-based
tabulated chemistry has the potential to predict JHC flame combustion with greater
accuracy, and the sensitivity of current methodology needs further investigation for
betterment.
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CFD Simulation of Soot Dynamics
in the Exhaust System of an Engine
to Meet Particulate Standards of 2020
and Beyond

P. S. Rajagopal, Ashish Magar, Janki Shinde, Madhukar M. Rao,
and Akshai K. Runchal

1 Introduction

Soot particles are formed due to pyrolysis of hydrocarbons (breaking up at high pres-
sure or temperature), nucleation, and later coagulation/agglomeration of the carbon
compounds [4, 5]. Low molecular weight hydrocarbons are treated with acetylene-
based soot inception (formation) method, whereas high molecular weight HC (such
as kerosene and jet fuels) are treated as PAH (Polycyclic Aromatic Hydrocarbon)
based method [5]. However, these methods are only to be considered if formation of
soot is to be modeled.

Soot dynamics consists of various phenomenon, most important are nucleation,
coagulation/aggregation, and oxidation (other important phenomenon are condensa-
tion, rounding, sintering, etc.). Coagulation is handled as described bySmoluchowski
(similar to aerosols). Initially smaller particles are assumed to coagulate to form a
spherical particle. However, after reaching a primary particle diameter (25–30 nm,
[36]), the particles start to form large chain-like structures and are described by
fractal dimension (Df). Nucleation of soot particles is transition of gas-phase carbon
molecule clusters to solid phase. Various methods of modeling include chemical
kinetics to form a cluster of carbon dimer (nC2) from base hydrocarbons such as
acetylene and pyrene [5, 24]; using empirical relations in the form of kernels [11];
and rate constants varying with temperature [4]. Similar work has been done for
oxidation.
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Challenges are faced in modeling of different interaction phenomenon of soot
particles, as they involve non-spherical geometries, rather than during inception.
Method of Moments (MOM) and its variants have been used widely, for obtaining
averaged values of particles rather than the complete distribution. Thismay have been
a reason to overlook complications in modeling fractal geometries. Used moments
methods are, Conditional- Quadrature Method of Moments (CQMOM) [32, 35, 34],
MOM-Interpolative Closure (MOMIC) [34], Multi-Moment Sectional Method [42],
along with conventional MOM [2]. Computational study done in Rodrigues et al.
[32] compares combustion and soot generation by semi-empirical, Hybrid method
of moments (HMOM) and CQMOM in an experimental combustor. Semi-empirical
methods assume spherical soot particles, and the rate expressions for inception,
nucleation, and oxidation are taken as from Salenbauch et al. [34]. HMOM and
CQMOM used bivariate density functions, for volume and surface-area of particles
[23]. Experimentally and numerically investigated size of primary soot particles in
an ethylene flame at different height above burner (HAB). Study confirmed soot
aggregates formed have non-spherical shape, composed of spherical primary soot
particles. Salenbauch et al. [34] numerically investigated two types of flames using
various methods (sectional, two equations, and MOMIC) and successfully validated
the nucleation rates available in the literature and proposed two more sets providing
a better fit to experimental data.

Experimental investigations involve sampling of soot particles at tailpipe and
dilution tunnel [15, 28] in case of vehicle engines, and thermophoretic plates in case
of flames [3]. Soot particles in experimental findings are characterized in terms
of mobility diameter (dm) [5, 19, 20, 24]. Study in [28] aimed towards estab-
lishing a relation between particle mass and mobility diameter of soot particles from
diesel engine exhaust. Mass size distribution was obtained using different measure-
ment techniques [switch-mode power supply (SMPS), micro-orifice uniform deposit
impactor (MOUDI)] for various engine loads [19]. Discusses measurements from oil
aerosols, flame soot particles, and two types of diesel engine exhausts. Number distri-
butions are obtained in terms of mobility and aerodynamic diameters [15]. Briefly
describe that the soot particle distributions closely fit into a log-normal form (for
various fractal sizes). This study has been confirmed for exhausts from both diesel
and gasoline type of engines, and for different loading conditions. This trend can
also be observed in the experimental findings of Park et al. [6], Commodo et al. [28].
Discusses size distribution for a range of equivalence ratios of ethylene/air mixture.
Mixtureswhere combustion is clean produce very fine soot particles, whereas a richer
fuel mixture produces larger particles, and shows a bimodal distribution. Numerical
simulation of soot particle filter (diesel particulate filters, DPF) was done by Maricq
and Xu [19]. Exhaust gas containing soot particles was forced to pass through porous
walls of the channels. Behavior of monodisperse soot particles of size 100, 200,
500 nm, and 2 µm were studied individually.

One disadvantage of porous particulate filter is that they get clogged by soot after
regular use. This reduces their performance and also increases backpressure. This
required periodic cleaning or removal of soot by high-temperature oxidation using
catalysts.
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Thermophoresis is the phenomenon of suspended particles experiencing a force
due to thermal gradients. Exhaust gases come into the exhaust system at very high
temperatures. If the pipe walls are maintained at ambient temperature, the tempera-
ture gradient can cause the soot particles tomove towards the cooler wall and deposit,
removing dangerous soot particles from the exhaust gas.

Thermophoretically active plate precipitators and deposition to themwere investi-
gated experimentally by Tsai and Lu [39], Messerer et al. [21], Shi and Harrison [37]
under conditions relevant to engine operations. While Shi and Harrison [37] consid-
ered a fluidized bed that was activated by thermophoresis,Messerer et al. [21] studied
deposition onto plate precipitators. Two plates maintained at different temperatures
were kept separated by a narrow gap leading to high-temperature gradient. Exhaust
gas carrying soot was sent through the gap under different temperature gradient, plate
separation, and exhaust gas velocities.

In this study, deposition of soot onto plate precipitators is numerically investigated
for conditions reported in Messerer et al. [21]. The particle size range is divided into
a number of size classes, and a transport equation is solved for each particle size, with
the coagulation of fractal particles modeled with the birth and death integral terms.
The partial-integro-differential equation is handled through a sectional method [30].

2 Aerosol Transport and Dynamics Model

The dynamics and transport of aerosols is mathematically described by the Aerosol
General Dynamics Equation (GDE) [12, 41]

∂n(dp, r, t)

∂t
+ ∇ . [Un(dp, r, t)] = ∇.{D(r, t)∇n(dp, r, t)}

+ 1

2

dp∫

0

K (d ′
p, dp − d ′

p) n(d ′
p, r, t) n(dp − d ′

p, r, t) d(d ′
p)

− n(dp, r, t)

∞∫

0

K (dp, d
′
p) n(d ′

p, r, t) d(d ′
p)

+ S(dp, r, t) − λn(dp, r, t) − ∇ . [Udriftn(dp, r, t)] (1)

where dp and d
′
p are particle diameters; n (dp, r, t) is the spatially (r) and tempo-

rally (t) varying number concentration distribution function for particle diameter
dp; U is the gas-phase velocity; D is the particle diffusivity; K is the collision
frequency between particles of different sizes; S is the source term arising from
nucleation and direct emission; λ is the decay rate of the species; Udrift is the total
drift velocity of the aerosol particles due to various mechanisms like gravitational
settling, thermophoresis, turbophoresis, etc.
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In the above equation, terms on the left-hand side include the temporal change
in number distribution function and convective transport. The first term on the right
side of the equation accounts for the diffusive transport of aerosol particles under the
flow conditions. Coagulation terms appear as integrals in the GDE. The first integral
in the GDE represents the rate of formation of new particles of a particular size due
to collision of two particles of smaller sizes. The second integral represents the rate
of depletion due to particles of a particular size combining with another particle.

The particle diffusivity used in the above equation is also a function of particle
size and is given by

D = kbTCc

3πμgdp
(2)

where kb is the Boltzmann constant, T is the temperature,μg is the gas viscosity, and
Cc is the Cunningham slip factor [7, 8]

Cc = 1 + Kn ∗ (2.514 + 0.8 ∗ exp(−0.55/Kn)) (3)

where Kn, Knudsen number, is the ratio of the mean free path of the gas particles
(λ) to the particle diameter (dp) and is given as

Kn = 2λ

dp
(4)

2.1 Coagulation

Aerosol particles undergo collision and coalesce to form bigger particles, with the
conservation of mass. The frequency with which particles collide, the coagulation
kernel, depends on the sizes of the particles and the forces and phenomena which
cause their movement. Some of the mechanism which affects the collision frequency
include Brownian motion, gravitational settling of particles, laminar and turbulent
diffusion, laminar and turbulent shear, electric charge.

The Knudsen number, which is the ratio of molecular free path of the particle
to the particle radius, characterizes the different regimes of interest, namely the
continuum regime (Kn � 1), free molecular regime (Kn � 1), and the transition
regime (Kn ≈ 1). The current study falls in the transition regime, and the Fuchs
kernel [13, 17] was used to obtain the collision frequencies.

Ki j = 2π
(
Di + Dj

)(
dc,i + dc, j

)
dc,i+dc, j

dc,i+dc, j+2
√

δ2m,i+δ2m, j

+ 8(Di+Dj)

(dc,i+dc, j)
√
v−2
pi +v−2

pj

(5)
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√
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where dpi and dpj are particle diameters; dci and dcj is the particle collision diameter;
dci and dcj is the particle mobility diameter; dA,i and dA,j is the particle area equivalent
diameter; Di and Dj are particle diffusivities; Df is the fractal dimension; vpi and vpj
are thermal velocity of air molecules of same size as the aerosol particles; δm,i and
δm,j are distance from particle surface to continuum/free molecular regime dividing
surface; λi is particle mean free path; Ni is the number of spherules in an aggregate;
mi is the mass of particle i.

The presence of the integral terms that couple number concentration of various size
classes makes the GDE a partial integro-differential equation. The aerosol particle
size range is divided into a finite number of discrete, zero-width nodes. The integral
terms in the GDE are then converted into a summation over the finite number of
particle sizes following [30]. When two particles combine, the new particle formed
often has a size that falls between the discretized zero-width nodes. The new particle
is then assigned to the nodes on either side using a mass conserving splitting factor
[30].

In this work, the particle size classes were uniformly distributed in the logarithmic
space.

Validation of the ANSWER CFD code’s coagulation module [31] was carried out
by comparison against the results from the published NGDE code [30].
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2.2 Gravitational Settling

Aerosol particles experience the downward force of gravity under simultaneous
counter drag. This force is proportional to the particle mass, so the bigger parti-
cles experience a larger force. The gravitational settling velocity vg is given by [14,
27]

vg = gτ (13)

where τ is relaxation time,

τ = Ccρgd2
p

18μg
(14)

and ρg is gas density.
Only gravitational settling was used as a part of drift flux term in this study.

Additionally, source terms for the cases considered here are imposed log-normal
distribution with defined properties.

2.3 Thermophoresis

The settling velocity vg of aerosol particles due to gravity is function of particle size
and is given by Talbot et al. [38], Guha [14], Overholt et al. [27]

uth = Kthν

Tg

dT

dx
(15)

where, τ is relaxation time,

Kth = 2Cs(α + Ct Kn)Cn

(1 + 3CmKn)(1 + 2α + 2CsKn)
(16)

where K th is the thermophoretic coefficient, and the constants Cs (thermal slip coef-
ficient) = 1.147, Ct (temperature jump coefficient) = 2.18, and Cm (momentum
exchange coefficient) = 1.146 [27, 38].

For a 2D laminar flow in a rectangular channel of height H and length L, with an
inlet average velocity of uav, the efficiency of deposition is given by Tsai and Lu [39]

E = uthL

uavH
(17)
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Fig. 1 Deposition efficiency of thermophoresis of particles for laminar flow in a 2D duct

The thermophoresis model in ANSWER CFD code was benchmarked against the
above analytical solution (Eq. 17) and the comparison of thermophoretic deposition
efficiency is shown in Fig. 1. The ANSWER CFD predictions were seen to match
well with the analytical solution.

3 Results and Discussion

The experiments carried out by Tsai and Lu [39] showed that plate precipitator
design with two flat plates where one plate is heated and the other is cooled allows
for collection of particles on the cooled plate at high efficiency. The experiments
[39] were performed in a rectangular duct, where the top plate was heated by a hot
water bath kept at a particular temperature, while the lower plate kept at ambient
temperature, to obtain the required temperature gradient. Air at constant flow rate
was passed through the region between the plates. The flow and temperature profile
become fully developed very quickly. Polydisperse aerosol was generated and passed
through an electrostatic classifier to generate monodisperse aerosol of specific sizes.
Two different materials were used to generate the aerosol, namely sodium chloride
(NaCl) andSodiumFluorescein. Thermophoretic deposition efficiencywasmeasured
for eight different aerosol particle diameters ranging from 0.04 to 0.5 µm at two
different temperature gradients. Since Brownian diffusion and gravitational settling
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are important for particles in this size, a separate set of experiments was performed
for every size with top and bottom plates kept at the same temperature, thereby
eliminating thermophoresis. This was used to compute the deposition efficiency of
thermophoresis alone.

Tsai and Lu [39] also found that the experimental results matched the ther-
mophoretic velocity proposed by Talbot et al. [38] better than that proposed by
Derjaguin and Yalamov [9, 10].

CFD simulations were carried out using the 3D finite volume code ANSWER
[1, 29, 33, 40].

To simulate the conditions of this experiment, a 3D rectangular duct of length
7.1 cm, width 3 cm, and height (gap between plates) of 0.38 mm was meshed with a
uniform structured grid. The air inflow velocity was 58.4 cm/s. The Prandtl number
for air was taken to be 0.7. The simulations were carried for eight particle diameters,
namely 0.04, 0.06, 0.08, 0.1, 0.2, 0.3, 0.4, and 0.5 µm.

To compare the results of the CFD simulations with the experimental data, the
plots in Fig. 4a, b in Tsai and Lu [39] were digitized and the data extracted.

Figure 2 shows the comparison of thermophoretic deposition efficiency from the
results of the ANSWER CFD simulations with the experimental results of Tsai and
Lu [39] for sodium fluorescein particles. The deposition efficiencies match the exper-
imental data well at both temperature gradients, namely 526.3 and 878.96 °C/cm,
beyond 0.08 µm.

Fig. 2 Comparison of deposition efficiency of thermophoresis of sodium fluorescein particles in
laminar flow in a 3D duct with [39]
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Fig. 3 Comparison of deposition efficiency of thermophoresis of sodium chloride particles in
laminar flow in a 3D duct with [39]

Figure 3 shows the comparison of thermophoretic deposition efficiency from the
results of theANSWERCFDsimulationswith the experimental results ofTsai andLu
[39] for sodiumchloride particles. The deposition efficienciesmatch the experimental
data very well at the higher temperature gradients of 836.84 °C/cm. The ANSWER
CFD code slightly over-estimates the deposition efficiency at the lower temperature
gradient of 502.63 °C/cm.

With the validity of the thermophoretic velocity equation proposed by Talbot et al.
[38] verified by the above results, the ANSWER CFD code’s aerosol module was
applied for the problem of soot deposition in plate precipitators under conditions
relevant to modern diesel engine exhaust systems [21]. Here, dynamics of soot trans-
port and deposition in a plate precipitator were experimentally studied as a method
to remove soot particles from exhaust gases.

In this experiment, two plates separated by a narrow gap were maintained at
different temperatures.When soot laden exhaust gas flowed through the gap between
the plates, a temperature gradient was setup in the gas, driving soot particles towards
the cooler lower plate due to thermophoresis.

A variety of conditions were considered and soot size distributions weremeasured
experimentally near the inlet and the outlet [21].

The experimental setup in Messerer et al. [21] had wide plates separated by a
narrow gap. The setup can be mimicked in numerical simulations by using a 3D grid
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Fig. 4 Computational domain for case 1

and applying periodic boundary conditions for the direction perpendicular page. This
is equivalent to doing a 2D simulations, which was the choice made in this study.

The inlet gas was a 50–50 mixture of argon and air [21]. The fluid properties for
the gas in the simulation were set to the average value of those for argon and air at
the average of upper and lower wall temperatures in each simulation.

Figure 4 shows the schematic of the problem studied in this work.
The exhaust gas enters the plate gap carrying soot particles. As the particles move

along with the exhaust gas, they also experience a thermophoretic drift velocity
towards the bottom cooler plate. Some fraction of the particles are deposited on to
the plate. The Reynolds number based on the gap between the plate precipitators for
the different cases varied between 247 and 271, so the flow was always considered
to be laminar.

The gap between the plates is varied between 0.45 and 1.45mm in the experiments
[21]. The temperature difference between the plateswas varied between19 and113K,
which resulted in a thermal gradient between the plates from 1300 to 23,000 K/m.

The inlet temperature was always uniform and set to the lower wall temperature.
The temperature reaches the fully developed profile very quickly (Fig. 4), while the
flow was not seen to be fully developed (Fig. 5) in most scenarios considered.

Figure 5 shows the particle size distribution at the outlet and Fig. 6 shows the
average size distribution in the domain after 2 h for the same case.

In the experiments in Messerer et al. [21], soot generated from a spark discharge
was dilutedwith a carrier gas and allowed to flowbetween the plates at high velocities
and thermal gradients. This generated a log-normal distribution of aerosol particles
[21].

A log-normal distribution is given by Lee et al. [18], Otto et al. [26].

n(v, t) = N0

3 ln σ
√
2π

exp

{− ln2(v/vm)

18 ln2 σ

}
1

v
(19)



CFD Simulation of Soot Dynamics in the Exhaust System … 473

Fig. 5 Temperature contours in flow between parallel plate with heated top plate

Fig. 6 Axial velocity contours in flow between parallel plates

wheren(v) is the number of particles of volume v,N0 is the total number concentration
of particles at the inlet in (/m3), vm is the mean particle volume of the distribution.
Following the data reported in Messerer et al. [21], the inlet total number (N0) was
taken to be 107/cm3, the geometric standard deviation, σ , was set to 1.67, for all
simulations in this work, and the mean of the distribution was fixed at a diameter of
85 nm. The particle size range of 20–300 nm was divided into 16 size classes spaced
uniformly in logarithmic space.

Soot particles are known to become fractal beyond a certain size [16] and this can
significantly affect the coagulation rate. InMesserer et al. [21], the aerosol is reported
as being generated by the Palas GFG1000 soot generator. Following experimental
data reported for the same soot generator in Orihuela et al. [25], the fractal dimension
for aerosol particles in the case study was set to 2.05.
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The aerosol size distribution was reported in [31] for two different temperature
gradients for the same flow speed of 11 m/s. Figure 7 shows a comparison between
ANSWER CFD results and experimental data from Messerer et al. [21] for the soot
size distribution at the outlet. In this case, the inlet velocity was set to 7.7 m/s for the
70 K temperature difference case and to 8.5 m/s for the 105 K temperature difference
case, following the values reported in Messerer et al. [21]. The experimental data
was digitized and plotted for comparison. It is seen in the experiments that the peak
of the distribution has reduced (due to deposition on the lower plate), the shape of
the distribution and location of its peak has not shifted much. This indicates all sizes
of soot particles undergo deposition at nearly the same rates.

ANSWER is able to reasonably capture the reduction in peak and the shape of the
distribution for the lower value of thermal gradient. For the higher thermal gradient
scenario, the CFD results show a shift of the peak of the distribution to the right,
indicatingmore lower sized particles were deposited thanwere larger-sized particles.

Figure 8 shows a comparison of experimentally measured and CFD computed
deposition efficiency (fraction of incoming soot deposited on to thewall) for different
temperature gradient and channel heights. In this case, the inlet velocity profile
was uniform with a magnitude of 4 m/s. CFD simulations captured the deposition
efficiency well at h = 0.9 mm and �T = 110 K and h = 0.45 mm and �T = 105 K.
However, for the case of h = 0.45 mm and �T = 70 K, the CFD results predict
very high deposition efficiencies of close to 100%, whereas the experimental data

Fig. 7 Comparison of CFD and experimental soot size distribution at outlet for dT = 70 K and dT
= 105 K
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Fig. 8 Comparison of CFD and experimental deposition efficiencies at different thermal gradients

reported in Messerer et al. [21] show deposition efficiencies of around 70% over the
range of particle sizes considered.

Figure 9 shows the average deposition efficiencies (over the range of sizes 34–
300 nm) for different values of temperature gradient between the plates, at different
flow speeds. It can be seen from the experimental data and the theoretical curve in
Fig. 8 that for h = 0.45 mm and �T = 70 K at flow speed of 4 m/s, the deposition
efficiencies will be close to 100%. Therefore, the CFD prediction for h = 0.45 mm
and �T = 70 K in Fig. 8 matches the theoretical curve. The discrepancy may be
explained if the experimental curve in Fig. 8 for h = 0.45 mm and �T = 70 K was
for inlet velocity 6 or 8 m/s, and not for 4 m/s as reported in Messerer et al. [21].

Figure 10 shows the contours of particle concentration for different sizes. It is
clearly seen that the lowest size particles are deposited in a greater fraction due to
higher thermophoretic force.

4 Conclusions

Acomputational model was developed formodeling particle transport and dynamics,
incorporating models for coagulation and various deposition mechanisms such as
gravitational settling, thermophoresis. The models were validated against analytical
solutions.
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Fig. 9 Comparison of average deposition efficiencies over all sizes for inflow velocities at different
values of temperature gradients

Fig. 10 Contours of soot particle concentration in plate precipitator for various particle sizes

The model was then used to study soot transport and deposition, a problem which
has direct relevance to removing soot from vehicle exhaust systems and enabling
vehicles to meet emission norms of 2020 and beyond.
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CFD results were compared to experimental measurements of soot size distribu-
tion and deposition efficiency in a plate precipitator setup.

1. TheANSWERCFDcodewas able to capture verywell the deposition efficiencies
for sodium chloride and sodium fluorescein particles under conditions reported
in [39]. There is some difference between the CFD and experimental results of
sodium fluorescein particles at low particle sizes.

2. The ANSWER CFD model applied to the problem of soot deposition by ther-
mophoresis in a plate precipitator [21] under conditions relevant to diesel engine
exhaust systems. The ANSWER model was able to capture the outlet size distri-
bution of soot particles in a plate precipitator fairly well at low- and high-
temperature gradients. There is a shift in the peak of the distribution in the CFD
results, which is not seen in the experimental data.

3. The ANSWER CFD model was able to match well the deposition efficiencies
reported in [21] for sizes ranging from 34 to 300 nm for different temperature
gradient conditions.

4. There is a discrepancy in the CFD and experimental results for plate gap of
0.45 mm and �T = 70 K at 4 m/s inlet flow velocity. Considering other data
reported inMesserer et al. [21] and the theoretical curve of deposition efficiencies,
the discrepancy can be explained if the experimental data reported in Messerer
et al. [21] was for inflow velocity of 6 or 8 m/s and not 4 m/s.
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Nomenclature

BM Splading mass transfer number
CD Coefficient of drag
cpg Specific heat of gas
D Diameter of droplet
Di,m Mass diffusivity of the ith species in gas phase
DP Diameter of the pth size class
h p
d Enthalpy of the pth size class

K Wave number
Ke Evaporation constant
kg Thermal conductivity of gas phase
L Axial length of channel
Lv Latent heat of vaporization
m(p) Concentration of the pth size class[
ṁ p

]
Mass transfer rate of a droplet

n Number density of droplets
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Sm Mass source to continuous phase
Smom Momentum source to continuous phase
Senth Enthalpy source to continuous phase
Sc Schmidt number
ShC Corrected Sherwood number
Tg Gas temperature
Tl Liquid phase temperature
t Time
u p
d Velocity of the pth size class

ug Gas phase velocity
x Axial distance along channel
Yi Mass fraction of the ith species
ρl Density of liquid phase
ρg Density of gas phase

1 Introduction

Modeling of polydisperse evaporating spray convected by a gaseous phase is a point
of interest in different engineering fields including chemical, environmental and
biomedical engineering. The liquid jet or spray injected into a cross-flowing gas
stream has found a wide application in different fields including propulsive systems,
heat exchangers, agricultural sprayer. The crossflow situation is often encountered
in agricultural field where chemicals are applied to the crops by flat-fan nozzles
mounted on boom sprayers [1, 2]. Liquid fuel is injected as spray into a gaseous
crossflow in the afterburners of air-breathing engines like gas turbines, and ramjet
and scramjet combustors [3, 4]. Study of fuel spray in crossflow is significant because
it determines the performance of whole device—like combustion efficiency, overall
power and pollutant formation. A lot of analytical and experimental works [5–10]
have been carried out on the jets in crossflow to investigate different associated
phenomena like liquid breakup, flow field characteristics, droplet movement and
two-phase interaction.

Spray transport is strongly influenced by the kinematic and thermal conditions
of the carrier phase. The condition of the gas phase directly affects the evaporation
process and also the drag experienced by individual droplets. Hence, it is necessary
to have a full understanding of the physics of sprays in order to accurately predict not
only the distribution of the droplets and their behavior, but also the dynamics of the
gas phase, that is, the characteristics of the combined two-phase flow. The interaction
of droplets or particles with various flow structures has been widely studied in the
literature [11, 12]. In order to handle the complexities of the physics, often LES
or DNS is used to model the spray—turbulence interaction [13] Madabhushi [14]
developed a model for liquid jet atomization in a subsonic crossflow for numerical
simulation. Despande et al. [15] have numerically studied the hollow cone spray
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exposed to a cross-flowing stream of air using Lagrangian–Eulerian approach in
OpenFOAM solver. Salewski et al. [16] performed large eddy simulation (LES) for
single-phase and multiphase jets in crossflow. Bai et al. [17] developed a three-
dimensional model for droplet dispersion in turbulent crossflow.

These studies provide almost an accurate simulation of the complex physics
involved, but they are computationally expensive. Moreover, it is also difficult to
interpret the results of parametric variation in such complex modeling approaches.
A rather simplified canonical geometry can be adopted for interpreting the effects
of different parameters such as droplet size distribution, carrier phase velocity and
ambient temperature. The process of grouping of non-evaporating particles in an
oscillating gas flow field is numerically studied by Katoshevski et al. [18] based on
a simple 1D model. In their study, they consider only one-way coupling between
dispersed phase and the carrier gas phase. A nonzero relaxation time of particles is
identified as the most important cause for grouping and trapping of particles in an
oscillating gas flow field. The study of the response of particles in an oscillating flow
field using a 1D modeling was further extended by Sazhin et al. [19]. They predicted
the equation of motion of Stokesian particles using an analytical approach in some
limiting condition. The study further considers behavior of non-Stokesian particles
in an oscillating flow field by calculating the particle trajectories by numerical solu-
tion. Droplet grouping in an oscillating flow field in the presence of evaporation has
been investigated by Katoshevski et al. [20]. It was found that droplet dispersion due
to an oscillating flow significantly differs from non-evaporation situation. Particle
clustering phenomenon due to particle—vortex interaction in a mixing layer has also
been reported in the literature [21, 22].

In most of the numerical study, Eulerian and Lagrangian formulations have been
used for the gas and liquid phases, respectively. However, modeling of droplets
using Lagrangian approach is computationally expensive for complex configura-
tion. An alternative approach which is known as Eulerian–Eulerian formulation
is developed in recent time to reduce the computation cost. In Eulerian–Eulerian
formulation, both gas phase and dispersed droplet phase are treated in an Eulerian
framework. The Eulerian multi-fluid model, developed by Greenberg [23], is derived
from William’s kinetic equation. In this approach, the entire range of droplet size is
divided into several sections or classes and each class is treated as a separate fluid
[24]. Continuity, momentum and energy equations are solved for each of the classes.
Moreover, these classes can exchange mass and momentum with other classes and
the continuous phase as well, which is represented mathematically through corre-
sponding source terms in their individual governing equations. Marchisio et al. [25]
introduced quadrature method of moments (QMOM) for solving population balance
equation for modeling of polydisperse phase. Vie et al. [26] developed a new model
called coupled size-velocity moment (CSVM) model that considers size-velocity
correlations by the transport of an additional size-velocity moment for each space
dimension.
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2 Model Description

According to multi-fluid approach, it is assumed that each droplet class possesses a
unique velocity. The set of droplets in one class can be seen as a “fluid” for which
conservation equations are valid. The classes exchange mass, momentum and heat. It
is assumed that the profile of n in a given section is a function of the droplet diameter
only.

Hence,

n(t, x, D) = m(p)(t, x)κ(p)
D (D) ∀D ∈ [

Dp, Dp+1
]

(1)

where n(t, x, D) is the number density of droplet of diameter D and m(p) is the
concentration of droplets in the pth class, given by:

m(p)(t, x) =
Dp+1∫

Dp

ρl D
3n(t, x, D)dD (2)

κ
(p)
D is a size distribution function and is approximated by a piecewise constant

function, given by

κ
(p)
D = 4

(
D4

p+1 − D4
p

) (3)

Conservation equations of pth class

∂tm
(p) + ∂x

(
m(p)u(p)

d

)
= −

(
E (p)
1 + E (p)

2

)
m(p) + E (p+1)

1 m(p+1) (4)

∂t

(
m(p)u(p)

d

)
+ ∂x

(
m(p)u(p)

d u(p)
d

)
= −

(
E (p)
1 + E (p)

1

)
m(p)u(p)

d

+ E (p+1)
1 m(p+1)u(p+1)

d + m(p)F (p)
d (5)

∂t

(
m(p)h(p)

d

)
+ ∂x

(
m(p)u(p)

d h(p)
d

)
= −

(
E (p)
1 + E (p)

1

)
m(p)h(p)

d

+ E (p+1)
1 m(p+1)h(p+1)

d + m(p)Q(p)
d (6)

where the averaged velocity
(
u p
d

)
and enthalpy

(
h p
d

)
in the pth class are defined as:

u p
d (t, x) = 1

m(p)

Dp+1∫

Dp

ud(t, x, D)n D3 dD (7)
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h p
d (t, x) = 1

m(p)

Dp+1∫

Dp

hd(t, x, D)n D3 dD (8)

External Forces and Heat Exchange Terms
The external forces

(
F p
d

)
and heat exchange

(
Qp

d

)
terms are given by:

F p
d (t, x) = 1

m(p)

Dp+1∫

Dp

ρl Fd(t, x, S)n D3 dD (9)

Qp
d (t, x) = 1

m(p)

Dp+1∫

Dp

ρl Ed(t, x, S)n D3 dD (10)

Evaporation Terms
Regarding the evaporation term, an integration by part is conducted to separate the
exchange terms between successive classes, given by:

E (p)
1 = 2 D2

p(
D4

p+1 − D4
p

)Ke (11)

E (p)
2 =

3
(
D2

p+1 − D2
p

)

(
D4

p+1 − D4
p

) Ke (12)

where E (p)
1 and E (p)

2 are interpreted as the exchange terms between successive class
and the exchange terms with the gaseous phase. Ke is the evaporation constant which
has been described in Evaporation Modeling section.

The corresponding source terms in the gas phase equations are

Sm =
N∑

i=1

−E (p)
2 m(p) (13)

Smom =
N∑

i=1

−E (p)
2 m(p)u(p)

d +
N∑

i=1

m(p)F (p) (14)

Senth =
N∑

i=1

−E (p)
2 m(p)h(p)

d +
N∑

i=1

m(p)E (p) (15)
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where Sm , Smom and Senth are mass, momentum and enthalpy exchange term to the
gaseous phase, respectively.

Often in studies related to spray behavior, a two-way coupling between the
dispersed phase and the carrier gas phase is avoided, the assumption being valid
for a low volume fraction of the dispersed phase. Moreover, solving governing equa-
tions for both the dispersed phase and the carrier gas phase is also computationally
expensive. The computation of water vapor mass fraction is important in the present
case as it strongly influences the evaporation process. In the present work, only
continuous phase species transport is solved with the appropriate source terms.

ρg∂t (Yi ) + ρgug∂x (Yi ) = ρgD∂xxYi + Sm (16)

Droplet Model Spray Equation Closure
The terms in the spray governing equations need proper closure in order to capture
physical phenomena like drag, heat transfer and evaporation. The classical models
used for closure are based on the isolated droplet assumption. The droplet models
used in the present study are provided herewith.

Drag Force Modeling
The force experienced by the droplets per unit mass can contain different terms
which will consider different effects such as gravity and buoyancy effects, drag
force, virtual mass effect, Basset force and lift force. In the present study, only drag
force is considered as ρg/ρl is of the order of 10−2 to 10−3. Furthermore to simplify
the problem gravity is neglected. The general expression of drag force (Fd) is given
as

Fd = 1

2
ρgCD

(
πD2

)(
ug − u

)∣∣ug − u
∣∣ (17)

where CD is the drag coefficient. In the present case, the droplets are considered
as spherical and a Reynolds number defined based on the droplet diameter and the
relative speed between the gas and the liquid phase is used to predict the value of
CD .

Rep = ρgD

μg

∣∣ug − u
∣∣ (18)

The flow over a spherical particle can be classified into two regimes. The first
regime is called the Stokes flow regime where CD varies inversely with Reynolds
number. The drag coefficient within the Stokes regime, for low relative velocity (Rep
< 1) is given by the Stokes law

CD = 24

Rep
, Rep < 1. (19)
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The variation of drag coefficient for non-Stokesian flow (which is the second
classification) is modeled as:

CD = 24

Rep

(

1 + Re2/3p

6

)

, Rep < 1000 (20)

Evaporation Modeling
The size evolution rate of the droplets is one of the important closure relations to
capture the evaporation process. The evaporation constant is defined as the rate of
change of surface area of the droplet and is expressed as:

Ke = −dt
(
πD2

)
(21)

Themass transfer rate from a droplet can be calculated using the following relation

[
ṁ p

] = −dt

(
π

ρl D3

6

)
= 1

4
ρl DKe (22)

where mp is the mass of the droplet.
The mass transfer from a single droplet is modeled using the following expression

[
ṁ p

] = πDρgDi,mShC (23)

Di,m is the diffusion coefficient of vapor with the bulk. With unity Lewis number
assumption, it can be modified as

[
ṁ p

] = πD
kg
cpg

ShC (24)

where ShC is corrected Sherwood number. In quiescent ambient condition, Sher-
wood number is equal to 2. Sherwood number is modified in a convective situation by
Spaldingmass transfer number (BM ). The following relationship is adopted for calcu-
lating Sherwood number in convective situation from the work of Ranz-Marshall
[27], Miller et al. [28] and Sazhin et al. [29].

ShC = 2
(
1 + 0.3 Sc

1
3

)
ln(1 + BM) (25)

where

BM = Yi,S − Yi,∞(
1 − Yi,S

) (26)

with Yi,S being the vapor mass fraction at the surface of droplet and Yi,∞ is the vapor
mass fraction in the bulk gas. The mass fraction of vapor at the droplet surface is
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evaluated by assuming the partial pressure of vapor at the interface to be equal to the
saturated vapor pressure psat at droplet temperature.

Hence, final expression formass transfer used in the present study canbe expressed
as:

[
ṁ p

] = 2πD
kg
cpg

ln(1 + BM)
(
1 + 0.3Re

1
2 Sc

1
3

)
(27)

Heat Transfer Modeling
Heat transferred from the gas to the liquid droplets consists of two mechanisms, one
the sensible heating of the liquid corewhile other being the latent heat for vaporization
of the droplets.

Qg = Qevap + Qsens

Qsens = Qg − Qevap = πDkg

[
NuC

(
Tg − Tl

) − ShC
Lv

Cpg

]
(28)

In quiescent ambient condition, the value of Nusselt number is equal to 2. In
a convective situation, Nuc can be modified by the Spalding mass transfer in the
following way [29].

NuC = 2

(

1 + 0.3Re
1
2

1
3

Pr

)

ln(1 + BM) (29)

So, the final expression used in the present study for droplet heat transfer closure
is given as (with the assumption of unity Lewis number):

Qsens =Qg − Qevap

= 2πkgD ln(1 + BM)

[(
Tg − Tl

)

BM
− Lv

Cpg

](

1 + 0.3Re
1
2

1
3

Pr

)

(30)

3 One-Dimensional Transport of Evaporating Polydisperse
Sprays

Firstly, one-dimensional transport of evaporating polydisperse water droplets has
been studied. Proper heat andmass transfer sub-models are considered for the heating
and evaporation of droplets in a convective situation. The effect of injection velocity
on the spray transport process is numerically studied. The effect of the evaporation
constant on droplet number density is also investigated. Sprays often flow through
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Fig. 1 Variation of number
density and velocity along
the channel length

a varying temperature field which strongly influences evaporation process. The one-
dimensional transport of polydisperse water spray in a linearly varying temperature
field is studied. The response of droplets’ different size classes in an oscillating flow
field is investigated.

A 1D channel of axial length 0.25 m is considered. A grid- and time step-
independent study is performed for selecting the appropriate grid size and time
step size which are 10−4 m and 10−6 s, respectively. A class independence study
is also required in the present formulation as the size is chosen as an internal vari-
able. The droplet distribution considered in the present study has minimum and
maximum diameter of 15µm and 115µm, respectively. A total of 20 equally spaced
size classes of droplets was found to be appropriate for class-independent solution.
A top hat distribution of number density 2.5 × 107m−1 is assumed at the inlet for
each size class of the droplets. Figure 1 represents the number density and velocity
variation of largest droplet class (class 20, which has droplet diameters in the range
of 110 − 115µm) and smallest droplet class (class 1, which has droplet diameters
in the range of 15− 20µm) for spray injection velocity 3 m/s, carrier phase velocity
1 m/s and inlet temperature 303 K. The smallest class responds rapidly and attains
the carrier gas velocity at point X. Due to higher inertia, the largest size class of the
droplets attains the carrier phase velocity at a much later distance along the channel
length (point Y ). The number density for the smallest class increases sharply from
O up to the point A. The main reason for number density increment between O and
A is the deceleration of the droplets caused by the drag due to velocity difference
with carrier phase. Evaporation of the droplets from immediately higher size class
(class 2) to the smallest class is also an additional mechanism of this increment. An
illustration of these mechanisms is provided in Fig. 2. After reaching the point A,
the number density slowly increases and reaches a maximum at B. Evaporation of
the droplets from the next higher size class to the lower class is only responsible
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Fig. 2 Illustration of droplet
transport mechanism

for this number density increment as the relative velocity between the lowest class
and the carrier phase becomes negligible. Further downstream, the number density
starts to decrease as evaporation from the lowest class to the gaseous phase becomes
significant than the evaporation of the droplets from next higher size class. In the
largest class, the number density increases gradually until it reaches a maximum at
pointC. The drag force is responsible for this increment as evaporation from a higher
size class is absent for the largest class. The number density starts to decrease and
reaches the point D as the evaporation from largest class to previous class (class 19)
and to the carrier phase dominates than the deceleration due to drag. After reaching
D, the evaporation from the largest class to the previous class (class 19) and to the
carrier phase is only mechanism that causes decrement of number density.

Figures 3, 4 and 5 represent the variation of number density, velocity and temper-
ature along the channel length for classes 1, 5, 10, 15 and 20. These results will give
a better understanding of the transport mechanism of intermediate size classes. After
reaching the maximum, the number density decrement rate is the highest for class 5
and the lowest for class 15 among classes 5, 10 and 15 (Fig. 3). It can be deduced that
the evaporation to the continuous phase and to the successive class dominates for
the lower droplet size classes than the evaporation from a higher class to that class.
Similarly, evaporation from a comparatively higher class is significant for higher
classes and comparable to the next lower size class and the continuous phase.

It is clearly evident from Fig. 4 that different size classes attain the gas velocity
at different lengths along the channel due to inertia. For isothermal inlet condition
of the droplet and the gas phase, the droplet size class temperature will decrease
due to evaporative heat loss till it attains the dew point temperature which is 291 K
(Fig. 5). It is also observed that different size classes attain the dew point temperature
at different axial distances due to thermal inertia.
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Fig. 3 Variation of number
density along the channel
length

Fig. 4 Variation of velocity
along the channel length

The effect of injection spray velocity on the number density and the droplet class
velocity are presented in the Figs. 6 and 7 respectively for different spray injection
velocities. Number density increases rapidly for higher injection velocity due to
higher relative velocity with the gas phase. The number density for the largest class
reaches the maximum latest along the channel for an injection velocity of 5 m/s as it
is the last one to attain the carrier phase velocity.
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Fig. 5 Variation of
temperature along the
channel length

Fig. 6 Variation of number
density along the channel
length

Fig. 7 Variation of velocity
along the channel length
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Fig. 8 Variation of number
density and velocity along
the channel length

Fig. 9 Variation of number
density and velocity along
the channel length

The effect of carrier phase temperature is presented in Fig. 8 for different carrier
phase temperatures of 343, 353 and 363 K. The carrier phase gas temperature signif-
icantly influences the evaporation constant. It is observed that the number density
starts to drop earlier in higher ambient temperature due to enhanced evaporation.

The behavior of the spray is studied in a linearly varying temperature field and
compared with that for an isothermal case (having temperature of 303 K) in Fig. 9.
Temperature field is expressed by the function

T = Ta + Tb − Ta
L

x
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where Ta = 303 K, Tb = 363 K and L = 0.25m. The rate of change of number
density along the channel length is found to be higher in a varying temperature field
due to enhanced evaporation.

In order to study the effect of flow field oscillations, a spatially varying velocity
field is expressed by the function

V = Va + Vb sin Kx

where Va = 1m/s, Vb = 0.5,K = 50,100, and 200m−1 is considered. The variation
of number density and droplet class velocity is presented in Figs. 10, 11, 12, 13, 14
and 15 for different wave numbers. It is observed that smallest size droplet class

Fig. 10 Variation of number
density and velocity along
the channel length

Fig. 11 Variation of velocity
along the channel length
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Fig. 12 Variation of number
density along the channel
length

Fig. 13 Variation of velocity
along the channel length

synchronizes almost instantaneously with the carrier phase. A delayed response is
observed for larger size class droplets. A stable grouping is observed for smaller
droplet size class due to small response time. A phase lag with the carrier phase
velocity is observed for larger size classes. For high wave number, it is observed
that number density peak initially increases due to evaporation from comparatively
larger size class and then starts to decrease due to evaporation to the carrier phase.
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Fig. 14 Variation of number
density along the channel
length

Fig. 15 Variation of velocity
along the channel length

4 Two-Dimensional Transport of Evaporating Polydisperse
Spray in Gaseous Crossflow

Numerical simulation of polydisperse evaporating fuel spray in a gaseous crossflow
situation using an Eulerianmulti-fluidmethod is presented in this section. The trajec-
tories of droplets in crossflow have been validated with analytical results. The effect
of evaporation constant has been studied considering different size classes. Injection
velocity at spray inlet has been varied for a chosen evaporation constant in order
to understand the effect of drag on accumulation and dispersion of different droplet
classes.
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Fig. 16 Schematic of the
configuration

A 0.25-m-long and 0.1-m-wide 2D channel is used in the simulation to describe
the flow behavior of droplets as shown in Fig. 16. A first-order upwinding scheme
has been used to discretize the governing equations. The grid size and time step
chosen for simulation are 10−4 m and 10−5 s, respectively, after performing a grid-
independent and time-independent study. In the present simulation, a total of 10
equal size classes of droplets are considered with a minimum diameter of 15 µm to
maximum of 115 µm. Carrier gas phase velocity chosen for this problem is 0.5 m/s.
Injection velocity is varied between 1 and 3 m/s.

A droplet distribution which fits with Rosin–Rammler distribution with spread
parameter 3.5 and number mean diameter of 45 µm is subjected at the spray inlet.
Trajectory predicted byEulerianmulti-fluidmethod is validated against the analytical
solution as shown in Fig. 17. The analytical solution shown in Fig. 17 represents
the envelope of overall droplet trajectories. The numerical solution shows that the
contour of normalized droplet number density in the crossflow situation is in excellent
agreement with the analytical counterpart.

Figure 18 shows normalized (with respect to the inlet value) number density
contour for the lowest size class (class 1), class 5 and the highest size class (class 10).

Fig. 17 Validation of
droplet trajectories with
analytical result
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Fig. 18 Distribution of
normalized number density
for different classes

As expected intuitively, it can be seen the lowest size class starts following the contin-
uous phase flow earliest because of its low inertia, whereas, due to highest inertia,
the largest class penetrated to a maximum depth and then followed gas phase flow. A
competition between droplet inertia and drag due to interaction between droplet and
continuous phases gives rise to the different trajectories as observed. Finally, disper-
sion of the droplets from its mean position can be compared for different classes.
From Fig. 18, it can be observed qualitatively that with increase in droplet size, the
spread of the droplets across its mean position has increased, giving highest spread
for the largest class (class 10).

After being validated, effect of variation of evaporation constant has been studied
as shown in Fig. 19. Effect of evaporation is clearly visible for higher evaporation
constant. Once the droplets balance themselves out from the competition of inertia
and drag in the continuous phase flow field, evaporation effect starts dominating.
Change in droplet number density due to evaporation is observed in Fig. 4. For evap-
oration constant 10−9, Fig. 20 shows change in the droplet distribution at different
locations downstream to the spray inlet. Reduction in numbermeandiameter at down-
stream locations can be observed which can be explained by the evaporation of the
droplets. Although there is overall evaporation taking place, smaller size droplets,
due to much higher surface area, have a higher evaporation rate. However, at the
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Fig. 19 Number density
contour for different values
of evaporation constant

Fig. 20 Droplet
distributions at different
positions

same time, for a certain class, droplets are also entering from the higher size class
giving rise to the number of droplets for the class. Finally, there exists an optimiza-
tion between droplets evaporating from a class and droplets evaporating to the class,
giving a reduction in numbermean diameter of the overall distribution of the droplets.
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Fig. 21 Effect of injection
velocity on normalized
number density

Figure 21 shows a variation of injection velocity for evaporation constant 10−9

m2/s. Injection velocities from nozzles in actual combustors are not always specific
and can vary over a range. Thus, it is reasonable to understand the effect of injection
velocity on droplet dispersion in a crossflow situation. With increase in velocity,
as expected, increase in penetration length and droplet accumulation is observed.
Figure 21 shows normalized number density for class 5 droplets. Increase in the
droplet accumulation is significantwith increase in inlet velocity. This is due to higher
inertia in case of higher velocity, which leads to high accumulation of droplets.

5 Summary

The behavior of evaporating polydisperse sprays is numerically studied using an
Eulerian multi-fluid approach. The classical models for drag, heat and mass transfer
for a droplet are used for simulation. One-dimensional transport in a channel of
length 0.25 m with 20 size classes of equal range is considered in the present study.
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Four mechanisms are identified that influence the polydisperse spray transport

1. Deceleration of the droplets due to drag
2. Evaporation from a size class to the carrier gas phase
3. Evaporation from a size class to the immediately lower size class
4. Evaporation to a size class from the immediately higher size class.

Mechanism3 is not applicable for the smallest size class, whilemechanism4 is not
applicable for the largest size class. The effect of injection velocity on the number
density variation is studied, and contribution of mechanism 1 is highlighted. The
effect of carrier phase temperature is investigated, and it is found that the temperature
field strongly influences the evaporation process. The clustering phenomenon of
different size class droplets is studied in the presence of an oscillating flow field. It
is found that the smaller droplets accumulate more than the larger droplets.

The behavior of evaporating polydisperse sprays in crossflow configuration is
numerically studied using an Eulerian multi-fluid approach. A size-based droplet
segregation is observed. It is found that droplet distribution strongly depends on
evaporation constant. Injection velocity strongly influences the penetration depth of
the spray regardless of the size class.
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Future Aviation Biofuel, Efficiency
and Climate Change

G. Abdulkareem-Alsultan, N. Asikin-Mijan, and Y. H. Taufiq-Yap

1 Introduction

Concerns about the environmental effects of fossil fuel use and the depletion of oil
reserves have lead to the development of renewable energy source to replace fossil
fuels [1]. For the aviation sector, fuel is a major source of expenditure. The fuel
used to power air transport is petroleum-based, and such fuels must meet stricter
quality requirements than those used to power motor vehicles for road use. Jet fuel
is designed uniquely to provide power to the gas-turbine engines, and this will be
discussed as a primary subject in the present work. A report produced by the US
Department of Energy’s (DOE’s) Bioenergy Technologies Office [2] points out that
four gallons of crude oil are needed to generate just one barrel of jet fuel. As a whole,
the global aviation sector uses around 1.5–1.7 billion barrels (47.25–53.55 billion
gallons) of traditional jet fuel each year [3, 4]. Key issues such as the price of crude
oil, national security, environmental effects and issues of sustainability mean that it
is highly challenging to implement a plan for the long term and to create an effective
budget for operational costs. Sustainable biofuels produced around the world are a
viable alternative that can be used to address such issues. What’s more, biomass-
derived jet fuels (bio-jet fuels) can serve as a replacement for petroleum jet fuel. The
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Intergovernmental Panel on Climate Change state that the annual CO2 emissions
saw a rise of 80% between 1970 and 2004, which may be explained through the
speed at which CO2 replacements are growing. When compared to the growth of
the previous period from 1970 to 1994 (0.43 GtCO2-eq per year) [4] and the period
of 1995–2004 (0.92 GtCO2-eq per year) saw a growth of almost double. The key
source of CO2 emissions is power generation and transport. In 2009, the usage of
petroleum-derived jet fuel has contributed to 64% of the total anthropogenic CO2

emissions [5]. Hence, in order to lower the harmful emission, the production of
newly alternative jet fuel energy sources which is more cleaner and environmental
friendly is necessary. This is aligned with the predictions by the International Energy
Agency indicate that utilization of biofuels will contribute to approximately 27% of
the total fuels used within the transport industry by 2050, and that they will serve to
replace diesel and jet fuel [6]. The present researchwill thus concentrate on exploring
how bio-jet fuel can be produced. In recent times, bio-jet fuel has become a topic
of interest, with the International Air Transport Association (IATA) describing the
strategy as having a great deal of potential to decrease theCO2 emissions produced by
the aviation industry. Furthermore, it is anticipated that bio-jet fuel will lead to partial
fuel dependence throughout the aviation industry. Fossil jet fuel will be described
and discussed in the subsequent section in order to go on to discuss bio-jet fuel.

1.1 Jet Fuel Specifications

To be able to provide a definition of target compositions, it is important that there are
criteria that new jet fuels mustmeet, most of which relate to the required performance
characteristics. These criteria are as follows: The fuel must have a suitable minimum
energy density according to mass, must have the highest possible allowable freeze
point temperature andmaximum allowable deposits when subject to standard heating
tests, they must possess maximum allowable viscosity, as well as highest allowable
sulphur and aromatics content, they must be able to withstand the greatest allowable
wear when subjected to standardized test, they must be of maximum acidity and
mercaptan concentration, have the lowest possible aromatics content, must have the
least electrically conductivity and the minimum allowable flash point [7]. In terms
of certifying jet fuel, there are three standards that must be met: ASTM D1655
[8], International Air Transport Association Guidance Material (Kerosene Type) [8],
and the United Kingdom Ministry of Defence, Defence Standard (Def Stan) 91–9.
The ASTM Specification D7566 (Standard Specification for Aviation Turbine Fuel
Containing Synthesized Hydrocarbons), has a specific focus on alternative types of
jet fuel, and it outlines key fuel properties and requirements that must be met in order
to manage the creation of a renewable energy source ensure the safety of air transport
[9]. Other fuel standards may also need to be met, with Table 1 outlining the key
requirements for two typical jet fuels used in both military and commercial aviation.
A high flash point is crucial for jet fuel, since fire-hazard is a point of major concern.
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Table 1 Summary of common documents used in theUS regarding specification and recommended
practices for handling jet fuel [9]

Organization Document Title

Jet Fuel Production Specificationa

ASTM D-1655 Standard Specification for Aviation Turbine
Fuels

ASTM D-7566 Standard Specification for Aviation Turbine
Fuel Containing Synthesized Hydrocarbons

UK Ministry of Defence DEFSTAN 91-91 Turbine Fuel, Aviation Kerosine Type, Jet
A1

Supply Chain Recommended Practices

API API 1543 Documentation, Monitoring and
Laboratory Testing of Aviation
Fuel During Shipment from Refinery to
Airport

API API 1540 Design, Construction, Operation and
Maintenance of Aviation Fuelling Facilities
(Model code of safe practice Part 7)

EI/HM 50 EI/HM Guideline for the Cleaning of Tanks and
Lines for Marine Tank Vessels Carrying
Petroleum and Refined Products

A4A ATA 103 Standards for Jet Fuel Quality Control at
Airports

IATA IATA Fuel Quality Pool Control of Fuel Quality and Fuelling Safety
Standards

JIG JIG Sections 1–4 Guidelines for Aviation Fuel Quality
Control and Operating Procedures for Joint
Into-Plane Fuelling Services

API API 1595 Design, Construction, Operation,
Maintenance, and Inspection of Aviation
Pre-Airfield Storage Terminals

EI EI 1530 Quality Assurance Requirements for the
Manufacture, Storage and Distribution of
Aviation Fuels to Airport

ICAO Doc 9977, AN/489 Manual on Civil Aviation Jet Fuel Supply

SAE Aerospace SAE-AS 6401 Storage, Handling and Distribution of Jet
Fuels at Airports

aThere are other country or region-specific aviation fuel specifications, but this study focuses on
ASTM and DEFSTAN 91-91 since these are the most common in the USA

The key fuel properties tend to be very alike for various standards, however, some
variations can be noted. D7566, for example, is an expansion of D1655 but includes
fuel specifications that must be met by the SPK blendstocks. What’s more, jet fuel
requires effective cold flow properties to be present, including the lowered freezing
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point, since this ensures that fuel will be usable and transportable at high altitude
[10].

2 Renewable Resources

When producing bio-jet fuels, renewable feedstocks aremore effective source. These
sources have the key benefits as follows: They are sustainable, allow for the recy-
cling of carbon dioxide, are renewable, use eco-friendly technology and have a
lesser reliance on petroleum supplying nations [11]. Non-food energy crops, waste
wood, municipal and sewage wastes, forest residues, algae and halophytes tend to be
preferred types of feedstocks. Below, one can see a description of some of the key
features of various renewable feedstocks.

2.1 Camelina

One type of non-food energy crop is camelina, which contains a high level of oil
around 30–40%. It is also a plant that can grow with less fertilizers being used [12].
There are a number of benefits to Camelina, including that is able to grow in infertile
soil or marginal land [13] and will not be affected by diseases and pests [8]. It is
possible to cultivate camelina in such a way that it can serve as an alternative for
wheat and cereals, with little effort being needed for its growth [12]. After extraction
of the oil, the remaining is suitable to feed the animals. Camelina oil is inexpensive
($0.40–$0.70/gal) and 200 gallons of it were produced in USA in 2012. It can be
cultivated as a rotational crop, meaning it may be able to resolve issues pertaining
to monocropping and this can aid farmers in making extra profits [14]. Without this,
the continuous monocropping could lead to a decline in the yield and ruin the soil.

2.2 Jatropha

Jatropha is also a nonedible energy crop that thrives on marginal land and thus has no
interference with food plants. The jatropha plant is not affected by drought or pests.
In fact, it is even able to grow in unproductive soil in poor climatic settings. It also
has a quick growth rate [15]. It can permanently produce high oil yields [16]. The
plant is able to keep producing yield for four decades if it is provided with a small
amount of moisture [15]. It is not possible to use the remaining edible parts, as they
are poisonous. However, the remaining part contains high levels of N, K and P and
thus could be applied as organic manure [16]. At the moment, jatropha cultivation
is primarily in countries in South Africa, South East Asia and Central and South
America. Jatropha seed production is largely determined by location, varieties and
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management practices, with available information from plantations indicating that
irrigation leads to better crop growth for this particular plant.

2.3 Algae

Algae is also a viable solution to combat the growing lack of fuel, since they are high
in lipids, have a high absorption rate of carbon dioxide, require only small amounts
of land and they grow very quickly [17]. A key advantage of algae is that they
have no interference with crop cultivation because no land or water is needed for its
cultivation, and this eliminates food-fuel competition [18]. Algae is able to generate
vast quantities of lipids and carbohydrates through the use of sunlight, wastewater
and carbon dioxide which means it is vital for wastewater treatment. The biomass
that is still present after the algal oil has been removed can be used to feed animals,
to make bioplastic. It is also possible to further process the dried biomass to produce
energy. To make fuels, microalgae are commonly used, primarily due to its simple
cultivation requirements and ability to be harvested throughout the year [19]. Algae,
as opposed to alternative energy plants, can generate 30 times more yields per acre
and is able to produce various biofuels [20, 21].

2.4 Wastes

Different types ofwaste can be used as reliable feedstock sources to produce biofuels.
Waste originating from animals and plants (including foodstuffs, wood stuffs, animal
waste, paper waste, forest residues, household wastes, industrial and agricultural
wastes and municipal wastes) are able to be converted to biofuel in a variety of ways
[15]. Such resource is inexpensive and readily accessible. They are a benefit to waste
management technology and do not produce anything harmful in the process. Since
sewage and municipal wastes are highly available and contain a high amount of
lipids, they can be more beneficial [22]. Using waste products to create biofuels can
combat various issues including issues with land, labour and fertilization [23].

2.5 Halophytes

Halophytes are types of grass that cultivate in saltwater, which is a typical for plant
growth [15]. They tend to grow in tropical and subtropical areas, in locations such
as coastlines, marshes, island lakes, deserts and the ocean. The key advantage of
halophytes feedstock is their lack of interference with agricultural plants in terms of
competing for water supply or land [24].
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3 Production Technology Overview of Bio-aviation Fuel

Particularly, the biomass resources could be converted to bio-jet fuel via several
process, including chemo-catalytic, thermo-chemical and bio-chemical conversions.
The process of transforming biomass to bio-aviation fuel typically requires a number
of related steps such as the creation of an intermediate state, adapting carbon chain
length to create precursors to bio-jet fuel and conducting hydro-processing. This
section will give an overview the bio-jet fuel creation process through the use of
lipids and lignocellulosic biomass, with pilot tests also being outlined.

4 Main Reaction Involve in Production of Bio-jet Fuel

There are several reactions involved in production of bio-jet fuel we will summarize
them in this section

4.1 Hydrogenolysis

The process of hydrogenolysis actually removes oxygen from oxygen-containing
compounds. What’s more, a complex reactive is usually part of the deoxygenation
process. During these reactions, unsaturated TG bonds are able to be converted into
saturated bonds if subjected to high H2 pressure using a reliable catalyst. Subse-
quently, the saturated TGs bonds may be transformed again into fatty acids using
intermediate ‘di’ and ‘mono’ glycerides [25]. As a result, C-C bonds are created and
glycerol compounds are broken down to create propane and free fatty acids [26].

4.2 Deoxygenation

Deoxygenation (DO) is a process elimination of oxygen bonded species in the form
of carboxyl group from triglycerides and fatty acid derivatives via decarboxylation
and decarbonylation reaction. In decarboxylation, the production of a deoxygenated
fuel involves removal of the carboxyl group in the fatty acid structure via CO2,

while decarbonylation involves carbonyl group (CO) and water rejection, thereby
producing a linear hydrocarbon possessing one carbon less than the original fatty
acid chain.
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4.3 Hydrodeoxygenation

The hydrodeoxygenation (HDO) route is an upcoming and viablemeans of producing
bio-jet fuel from triglycerides and fatty acid derivatives using an appropriate catalyst
within a highH2 pressure condition [27]. Hydrodeoxygenation itself is an exothermic
reaction that results in the production of n-alkanes that have the exact amount of
carbons as the relevant fatty acids. During the process, water is also eliminated in
the form of a by-product [28].

Overall, the most economical route for converting the triglycerides and fatty acid
derivatives to bio-jet fuel is via deoxygenation process. This is because the bio-jet fuel
could be produced under H2-free atmospheric condition. In contrast, the production
of bio-jet fuel via hydrodeoxygenation process is unattractive since it involved the
high consumption of H2 gaseous under high pressure. Both of these processes will
produce high quality of hydrocarbon and fungible with petroleum-derived fuel. It has
been reported that the viscosity and cloud points of the linear paraffins produced in
the deoxygenation process tend to be greater and this causes poor cold flow features
[29]. Thus, to be in line with the jet fuel specifications, the normal paraffins created
as a result of the deoxygenation reaction must be both hydrocracked and hydro-
isomerized, since this will make the alkanes lighter (from C5 to C15) which will
ultimately enhance the cold-flow features and choice of products use to produce
bio-jet fuel.

5 Deoxygenation Catalyst Features

A common feature of catalysts is the ability to crack the reactant and ultimately
speed up the reaction (i.e., ion exchange). The catalyst must also be the same at the
beginning and end of the process. For this reason, catalysts are often used throughout
process industries and research to ensure themost efficient product distribution and as
ameans of enhancing product selectivity [30]. Important features of catalysts include
pore structure and volume, surface area and acidity, since these can largely impact the
ability to crack the reactant, as well as product selectivity [31]. Zeolites and alumina-
based catalysts have been widely applied in catalytic deoxygenation of triglycerides
and fatty acid derivatives for biofuel production. Zeolites are structured in the form of
crystalline aluminosilicate sieves which have open pores and the capacity to enable
ion exchange. What’s more, zeolites are made up of various SiO2/Al2O3 ratios deter-
mined by the acidic features and shape selectivity. SiO2/Al2O3 ratio tends to deter-
mine how reactive the zeolite of triglycerides-based oils will be and the extent to
which this will affect the final product [32]. It was stated by Sharuddin et al. that
alumina serves as an amorphous acid catalyst that can enclose Brønsted acid sites
and ionizable hydrogen atoms, as well as combining Lewis acid sites with an electron
site that will accommodate it. These features have lead to alumina-based catalysts
being most commonly use when upgrading oil into a fuel [33].
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It is evident that zeolite catalysts have a bigger surface area than Al2O3, which
is beneficial for promoting the deoxygenation activity. When adapting the zeolite
activity, metal elements like Ni and Mo have often been employed, with Co, Ni, Pd
and Pt being commonly used to adapt the activity of Al2O3. The surface area of the
modified zeolite varies between 85.6 and 711.5 m2/g, and Al2O3 has a surface area
varying from 148 to 222 m2/g. Sudhakara et al. point out that modified Ni-ZSM has
a greater performance as a result of the bigger surface area and higher level of acidity
than modified Ni-Al [31]. Furthermore, it has been revealed by Galadima et al. that
Al2O3 modified using metals performs less effectively as a result of the low surface
area and problems with stability [27]. Such stability problems tend to be related to
sintering and agglomeration of the metal particles which lower the catalyst’s active
surface area. What’s more, the light alkanes have a high conversion rate due to the
high surface area and strong catalyst acidity (C5 to C15) and this makes it a suitable
option for bio-jet fuel production [27].

Additionally, the zeolite and Al2O3 catalysts’ activity is largely determined by
the pore size and pore volume, both of which significantly impact product selectivity
[26]. Both pore size and pore volume of zeolite-based catalyst range between 3–
90 A° and 0.10–0.73 cm3/g, compared to the pore size and volume of Al2O3-based
catalysts which vary from 7.0–75 A° and 0.21–0.63 cm3/g, respectively. Pure zeolite
ZSM-5 is much more effective than metal modified zeolite (Ni-ZSM-5) since nickel
particles are vulnerable to sintering and agglomeration in the process of reduction
[31]. Inside the ring formation of zeolite catalysts, the pore volume and sizes vary
greatly and can be restricted by any cationwithin the system. Themain reason for this
variation in zeolitic pore structure is the exchange of exchangeable cations location,
which tends to be situated close to the pore openings [12]. Furthermore, the pore
size and volume of pure Al2O3 exceed those of metal modified Al2O3 given the extra
metals that are integrated, and this can cause a partial blockage in catalytic channels.
What’s more, there can be an excessive number of metal particles.

Eventhough, zeolite and alumina-based offer greater deoxygenation activity, but
the catalyst rapidly deactivated due to coke deposits. This is due to the existence of
largeBronsted acidic sites (strong acidic sites) on those catalysts. It have been discov-
ered by several researchers that the deoxygenation activity particularly enhanced by
the existence of rich weak and medium acidic sites (Lewis acid) [34]. Evinced by
Asikin-Mijan and co-worker in deoxygenation of triglycerides over NiO-CaO/SiO2-
Al2O3 under H2-free atmospheric condition, which found catalyst with large distri-
bution of weak and medium acidic sites offers highest % of hydrocarbon fractions
with greater n-(C15+C17) [34]. Interestingly, the use of carbon support in deoxygena-
tion reaction is effectively beneficial for increasing the deoxygenation activity and
product selectivity. This is due to their amphoteric properties, surface functionalities
and greater surface area [35].
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6 Factors Impacting the Deoxygenation Process

The key measurement when assessing how effective the deoxygenation process is
the number of bio-jet fuel hydrocarbons in the output product. The rate of bio-jet fuel
production can affect by multiple factors, however, research into such factors is rela-
tively limited to date [36]. There has been research relating to three key factors which
have been found to impact the bio-jet fuel content, namely reaction temperature,
feedstock and reaction atmosphere.

6.1 Feedstocks

The choice of feedstock greatly impacts the deoxygenation procedure. To produce
bio-jet fuel, feedstocks emanating from plant-based oils, like vegetable oil, animal
fats, used cooking oil (UCO) and palm oil, are themost frequently used. Nonetheless,
as previously stated, such oils are sought after in edible markets and this makes
alternative, nonedible oils (like jatropha and algal oils) and waste oil more beneficial
[37, 38]. There also seems to be controversy related to applying saturated fatty acids
and unsaturated fatty acids as types of feedstocks.

If nonedible oil sources are used, then the conduction of an ecofining process is
crucial to synthesize the hydrocarbons [39]. This process can withstand high levels
of free fatty acid, which enables the more inexpensive, nonedible oils become the
source of feedstocks. A distinct feature here is the fatty acid concentration, with the
source possessing more elevated levels of saturated fats (such as palm and tallow
oils) not needing so much hydrogen. On the other hand, when employing soybean
and rapeseed oils for the deoxygenation process, extra hydrogen must be used to
combat the higher olefin content. For all cases, the feedstocks must be washed in
advance to remove salt and solids prior to starting the concentration process [39, 40].

Snåre et al. [41] made comparisons between the outputs produced when different
natural catalysts are used for the DO process and found a lower conversion rate for
diunsaturated linoleic acid than monounsaturated oleic acid and methyl oleate. They
reasoned that the presence of unsaturated fatty acids meant that extra hydrogenation
had to be added in order to transform these acids into monounsaturated fatty acids
prior to being transformed into the relevant hydrocarbons. Moreover, the unsatu-
rated hydrocarbons lead to adsorption on the catalyst surface, ultimately causing the
catalyst to deactivate and heightening the chances of cracking and coking reactions
taking place [35].

According to other research, feedstocks with less unsaturated fatty acid content do
not require much hydrogen in the process [42], since the unsaturated fatty acids can
limit the selectivity to n-alkane [43]. It has thus been found that the deoxygenation of
fatty acid can lead to n-alkane selectivity at a rate of 86%, whereas that of fatty acid
esters leads to a lower selectivity of only 40%. The reason for this is thought to be
that fatty acid deoxygenation has a higher decarboxylation rate than fatty acid ester
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deoxygenation. Since the deoxygenation process is more robust, a lower bio-jet fuel
cloud point is created. However, this also causes a change in the yield from longer
molecular weight fuel to lower molecular weight fuels. Nonetheless, through the
ecofining process, changes can be made to operating conditions to enable different
feedstock to be used, and for sporadic alternations to be made to the requirements of
the fuel properties standard [39].

6.2 Reaction Atmosphere

Much research has explored the yield variations in the reaction atmosphere, especially
as far as the presence of hydrogen is concerned [44]. Rozmysłowicz et al. [45]
explored the impacts that hydrogen has on the reaction process and the yield output of
the relevant hydrocarbons in lauric acid deoxygenation. They employed a semibatch
reactor, to make the yield comparisons of hydrocarbons through deoxygenation over
Pd/C catalysts in an inert setting and a hydrogen-rich setting. It was revealed in this
study that the inert setting was optimal for the first 100 min and yielded a much
higher amount of desired hydrocarbons than the hydrogen-rich setting. The reason
given for this was the development of intermediates in the hydrogen-rich setting,
since these went on to transform into the relevant hydrocarbons. However, following
this initial period of time, there was a much higher conversion rate of deoxygenation
when hydrogen was used. The reactive route of the two processes serves as the key
variation between the two processes. The presence of hydrogen causes hydroxylation
to occur, and an absence of hydrogen (an inert setting) enables decarboxylation and
decarbonylation.

Subsequent research which explored the impacts of hydrogen in the reaction
atmosphere showed that adding a small proportion of hydrogen to an inert setting
can generate a significantly higher concentration of hydrocarbons that either the
completely inert setting or hydrogen-rich setting being used in isolation. Compar-
isons between the deoxygenation of oleic acid over Pd/C in different conditions were
made by Snåre et al. They found hydrogen to heighten the conversion rate as opposed
to an inert setting. Furthermore, Lestari et al. [46] examined the impact of hydrogen
on the deoxygenation of stearic acid and palmitic acid during the reaction process,
and Madsen et al. [47] investigated the use of diluted and concentrated stearic acid.
The use of smaller amount of hydrogen during the reactive process was found to
generate a higher yield, as well as lesser amounts of unwanted unsaturated hydrocar-
bons. Furthermore, it also allowed the desired saturated hydrocarbons to be created.
What’s more, a small amount of hydrogen was found to lower the coke formation,
stopping the catalyst from deactivating, which occurred in the inert setting. The
adding of little amount of hydrogen thus appeared to stabilize the catalytic activity
of Pd/C catalysts through the preventing of coke formation [47].

It was found by Pattanaik and Misra [35], who reviewed various studies into the
impact of the reaction atmosphere on deoxygenation, revealed that the deoxygenation
routes vary according to the reaction atmosphere. In an environment, that is, high in
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hydrogen, reaction pathways remain alike regardless of which feedstock is used. Yet,
in a setting that is inert, there are big differences in the reaction routes and product
selectivity when fatty acids, esters and triglyceride feeds are used. The conversion
rates for fatty acids and esters are low, and the catalysts for these are less stable as
a result of cracking. For this reason, a H2+Ar environment is favourable for such
feedstocks.

6.3 Reaction Temperature

Particularly, high % of bio-jet fuel production could be achieved at temperature
reaction range from 250 to 360 °C [35]. Snare et al. [41] investigated the impacts of
reaction temperature on deoxygenation of oleic acid from 300 to 360 °C, with a noted
conversion rate of 78% at 300 °C and further rise to 93% at both 330 and 360 °C
reaction temperature. The impacts of diluted dodecanoic acid deoxygenation within
the same temperature range was explored by Bernas et al. [48], who identified a rise
in the undecane to undene conversion rate of 10% at 300 °C to 60% at 360 °C. Further
research explored the speeds at which diluted stearic acid would convert at 270 and
at 330 °C, with less time also being needed for a 100% conversion to the desired
hydrocarbons [49]. What’s more, it was also revealed that there was an increase
in rate at which diluted ethyl stearate was converted into desired hydrocarbon in
the deoxygenation process, when conducted through a semibatch reaction, was also
found to rise from 40% at 300 °C to 100% at 360 °C [50]. It was documented by the
researchers here that this increasewas primarily due to 70–40%rise in selectivity ofn-
heptadecane from within the same temperature range. This, thus, suggest diesel-like
hydrocarbons become less selective under high temperatures.

Furthermore, there has also been a reported change in yield of dieselwhen changes
are made to the reaction temperature of deoxygenation tall oil fatty acid (TOFA) over
Pd/C catalyst from 300 to 350 °C [51]. Findings of the research in question indi-
cate that the selectivity of diesel fuel was reduced when the reaction temperature
increased, with only a very light coke formation of Pd/C catalysts being identified
when the highest reaction temperature of 350 °C was set. This change primarily
impacts the selectivity of the hydrocarbons, and thus produces higher n-heptadecane
yields than n-heptadecene at 300 °C, as well as lower yields at higher reaction
temperatures of 350 °C [40].

The extent to which reaction temperatures impact the decarboxylation of oleic
acid in settings void of hydrogen has also been investigated by Na et al. [52] using
temperatures varying from350 to 400 °C.A conversion in excess of 98%was found at
400 °C using three different hydrotalcite catalysts. It was also found that, when lower
temperatureswere applied, the saponification of oleic acid andMgO (catalyst) caused
solid products to build up that impacted the conversion rate.When deoxygenating the
oleic in a hydrogenated setting, there was found to be an increase in temperature that
caused a rise in the conversion rate [47], thus indicating that the reaction temperature
is not caused by the catalyst choice or reaction atmosphere. The increase in reaction
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temperature often leads to a heightened deoxygenation conversion rate whilst simul-
taneously lowering the deoxygenation selectivity. It was revealed by Pattanaik and
Misra [35] that this was predominantly due to the higher thermal decomposition rate
at higher temperatures, as well as additional aromatic products being synthesized.
To address this, it is crucial to employ a balanced approach using an optimal temper-
ature range. This approach must lead to high and effective conversion rates with
suitable deoxygenation selectivity. The temperature was also not found to impact the
deoxygenation reaction pathway, which is instead determined by the catalyst.

7 Bio-jet Fuel Production Challenges

Despite alternative bio-jet fuel being necessary, a number of challenges must be
addressed, the first of which is the pricing differences between bio and traditional jet
fuels. Moreover, issues of sustainability and finance relating to fuel commercializa-
tionmust be considered [53].Other concerns include economic issues, environmental
concerns such as land-water usage, greenhouse gas emissions (GHG), particulate
emissions and fuel-food competition. Sustainability serves as a key obstacle and is
largely reliant upon feedstock availability and the choice of fuel production method.
Socio-economic and environmental effects will also need to be addressed.

7.1 Environmental Issues

Akey issues to address are the environmental impacts of fuel production. In 2005, the
aviation sector contributed to 2.5% of man-made carbon dioxide production, which,
by 2050, is predicted to rise to 4.7%. The increasing bio-jet fuel demand will lead
to deforestation problems, impacting soil fertility and biodiversity and heightening
atmospheric CO2. Food scarcity will result from the use of agricultural land to grow
the necessary crops, and soil ruination and water pollution will result from fertilizer
and insecticide use. It is crucial that the fuel produced does not compromise human
health [15].

7.2 Production Issues

Two key obstacles to bio-jet fuel production are the process cost and feedstock
flexibility. Despite the ongoing projects exploring the use of algae as feedstock, this
still generates various issues. For example, the selection of beneficial algal species
and lipid extraction is complicated. To produce bio-jet fuel using the algae feedstock,
funding is required. Moreover, there will be a need for optimization and receiving of
necessary certifications [54]. Furthermore, it is crucial that the most suitable catalyst



Future Aviation Biofuel, Efficiency and Climate Change 517

and process design are chosen by the alternative fuel producers. The production
process very much depends upon the feedstock, and must be both efficient and
effective [54].

7.3 Distribution Issues

In terms of the supply process, product quality and blending capacity to ensure
optimal functioning aremajor issues. Hydrotreated renewable jet (HRJ) and biomass-
to-liquid (BTL) fuel production currently generate costs varying from 0.80 to
$2.00/L, three times the cost of petroleum-based jet fuels [55]. Other issues to address
in this category include marketing regulations and specifications for the fuels, fuel
infrastructure, selection of feedstock, storing the fuel and by-products [21]. If the
present cost of bio-jet fuel production is not lowered, it will not be a viable option
[56]. Involvement of investors and biomass suppliers is a further essential matter
[57].

7.4 Feedstock Availability and Sustainability

For bio-jet fuel production, the most preferable feedstock are those that are the
most cost-effective feedstock, those which require a minimal water supply, minimal
fertilizers, but still produces a good output and does not compete with food plants
[15]. The key issues pertaining to feedstock are availability, price and large-scale
applications [58]. The biggest challenges relating to algae culture are upholding the
necessary temperature and providing energy [59]. In order to test the fuels in aircraft,
vast amounts of fuel need to be produced. In the process of producing aviation
biofuels, selected feedstocks must cause the least possible effects to land use and
water intake. There is limited availability of biomass feedstock for the production of
bio-jet fuel at present because of the heightened competition and fuel specifications
[60].

7.5 Compatibility with Traditional Fuel

It is important that bio-jet fuels can do the same job as traditional jet fuels. Unlike
traditional jet fuels; bio-jet fuels have to be void of any sulphur and aromatics,
must possess a low freezing point and a high autoignition temperature. It will be
challenging to separate bio-jet fuel at bigger airports and this could cause issues
for some airlines. Other issues include the use of renewable energy sources in the
commercial aircraft industry, problems with certifications, engine and quality testing
processes and how to use the fuel in airplanes [7]. It is crucial that the produced fuel
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can withstand various operational circumstances, performs well and is safe. Thermal
stability and storage stability must also be addressed, with low temperature features,
combustion characteristics and the inclusion of any small impurities (such as metals)
being other matters of concern [61].

8 Future Outlook and Suggestions

Currently, the Defence Logistics Agency Energy (DLA Energy) focuses on two key
areas. These are the market scale production of biofuels and the certifications of
them. They have done this by creating partnerships with manufacturers and govern-
ment agencies [62]. By commercializing bio-jet fuels, this can impact land, water
and food resources, as well as the economy and overall society. Factors impeding
research into this topic include a lack to initiative in place to asses sustainable feed-
stock production and distribution and an absence of cost-effective technologies to
produce the fuels. It is crucial that the production process for bio-jet fuel does not
generate an issue of food–fuel competition, does not have environmental impacts and
can remain sustainable at a bearable cost. In terms of feedstock, the use of nonedible
oils, algae and biomass all have potential, with algae able to be applied as a raw
material in areas such as Australia, Arabia, north-west Africa and USA deserts [15].
To enhance the production process, innovative production technologies can be imple-
mented and local feedstock can be used. Also important will be engagement from
local government and other relevant agencies and industries, as well as long term
policies since this will be a gateway to increased job openings, as well as ensuring
that fuel production processes are sustainable.

9 Conclusion

Scientists have been focusing ever more on selecting sustainable fuel alternatives
with the aim of creating more viable and environmentally methods of addressing the
worldwide fuel demand. Bio-jet fuel has been a focal topic given its distinct fuel
features, environmental friendliness, biodegradability, energy stability and associ-
ated costs. Furthermore, research has shown that bio-jet fuel is more beneficial than
conventional fuel in safeguarding the environment. Bio-jet fuel is much possesses a
greater heating value and better exhaust emission of specific pollutants.

Despite the cost of bio-jet fuel production being a matter of controversy, the cost
itself is generally determined by the chosen synthesis process. Research has shown
that removing an oxygenated, bonded compound using the deoxygenation method in
an inert setting is much more economically friendly than using hydrodeoxygenation.
The higher expense of hydrodeoxygenation is mainly a result of using hydrogen gas
to conduct the process. Pyrolysis is less expensive; however, the hydrocarbon product
is made up predominantly of light fractions.
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Zeolite, silica-based catalyst offers greater deoxygenation activity, due to their
higher surface area and excellent pore properties. But their high strong acidic sites
facilitated side reaction such as cracking and oligomerization, hence, affect the cata-
lyst stability. Interestingly, deoxygenation activity could be enhanced by tuning the
acidic sites to weak and medium acidity. Utilization of carbon-based catalysts is
also beneficial for deoxygenation activity, because carbon material is amphoteric in
nature, surface functionalities and greater surface area [35].

Reaction temperature and atmospheres, as well as feedstock choices, are opera-
tional factors that must be considered when producing bio-jet fuel using a deoxy-
genation process. The deoxygeation process in the H2+Ar setting had been found
to favour fatty acids and esters as feedstocks. Research evidence shows that using
triglycerides as feedstock is beneficial because they possess higher conversion rates in
hydrogen-free settings. The most effective deoxygenation reactions can be ensured
by using lower content unsaturated fatty acid feedstocks rather than high content
unsaturated fatty acid feedstock (for example, ester). In terms of temperature, it is
crucial to establish a balance between the selectivity of fuel-range hydrocarbons and
the feedstock conversion rate. What’s more, nonedible oils, including waste cooking
oil is beneficial for various reasons, firstly due to the fact that it lowers the production
cost, and secondly, as it may soon be able to serve as an alternative to edible oil-based
green diesels.
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� Equivalence ratio

1 Introduction

The fuel and energy crisis anticipated in the next few decades is pushing the trans-
portation sector towards more viable alternatives. The objectives for the fuel that
will replace fossil fuels are twofold: first, it needs to be readily available in ample
quantities; second, its combustion should produce as little harmful emissions as
possible. Governments worldwide are working towards reducing smoke, carbon,
and nitrous oxide emissions, which are characteristic of hydrocarbon-based fuel
combustion. There are several possibilities such as nuclear, renewable energies like
solar or wind power, all of which can—at first glance—replace hydrocarbon fuels.
However, another alternative is hydrogen. Though it is relatively difficult to store and
handle compared to its fossil fuel equivalents, hydrogen is more readily available,
produces less harmful emissions, and has higher specific energy than Jet-A and other
comparable hydrocarbon-based fuels. Furthermore, it has wider flammability limits
allowing leaner combustion to take place, thereby lowering the production of harmful
chemicals. Thismakes hydrogen a strong candidate for the aerospace sector—specif-
ically, gas turbines (land-based and airborne). One of the greatest challenges today
is to harness hydrogen’s energy in compact, efficient combustors without creating
harmful NOx emissions, all while delivering satisfactory performance.

Integrating hydrogen into the energy sector is an endeavor with many aspects,
ranging from the production of hydrogen, safely storing it, and injecting it at the
combustion point, to safety mechanisms and procedures to use in case of emergency.
Many of these aspects are addressed in Benson et al.’s work [1]. The present work,
however, focuses on the implementation of hydrogen in gas turbine injector tech-
nology. Particular design approaches explored include premixed and non-premixed
injectors, such as rotating detonation engines (RDE), Rich-Lean (RL), Lean-Direct
Injection (LDI), and micromix injection systems. For each technology, metrics
analyzed include temperature distributions as given by numerical or experimental
results, as well as NOx emissions.

2 Premixed Systems

Premixed combustors mix fuel and oxidizer before diffusing the flammable mixture
into the combustion chamber. Various designs based around premixed combustion
exist. These designs simplify combustor geometries, which offer a benefit from an
application perspective (e.g., cheaper production costs or lower gas turbine weight).
Because the mixture is already mixed at the point of ignition, there are typically
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no hotspots forming, which contributes to the low nitrogen oxide emissions from
premixed systems. Non-premixed injectors do not have this advantage.

Anderson [2] investigated how a premixed hydrogen combustor compared to
its hydrocarbon-fueled counterpart. Injecting hydrogen into an indirectly-heated
airstream, themixture then passes through the flameholder, consisting of a hexagonal
perforated plate with a cross-sectional blockage ratio of 92%. Downstream, a gas
probe was used to draw a sample to send to an analyzer. The large blockage ratio
on the flameholder was used to “prevent propagation of the hydrogen flame front
upstream” [2].

As part of this study, different inlet mixture temperatures and combustor pressures
were used as boundary conditions. The author reports that the strongest effect on
emission was from a variation in equivalence ratio. In fact, for an inlet temperature
of 600 K, the nitric oxide emissions varied from 0.007 to 0.07 g kg−1 of equivalent
propane for equivalence ratios of � = 0.3 and � = 0.4, respectively. For the 700 K
inlet temperature, NOx emissions varied from 0.004 to 0.006 g kg−1 of equivalent
propane, corresponding to � = 0.23 and � = 0.26.

In terms of concentrations, the measured values were too low to be accurate
for flame temperatures below 1300 K; the maximum measured was 1.2 ppmv for
a flame temperature of nearly 1700 K [2]. This generally agrees with well-stirred
reactor predictions.

In addition to being a low-emission combustion system, the burner investigated
by Anderson is very efficient. The lean blowout limit did not yield a combustion
efficiency below 85% for inlet mixture temperatures between 600 and 700 K. Equiv-
alence ratios tending towards 0.35–0.43 corresponded to efficiencies of 97–101%.
The efficiency exceeding unitymay have been due to the radiation corrections applied
to the thermocouple, as well as the effects of the effective wire diameter and the emis-
sivity associated with the instrumentation. Even taking into account a variation of
3–4%, this premixed combustor remains a strong performer.

Cappelletti and Martelli conducted a study on premixed combustors fed purely
with hydrogen fuel, as opposed to methane/hydrogen syngas or hydrogen diluted
with nitrogen [3]. The design was derived from an existing gas turbine Dry-Low-
NOx design, typically used with hydrocarbon-based fuels. The authors investigated
the derivative design from both simulation and experimental perspective. First, the
purpose of the simulation was to evaluate the complex flame shape, as well as
estimate NOx production based on the NNH formation path, as well as analyze
elements that cannot be easily captured from the experimental environment. In terms
of flame geometry, there is a strong general agreement between the numerical and
experimental methods. The figure below depicts both cases (Fig. 1).

Because the laminar flamelet model is too slow to properly represent nitric oxide
formation, three postprocessing methods were used to evaluate NOx emissions: a
thermal method, the NNH formation path, andGRI-Mech 3.0. Experimentally, under
the nominal premixing configuration without the lit pilot flame, the combustor gener-
ated 6–17 ppm@15%O2; under the low-premixing configurationwith the pilot flame
switched on, the burner formed 15–38 ppm @15% O2. The latter result is attributed
to the pilot flame. The emissions results are Table 1.
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Fig. 1 Comparison between the experimental OH* imaging case and the numerical premix-C rate
field. Figure reproduced from [3]

Table 1 Emissions from
experimental and numerical
methods

Method ppm NO@15% O2

Experimental 38.00

Pure thermal postprocessor 9.59

Decoupled only thermal way 6.32

Decoupled all ways 41.00

Note that the three rows below the experimental method represent
numerical approaches. Reproduced from [3]

Completely decoupling the postprocessor allows for CFD to yield a relatively
accurate estimation of NO emissions, though slightly conservative. The difference
across these values illustrates that NO is formed through other paths in addition to
the thermal one. The authors note that though premixing has been used historically,
in the specific case of hydrogen combustion, the NOx formation is primarily due to
the NNH path, with the Zeldovich mechanism accounting for roughly 20% of the
nitrogen oxides formation. Generally, careful integration of this premixed burner into
design allows for staying at the lower end of the NOx emission spectrum.

Using a simple premixed combustor, Cam et al. investigated the effect of equiv-
alence ratio on the combustor temperature profile and on NOx emissions [4]. The
authors used numerical methods and compared their results to existing literature
and to experimental results. Based on their CFD results, they calculated the emission
performance of the combustor design. The geometry and their most salient emissions
results are depicted in the following Figs. 2, 3, and 4.

The authors established that as the equivalence ratio decreased, the centerline
temperature decreased, and the location for most chemical reactions moved down-
stream. Also, the maximum NOx formation was identified at an equivalence ratio of
0.9, though the peak temperature was found to be highest at � = 1.1. The reason for
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Fig. 2 Premixed combustor geometry. Figure reproduced from [4]

Fig. 3 Temperature profile associated with the premixed combustion. Figure reproduced from [4]
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Fig. 4 NOx mass fraction at various distances from the inlet in the burner. This plot is taken along
the centerline of the burner. Figure reproduced from [4]

this apparent discrepancy is that the heat loss to the environment will be greater—
assuming a fixed thermal power input. Therefore, increasing equivalence ratio will
reduce overall thermal energy imparted to the flow and thereby overall performance,
with respect to a bigger picture of the combustor in a gas turbine.

Finally, the authors showed that near the inlet, there is a significant difference in
wall temperature values between the authors’ simulation, simulation data available
in the literature, and experimental results. However, because the general trends in
the validation figure generally agree [4], this simulation was considered to be valid.

Marek et al. conducted an investigation on diffusion flame combustion systems via
the creation of the Lean-Direct Injection burner [5]. Lean-Direct Injection consists
of injecting hydrogen from two points into a perforated cylinder through which air
flows. Between bothwalls of the flameholder, air and hydrogenmix, and the resulting
mixture is ignited downstream. An example of a single ring of the injector assembly
is depicted in the following Fig. 5.

The complete injector assembly is comprised of three concentric rings, with the
centermost one having a single injector, the middle ring having seven injectors, and
the outermost ring having seventeen injectors. This design was reproduced with
different injection hole patterns. This allowed the comparison of different patterns
with respect to total pressure drop and pollutant emissions via the effect of the patterns
on the flame.

Consistent with other premixed systems, Lean-Direct Injection technology
performed well on the emissions front. Injector configuration C4’s emissions
performed the best compared to the other options. In fact, for equivalence ratios
below roughly 0.3, the burner with the C4 injector formed less than 10 ppm of NOx.
Below�= 0.18, less than 1 ppm of nitrous oxides formed; however, this equivalence
ratio corresponds to a combustor exit temperature of less than 1200K. Although such
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Fig. 5 Lean-direct injection
injector assembly, based on
[5]

emissions levels are sought after, this particular point may not be desirable because
the exit temperature is too low for the required gas turbine performance. Though
a just balance must be struck between higher combustion temperatures and emis-
sions, this is an aspect that will vary according to the application associated with the
injector.

Beyond emissions, each injector performed differently in terms of affecting the
overall combustor pressure loss. Despite earning the lowest emissions rank out of
each injector, C4 had a pressure loss of 25%, which is the maximum. The emissions
performance thus was achieved at the cost of the efficiency of the burner. Injector
patterns NASA N1 (6.350 cm liner) and C2 achieved the highest efficiency, with a
pressure loss of 4%.

Despite their excellent performance along the lines of emissions and general
thermal output, premixed combustors have some dangers associated with their oper-
ation: flashback and autoignition. By keeping hydrogen and air separate until the
mixing and combustion point in the combustor, the risk of flashback ismitigated. This
separation of fuel and oxidizer also limits the possibility of autoignition. Indeed, by
having hydrogen and oxygen mixed within flammability limits, two of three ingredi-
ents for autoignition are present, with the last being themixture reaching autoignition
temperature. Non-premixed systems are inherently free of this risk. This risk is taken
into consideration during the design of combustors, which is typically reflected by a
high premixed mixture injection velocity into the combustion chamber to offset the
high hydrogen flame speed.
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3 Rotating Detonation Engines

Rotating detonation engines (RDE) are an improvement upon the pulse detonation
engine, derived from the pulse jet. Their design is generally simpler than some other
propulsion systems, making them cheap to produce, and easy to implement. To date,
Frolov et al. have conducted research regarding integrating hydrogen combustion
in an RDE design; so far, an annular combustor has successfully been designed,
manufactured, and tested [6]. The authors found that increasing the gap in the annulus
would decrease the number of detonation waves and their stability, but could also
reduce pressure losses.

Further efforts have been focused on applying computational methods to RDEs,
as well as working on various characteristics relating to RDE operation, such as
relighting it and integrating variable-geometry inlets to optimize performance in
varying conditions [7, 8].

Despite the significant progress, there are still issues at this point in the develop-
ment of RDE technology. Stability is one of themajor problems; Anand et al. focused
their efforts on determining someof the fundamental instabilities ofRDE systems [9].
They identified chaotic instability, a periodic waxing and waning of peak detonation
wave pressures, sudden transient mode switching in the combustor, and the occur-
rence of pulse detonations within the continuous detonation combustor as the four
principal instabilities. More investigation is required to develop hydrogen-powered
RDE propulsion past these issues.

Though significant efforts have been made to make RDE technology common-
place in the aerospace sector, there is to date little literature available concerning
RDE systems’ emissions. The authors speculate that—based on [8]—increasing the
equivalence ratio past the stoichiometric point would increase the detonation wave
stability; however, NOx production is immediately tied to the mixture’s equivalence
ratio (via the peak temperature). This leads the authors to believe that at its current
development stage, rotating detonation engines are not a viable alternative propulsion
system for the future in terms of NOx emissions.

4 Rich-Lean Injectors

Rich-Lean (RL) is a technology that provides dual-mode operation capability to
combustors. Rich-lean burners are indeed capable of burning fuel in a diffusive
flame, or in a rich-lean configuration where the diffusive airflow is replaced by a lean
mixture. Designs typically consist a first stage where hydrogen is burned in ratios in
excess of stoichiometric conditions. The resulting mixture is then fed into a second
stage containing excess air, where the unburnt fuel can be ignited. Heat transfer from
the rich stage to the lean one facilitates pollutant emission control since it affects the
ability of nitric oxide formation via the thermal path.
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Fig. 6 Rich-lean combustor geometry used by Shudo et al. Figure reproduced from [10]

Shudo et al. studied the reduction of NOx in hydrogen-fueled gas turbines that use
rich-lean burners [10]. To that end, they use a coaxial burner that could operate in two
modes: rich-lean and diffusion. Under the former, lean mixture would be injected
through a nozzle surrounding a rich mixture fed through an axial nozzle; with both
rich and lean mixtures meeting and being burnt. Under the latter operating mode, air
would be supplied in the nozzle surrounding the central line, which fed fuel to the
burner, in a manner typical of diffusion flame based combustors. The geometry used
is depicted in Fig. 6.

Through their study, the authors found that H2 combustion—even under an equiv-
alence ratio above unity—will not result in prompt NO formation (since there is no
carbon atom supplied by the fuel) [10, 11]. However, the peak flame temperature
may contribute to increasing NOx via the thermal formation mechanism. Neverthe-
less, compared to hydrocarbon-fueled rich-lean burners and “classic” diffusion flame
burners, hydrogen rich-lean burners emitmuch less NOx. Shudo et al.’s salient results
are summarized in the following Figs. 7 and 8.

Figure 7 comparesNO2 values from rich-lean combustors to a baseline represented
by an index of 1. This baseline corresponds to equivalent methane or hydrogen
diffusion flame. Notice that for all rich side equivalence ratios, the hydrogen rich-
lean combustor generates about half as much nitrogen dioxide as the combustor
running in the diffusive flame mode. For an overall stoichiometric equivalence ratio,
the Rich-Lean combustor will generate up to 75% lower NO2 compared to a diffusion
flame, which is a significant improvement in terms of emissions.

Figure 8 demonstrates that increasing the overall equivalence ratio of an RL
burner will decrease the NO2/NOx ratio. Because NO2 is more harmful than NO,
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Fig. 7 NO2 emission as a function of rich stage equivalence ratio. Figure reproduced from [10]

Fig. 8 Ratio of NO2 to NOx for hydrogen rich-lean burners. Figure reproduced from [10]

increasing � will reduce harmful pollutant emissions. Paired with the information
from the preceding figure, a combustor design point with low NO2 emissions and a
small NO2/NOx ratio can be achieved for a lower rich side � and a higher overall
combustor �. Overall, the hydrogen RL burner performed better than the methane
one over a range of different equivalence ratios, further establishing that hydrogen is
a viable option as far as combustor thermal and ecological performance is concerned.
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Table 2 Comparison
between Jet-A-powered APU,
methane RL, and hydrogen
RL combustor NO2/NOx
ratios

Fuel type NO2/NOx ratio

Jet-A (source 1) 0.421

Jet-A (source 2) 0.366

Methane (Rich-Lean) 0.320

Hydrogen (Rich-Lean) 0.200

Note the Jet-A figures were taken at the lowest APU load
and the RL combustor figures at their lowest equivalence ratio,
corresponding to the highest NO2/NOx ratio [10, 12]

To position RL combustion technology within the existing combustor designs,
Khandelwal et al. investigated gas turbine vibrations and emissions for various fuels
[12]. TheNO2/NOx ratio was calculated at the lowest load for several fuels, including
Jet-A from two different sources. These were then compared to the RL combustor
results from Shudo et al. the results are tabulated below.

FromTable 2, RL combustors perform better than conventional diffusion combus-
tors at low loads. Because NO2 is more harmful to the environment than NO,
hydrogen-based Rich-Lean combustors yield a lower negative impact on the
environment.

Bolaños et al. also investigated Rich-Lean combustor technology. Their work
focusedon a combustor operating under gas turbine conditions [13]. This combustor’s
geometry consisted of two sequential stages, as opposed to Shudo et al.’s parallel
stages. First, in the rich stage, the mixture was burnt until the complete expenditure
of the air, which was the limiting reactant. The combustion products and excess fuel
from the rich stage were then injected into an oxidizer-rich environment comprising
the lean stage, where lower-temperature combustion occurred. The experimental
apparatus also included a gas probe as well as equipment for a chemiluminescence
study.

This arrangement allowed for a careful study of the flame through chemilumi-
nescence and of NOx in the combustor’s performance for different pre-conversion
rates, or excess air ratios (also known as the fuel/air ratio), in the rich stage. These
conversion rates are denoted by λrich. Because the rich stage is characterized by air
being the limiting reactant, λrich correspondingly is less than unity. Conversely, in
the lean stage, the air-fuel ratio is greater than unity.

The more important results from this study show that without pre-conversion, the
NOx emissions reached up to 165 ppm; by burning increasingly lean mixtures in
the rich stage, the NOx emissions decreased down to approximately 23 ppm. This is
consistent with Shudo et al.’s result, further validating Bolaños et al.’s experimental
data and experience with knowledge pertaining to the nitrous oxides thermal forma-
tion path. Compared to premixed systems, Rich-Lean injectors and combustors fared
worse. Yet, Bolaños et al. identified several key features to address in order to reduce
NOx emissions: the reduction of amount of hydrogen injected in the lean stage, better
mixing to enhance heat transfer (thereby eliminating hotspots), and self-dilution via
pre-conversion, which causes cooler combustion products from the rich stage to
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lower the peak temperatures in the lean stage. Implementing these factors helps in
reducing the emission of harmful chemicals and may bring Rich-Lean technology
closer to premixed systems’ performance.

5 Diffusive Mixing

Diffusion flames are made of surfaces of local combustion where the mixture of fuel
and oxidizer are within flammability limits. Combustors using diffusion flames have
been used since the dawn of the jet age. In modern gas turbines, diffusion remains a
reliable and efficient way of increasing the fluid’s internal energy.

Gobbato et al. studied a design where air from the compressor flows along a
perforated annulus surrounding the combustion chamber; the air is then reversed in
direction and fed back into the combustion chamber, where it is mixed and ignited
[14]. The computational domain associated with the geometrical arrangement is
depicted in Fig. 9.

The authors conducted a two-phase study, with a computational fluid dynamics
simulation comprising the first phase, and an experiment constituting the second
phase. The results from both phases were then compared to establish whether
numerical and experimental results agreed.

Experimentally, this combustor produced a maximum flame temperature of
roughly 880 K at approximately 790 mm from the top of the combustor. Gener-
ally, there was a spread of 20 K at least and 80 K at most across the four rows. The
associated CFD model did not reflect this temperature disparity very well along the
axial direction. However, both the experimental and CFD temperature profiles agree
at the combustor exit cross-section. These results are summed up in the following
Fig. 10.

The authors identified a possible reason for the CFD results being consistently
lower than experimental ones: using a one-step kinetic model yields a faster reaction
in the simulation environment than in real life. Therefore, the reaction does not extend
as far out radially, in turn leaving the liner walls (where the thermocouples are placed)
cooler [14]. Solely based on the temperature profile provided by the experiment,
however, it can be established that the peak temperature in the combustor will not
exceed 880 K, thereby producing a reduced amount of NOx.

Weiland et al. propose a different design where the diffusive injector idea is scaled
down such that awhole circular array of injectors can be integrated into the combustor
[15]. Their individual injector design is depicted below (Fig. 11).

This air and fuel injector arrangement allows—under low-pressure conditions—
for the flame associated with each individual injector to form one large diffusion
flame 1 cm downstream of the injector plate’s face. The large, common diffusion
flame lends itself towards lower emissions. Furthermore, injecting nitrogen to dilute
the fuel streamallows for a reduction in peak temperature,which translates to reduced
NOx emissions. Paired with residence time reduction via airspeed increase and a
lower combustor pressure, a reduction of several ppm can be achieved. In terms of
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Fig. 9 Computational
domain and mesh for
Gobbato et al.’s diffusion
flame combustor. Figure
reproduced from [14]

nitrous oxide emissions, there were several observations made by the authors. First,
reducing the combustion equivalence ratio yielded a reduction in corrected NOx at
15% O2. Next, reducing the pressure in the combustor also reduced nitrous oxide
formation. Pairing both of these trends, the authors found that for an equivalence ratio
of 0.7 and a burner pressure of 16 atm, the NOx emissions were of roughly 6 ppm,
whereas for an equivalence ratio of 0.5 and a burner pressure of 4 atm, the resultant
emissions were down to 1–2 ppm. Residence time did not affect these results as much
as previously anticipated. Weiland et al. note that despite the low NOx emissions,
premixed systems still perform better (roughly 3 ppm) [16]. However, their work
clearly demonstrates that diffusion flame-based combustors are capable of at least
matching the emissions performance of premixed systems while avoiding flashback
potential and other downsides of premixed systems.
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Fig. 10 Experimental and numerical temperature data for each row. The four rows run down the
length of the combustor, and are at 90°-interval angles around the cross-section of the combustor.
Figure reproduced from [14]

Fig. 11 Three air lobes surround each hydrogen injectors. This geometry is arranged in concentric
circular arrays on the flameholder. The combustion creates a diffusion flame above each air/fuel
injector. Based on [15]

6 Micromix Injection

Micromixing is proposed as an alternative of premixed combustor systems. There
exist several variations of the micromix injector principle. Those include inverse
micromixing and the Dry-Low-NOx approach.

Micromixing is defined as injecting fuel into an oxidizer stream via an impinging
jet. It is heavily based on research on “jet-in-cross-flow”-types of problems. The
purpose of micromixing is to approach premixed systems’ NOx performance using
diffusion flameswhile avoiding the risks of autoignition and flashback. The following
figure illustrates the geometrical setup of a micromix injector (Fig. 12).
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Fig. 12 Micromix injector general geometrical layout. Based on [17]

Currently, micromixing is used both for industrial gas turbines and microtur-
bine applications [18]. There are several factors affecting the mixing capabilities
of micromix combustors. These factors include the injection point of hydrogen with
respect to the backward-facing step, the injection height of the impinging jet flow, and
the combustion region’s wall geometry. The injection height of hydrogen immedi-
ately affectsmixing capabilities: too high an injection speedwill prevent the fuel from
properly mixing with the oxidizer, causing local stoichiometric conditions which
harm emissions. The backward-facing step and combustion region wall geometry
directly influence the shape of the recirculating vortices that given the flame its
shape—in turn, affecting the uniformity of the temperature profile.

Lee et al. investigated micromix technology, focusing on a flashback-resistant
injector [19]. Using closely-space mixing cups, the authors were able to achieve
good mixing in a small space, which translated into low NOx emissions. Three “cup”
variations were studied: the S1F3, R1, and R3. The S1F3 cup, previously reported
on by Lee et al., uses only radial air inlets offset from the center, thereby introducing
a rotational motion in the combustor and increasing mixing [19, 20]. Additionally,
there is no taper in the longitudinal direction for the S1F3 cup—the cross-section
does not change in size, and fuel is injected in alternating air slots. The R-line cups
pair axial-radial air inlets with a diverging cross-section and radial-inflow fuel from
a single-point in the axial direction.

The authors conducted a computational fluid dynamics simulation for all
three cups—S1F3, R1 with and without swirler. Additionally, an experiment was
conducted where the cups were attached to a dilution module, an igniter module, and
a quartz liner. The apparatus was then inserted into a pressure vessel where a gas
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analyzer was used to measure—among others—NOx and NO emissions. The salient
results are that the S1F3 cup is capable of operating at both a higher and lower adia-
batic flame temperature than R-line cups. This affords operational flexibility, under
the right conditions (since there is a variation in operating pressure between the
data points for lowest and highest adiabatic flame temperature). More importantly,
however, is that the S1F3 cup is capable of reaching emissions below 3 ppm, thereby
exceeding premixed systems’ performance—up to a minimum of 0.3 ppm. This is
a considerably low pollutant emission figure. Finally, the authors note that better
results may be achieved with further tailoring and optimization of “mixing length,
fuel injection type, and adjustment of the final injection layers” [19].

Khandelwal et al. investigated micromix combustors, also working with geome-
tries featuring backsteps [21]. For their analysis, they conducted a computational
fluid dynamics simulation on a circular combustor featuring four injectors arranged
radially. For the first case, they simulated the injection of hydrogen through each
injector, with the oxidizing and diluting air coming from upstream of the radial
injectors. In the second case, they changed two of the four injectors to provide air
instead of hydrogen. These two cases are illustrated in the following Fig. 13.

Khandelwal et al.’s findings included that introducing air injectors opposite of the
hydrogen injectors increased hotspot formation (depicted by higher peak tempera-
tures in Case 2 at Z = 0); however, mixing was also enhanced, thereby increasing
heat transfer from combustion products to excess air downstream of the injectors.
The enhanced mixing earlier in the combustor allowed for its overall length to be
halved; because NOx formation depends on residence time, the combustor gener-
ally improved in terms of pollutant emissions performance in the second case as
compared to the first.

Kusterer et al. explored the impact of the momentum flux ratio of the impinging
jet flow used in micromix combustion [18]. Their findings stipulate that lifted flames
were a manifestation of excessive moment flux ratio and tended to increase NOx

production significantly. To avoid this situation, a lower critical injection height was

Fig. 13 Longitudinal cut of the micromix combustor. The left case, case (a), reflects having all four
injectors supplying fuel, whereas the right case, case (b), corresponds to having two fuel injectors
and two air injectors facing each other. Based on [21]
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required, which could be achieved via a reduction in the hydrogen injection density
or velocity. Alternately, an increase in density or velocity of the airstream impinged
on by the hydrogen could alleviate this issue of “over-injecting” hydrogen. Thus,
to mitigate the production of harmful emissions, careful design of the injectors and
its associated operational parameters like air-guiding panel size, air, and hydrogen
mass flow rates, is necessary. With that in mind, the authors identified the critical
momentum flux ratio of 1:1 beyond which NOx formation increased significantly.
Additionally, increasing the size of the air-guiding panel, and thus making more
air available for the dilution of hot combustion products, reduced the formation of
nitrous oxides. In accordance with the thermal formation path of NOx, the authors
found that increasing the equivalence ratio increased the formation of NOx. Overall,
at the critical momentum flux ratio of 1:1, the nitrous oxides formed were at most of
7 ppm dry NOx at 15% O2 for the 80% AGP surface area (compared to the reference
area) for fixed exit velocity.

The inclusion of a cold flow increased mixing with hot combustion products,
thereby further lowering maximum combustion temperatures and thus reducing NOx

production. Micromix performance in terms of emissions metrics is in the range of
1–3 ppm for equivalence ratios of � = 0.16–0.36, as reported by Kusterer et al.
[18]. This is an improvement over premixed systems, which tend to reach minimal
emissions of 3 ppm.

Current research efforts are focusing on harnessing numerical methods to further
explore technology. Agarwal et al. investigated the general design space tied to
micromix injectors [22]. The authors explored the relationship between various
design parameters of micromix injectors and their effect on performance and emis-
sions. The authors found that the recirculation zones determine the flame shape
and size, thereby providing the designer with a tool to reduce NOx-rich regions.
Agarwal et al. also concluded that further NOx reductions could be achieved by
further studying the offset distance between the hydrogen and air feeds. Babazzi
et al. found in their paper that moderately accurate emissions prediction via numer-
ical methods was achievable using reactor networks, though using higher-fidelity
dedicated analysis software would be advisable for final emissions quantification
[23]. Also in the vein of further exploring the micromix design space, Ben Abdallah
et al. report on the effects of various simulation setup parameters and the sensi-
tivity of the simulation results to the value those parameters have [24]. Parameters
investigated include turbulence and its interaction with chemistry, the sensitivity
to thermal boundaries, and assessing thermoacoustic instabilities. In essence, Ben
Abdallah et al.’s work identifies the key design and simulation parameters that affect
the performance of single and arrayed micromix injection systems. Thus, the current
efforts are moving towards the optimization of micromix injector geometry, which
may translate into a future reduction of nitrous oxide pollutant formation.

A geometrical variation of conventional micromixing, inverse micromixing
consists of “reversing the air and fuel supply roles” from baseline micromixing.
Specifically, two air jets are impinged into a flow of hydrogen; the mixture is then
burned. This version of the micromix injector was investigated by Hendrick et al.
[25]. The geometrical arrangement of this type of injector is depicted in Fig. 14.
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Fig. 14 Inverse micromix
injector geometrical layout.
Based on [25]

The authors did not identify emission performance directly; however, they
reported on burning efficiency instead.

The authors identified two situations of interest: the first, where no preheat condi-
tions were used, and the second, where preheat conditions of 690 K were used.
They found that without preheat, for air-fuel ratios of 6 and below (� = 0.16 and
above), the burning efficiency was of quasi-100%. This was an improvement over
the combustor investigated by Funke et al. [26], which had its efficiency drop signif-
icantly for air-fuel ratios beyond 4 (� = 0.25 and below), characteristic of lean
blowout. Using a preheat of 690 K greatly improved burner efficiency, with Funke
et al.’s burner maintaining a quasi-100% efficiency up to an air-fuel ratio of 7 before
sharply decreasing (� = 0.14 and below). Though these numbers do not directly
reflect a NOx formation amount in ppm, they still provide a sense of the efficiency of
the burner which could be used to establish a comparison point with other existing
hydrogen combustors. Based on these numbers, it is reasonable to conclude that the
inverse micromix burner is capable of leaner operation, which can translate into a
reduction in nitrous oxide emissions during operation. Future efforts for the inverse
micromix injector project include further exploration of geometry effects on perfor-
mance, test general endurance testing of the microcombustor, and establish emission
performance based on direct gas exhaust analysis [25].

The other variation, the Dry-Low-NOx micromix injector technology is a recent
improvement over the “baseline” micromix combustion principle [17, 27]. Specifi-
cally, it aims to reduceNOx formation “byminiaturizing the reaction zone through the
creation of multiple micro-flamelets with a typical size of 30–40 mm in length” [28].
Haj Ayed et al. found that, first and foremost, Dry-Low-NOx micromix combus-
tors needed to be designed from the beginning; retrofitting existing hydrocarbon
combustors is not a viable solution [27].

In terms of performance, NOx emissions depend on two dominant factors. The
first is fuel injection height. If the injection height y exceeds the value of ycrit, which
corresponds to the upper recirculation vortex’s shear layer, the hydrogen will burn
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under rich conditions and produce significantly more harmful emissions than if it
is injected below that critical height [17, 27]. The second dominant factor is the
combustor geometry. Increasing the gap between the Air-Guiding Panel (AGP) and
the lower surface reduces nitric oxide formation throughout the combustor, though at
the cost of flame stability. The recirculation vortices’ strength and location aremostly
influenced by the blockage ratio of the injector array. Additionally, using the lateral
cold-air stream helps reduce the mixture combustion temperature, thereby lowering
nitric oxide production [17]. These parameters allow for the Dry-Low-NOx burner to
perform well in terms of emissions. Increasing the energy density of hydrogen while
maintaining the equivalence ratio of combustion lowers the overall NOx formation
by several ppm. These benefits are much less clear at lower equivalence ratios, where
the DLN combustor generally performs well, generating only 1.7 ppm at equivalence
ratios between 0.22 and 0.32 [17].

Clearly, Dry-Low-NOx technology is capable of bringing low emissions while
providing adequate performance with high energy density hydrogen fuels. This kind
of performance rivals that of premixed systems.

Like Ben Abdallah for the general micromix technology, Striegan et al. focused
their research efforts on establishing the impact of simulation setup parameters on
Dry-Low-NOx development [29]. Their findings include the importance and effects
of including wall heating within the setup and enabling heat transfer within the
combustion model. Taking into account the heat transfer between the flame and the
combustor walls causes the hydrogen jet to accelerate and impinge further into the
incoming airstream, thereby increasing flame temperature and thus NOx emissions.
This is an aspect of numerical methods that should be taken into account when
evaluating general thermal and emissions performance for micromix combustors.

Finally, Funke et al. have pushed the envelope of the Dry-Low-NOx technology
by validating that the combustion mechanism by Hawkes et al. performs the best in
estimating the performance of a micromix DLN systems [30]. The authors found
that the Hawkes-based DARS-CFD combustion model performed better than other
models (e.g., Li et al. Frassoldati et al. hybrid eddy break-up model), providing more
accurate data. This research is directly contributing towards achieving the future
goals of Dry-Low-NOx technology, namely increasing energy density, reducing peak
flame temperatures, and ensuring a more uniform temperature profile exists at the
combustor’s exit [27]. These improvements will certainly bring DLN technology
towards even better performance.

7 Summary

Comparing various hydrogen burner injection technologies is difficult when emis-
sions are reported in so many different ways. However, the bottom line is that non-
premixed systems and premixed systems are reaching the same level of roughly
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3 ppm of NOx emitted. Some technologies, like micromix injections and Dry-Low-
NOx, are capable of breaching that floor and reaching emission levels of less than
2 ppm.

Looking at the bigger picture, these are emission levels that may or may not be
achieved depending on the type of system the injector is implemented in. For instance,
land-based gas turbines used for power generation are likely to run at lower emission
levels around the clock, whereas aircraft of any size will undoubtedly require throttle
variations that will bring the actual emissions towards and away from the optimal
minimum.

Nevertheless, for now, hydrogen injection and combustor technology are showing
significant improvement over existing emissions performance from fossil fuel
combustors. Hopefully, society will continue to develop hydrogen technology—
especially for the aerospace sector—so that the next generations may have a cleaner
future.
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Aerodynamic Behavior of Rear-Tubercle
Horizontal Axis Wind Turbine Blade

Ryoichi S. Amano

1 Introduction

Wind turbines are used in most renewable energy systems, including aerodynamics,
wake studies, and self-healing of aerodynamic components such as for the exploration
of the vortex wakes [1], a simulation of the flow on a wind turbine blades [2], a
turbine blade design [3], and self-healing of the turbine blades [4]. The aerodynamic
behavior of wind turbines is discussed by Vermeer et al. [5]. In this chapter, building
and testing of the airfoil designs are discussed, along with fixing of a current problem
that has been found with the column that holds the wind turbine.

Focus on the details of an airfoil design along with the turbine column to reach a
steady speed that matches the resident frequency of the support column is discussed.
The current column oscillates under resonance frequency during testing. This issue
was successfully fixed by adding a collar and two support bars to the column. This
builds on the original idea to only add one support bar that was welded to the
column. This change was made to avoid welding to the column and the base of
the column, which would result in a permanent change. To prove that the current
design does reduce vibration, preliminary baseline testing was done. This approach
is then followed by experimenting with the same setup as initial testing to see if the
supports were, in fact, an improvement [6].

Additional improvements to the wind turbine column are the creation of motor
attachment plates and a new turbine blade hub. The motor attachment plates were
created to handle the new motor that is operated while running the tests. The plates
have been designed to snuggly hold the motor while also minimizing the cost to
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make it. This arrangement not only decreases the cost to build the part but also has
less impact on airflow characteristics, making testing more accurate. The new hub
allows the new motor for using in the measurements.

2 Experimental Setup

2.1 Test Facility

The wind tunnel laboratory is used to experiment with the current work. As in Fig. 1,
it has eight layers of screens with hexagonal-shaped cells in the inlet section to
reduce large-scale turbulence. The first section is the contraction section which has
an inlet area of about 9.3 m2. Then, the test section comes with dimensions of 1.2 m
× 1.2 m× 2.43 m and the cross-sectional area of 1.4 m2. It has polycarbonate walls
to provide a smooth surface, hence eliminate the boundary layer effect as much as
possible. The final section is the diffuser sectionwhich ends upwith six-blade suction
fan, which is of 1.83 m rotor diameter attached to 25.4 kW motor controlled by a
variable frequency drive (VFD) to obtain different wind speeds.

Fig. 1 Wind tunnel for the testing of wind turbine blade performance
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Fig. 2 Model wind turbine
design

2.2 Model Wind Turbine at UWM Lab

The design of the model used in this work is demonstrated in Fig. 2. This model
was built by Ibrahim et al. [7]. It is a small-scale three-blade model of 20.3 cm rotor
diameter made from ABS plastic. Its tower is made from 12.7-mm-diameter steel
rod with a hub height of 30.5 cm.

2.3 Hot Wire Probe and Anemometry

The Dantec Model 55P61 miniature wire probe is used in this work for velocity
measurement. A three-axis traverse system mounted on the top panel is used to
position the probe upon command. It is a dual-sensor, cross-wire-type probe designed
to measure the axial and vertical velocities. The probe wires are aligned such that
they are in the same plane of the mean flow, with the plane of the sensors parallel to
the probe axis.

The 55P61 has two platinum-plated tungsten, 5 mm diameter, wires welded to
the probe at 45° to each other and can measure velocity components within a ±45°
cone. The range of velocity that can be measured by the probe is from 0.05 m/s to
500 m/s.

TwoDantec 54T30miniature constant temperature anemometers (CTAs) are used.
They can provide a 0–5 V analog output voltage based on the characteristics of the
probe. The offset voltage on each wire was approximately 1.3 V at zero velocity.
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3 Aerofoil Design

The airfoil construction does not just carry the weight and forces caused by the
wing itself but also loads caused by the varying wind speed. Generally, a tubular
construction of concrete or steel is used. Since we are building a smaller scale,
aluminum was used. In the process of designing the structure, investigation of both
designs showed problems of loss of stability.

A few changes were made to meet the challenge of having the best support under
any given velocity within our range of 5–12 m/s. The design consists of two stands
with the shape of the letter “L” bolted to a 6.35 mm plate between them. The L
stands are 26.67 cm apart connected by a 1.27-cm-diameter steel rod. The stands
are 58.42 cm tall and 16.51 cm wide, located vertically on the aluminum plate. The
airfoil is mounted on a rotating rod that gives the ability to adjust the angle of attack.
The result is a two-stand structure design.

A finite element analysis (FEA) was performed in Creo Parametric on the struc-
ture. An FEA-based design begins with the selection of the material type, 6061
aluminum, how accurate the results should be, and the direction and magnitude of
the applied load. Reliable results of finite element data were achieved by creating 3D
parts of the structure, followed by meshing with higher-order elements to produce
more accurate results.

3.1 NACA 4412 Airfoil

Figure 3 shows a typical NACA 4412. The four-digit number is used to describe
the geometry of the airfoils’ profile. The following definitions explain the system
further:

• First digit: Maximum camber in percent chord
• Second digit: Location of themaximumcamber along the chord line (from leading

edge)
• Third and fourth digits: Maximum thickness in percent chord.

Fig. 3 NACA 4412
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Fig. 4 NACA 4412 slotted

The design has a chord length of 7 in, giving the following dimensions by using
the airfoil tools website:

• Max camber: 0.28 in. (4% × 7 in.)
• Location of max camber: 2.8 in. (0.4 × 7 in.)
• Max thickness: 0.84 in. (12% × 7 in.)

After the dimensioning of the airfoil was complete, a model was created in Creo
Parametric 2.0 as shown in Fig. 3. To mount the airfoil to the structure, a key slot
was made for a rod assembly to be inserted. The 0.5-in. diameter rod has two cross-
members along its axis. The airfoil will slide onto the rod assembly and be tightened
in place with a nut on each end. This design will disallow any movement from the
airfoil while being tested.

3.2 Slotted Airfoil

In an attempt to understand how a simple change in geometric features might affect
the aerodynamics of the NACA 4412 airfoil, a slotted front-edge design was chosen.
This is a modified version of the NACA 4412 with small inlets on the front edge of
the airfoil. The design was adopted from previous semesters of research at UWM.
The inlets allow for airstreams to be split upon initial contact with the airfoil with
some airstreams flowing above and below the airfoil as well as through the slots.
Figure 4 shows a CAD model of the slotted hole blade created in Creo Parametric
2.0.

3.3 Tubercle Airfoil

Similar to the slotted airfoil, the tubercle design concept has been adopted from past
semesters of research. There are several variations from which this design is based:
biomimetic—humpback whales and saw blades. The concept of design used for this
blade is based on the biomimetic approach. The tubercles, in theory, are believed
to help separate the streamlines, reducing turbulent flow, which ultimately reduces
drag. In nature, it has been discovered that Humpback Whales can maneuver with
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Fig. 5 Tubercle blade design

incrediblemovements when considering their immense size. The tubercles have been
identified to help minimize stalling and increase lift forces, sometimes up to 16%.

Another theorized benefit for the tubercle design is it reduces acoustic energy or
noise. Since noise can be defined as energy, it would be advantageous to minimize
the noise developed. Siemens currently produces tubercle add-ons for pre-assembled
wind turbines. The add-ons work on the same premise of our design, though they
allow for a cost-effective alternative for companies to use. Siemens has outlined
that about 1db equates to 2–4% of the annual energy production [8]. With improved
noise characteristics, the wind turbine would be much more efficient and strengthen
consumer outlook toward noisywind turbines. In this project, the analysis undertaken
was limited to the flow characteristics, and acoustic analysis has been omitted.

Figure 5 shows a CAD model of tubercle turbine blade design created in Creo
Parametric 2.0. Here, the tubercle is applied to the trailing edge side.

4 Simulation Technology

The computational method should be carefully selected due to its accuracy totally
based on the selection [9]. The simulation technique of turbulence prediction is
based on the large-eddy simulation [10]. The domain of all three setups was chosen
to resemble the wind tunnel in the UWMUSR building. The wind tunnel test section
has a 1.2192 m × 1.2192 m cross-section with a length of 2 m. Assemblies of the
blades and structure were imported into the program together to run a simulation
as close to the actual test setup as possible. Doing this allows for easy comparison
between CFD results and actual results acquired from wind tunnel testing.

The CFD tests were run at wind speeds of 5, 8, and 12 m/s. A zero-degree angle
of attack was chosen as this research will be a baseline for future testing of these
airfoil designs.



Aerodynamic Behavior of Rear-Tubercle Horizontal Axis Wind … 551

5 NACA 4412 CFD Analysis

5.1 Velocity

Increasing the velocity shows similar wake regions early in the iteration process for
all three speeds. These velocity profiles are a good visualization of the turbulence
occurring behind the 4412 airfoils in the baseline case of a zero-degree angle of
attack.

The velocity contours are shown in Fig. 6a through 6c for different approaching
velocity, 5 m/s, 8 m/s, and 12 m/s, respectively. As the velocity increases, the eddy
appearing close to the trailing edge moves toward the blade surface on the suction
side.

5.2 Pressure

Pressure contours are shown in Fig. 7a–c for three different approaching velocities, 5,
8, and 12 m/s. The pressure is similarly distributed at all three wind speeds. The low
pressure at the top of the blade and higher pressure below show a pressure gradient
providing the lift force. As the pressure increases at each wind speed, so does the
lift force at the point. The pressure drop from the leading to the trailing edges of the
blade is the source of drag.

5.3 Slotted-Blade CFD Analysis

5.3.1 Velocity

The velocity contours for the flows over the slotted turbine blade are shown in Fig. 8a
through 8c for different approaching velocity, 5 m/s, 8 m/s, and 12 m/s, respectively.
As the velocity increases, the eddy appearing close to the trailing edge moves toward
the blade surface on the suction side.

The velocity profiles of the slotted airfoil give a visualization of the flow moving
through the slot at the leading edge. Lower velocity through the slot implies a pressure
increase.

5.3.2 Pressure

Pressure contours for the flows over the slotted turbine blades are shown in Figs. 9a–c
for three different approaching velocities, 5, 8, and 12 m/s. The pressure is similarly
distributed at all threewind speeds. The lowpressure at the top of the blade and higher
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Fig. 6 a 4412 velocity profile at 5 m/s. b 4412 velocity profile at 8 m/s. c 4412 velocity profile at
12 m/s
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Fig. 7 a 4412 pressure distribution at 5 m/s. b 4412 pressure distribution at 8 m/s. c 4412 pressure
distribution at 12 m/s
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Fig. 8 a Slotted velocity profile at 5 m/s. b Slotted velocity profile at 8 m/s. c Slotted velocity
profile at 12 m/s
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Fig. 9 a Slotted pressure distribution at 5 m/s. b Slotted pressure distribution at 8 m/s. c Slotted
pressure distribution at 12 m/s
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pressure below show a pressure gradient providing the lift force. As the pressure
increases at each wind speed, so does the lift force at the point. The pressure drop
from the leading to the trailing edges of the blade is the source of drag.

The pressure distributions for the slotted blade show the low-pressure sections on
the top edge of the blade moving more toward the rear. This will produce greater
lift at the rear of the blade than the front. The pressure differential from front to
rear of the blade implies a larger drag force than the standard 4412 design. This slot
geometry proves to have worse characteristics than expected as the pressure is high
at the entrance versus the exit. High pressure exiting the slot would improve the blade
lift force.

6 Tubercle-Blade CFD Analysis

The velocity contours for the flow with 5 m/s over a tubercle blade design are shown
in Fig. 10a, b. The pressure contours for the same case are shown in Fig. 10c, d.

From the Fig. 10a through 10d, it is clear that the velocity is higher along to the
top edge meaning higher pressure must be present along the bottom edge, adhering
to Bernoulli’s principle. The two figures below show the pressure distribution and
verify Bernoulli’s principle with lower pressure on the top surface.

The velocity contours for the flow with 8 m/s over the tubercle turbine blade are
shown in Fig. 11a, b.

As we increased the wind velocity to 8 m/s, the blade had a much more profound
interaction with the airstreams as apparent in Fig. 11a. From Fig. 11b, you can see
that velocity is slightly higher along the tubercles as oppose to further from the
tubercles. From this image, it is clear to see some impact the tubercles pose on
airflow characteristics.

The velocity contours for the flow with 12 m/s over the tubercle turbine blade are
shown in Figs. 12a, b.

Increasing the wind velocity to 12 m/s, the effects are much more apparent. From
Fig. 12a, the point of separation along the blade body is in the last third of the blade
body. Similarly, as the 8 m/s analysis, the tubercles seem to induce a slightly higher
area of velocity, meaning less pressure immediately after the blade.

The pressure contours with the flow of 12 m/s are shown in Fig. 12c, d.
From Figs. 12b through 12d, it is apparent to see the high-pressure region along

the leading edge of the blade and the low-pressure region along the trailing edge of
the blade.

7 Experimental Results for Rotating Blades

Figure 13 shows the winglet turbine blades to compare with the other designs of the
turbine blades as mentioned in the preceding section.
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Fig. 10 a Tubercle velocity vertical profile at 5 m/s. b Tubercle velocity horizontal profile at 5 m/s.
c Pressure vertical profile at 5 m/s. d Pressure horizontal profile at 5 m/s



558 R. S. Amano

Fig. 10 (continued)

Fig. 11 a Tubercle velocity vertical profile at 8 m/s. b Tubercle velocity horizontal profile at 8 m/s
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Fig. 12 a Tubercle velocity vertical profile at 12 m/s. b Tubercle velocity horizontal profile at
12 m/s. c Pressure vertical profile at 12 m/s. d Pressure horizontal profile at 12 m/s
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Fig. 12 (continued)

Fig. 13 Blades with winglet

Figure 14 shows the power performance with all the rotating turbine blades. For
most of the wind speed range, the slotted turbine performs the best among all. The
winglet turbine blade shows the second superior performance in the production of
power. However, the straight baseline design of turbine blade performs nearly the
same as the winglet turbine blades in the wind speed range less than 11 m/s. It was
found that the tubercle turbine blade shows the lowest among all the turbine blades.
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Fig. 14 Comparison of the results with different designs of the turbine blades (rotating case)

8 Conclusions

Through this investigation, the following findings emerged.

1. The slotted turbine blades demonstrated the best power performance gains among
all the turbine blades examined here. This observation is mainly supported by
the fact that the slotted blade allowed for the wind to enter the blade body, which
contributed to added momentum for the lift force inside the blade body.

2. The tubercle wind turbine blade showed the lowest performance when compared
to the blade designs examined here.

3. Winglet wind turbine performed just as well as the straight turbine blade with a
slight superiority in power gains for the wind speed above 11 m/s.
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Methanol-Based Economy: A Way
Forward to Hydrogen

Naveen Kumar , Mukul Tomar , Ankit Sonthalia , Sidharth ,
Parvesh Kumar , Harveer S. Pali , and Dushyant Mishra

1 Introduction

The problem pertaining to the depletion of fossil fuels has been felt for a long time.
The transportation and power sectors are heavily dependent upon petroleum-derived
fuels for the last many decades. However, concern about long-term availability of
these fuels coupled with environmental degradation has triggered extensive research
in the area of alternative fuels [1–3]. Although the use of renewable energy sources
has risen a lot in recent years, fossil fuels will remain the primary source of supply
for the enormous demand in the future. It is due to the unavailability of cheaper,
economic, and easier availability of alternative energies. However, the dependence
on fossil fuels which is currently 81% will only slightly be reduced to 79% in the
future, which deflect a negligible decrease in the consumption rate [4]. At present, it
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is predicted that the world is at its peak rate of fossil fuels production and consump-
tion, which is causing unprecedented perturbation in the prices [5, 6]. The USA
is the largest consumer of energy, which will be surpassed by China in the next
ten years. According to the International Energy Agency (IEA, 2017) report, China
would become the largest consumer of the energy sources, and its demand will
keep on increases up to the year 2040. China is followed up by a rapidly growing
nation like India and the Association of Southeast Asian Nations. The International
Energy Economics Japan (IEEJ, 2018) forecasted that the consumption of India and
Association of Southeast Asian Nation would become equal to China by 2050 [7].

In the second half of 2014, crude oil prices reported a sudden hike due to an
abrupt increase in demand and reached to $112/barrel which led to an energy crisis
and deceleration in the growth of China and Europe. However, the crude oil prices
decrease very sharply afterwards and shrank as low as $30.80/barrel in January
2016. As soon as the crude oil prices recovered after 2017, researchers again focused
on alternative energy sources. Therefore, natural gas was placed among the top
alternatives by reducing thedependencyoncrudeoil.Hence, investment in natural gas
production was increased from the year 2017, and it is forecasted that the production
of natural gas will rise 1.7 times from 2016 to 2050 [7, 8]. USA and Canada are
also focusing on the natural gas utilization, which results in increasing the rate for
production in China and India as well [9]. Japan and Korea are the biggest importers
of natural gas. However, besides the interest in natural gas and other renewable
energy sources is rising, coal production is also assumed to be increased to 9.1 Gt
in 2050, which was 7.3 Gt in 2016. Due to the increase in power generation, the
consumption of steam coal would increase and will result in more production. The
production of steam coal is assumed to rise to 7.4 Gt in 2050, which is 1.4 times
of 5.5 Gt in 2016 (IEEJ, 2018). However, a slight decline in coking coal will be
noticed. On the other hand, nuclear power generation was assumed cheapest and
environment-friendly some years back. But the changes in public opinion, continuous
increase in construction cost, higher maintenance, and accidents occurrence recently
forced many countries to shut down their nuclear power plants. This results in an
enhancement in renewable energy such as wind energy and solar photovoltaic.

According to the 2019 survey report of “World energy insight brief,” it is assumed
that the global consumption of primary energy will reach to 19.3 Gtoe in 2050,
which was 13.8 Gtoe in 2016. This remarkable growth in energy consumption will
lead to an increase in the capital in transportation, development, and power gener-
ation. The energy-related investments are divided into two categories, Organization
for Economic Co-operation and Development (OECD) and non-OECD. Both the
stakes are different from each other and both will grow continuously. However, the
non-OECD investment will grow at a faster rate. It is forecasted that the investment
of $82.3 trillion will be required in energy-related sectors for 34 years from 2017
to 2050 (IEEJ, 2018). Out of that $31.2 trillion, which is more than 40% will be
invested for fossil fuels. This includes the investment on oil ($16.9 trillion), natural
gas ($13.2 trillion), and coal ($1.9 trillion). The investment in power generation
will be $34.4 trillion, which is more than 42% of the total expenditure. This invest-
ment includes transmission and distribution, thermal, nuclear, and renewable power
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generation. The investment of $13 trillion will be needed for renewable power gener-
ation, which includes wind, solar photovoltaic, hydro, and other power generation.
Also, $15.2 trillion must be invested for improvement of efficiency and technology
improvement. Of the total investment, around $1.3 trillion will be assigned for tech-
nologies advancement (World energy insight brief, 2019). The combustion of all
these energy sources emits harmful emissions like particulate matters (PM), carbon
dioxides (CO2), oxides of nitrogen (NOX), etc.

Hence, this investment will be allotted to reduce the emissions by advancing
the technologies and for the research of new renewable fuels [10]. These harmful
emissions are a threat to human health, especially for children and old age peoples.
According to the World Health Organization (WHO) report, every year, 3 million
peoples are suffering to the point of death due to alarming air pollution rate [11, 12].
The air pollution generated from the combustion of fossil fuels directly affects the
health of young children. This may cause diseases like respiratory illness, adverse
birth outcomes, behavioral development, impairment of cognitive and childhood
cancer [13]. These impacts would aggravate in the near future. The developing
countries use more fossil fuels to fulfil their energy requirement, which impacts
the immune of the human body. It is found that nearly 80% of air pollution is caused
by the combustion of fossil fuels (like coal, petroleum oils, etc.) from transportation,
power generation, and industry sectors. The increasing pollution level is depleting the
environment by introducing NOX and PM as major elements into the atmosphere.
In the USA, CO2 contributes a major share of 81% to greenhouse gases, and the
majority of this comes from the excessive increase of vehicles on the roads [14].
Therefore, many experts have seen the major challenge and excellent opportunity in
the transition to low carbon and cleaner energy economy.

2 Hydrogen Economy

In the world, petroleum, natural gas, and coal are highly dominant for fulfilling the
energy demands. Also, nuclear energy and hydropower plants are used in many parts
of the world to generate electricity. Beyond all these energy sources, hydrogen has
evolved as a candidate for making one self-reliant [15]. The main benefits of the
hydrogen economy are [16–19]:

• Air pollution: Health problems in cities are caused by particulate matter, ozone,
and acid rain. The introduction of fuel cell cars to hydrogen can drastically reduce
emissions of nitrogen oxides (NOX) and sulphur dioxide (SO2), as well as noise,
also responsible for stress and health.

• Reduction of polluting emissions: Hydrogen emits nearly zero-emission when
burnt. It can be a great solution for the reduction of greenhouse gas (especially
CO2) emissions in the case of transport, as well as for the improvement of local
air quality.
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• Energy efficiency: Hydrogen allows for improved performance at end-use of
energy. However, when combined with fuel cells, it helps in attaining maximum
efficiency. Hydrogen usage in fuel cells is the most efficient way to convert chem-
ical energy into electrical energy. Hydrogen and the fuel cell make it possible to
double fuel the efficiency of the internal combustion engine.

• Energy independence and security of supply: Hydrogen can be produced from
domestic renewable sources such as wind, solar, or geothermal. It can also be
produced from coal—primary source plus abundant and better distributed than
oil—with carbon capture and sequestration.

• Economy and employment: Hydrogen and fuel cell industry offers goods and
high value-added services. The investment in these sectors can lead to multiplier
effects in the improvement of the economy. It also helps in generating more jobs
in the country.

2.1 Challenges of the Hydrogen Economy

There are many hurdles to adoption of hydrogen economy [20]. The environmental
balance of hydrogen depends on its production mechanism. The production from
fossil fuels [21] is the most economical method. However, this does not solve the
problem of greenhouse gas emissions [22–24]. Centralized production from coal and
natural gas with carbon capture and sequestration [25–27] can be a great solution
for the production of large quantities of hydrogen economically and without carbon
emissions. However, it requires an excellent infrastructure and investment.

Apart from these challenges, storage [28, 29] and purity [30] are other issues
related to hydrogen. Since hydrogen needs highly pressurized cylinders for their
storage [31, 32] making it very difficult to use hydrogen as a fuel (Hord, 1978)which
is not a problem with fossil-derived fuels [31–33]. Apart from this, for most of
the typical applications like fuel cells, hydrogen of purity, 99.97% is desired [30,
34]. This requires sophisticated technologies for producing so much pure hydrogen.
Moreover, hydrogen is highly flammable (Mirzaei, 2008) and when coming in the
presence of air explosion can take place [35]. Therefore, safety is a major concern
with hydrogen.

Transportation of hydrogen from one place to another requires a lot of investment.
Special containers are required for transporting hydrogen through road and rail lines
[36].Moreover, for transporting it through pipelines, expensive treatments are needed
to be undertaken on the pipeline for making it useful for hydrogen.

2.2 Transition from Hydrogen to Methanol Economy

Hydrogen being a very potential source also carries a lot of challenges. Therefore,
the methanol economy is coming into the limelight since last few years. There are
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several benefits of the methanol economy over hydrogen economy [37–39]. These
include easy availability of natural gas and coal for producing methanol. More-
over, biomasses obtained from municipal waste-based routes are also available for
producing methanol [40–42].

Apart from these benefits, storage of methanol is not so difficult. Its price is
also very competitive to petroleum fuels. Moreover, the burning of methanol is very
clean. Even the CO2 recovery and utilization during both production and application
stage of methanol reduce its greenhouse gases footprint [43]. Apart from that higher
latent heat of vaporization of methanol increases its suitability in an engine. Also,
several studies have shown that methanol burning removes the heat from the engine
by quenching the engine cylinder.

The methanol burning is a cleaner process, producing almost zero SOX and NOX

emissions [44–48]. Apart from the usage of methanol in SI engines, dimethyl ether,
which is the gaseous version of methanol has been successfully tested in CI engines
[49–51]. Also, methanol finds its applications in gas stoves and boilers [52, 53] and
gas turbines [54], thereby reducing the dependence on fossil fuels and also helps
in achieving the reduction of emissions in the environment. The usage of methanol
most importantly reduces the reliance on fossil fuels and thus saves the country’s
foreign exchange. Among other applications, alike to hydrogen, methanol is used in
fuel cells [55, 56] giving similar efficiencies and application areas with fewer issues
and investments.

3 Methanol Production

Methanol is produced frommany carbon-containing feedstocks such as syngas, coal,
natural gas, CO2, and biomass. Different processes for converting raw materials
into methanol are shown in Fig. 1. Transformation of CO2 to methanol is the most
promising solution which significantly reduces the CO2 emission. Due to surplus
availability and immense reservoirs of coal, especially in countries like China and
USA, it is excessively used for methanol production. However, due to the dreadful
increase of CO2 level and other harmful pollutants in the atmosphere, coal is not
favoured feedstock. Moreover, the amount of carbon dioxide released during the
combustion of coal is comparably higher than petro-diesel and natural gas. The tran-
sition towards renewable sources such as biomass can only provide a little two-thirds
of feedstock for methanol production. Despite easier availability, the biomass alone
cannot address the increasing demand for methanol in the nearer future. Therefore,
new methods are in need to develop the large scale production of methanol.



568 N. Kumar et al.

Fig. 1 Methanol production processes using different feedstocks

3.1 Methanol from Natural Gas

Presently, 90% of methanol is produced through natural gas. It is a simple and
straightforward technique which involves three basic processes. In the first process,
synthesis gas is produced by steam reforming, as shown in Eq. (1). During the
reaction, the parameters such as temperature and pressure are kept around in the
range of (810–1100 °C, 18–30 bar) [57]. At times, the carbon monoxide generated
during thewater shift reaction reactswith steam to produce carbon dioxide and excess
hydrogen. Therefore, parameters such as the steam to methane proportion, pressure,
and temperature of the reaction ratio significantly affect the reaction. Increase in the
temperature of the reaction accelerates the production of syngas. Also, the carbon
monoxide and water vapour reaction become less effective at the higher temperature.
However, for the successful continuation of the process, there is a requirement of a
large amount of heat. This heat can be provided easily by burning the methane itself.
The required ratio for the generation of hydrogen to CO ratio should be not more
2. However, in this process, it is nearly 3, which is considerably higher. Therefore,
modifications are made in the steam reformer exit gas to resolve this prevalent issue
[58, 59].

It is observed in the previous studies that partial oxidation of methane yields in
the release of an enormous amount of heat and steam reformation cycle of methane
requires higher heat energy. Majority of present-day plants make use of both the
process, to achieve a neutral thermodynamic reaction. The amalgamation of both
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the cycles is known as autothermal reforming of the steam (Eq. 2). This combined-
cycle provides flexibility to operate in a single reactor, thereby saving the manu-
facturing cost and also reducing the process complexities. However, due to unalike
optimized conditions for both the processes, it is desirable to carry out the reactions in
different reactors. The process continues in systematic order: firstly, the reformation
of methane takes place at high temperature in the primary reactor. Later, the partial
oxidation of products is carried out in the secondary reactor. The oxidation process
requires an excess supply of air or additional oxygen-producing set-up. However,
using pure air for partial oxidation process results in the formation of nitrogen along
with the syngas. The nitrogen acts as an obstacle in the path of methanol synthesis
and is required to be extracted out. Therefore, the modern-day plants usually prefer
oxygen supply over pure air [60].

As discussed above, the composition of syngas required for methanol production
should have a stoichiometric ratio of 2. Reactant such as methane can easily react
with deficient oxygen with or without the presence of catalyst yielding hydrogen
and CO with ideal S ratio of 2 (Eq. 5) [61]. However, at times, the carbon monoxide
and hydrogen formed may be oxidized to CO2 and water, bringing about losses in
product gases required for methanol generation. Therefore, it is a matter of concern
as the heat produced during exothermic oxidation processes is wasted if there is no
immediate requirement [62].

CH4 + H2O � CO + 3H2 (1)

CH4 + 2O2 → CO2 + 2H2O (2)

CO2 + H2 � CO + H2O (3)

CH4 + 1

2
O2 → CO + 2H2 (4)

CO + 1

2
O2 � CO2 (6)

H2 + 1

2
O2 � H2O (7)

Syngas is characterized by stoichiometric number as shown Eq. (5)

Stoichiometric Number (S) = molesH2 − moles CO2

moles CO2 + moles CO
(5)

In an ideal condition, stoichiometric number (S) should keep a value of 2. This
value takes into consideration the presence ofCO2 converted that consumes hydrogen
via the reverse water gas shift reaction as shown in Eq. (6).



570 N. Kumar et al.

CO2 + 3H2 � CH3OH + H2O (6)

Conversion of syngas into crude oil occurs at a pressure of 50–100 bar and
temperature of 200–300 °C. Main reactions for methanol synthesis as shown from
Eq. (7)–(10) [Klier 1982].

Hydrogenation of CO

CO + 2H2 � CH3OH (7)

CO + H2 � CH2O (8)

CH2O + H2 � CH3OH (9)

Hydrogenation of CO2

CO2 + 3H2 � CH3OH + H2O (10)

In the first part of process, conversion of CO2 into the CO and later conversion of
synthesis gases subjected to thermodynamic equilibrium. Reactions from Eqs. 7–10
are strongly exothermic. CO and H2 are fed into converter at a maintained ratio from
1:3 to 1:5. WGS is used to improve the H2 content. Superior heat management is
required to handle synthesis gas in liquid phase methanol process. To minimize the
by-product formation and maximize the yield of methanol, many solid catalysts are
employed from the last few decades.

3.2 Methanol from Biomass

Biomass, such as wood, agricultural products, solid waste, landfill gas, biofuels,
are a suitable feedstock for methanol production. It is a renewable and sustainable
source which uses sunlight to recycle the carbon dioxide of atmosphere into fresh
oxygen. The heat energy released during the burning of biomass can be utilized for
the production of liquid biofuels or generation of biogas. In the early ’90s, methanol
was produced using the process of destructive distillation. The process involves the
decomposition ofwood at a higher temperature, i.e., 400–600 °C in the absence of air.
However, due to complications in the process, thismethod is not practiced these days.
Presently, the commonly used methanol techniques are liquification, gasification,
pyrolysis, and process hybridization [63–65]. Generally, the gasification process is
used for the processing of solid feedstocks such as wood and cellulosic materials
into syngas. The conversion process of animal waste biomass into syngas is carried
out in two steps, firstly converting the biomass to biogas, followed by the process of
the reformation [66, 67].
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It is necessary to reduce the moisture content to not more than 15–20% during
the process of gasification. Therefore, the initial process involves drying and pulver-
ization of feedstock, followed by mixing oxygen and water at high pressure in the
gasifier. To sustain the gasification process, heat energy is required. This fraction of
heat energy is produced by burning some part of biomass only in the presence of
oxygen. Later, the reactants CO2 and water react with the remaining biomass in the
absence of oxygen to yield hydrogen and CO. Hence, no external supply of heat is
required for the process of gasification; biomass itself acts as the heating fuel. There
are a wide variety of technical complications faced during the single-step partial
oxidation process of syngas production—the reason due to which biomass gasifica-
tion is accomplished in two steps. In the first stage, the pyrolysis of dried biomass
is carried out in the presence of insufficient oxygen. During this process, the incom-
plete combustion of biomass takes place at a temperature limit of 400–600 °C to
obtain pyrolyzed gas. The gas comprises of different compounds such as hydrogen,
carbon monoxide, water, carbon dioxide, and volatile tar. In the second stage, the
residue, charcoal left over after the pyrolysis is allowed to react with oxygen to form
carbon monoxide. The temperature during this process is maintained in the range of
1300–1500 °C. Later, the syngas obtained is filtered and sends forward for methanol
production [68].

It is observed that the gasification process can only be continued if there is a
constant supply of heat energy. This heat is generated by burning some part of
biomass, hence resulting in wastage of feedstock required for methanol conversion.
Therefore, renewable sources such as solar power and nuclear energy can be a prob-
able solution. In one of the previously published research, [69] the solar energy was
utilized for the purpose and drying and heat energy generation inside the gasifier.
The biomass was allowed to disperse in a tank of molten salt, and concentrated solar
energy was used as a heat generation medium during the experiment. The energy
stored in the molten salt helps in the production of syngas from biomass without any
disturbance, thus reducing the overall energy requirement.

However, everything in this nature has its pros and cons. Methanol production
using biomass conversion also faces similar issues as are experienced in using coal as
feedstock. The higher carbon dioxide to carbon monoxide ratio and lower hydrogen
to carbon ratio are some of the critical issues. As discussed in the earlier section,
the composition of syngas plays a significant role in methanol production. Due to
the use of CO2 and losses present at different stages, the desired quantity is not
obtained; therefore, S ratio close to 2, necessary for methanol production is not
achieved [70, 71]. The modern-day plant uses hybridization process, i.e., mixing of
syngas produced from natural gas and biogas, to get rid of these severe problems.
This is because the syngas produced from natural gas has hydrogen to CO ratio equal
or close to 3.

Similarly, syngas from biogas has low H2/C ratio [72, 73]. Therefore, the hybrid
plant is viable choices for methanol production as it provides flexibility to adjust the
hydrogen to carbon monoxide ratio. Moreover, in hybrid plants, the CO2 required
for the reformation of natural gas can be obtained from biomass reformation. Hence,
reducing the harmful emissions of CO2 emitted during production. This overall
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process of no net output of carbon dioxide is termed as Hynol process [74–76].
Methanol can also be synthesized using hydrogen generated from coke oven gas. It
contains about 66% of hydrogen which can be easily mixed with biomass, but due
to limited availability of non-renewable sources, coke oven gas is not a preferable
choice. The utilization of renewable sources for hydrogen production is a sustain-
able approach as it will contribute to reducing the carbon footprints of methanol
production.

As discussed above, methanol can be generated from a wide variety of sources.
However, the biggest challenge is the quantity of methanol produced. Due to the
transition towards alternative sources, the demand for methanol would increase in
the nearer future. This escalating demand requires sustainable feedstocks and cheap
and economical methods of production. The utilization of food crops will also give
rise to severe concerns about fuel vs. food debate [77]. The non-edible food crops can
be the targets for feedstock and therefore should be cultivated extensively. However,
researchers are in progress to grow advance species of trees and grasses for methanol
production.

Moreover, an ample quantity of resources such as land, water, fertilizers, and
proper temperature and time is required for these hybrid crops productions. There-
fore, the search for new and advanced resources must not create hindrance in the
path of food crops. Also, the excessive use of fertilizers and water resources would
result in degradation of land soil and will also give rise to groundwater pollution
[78]. One of the major hindrances in the roadway of methanol production is high
carbon footprints, which cannot be neglected [79, 80]. Taking into consideration all
the above-mentioned factors, renewable resources such as biomass alone can only
bridge up to the 20% requirement of energy. Therefore, to maintain a proper balance
between energy supply and demand, other sustainable resources are required to be
explored.

3.3 Methanol from CO2

After burning any compound containing carbon, water, and CO2 is formed. The
biggest problem today is to reverse this process. After the death of a plant, it
becomes fossil fuel in millions of years. The biomass collected in the plant can
also be converted into fuel and other products. But, this resource is not enough to
meet human needs. So, a technology that can efficiently process CO2 in a short
time must be developed. One of these approaches is catalytic hydrogenation of CO2

to DME/methanol which can further be converted to other products. The conver-
sion of hydrogen and CO2 to methanol has been known since the early twentieth
century. In the 1920s CO2 was obtained as a by-product of the fermentation process
from methanol producing plants. In the conversion process, copper and zinc were
used, as well as their oxides. These catalysts are similar to those used currently for
producing methanol. The CO in the syngas is first converted to CO2 and H2 and the
CO2 is further hydrogenated to get methanol [81–83]. Many researchers reported
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technological progress in the production of methanol from hydrogen and CO2 [84–
87]. It was also revealed that investments in a plant for the synthesis of methanol
from CO2 and hydrogen are similar to investments based on syngas. But, the only
problem is the scaling of the plant due to the less availability and cost of CO2 and
H2, as well as energy sources. Various sources, such as fossil fuel power plants and
various industries, such as aluminium smelters, cement plants, etc. produce CO2 that
can be trapped and cleaned. Natural resources such as geothermal and natural gas
also contain a lot of CO2. Finally, CO2 can also be separated from the air to get
methanol and other products. Currently, fossil syngas is used to produce hydrogen,
which releases a large amount of CO2 into the atmosphere, and causes an increase
in global warming. In addition, due to the decrease in fossil fuel quantities, several
other sources of hydrogen production should be used. The best way for the future is
to separate the water by electrolysis.

4 Comparison of Storage of Methanol and Hydrogen

Hydrogen storage is a major problem, which should be cost-effective, safe, and easy
to use. The energy density per unit volume of hydrogen is lower than that of liquid
fuel at the same pressure, since hydrogen is lightweight and therefore,] causes a
storage problem. Compared to petrol, hydrogen requires 3000 times more space
under normal conditions. Hence, for commercially using hydrogen, it is necessary to
compress, liquefy, or absorb on the material [88]. Hydrogen economy depends upon
storage of hydrogen. Here are some of the storage methods: storage in an insulated
container of high pressure in a liquefied or compressed form, chemical storage of
hydrogen in the materials that absorb it and its easy release if necessary [89].

Presently, the most preferable method for the internal combustion engine and
automobiles operating on fuel cells is to store hydrogen in the form of compressed
gas. Small hydrogen cylinders can readily store the same amount of hydrogen. Over
the years, studies have been carried out on pressure vessels such as cylinders capable
of withstanding pressures of up to 700 bar, consisting of compounds reinforced with
light carbon fibre. Despite this, the hydrogen energy density at 700 bar is almost 4.5
times (by volume) lower than that of petrol. Therefore, a cylinder capable of carrying
a larger quantity of hydrogen is required. Besides, fuel tanks of any shape can be used
based on the free space in the vehicle, while the shape of a cylinder with compressed
hydrogen is fixed in the form of a cylinder. Therefore, more attention should be paid
to the integration of the hydrogen cylinder into the vehicle. The energy requirement
for hydrogen compression is nearly 15% of the energy [90].

Similar to petrol or diesel, methanol can also be supplied from gas stations.
Consumers will not feel any changes, except that instead of oil, they fill their tanks
with another liquid. In existing or newly developed gas stations, the installation of
methanol storage tanks and distribution pumps is similar to the installation of petrol
or diesel. Since 1980, gas stations for methanol cars have been built in California.
Most vehicles are flexible fuel vehicles (FFVs), which means that any mixture of
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methanol and petrol can be used for their work, while some can only be used with
pure methanol. Methanol fuel pumps have also been installed in other parts of the
USA and some in Canada. The cost of converting existing methanol delivery points
is fairly low.

The double-walled underground tank used for diesel or gasoline is easy to clean
and can be used to storemethanol.Only newmethanol compatible hoses andmetering
pumps will be required. The conversion cost is almost 20,000 US dollars and takes
about a week to be set up [91]. This means that by investing $3 billion, nearly one-
fourth of the existing fuels stations can also provide methanol [92–94]. Compared to
hydrogen infrastructure, which requires special equipment to manage low temper-
ature and high pressure, methanol filling stations require less capital. Moreover,
hydrogen delivery technology is still in its early stages and is not reliable as are
liquid fuels. Another issue is the regulatory standards which disallow the installation
of a hydrogen gas station within 25 metres of the gas pump and hence restricts the
installation of hydrogen filling stations. In cities, space is already limited, so it is
not very feasible to install new gas stations that contain the only hydrogen. More-
over, transporting hydrogen at extremely low temperature or high pressure from the
production centre to the distribution centre is very expensive compared to methanol.

5 Methanol Use as a Fuel

Methanol is the most potent fuel for both SI and CI engines; however, the production
of methanol requires further research. In the early 1970s, due to higher perturbation
in the price of conventional fuels, methanol is introduced in the fuel market as an
alternative fuel. Many researcher/scientists are strenuous to find the fuel economy
and solution for sustainable production of methanol. Though, the lower calorific
value and lesser stoichiometric air/fuel ratio of methanol compared to CI and SI
engine are few challenges essentials to be addressed.

Comparison of different fuel properties of methanol with diesel, gasoline, and
ethanol is shown in Table 1.

5.1 Methanol Use as an SI Engine Fuel

This section focuses on the influence of methanol and its different blends of gaso-
line on SI engines. Wang et al. [95] evaluated the chemical and octane sensitive
effects of methanol on SI engine. The experimental investigations depicted that pure
methanol on the engine operation at a higher compression ratio as compared to gaso-
line. High octane number assists the fuel–air mixture entering into the cylinder to
compress at a minor range of volume. Better atomization enhances the characteris-
tics of the combustion of the methanol. The aspects such as sulphur-free fuel, lower
emissions, high octane number, immense availability, etc. make it a best potential
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Table 1 Comparison of fuel properties diesel, gasoline, biodiesel, ethanol, and methanol [95, 96,
116]

Fuel property Diesel Gasoline Biodiesel Ethanol Methanol

Formula C10–26 C5–12 various C2H5OH CH3OH

Oxygen content (mass%) 0 0 10 34.8 50

Density (kg/m3 at 20 °C) 834 740 850 790 790

Viscosity at 40 °C (mPa s) 2.9 0.29 7.8 1.1 0.59

Stoichiometric air/fuel ratio 14.5 14.6 9 6.45

Lower calorific value (MJ/kg) 43 44 39 26 19

Higher calorific value (MJ/kg) 45.8 46.6 44 28.5 22.5

Freezing point at 1 bar (°C) −40 −57 – −80 −97.7

Boiling point at 1 bar (°C) 175–360 30–220 262–359 78.4 64.5

Flash point (°C) 55 −45 166 13 11

Autoignition temperature (°C) 220–260 228–470 363 422 463.8

Research octane number (RON) <0 80–98 – 108 107

Motor octane number (MON) <0 81–84 – 92 92

Cetane number 40–55 0–10 47–52 6 <5

Specific heat (20 °C) (kJ/kg K) 1.9 2.3 – – 2.55

Heat of vaporization (MJ/kg) 270 310 300 910 1109

substitute for gasoline fuel. Literature exposes that capability to operate with leaner
mixtures, higher compression ratio (CR) and latent heat of evaporation attached with
the methanol-fuelled engine can provide up to 10–20% rise in thermal efficiency for
the SI engines. Celik et al. [96] investigated the performance and emission charac-
teristics of single-cylinder SI engine at different compression ratios (CR), i.e., 6:1,
8:1, and 10:1 using methanol and gasoline. The research revealed that gasoline fuel
exposed, knocking above 6:1 compression ratio. However, methanol runs smoothly
on all range of compression ratios. Additionally, a considerable decrease in CO,
CO2, and NOx emissions was also observed. However, entire replacement fuel is not
possible due to lower calorific value and the formation of formaldehyde and highNOx

emissions. Many researchers also used methanol as an extender in gasoline engines
[97]. The amalgamation of methanol in gasoline and light alcohols in the form of
binary/ternary blends is a promising approach which can reduce the shortcomings
related to the usage of neat methanol in SI engine. Table 2. shows limitations associ-
ated to the use of neat methanol as SI engine fuel. The engine power and BTE were
also found to increase with methanol fuel. Li et al. [98] investigated that optimization
of the ignition timing of the methanol-fuelled SI engine showed improved in heat
release rate, cylinder pressure, and BSFC. Investigations indicated that a significant
change in the performance, combustion, and emission characteristics of direct injec-
tion SI methanol engine. A comprehensive work of literature showed some extreme
feature of methanol. Yanju et al. [99] investigated on Gasoline Direct Injection
Engine using the blends (%v/v) of gasoline and methanol. These binary blends of
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Table 2 Merits and demerits of using neat methanol in an SI engine [97–99]

Merits Demerits

Minimizing the unwanted issues of knocking
phenomenon. Methanol also provides
flexibility to work at higher compression ratio,
resulting in improved efficiency in SI engines

Indigent self-ignition properties resulting in
long ignition delay

Exhaust emissions are soot free, therefore
providing cleaner (soot-free) combustion

Mixing quality with conventional fuel is poor,
resulting in difficulties of cold starting of
engine

Improved fuel economy, flexibility of operating
at lean mixtures and reduced harmful
emissions of NOx, HC and CO

Corrosion of engine parts on longer-term usage

Higher latent heat of vaporization imparts
lower combustion temperature and results in
lower NOx emissions

Evaporation in fuel lines (vapour locks)

Higher volatility providing better fuel
distribution of air–fuel mixtures among the
cylinders

Poor oxidation stability and degradation of oil
lubrication properties resulting from low
viscosity

gasoline and methanol significantly enhanced the in-cylinder pressure, heat release
rate (HRR), rate of pressure rise, and CHR as compared to neat gasoline.

5.2 Methanol Use as a CI Engine Fuel

Diesel engines are the most efficient engines for heavy-duty applications such as
industrial, transportation, and power sector. It shows a fundamental role in driving
the economy of the developing nations [100]. However, diesel fuel is the biggest
cause of harmful pollutants such as smoke, soot, and NOx into the atmosphere. The
introduction of stringent emission norms (Euro VI) is compelling to explore a poten-
tial alternative fuel which can sustainably exchange diesel fuel and also facilitates
in preserving the existing CI engines. Physical and chemical properties of methanol
have attracted the attention of the entire research fraternity due to its distinctive
merits. Emissions of NOx along with soot particles reduce drastically in the combus-
tion of methanol concerning the combustion of diesel [101]. Besides this the higher
volatility and vapour pressure of methanol endorses its usage as CI engine fuel.
Heavy-duty CI engines have the leverage to run efficiently in cold weather condi-
tion, thus providing an appropriate solution for cold starting. The methanol powered
CI engines are even now in practice in different parts of the world, especially in the
USA [102]. In the early ’90s, a heavy-duty diesel engine 6V-92TA (retrofitted by
Detroit Diesel Corporation) to run on neat alcohol [103]. Methanol is used as fuel to
run its public transportation system in Detroit (USA), also known as “motor city.”
Environmental Protection Agency (EPA) and the California Air Resource Board
(CARB) certified as the low emission heavy-duty diesel engine in the year 1992. The
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methanol engine can provide a great hike in reducing the hazardous issues of climate
changes and acid rain in compare to diesel fuel. However, diesel engines have certain
hurdles in the use of neat methanol.

The lower cetane number of methanol resulting in longer ignition delay and other
abiding issues such as higher maintenance cost due to corrosion of engine parts
and issues with fuel system are some of the deficiencies which restrict its usage
as neat methanol fuel. Therefore Methanol in the form of blends (binary/ternary),
fumigation, and derivate DME (Dimethyl ether) are some of the approaches which
can widespread the use of methanol in CI engines [104]. Methanol containing an
immense quantity of oxygen content and high enthalpy of vaporization can be used
as a blend with diesel, i.e., 85% methanol and 15% diesel or other proportions.

Many experimental studies were conducted in the past on diesel-
methanol blends. Canakci et al. [97] investigated the performance, combustion and
emission characteristic of CI engine fuelledwithmethanol-diesel blends. Four blends
containing 0, 5, 10, and 15% methanol were tested. The analysis was conducted at
three different injection pressures like 180, 200, and 220 bar. The results showed
improvement in peak cylinder pressure, HRR, combustion efficiency as the injection
pressure increases. Also, emissions such as unburnt hydrocarbon (UBHC) and CO
were also reduced considerably.

Dimethyl ether (DME) is also a potential route for the best alternative of diesel
fuel. It is derivative of methanol and it can be achieved from the dehydrogenation
of methanol. It is non-toxic, non-corrosive, non-explosive, and non-carcinogenic
nature. Due to these favourable properties, DME is the most desirable choice of CI
engine [105]. Remarkably, the properties of DME such as cetane index, low boiling
point motivated to the fuel economy to investigate its assets for the diesel engines.
DME fuelled engines are very common in many parts of the world mainly in Europe
[106]. Volvo, a Swedish luxury vehicle company is currently focusing on utilizing the
applications of DME in their vehicles. Also, other leading automobile industries like
“Isuzu” are working on fuel injection systems to transform their engines compatible
with DME. Denmark is already running its public transport buses on DME fuelled
engine [107]. The DME powered CI engines not only provide improved performance
and emissions but also produces less noise as compared to diesel. However, DME
as an environmentally friendly fuel, but it possesses some inferior properties such as
poor lubricity, low density, and viscosity.

5.3 Methanol Use as a Fuel Cell

Another fuel modification application of methanol is to develop the fuel cells. It is
an electrochemical process which converts the chemical energy of the fuel/hydrogen
into electricity in the presence of some suitable oxidant. Many issues are arising
with the usage of conventional fuels that is forcing the fuel economy towards electric
vehicles. The electric cars, unlike IC engines, take advantages of the fuel cells for its
working. Hydrogen is the cleaner and eco-friendly fuel; however, the stability, higher
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maintenance, and other undesirable handling issues make it challenging to be used
for fuel applications. Therefore, to utilize the benefits of hydrogen as a fuel, it can
be employed to drive the fuel cells [108]. Almost all the fuel cells currently being
manufactured for electric vehicles operate primarily on the hydrogen fuel. A fuel cell
is the best alternative which can reduce dependence on the millions of existing IC
engines in the world [109]. It can provide higher efficiency and reduced emissions
as compared to the diesel/gasoline.

Methanol can be potentially used as feedstock for hydrogen generation. The most
popular and economical fuel cell functioning on hydrogen gas is Proton Exchange
Membrane Fuel cell (PEMFC). In PEMFC, the hydrogen is generated externally and
is then fed into the fuel cell. Therefore, the fuel cell can be used in large system
applications [110]. However, methanol also has the flexibility to be fed directly
for running the fuel cell systems known as Direct Methanol Fuel Cell (DMFC).
In DMFC, methanol is internally reformed to generate hydrogen. It is a contin-
uous generation process which uses an appropriate catalyst for converting methanol
to hydrogen. The temperature range in which the fuel operates is 60–130 °C [111].
Therefore, the DMFC fuel cells are restricted to light-duty systems and can be poten-
tially used for battery charging applications such as electric cars, forklift trucks, etc.
The commonly used catalyst in DMFC fuel cell is ruthenium–platinum. It converts
liquid methanol into hydrogen and making it suitable to be used as fuel. Zhang
et al. [112] investigated the performance of DMFC by incorporating a methanol
barrier known as methanol-resisting pervaporation film (PVF), a buffer cavity, and a
water-resisting PVF. The anode controls the flow of methanol coming from the tank.
The results showed a significant increase in the efficiency of the fuel cell. Also, the
performance of the fuel cell showed no change over 400 h of continuous working.

6 Challenges of Methanol Economy

Methanol is internationally recognized and is rapidly gaining interest as a sustainable
energy resource. It has vast advantages such as fuel for IC engines, fuel cells, etc.
However, methanol use at commercial scale requires more flesh on the bones.

At present, a lot of research is going on in the field of alternative fuels to utilize
the assets of the methanol economy. The previously published investigations proved
that blending of methanol in an internal combustion engine (gasoline engine) is
an attractive choice to cut down the price of gasoline fuel and reduce the harmful
emissions. However, serious issues such as cold starting, the formation of a higher
amount of formaldehydewere observedwith the use ofmethanol. The problemswere
more common in cold weather areas. Therefore, due to lower volatility and calorific
value as compared to petrol–diesel, the use of methanol in the form of blends with
diesel and petrol would only be the viable solution according to future perspective
[113].

Moreover, methanol is a polar molecule hydrocarbon due to which it is more
corrosive as compared to gasoline. Therefore, extensive utilization of methanol in IC
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engines requires engine modifications. Also, the methyl tert-butyl ether (MTBE)
found in methanol contaminates the groundwater. The contaminated water has
hazardous effects on the life of flora and fauna. Therefore, the filling stations are
reducing over the past few years across the world due to the high installation cost of
methanol [114]. More likely, the developed countries have boycotted the production
of methanol to blend with gasoline.

In terms of cost-effectiveness, methanolm and gasoline are almost similar.
The exhaustive literature showed that low-level blends are more cost-effective as
compared to a high-level blend. The high-level blends required a separate distri-
bution system because of its corrosive nature [3], which demands an extra cost of
production and transportation. Therefore, high-level methanol blends are less attrac-
tive. Hence, as discussed in the above sections,methanol provides flexibility to obtain
from a wide variety of sources [115]. Therefore, there is an urgent need to explore
the cheap and economical method for its production and utilization on a large scale
all around the globe.

7 Conclusion

The coal, crude oil, and natural gas obtained from fossil fuels still continue to hold
the major sources of energy consumption worldwide. The rapid industrialization,
higher living standards, etc. are depleting the energy resources in a manner that it
cannot be replenished in the future. The increase in demand for energy and shortage
in the supply would create an energy crisis in the nearer future. The non-renewable
energy resources are minimal and will last only for the next 80–100 years. Therefore,
there is an urgent need to explore the alternative energy resource which can fulfil the
ever-growing demand for energy. Although hydrogen economy is seen as a major
solution to human needs, it still is not a preferable choice. Many countries can not
afford the cost for replacement of existing infrastructure for hydrogen storage. Apart
from that, safety is another concern with hydrogen as any carelessness can cause
fatal effects. Governments should take the vital initiative to explore the potentials
of the methanol economy. The introduction of the methanol economy in the energy
supply chain can significantly reduce the high crude oil imports and severe issues
of greenhouse gases and climate change from the environment. Due to the cheaper
and vast availability of methanol sources like coal, natural gas, and biomass, it can
sustainably fill the hydrogen economy voids.

Moreover, less infrastructure and investment are required for storing and handling
methanol. The storage of methanol is also simple, safe, and can be done with minor
replacement in existing setups. Also, the harmful exhaust emissions such as SOX and
NOX emissions are nearly zero during the burning of methanol. Therefore, it can be
effortlessly used in a variety of setups, including SI engines, CI engines, fuel cells,
etc. Hence, methanol can be used as a convenient energy storage substance and as
a suitable feedstock for synthesizing hydrocarbons, and it is contemplated that the
methanol economy shall proliferate in times to come.
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