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Abstract. Clustering is one of the important tasks of machine learning.
Gene Expression Programming (GEP) is used to solve clustering prob-
lems because of its strong global searching ability. In order to solve the
limitation of lower rate of convergence and easy falling into optimal local
solution in the traditional GEP clustering process, this paper proposes
a parallel GEP clustering algorithm based on the producer-consumer
model (PGEPC/PCM), which parallelizes the time-consuming opera-
tions such as fitness calculation, recombination, and mutation in GEP
clustering analysis to speed up, improves the calculation method of fit-
ness function to enable it to cluster automatically. This algorithm can fast
calculate accurate clustering center points in parallel. Extensive exper-
iments on four widely used benchmark Iris, Wine, Soybean and Seeds
from the UCI machine learning data sets are conducted to investigate
the influence of algorithmic component and results are compared with
traditional GEP clustering algorithm. These comparisons demonstrate
the competitive efficiency of the proposed algorithm.
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1 Introduction

Data mining and knowledge discovery have become an important research topic
with the rapid expansion of data. Clustering is an important task of data mining.
Because the accurate clustering requires corresponding algorithms, it is partic-
ularly important to design an efficient and precise algorithm. The design of the
clustering algorithm depends on the type of data and the purpose of cluster
analysis. The traditional clustering methods have made related researches in
clustering techniques from different perspectives, but many existing algorithms
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have difficulty in automatically clustering data without prior knowledge of data.
Evolutionary algorithms are applied to cluster analysis because of their high
degree of parallelism, randomization, adaptive search, etc. Murthy and Chowd-
hury [13] proposed a clustering algorithm based on genetic algorithm (GA) that
uses binary coding. Each data unit occupies one bit of an individual chromosome,
due to the chromosome length limitation, it can only solve the clustering problem
of small data sets. Bandyopadhyay and Maulik [2] proposed an improved GA
clustering algorithm that uses cluster center points instead of individual cod-
ing schemes in chromosomes, which enormously reduced the chromosome length
and can handle larger data sets. Yu Chen, Changjie Tang et al. [3] proposed
an auto-clustering algorithm based on gene expression programming. Daihong
Jiang and Sanyou Zhang et al. [11] combine the advantages of two kinds of
algorithms. From the analysis of gene expression programming and K-Means
algorithm, which realized the algebraic operation of gene clustering under the
condition of unknown cluster division information, ensuring all grammar of chro-
mosome evolution through this algorithm is correct. It not only avoids the large
use of computational resources for editing illegal chromosomes, but also allows
the use of chromosomes for modification, the experimental results are better
than the traditional K-means clustering algorithm. Yifei Zheng, Lixin Jia, Hui
Cao [15] proposed a multi-objective gene expression clustering algorithm, which
can automatically determine the number of data sets and appropriate partitions.
Hongguo Cai, Changan Yuan [8] proposed a serial clustering algorithm based on
gene expression programming, which makes use of the parallelism advantage
of Gene Expression Programming (GEP) to combine with the existing serial
clustering DBSCAN algorithm. It makes the following program parallelized and
improves the efficiency of the algorithm. Clustering algorithms based on gene
expression programming have achieved some results. However, these algorithms
also have some shortcomings, such as the low speed of operating, the require-
ment of prior knowledge when clustering, and falling into local optimum when
it is disturbed by noises. Therefore, how to solve the problems existing in the
traditional GEP algorithm in cluster analysis and obtain more accurate results
will be the focus of this paper.

Aiming at the slow running speed and instability of the traditional gene
expression programming, and also it is easy to fall into local optimal. This paper
proposes a parallel GEP clustering algorithm based on producer-consumer model
(PGEPC/PCM). This algorithm adopts the producer-consumer model to par-
allelize. It performs multi-thread parallelization on the calculation of fitness,
selection, recombination, mutation, etc. in GEP clustering analysis to increase
the speed and improves the calculation method of fitness function to enable it
to cluster automatically. In this paper, Extensive experiments carried out to
compare the average accuracy, the highest accuracy, the running time and other
related indicators of the parallel gene expression clustering algorithm based on
producer-consumer model and traditional gene expression programming clus-
tering algorithm in Iris, Wine, Soybean, and Seeds from UCI public data sets.
The results show that the parallel GEP clustering algorithm based on producer-
consumer model (PGEPC/PCM) has a significant improvement in the efficiency
of the algorithm.
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The remainder of this study is organized as follows. Section 2 presents a dis-
cussion of the traditional Clustering analysis based on GEP. Section 3 presents
our new parallel gene expression clustering algorithm based on producer-
consumer model. Section 4 presents the experimental results and discussion.
Finally, Sect. 5 concludes this study and presents future research directions.

2 Clustering Algorithm Based on Gene Expression
Programming

2.1 Gene Expression Programming

The gene expression programming proposed by Ferreira [6] is an extension of
Genetic Programming (GP), which combines the simple and fast characteristics
of Genetic Algorithm’s fixed-length linear coding and the flexible and diverse
advantages of Genetic programming tree structure. It can solve complex prob-
lems with simple coding. The concept of functions in GEP is quite extensive, it
includes the intermediate structure of any other non-terminal in the system, the
set of functions can include the arithmetic symbols of the problem domain related
to the application. Gene expression programming is widely used in symbol regres-
sion [16,17], classification [10,14], clustering [12], forecast [5,7,9], combinatorial
optimization [1], modeling [4] and resource management [18] because of the fast
random searching ability, potential parallelism, scalability, and robustness.

Gene expression programming uses a particular description method different
from the genetic algorithm, which primarily uses a generalized hierarchical com-
puter program to describe the problem. The formal description of this generalized
hierarchical computer program requires two types of symbols, the terminators
and the functions, which are meta-languages for constructing a program in gene
expression programming. The chromosome of GEP consists of one or more genes
through junction function and terminals, each gene consists of head, and tail,
the head of a gene consists of a set of terminals and a set of functions, the tail
of the gene only consists of the set of terminals. For each problem, the length of
the head is selected in advance, and the length t of the tail is a function of the
head lengths h and n, where n is the number of arguments to the function with
the most variables, t is obtained by Eq. 1 below.

t = h(n− 1) + 1 (1)

A gene is transformed into an expression by parsing, Moreover, the functions
and terminals of the gene are filled from top to bottom in a hierarchical traver-
sal. The basic GEP genetic operators include mutations, insertion sequences, and
recombination. Mutation can introduce new nodes into genes, which is the most
efficient operator among all the operators with modification ability. To ensure
the gene can be expressed generally after mutation. The category of nodes would
be different, according to the place where mutation happened. When a mutation
occurs in the head of the gene, the node after mutation can be a function or
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terminal. If a mutation happened in the tail, the node only could be the ter-
minal. Mutations can take place anywhere in the gene, without regard to the
type of the original type. Some of the nodes at the position of mutation, which
can be modified randomly based on the above rules. The insertion sequence ele-
ments of GEP are fragments of the gene locus that can be activated and jump
to another location of the chromosome. There are three kinds of transposable
elements in GEP: (1) Short fragments whose the beginning position is function
or terminal are transposed to the head of genes except for the root (insertion
sequence elements or IS elements); (2) Short fragments with a function at the
first position are transposed to the root of genes (root IS elements or RIS ele-
ments); and (3) entire genes are transposed into the beginning of chromosomes.
There are three recombinations in GEP: single-point recombination, two-point
recombination, and genetic recombination. In all cases, two randomly selected
parent chromosomes pair and interacted with each other. Gene recombination
produces different arrangements of existing genes. The evolutionary ability of
GEP is not only based on gene rearrangement, but also based on the continuous
generation of new genetic material, which is caused by mutation and insertion
sequence.

2.2 Cluster Analysis Based on Gene Expression Programming

Cluster analysis is the process of grouping a collection of physical or abstract
objects into multiple classes of similar objects. The goal of cluster analysis is
to measure the similarities between different data sources and to classify data
sources into different clusters. Clustering can be used as an independent tool
to obtain the distribution of data, which also can observe the characteristics of
each cluster of data, and focus on further analysis of specific clusters. Cluster
analysis can also be used as a preprocessing step for other algorithms. The
clustering algorithm based on gene expression programming does not need any
prior knowledge of the data sets, which can automatically divide clusters and
complete cluster analysis.

Clustering Algorithm Based on GEP

(1) Encoding. Due to the particularity of the clustering problem, the encoding
mode uses the single-gen encoding, which consists of a head and a tail. The
range of the header encoding is || or &&, and the tail encoding is an individual
instance. According to the uniform distribution, the data sequence numbers are
randomly extracted from the data set to form a tail sequence. The length of the
head is n, and the length of the tail is n + 1.

(2) Cluster Fitness Function. The fitness function is the driving force of GEP
population evolution, which can make the algorithm evolve in the required direc-
tion. In most cases, an individual’s fitness evaluation consumes most of the GEP
running time. Choosing different fitness functions will affect the quality of the
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evolutionary results directly, if the fitness function is selected improperly, it will
make a consequence that the iteration does not converge or converge to an unre-
lated solution. The GEP clustering analysis draws on the principle of “survival
of the fittest” in nature to give the fitness function of the corresponding gene
expression programming. In other words, the closer the genetic expression is to
the actual observation, the higher the fitness will be. The fitness function in the
GEP clustering algorithm is defined as follows in Eqs. 2 and 3.

f =
1

1 + E
(2)

E =
k∑

i=1

∑

p∈Ci

|p−mi|2 mi =
1
ni

∑

xj∈Ci

xj (3)

In this formula, the k is the number of clusters in the data set, and the p
is the point in space. ni is the number of data points in the cluster Ci. mi is
the average of cluster Ci. It is calculated by taking the arithmetic mean of the
dimensions of all the elements in the cluster. After decoding the chromosomal
information, the coordinates of the center points of each possible cluster are
obtained, and then the data points of the data set are sequentially assigned to
the nearest cluster according to the Euclidean distance from each cluster center.
Recalculate the center coordinates of each cluster after clustering, and calculate
the sum of squared errors E of all data in the data set. The smaller the E value
is, the smaller the cluster will be as compact and independent as possible.

(3) Procedure of GEP Clustering Algorithm. The procedure of the clustering
algorithm based on GEP is shown below. Firstly, the data is normalized and
preprocessed when the initial training set data is imported. Then, the GEP
Algorithm is used to cluster the training set data and get the cluster center
point. Then determine whether the fitness of the best individual is ranked in the
top ten of the historical operation record. If so, put the resulting individuals in
this calculation into the best individuals to compile statistics. Otherwise, discard
it. Finally, this algorithm integrates the best individuals in the statistical fitness
set to derive rules.

3 Parallel Gene Expression Programming Clustering
Algorithm Based on Population Migration Strategy
(PGEPC/PCM)

In order to study the shortcomings of the basic gene expression programming
clustering algorithm and the necessity of improving the GEP clustering algo-
rithm, in this section, we applied the basic gene expression clustering algorithm
to four common data sets, study the performance of the basic gene expression
clustering algorithm on the four public data sets and analyze its inadequacies.
After that, the parallel gene expression clustering algorithm based on producer-
consumer model was proposed.
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Fig. 1. Fitness calculation parallelization process

3.1 Inadequacies of Basic Gene Expression Programming Clustering
Algorithm

Speed of the Algorithm. The main steps of GEP clustering operation are
calculating fitness values, recombination, mutation, Furthermore, loop the steps
above. The individual fitness calculation process is as follows, for each discrete
point, the nearest center point is selected as the cluster to which it is assigned,
each point does not need to rely on the calculation results of other points to cal-
culate the center point of the cluster to which it will be assigned. The algorithm
costs the most time while calculating the fitness. And it is the main module that
limits the efficiency of the program. It needs to adjust the method of individual
fitness calculation to improve the efficiency of the algorithm.

Automatic Clustering. After the GEP completes the clustering of each data
point, the algorithm determines whether there are clusters that can merge in
the cluster set and merges them. Head coding does not have to be involved in
recombination and mutation operations, the traditional individual fitness func-
tion does not perform automatic clustering well.
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3.2 Parallel GEP Clustering Algorithm Based on
Producer-Consumer Model (PGEPC/PCM)

The Clustering Algorithm with Parallel Gene Expression Programming based
on producer-consumer model proposed in this paper will optimize the basic
GEP clustering algorithm from two aspects: The first is parallelizing the time-
consuming operations in the algorithm to promote the speed of calculation; The
second is improving the fitness function to enable automatic clustering.

Algorithm Local Parallelization

Parallel Method Mining. The calculation of fitness value is the main factor lim-
iting the efficiency of GEP clustering algorithm, Parallel analysis of the phase
is needed to improve the efficiency of the algorithm. Design to create a separate
thread for each point to calculate the point to which it will be assigned. However,
in the case of an enormous amount of data, assuming that there are thousands
of pieces of data, it is necessary to open another thread to calculate. Therefore,
the system resources will be consumed tremendously.

To solve this problem, we must analyze the critical resources, with the sum of
discrete points and distances firstly. Assuming that there are n workers (threads)
randomly selecting a point from thousands of points to classify, and then gather
statistics of the sum of the distances within the classes. We can use the producer-
consumer model to realize the algorithm parallelism. The producer-consumer
model is significant in the operating system, which describes a mechanism of
waiting and notifying. The producer-consumer is a classic problem in the thread
model: producers and consumers share the same storage space during the same
period. The producer is responsible for taking out data and stuffing it into the
blocking queue. The consumer is responsible for taking out the statistical fitness
results from the queue. This parallel computing model is adopted to reduce
system overhead and improve system operation efficiency. The algorithm flow is
shown in Fig. 1.

This algorithm’s description can be divided into the following steps: Ran-
domly take a data point and get the data from the disk with the label; Put the
extracted point data into the blocking queue; Calculate the point of the thread
taken from the blocking queue and calculate its distance from the center cluster
point; Write the calculated data to statistical fitness.

BWP Fitness

Definition 1. Definition of baw(j,i): Let K= {X,R} be the cluster space, where
X = {x1, x2, . . . , xn} . Assuming that n sample objects are clustered into class c,
the cluster distance baw(j, i) of the i-th sample defining the j-th class is the sum
of the minimum inter-class distance and the intra-class distance of the sample.
That is:
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baw(j, i) = b(j, i) + w(j, i) = min
1≤k≤c,k �=j

(
1
nk

nk∑
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∥∥∥xk
p − xj

i

∥∥∥
2
)

+
1

nj − 1

nj∑
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q − xj

i

∥∥∥
2

(4)

Definition 2. Definition of bsw(j,i): Let K= {X,R} be the cluster space, where
X = {x1, x2, . . . , xn}. Assuming that n sample objects are clustered into class c,
the cluster separation distance bsw(j, i) of the i-th sample defining the j-th class
is the difference between the minimum inter-class distance and the intra-class
distance of the sample. That is:

baw(j, i) = b(j, i) − w(j, i) = min
1≤k≤c,k �=j

(
1
nk

nk∑
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2
)

− 1
nj − 1
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i
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2

(5)

According to baw(j, i) and bsw(j, i), Let K = X,R be the cluster space,
where X = {x1, x2, . . . , xn}. Assuming that n sample objects are clustered into
class c, defining between-withing proportion (BWP) of the i-th sample of class
j. The index BWP (j, i) is the ratio of the clustering dispersion distance and the
clustering distance of the sample. That is:

BWP (j, i) =
bsw(j, i)

baw(j, i)
=

b(j, i) − w(j, i)

b(j, i) + w(j, i)

=
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(6)

When the BWP fitness calculation is running, the distance to each center
point needs to be calculated for each point, and the shortest distance to the
points in the other clusters is calculated after the classification. The calcula-
tion amount is several times larger than the previous calculation of the distance
within the group. When the operating environment is officially running the algo-
rithm, it takes a high time cost, and eventually the data volume is too large to
run. However, the main time-consuming part of the program operation is the
calculation of the distance between groups. When transplanting into GEP clus-
tering, a compromise method is adopted, and it is not necessary to accurately
calculate the distance between groups, and the main idea is extracted to perform
an approximate calculation.

Because the GEP chromosomes are limited in length, they only contain a
limited number of points as cluster centers. It is not necessary to cluster all
the points and then calculate the distance between the clusters and the BWP
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value for measuring the fitness of a chromosome. Therefore, the b(i, j) of the new
algorithm design proposed in this paper keeps the original calculation method
unchanged, and w(i, j) is simplified to calculate the shortest distance from the
center of the original cluster to the center of other clusters. If the clustering
effect is good enough and the distance within the group is tight, the distance
between the clusters to the other clusters is approximately equal to the distance
between the discrete points closest to the other clusters to the other clusters.

Table 1. Info of data sets

Data sets Number of attributes Number of categories Number of instances

Iris 4 3 150

Wine 13 3 178

Soybean 35 4 47

Seeds 7 3 210

Table 2. Parameter table for clustering experiments of Iris

Parameter name Value Parameter name Value

Running times 10 Function set ||, &&

Number of generations 100 Terminal set x1–x150

Size of groups 100 Mutation probability 0.4

Head length 2 Single point recombination probability 0.7

Tail length 3 Double point recombination probability 0.7

4 Experiment and Result Analysis

The parallel GEP clustering algorithm based on producer-consumer model (PGE
PC/PCM) proposed in this paper is implemented by Java language. This paper
compares the parallel GEP clustering algorithm based on producer-consumer
model (PGEPC/PCM) and the basic gene expression programming clustering
algorithm. And it also uses these two algorithms to compare the average accu-
racy, the highest accuracy, the running time, the average correct clustering doc-
ument, the highest correct clustering document and other evaluation indicators
of the four data sets.

4.1 Data Sets

The experiment in this paper uses 4 data sets. The data sets are derived from the
UCI database for machine learning (http://archive.ics.uci.edu/ml/) proposed by
the University of California Irvine. The four data sets are Iris, Wine, Soybean,
and Seeds. The main info of four data sets is listed in Table 1.

http://archive.ics.uci.edu/ml/
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4.2 Parallel GEP Clustering Algorithm Based on
Producer-Consumer Model (PGEPC/PCM)

In order to analyze the influence of the parallelization method based on the
producer-consumer model on the GEP clustering algorithm, this paper carried
out the parallel GEP clustering algorithm based on producer-consumer model
(PGEPC/PCM) at first, and cluster for the above 4 data sets. The algorithm
running environment is windows operating system and Java 1.7, using Redis as
a tool. The experimental parameter settings are shown in Tables 2, 3, 4 and 5.

Table 3. Parameter table for clustering experiments of Wine

Parameter name Value Parameter name Value

Running times 10 Function set ||, &&

Number of generations 100 Terminal set x1–x178

Size of groups 100 Mutation probability 0.4

Head length 2 Single point recombination probability 0.7

Tail length 3 Double point recombination probability 0.7

Table 4. Parameter table for clustering experiments of Soybean

Parameter name Value Parameter name Value

Running times 10 Function set ||, &&

Number of generations 100 Terminal set x1–x47

Size of groups 100 Mutation probability 0.4

Head length 3 Single point recombination probability 0.7

Tail length 4 Double point recombination probability 0.7

Table 5. Parameter table for clustering experiments of Seeds

Parameter name Value Parameter name Value

Running times 10 Function set ||, &&

Number of generations 100 Terminal set x1–x210

Size of groups 100 Mutation probability 0.4

Head length 2 Single point recombination probability 0.7

Tail length 3 Double point recombination probability 0.7
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Table 6. Clustering experiment results of Iris

Data set Running times Highest accuracy Run time/s

GEP PGEPC/PCM GEP PGEPC/PCM

Iris 1 89.33 89.33 445 234

2 88 89.33 435 245

3 88 90.66 479 250

4 90.66 90.66 470 247

5 88 89.33 430 240

6 90.66 90.66 447 255

The four data sets were clustered based on the above parameter settings, and
the experimental results are shown in Tables 6, 7, 8 and 9.

The comparison of the running time and the highest accuracy of the parallel
GEP clustering algorithm based on producer-consumer model (PGEPC/PCM)
clustering and the basic GEP clustering is shown in Figs. 2, 3, 4 and 5.

It can be compared from Fig. 2, 3, 4 and 5, the parallel GEP clustering
algorithm based on producer-consumer model (PGEPC/PCM) has no visible
accuracy improvement in each data set, but it has improved a lot in the running

Table 7. Clustering experiment results of Wine

Data set Running times Highest accuracy Run time/s

GEP PGEPC/PCM GEP PGEPC/PCM

Wine 1 87.07 87.64 683 308

2 87.64 87.07 678 309

3 83.70 87.07 664 310

4 87.07 87.07 679 305

5 87.07 87.64 684 312

6 87.64 87.07 664 315

Table 8. Clustering experiment results of Soybean

Data set Running times Highest accuracy Run time/s

GEP PGEPC/PCM GEP PGEPC/PCM

Soybean 1 85.10 85.10 85.10 85.10

2 85.10 87.23 87.23 87.23

3 85.10 87.23 87.23 87.23

4 87.23 87.23 87.23 87.23

5 87.23 87.10 87.10 87.10

6 87.10 87.10 87.10 87.10
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Table 9. Clustering experiment results of Seeds

Data set Running times Highest accuracy Run time/s

GEP PGEPC/PCM GEP PGEPC/PCM

Seeds 1 78.57 78.57 803 515

2 79.04 78.57 789 504

3 78.57 78.57 794 512

4 78.57 78.57 782 518

5 79.04 79.04 795 519

6 78.57 78.57 785 514

speed. It can be concluded that this parallel GEP clustering algorithm based on
producer-consumer model (PGEPC/PCM) improves the running speed of the
algorithm without affecting the change of the overall fitness, thus improving the
performance of the algorithm, and the improvement is visible.

Fig. 2. Clustering experiment result comparison figure of Iris

Fig. 3. Clustering experiment result comparison figure of Wine
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Fig. 4. Clustering experiment result comparison figure of Soybean

Fig. 5. Clustering experiment result comparison figure of Seeds

5 Conclusion and Future Work

In order to get better clustering results, in this paper, we have conducted analysis
and research to optimize the evolutionary operators and algorithm flows based on
GEP for cluster analysis. Aiming at the shortcomings of the basic GEP cluster-
ing algorithm, a parallel GEP clustering algorithm based on producer-consumer
model (PGEPC/PCM) proposed, which parallelizes the time-consuming opera-
tions such as fitness calculation, recombination and mutation in GEP cluster-
ing analysis to speed up, improves the calculation method of fitness function to
enable it to cluster automatically. Extensive experiments on 4 widely used bench-
mark Iris, Wine, Soybean and Seeds from the UCI machine learning data sets
are conducted to investigate the influence of algorithmic components and results
are compared with the traditional GEP clustering algorithm. These comparisons
demonstrate the competitive efficiency of the proposed algorithm.

Then there are several areas worth studying. For example, The method of
fitness calculation has not been perfected and the problem of local optimization
has not been solved, which will be the follow-up work of this paper, how to set
the head coding of chromosome reasonably and the selection of weights needs
further study.
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