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Preface

Our conferences focus on the development of new process and technologies such as
Machine learning, Internet of Things, Cloud computing, 5G and beyond which are
going to take place in 2020 in worldwide in broad manner. For this purpose our
mission is to focus on research to prepare software, compatible hardware, inno-
vative products to meets its feasibility/requirements of coming generations. In
which Machine learning is an application of artificial intelligence (AI) that provides
systems the ability to automatically learn and improve your experience without
being explicitly programmed. Machine learning concentrates on the development of
computer programs that can access data and use it learn for themselves. As per need
of customer, we focused on solving some of the toughest challenges that hold back
machine learning from being it the hand of every developer. Computer vision,
languages, recommendations and forecasting can be select for pre training of AI
services. It develops the capabilities to build the most comprehensive cloud plat-
form and optimized for machine learning with executing the high performance
computer and no compromises on security and anilities.

In this conference good numbers of papers have received. In which peer blind
reviewed, registered and presented papers have been accepted for publication in
conference proceeding of Springer Scopus book series Lecture Notes in Electrical
Engineering (LNEE) and some outstanding papers were selected for SCI Journals
like Microsystems Technologies and IETE Technical Review & Technical
Research etc. Here, authors are also get the opportunity for extended version of
papers for publication in SCI journals listed in conference website. This unique
conference is leading by a group of experts that provide the guidance to authors for
enhancing or updating their articles of contents. This forum also provides outcome
based learning & research strategy.

4th International Conference on Microelectronics Computing &
Communication System (MCCS-2019) along with IETE Zonal Seminar & ISF
Congress was organized by Indian Society for VLSI Education (ISVE) & IETE
Ranchi Centre with support of BSNL at ARTTC BSNL Ranchi on 11–12th May
2019. Function Chief Guest was the Chief Secretary Government of Jharkhand. Dais
was shared by eminent dignitaries Dr. D. K. Tiwari, IAS, Chief Secretary Govt. Of
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Jharkhand; Prof. K. T. V. Reddy, President IETE New Delhi; Dr. A. K. S. Chandele,
Former President & Rtd. Lt. General, Govt. of India; Prof. J. K. Mandal, Keynote
Speaker1, Kalyani University (WB); Prof. Sachidanand Shukla Pro-VC, Dr. RML
Avadh University Ayodhya (UP); Dr. Ajay Thakare, Mentor IETE East Zone; Sh.
KK Thakur, CGMT BSNL & Chairman IETE Ranchi Centre; Dr. Martin Stava,
Brno University of Technology, Keynote Speaker2; Dr. Vijay Nath faculty BIT
Mesra and General Chair MCCS-2019 & Honorary Secretary IETE Ranchi,
Dr. Anand Kumar Thakur faculty Ranchi University & Honorary Treasurer IETE
Ranchi Centre & Organizing Secretary MCCS-2019. Program was started by
lighting lamp with all the dignitaries. Sh. K. K. Thakur welcomes all the dignitaries
on dais and off the dais and participants came across the country and abroad. He
demonstrates the brief activities of IETE Ranchi Centre and Excellence of BSNL. He
also focuses the need of research for industry people. Dr. Vijay Nath demonstrated
all the technical activities of two days and also focuses the achievement of our
conference. He also described the uniqueness of this conference. Dr. J. K. Mandal
deliver keynote lecture and demonstrate the research activities, plagiarism related
issues and its updates. He also describes the role of advance digital signal processing
in ICT. Dr. A. K. S. Chandele explains the need of outstanding research for updates
with trend and technology. He appreciates the activities of IETE Ranchi Centre who
doing excellent for Society. Dr. K. T. V. Reddy describes the activities of IETE and
its future. He takes leading role to establish IETE University in Jharkhand and give
quality of technical education in Jharkhand. IETE is well known institutions in the
country in the direction of publication, education, and working with Govt. plan.
Dr. Ajay Thakare appreciates the activities of Ranchi Centre and also assure for the
possible support in IETE Ranchi Centre activities. After the demonstration of
individuals souvenir of conference in hardcopy and softcopy were released by
dignitaries. We would get the moral support from our dynamic and visionary Chief
Minister Govt. of Jharkhand Shri Raghubar Das. We also get support from our
Honourable Governor of Jharkhand Smt. Droupadi Murmu for such activities and
her message/blessing has published in our souvenir MCCS-2019. IETE, ISVE &
BSNL team always support to authors for enhancing the quality of papers, direction
of research, capability to write articles to SCI & Scopus levels. This is a great
achievement of our team. We also express our thanks to IITs, NITs, BITs and other
top technical university of India and abroad and core industries from India and
abroad for supporting as reviewers, authors, expert lectures etc. Who have attached
once and know the complete procedure of the forum they become fan to serve
society for ever. After several review, scrutiny, comments, papers meets the quality
of SCI Journals and Scopus book series and at last it will published if authors are
ready to incorporate the comments and suggestions. Within five year of journey
more than 600 Scopus and more than 150 SCI articles have been published through
this platform. We are proud to say that due to our quality of articles editors of
journals and books demanding the articles and publishing in their outstanding
journals and book series. In this conference several technical session have been
conducted by eminent experts and a good number papers have been presented in all
technical sessions and each session 6–8 judges was available to judge and guide to
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authors for their betterment. The technical session was conducted such as
Microelectronics & Signal Processing; VLSI Design & Communication System;
Artificial Intelligence & Computational System; Embedded System & Internet of
Things; Green Energy and Automation by a group 6–8 judges/experts etc.

In this conference authors are invited for the original papers submission and
quality of papers has been accepted for presentation. Authors are described their
article in above mentioned domain very well. Authors and editors have taken
utmost care in presenting the information and acknowledging the original sources
whenever necessary. Editors express their gratitude towards to the authors, orga-
nizers of IC-MCCS and staff of Springer (India) for publication of this research
book/proceeding possible. Readers are requested to provide their valuable feed-
backs on the quality of presentation and inadvertent error or omission of infor-
mation if any. We expect that the book will be welcomed by students as well as
practicing engineers/researchers/professors.

Ranchi, India Vijay Nath
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Diode Switch-Based 17-Level Inverter
with Lesser Power Electronic Elements

Samrat Paul, Bidyut Mahato, Saikat Majumdar, and K. C. Jana

Abstract In advancement of technology, the multilevel inverter (MLI) has become
more popular with respect to conventional two-level inverter due to its unparalleled
advantages such as higher efficiency, reduced harmonic distortion, reduced switching
stress, lesser electromagnetic interference and ability to high-voltage generation. A
large number of semiconductor switches and other circuit components are required
to obtain higher stepped output voltage levels that lead the circuit more complicated
and costly. Thus, reduced component application in multilevel inverter topology is
the greatest challenge towards the researchers. This proposed work introduces a
new concept of a 17-level multilevel inverter based on diode switch configuration
employing the lesser amount of power electronic components, especially the power
switches. To incorporate such new topology, first the simulation is carried out in
MATLAB environment and thereafter corresponding experimental prototype with
RL-load is also developed and executed in the laboratory. The experimental results
are further amalgamated to verify the simulation results.

Keywords Power electronic components · DC/AC power conversion · 17-level
inverter · SPWM

1 Introduction

Multilevel inverter is still the research hub in the field of multiple voltage-level
generation, and generally it converts DC to AC through different types of archi-
tecture [1]. In earlier, two-level inverter was first introduced in the year of 1975
but during operation some serious issues such as higher total harmonic distortion
(THD), higher switching frequency, higher dv/dt stress on the switches and higher
commutation problem had been noticed in [2, 3]. To overcome the aforesaid limita-
tions, multilevel inverter gained significant prominence along with some additional
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advantages like—their capability of high-voltage generation, higher efficiency, lower
voltage stress of power switches, lower harmonic current and lower electromag-
netic interference (EMI) [4–6]. Few foremost applications are related to the MLIs
are flexible AC transmission system (FACTS), renewable energy systems [7], elec-
tric drives [8] and active filters [9]. In earlier, three types of classical multilevel
inverter termed as neutral-point clamped (NPC) [10], flying capacitor multilevel
inverter (FC-MLI) [11] and cascaded H-bridge (CHB) [12] were proposed for archi-
tectural benefits. To produce a higher output voltage steps, the neutral-point clamped
multilevel inverter (NPC-MLI) was became the first MLI to be introduced but it
comprises huge number of clamping diodes that increases cost and circuit complicacy
[10]. To improve those problems, a new topology termed as flying capacitor multi-
level inverter (FC-MLI) was introduced. The voltage unbalancing problem across
the connected capacitors in FC-MLI inherits a major weakness [11]. However, the
aforesaid disadvantages are overshadowed by the emergence of cascaded H-bridge
MLI due to the fact that any extra power components such as diodes and capacitors
are not required in the circuit [12]. Further, this MLI architecture can be catego-
rized into two ways termed as symmetrical cascaded multilevel inverters based on
H-bridge (CHB-MLIs) that has the DC sources with equal magnitudes and asymmet-
rical cascaded H-bridge multilevel inverters (CHB-MLIs) that has the DC sources
with unequal magnitudes [13]. Nevertheless, one of the major drawbacks in MLIs
is to obtain the higher voltage levels; the greater number of components (number of
switches and DC voltage sources) is generally required; thus, theMLIs becomemore
expensive. However, lower-voltage-rated switches are required to design multilevel
inverter topology where each semiconductor switch utilizes the corresponding gate
drive circuit that causes difficulties in controlling technique. Even, to increase the
output voltage level the offline PWM technique also becomes difficult to design of
lookup table and calculate time sequences. Thus, to minimize cost and complexity
and to achieve better performance along with significant amount of reduced power
components count become more challenging in the area of multilevel inverter.

In the proposed work, a novel architecture of MLI topology is introduced which
illustrates an diode switch based 17-level MLI in order to generate required voltage
levelswith significantly less number power component especially the power switches.
This new proposed topology is first designed and tested in MATLAB environment,
and then an experimental prototype is developed and executed in the laboratory
to obtain the practical results. The simulated results in MATLAB are thus verified
by the corresponding experimental results with RL-load at the output terminal. To
produce appropriate switching pulses and quality output voltage, the level-shifted
pulse width modulation (LS-PWM) is used and the pulses are further fed to power
semiconductor switches using the dSPACE-1103. In addition, proposed 17-level
topology is matchedwith some other different recent topologies presented in [14–20]
and found comparatively better in several aspects.
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Fig. 1 Structure of proposed
17-level inverter

Load

2S

4S

1S

3S
2V

3V

1V

5S

4V

6S 7S

8S 9S

2 Proposed Inverter Topology

The proposed 17-level inverter based on diode switch topology is depicted in Fig. 1.
The basic structure consists of 9 power switches and 4 DC sources. To generate 17
steps in output voltage at the load terminal, two varieties of DC sources (V 1 = V 2

= 3V dc and V 3 = V 4 = V dc) are used. Three bidirectional switches like S1, S2 and
S3 and six unidirectional switches like S4, S5, S6, S7, S8 and S9 are utilized in the
proposed topology.

The proposed scheme employed the same structure of bidirectional switches as
described in [14]. The H-bridge circuit is also employed in this proposed topology to
obtain the negative voltage levels. To generate 17 voltage levels, proposed topology
requires lesser power switches among the compared topologies described in [15–20]
except topology studied in [14]. It can be observed that, in [14], only 8 power switches
and 4 DC sources are used in the suggested topology to obtain the same voltage
levels whereas only nine semiconductor switches along with four input DC supplies
are required for the proposed inverter. Even, the number of required bidirectional
switches in the proposed topology is also less that associates less conduction losses
in the overall inverter system. Furthermore, the other inverters discussed in [15, 17,
18, 20] with reduced power electronic elements require the large number of power
components to generate 17 levels across the load terminal. Thus, the proposed diode
switch-based topology stands better than the other suggested topologies [14–20].

3 Modes of Operation

The controller method suggested in this paper for the MLI is the technique of pulse
width modulation (PWM). In this simple and well-defined technique, triangular
carriers are chosen and a reference sine signal is compared to generate the corre-
sponding pulse patterns. To cultivate the pulses in MATLAB, level-shifted PWM
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(LS-PWM) is chosen among some of the well-known control strategies, i.e. selective
harmonic elimination (SHE) [21], nearest level control (NLC) [22, 23], phase-shifted
PWM [24], LS-PWM [25, 26] due to its simpler approach. The control switches are
provided with the switching frequency to be 3 kHz. dSPACE-1103 controller is used
in the prototype model to generate experimental pulses. For this topology, eighteen
triangular carriers are kept upon each other in the fashion of different upper and lower
levels. The pulse pattern of the switching devices is obtained from the simulation and
is illustrated in Fig. 2a–c. Figure 3 illustrates the various positive modes that generate
the different steps of voltage have been well presented and the dark path shows the
current path as well as the corresponding voltage generation of the proposed 17-level
inverter (symmetrical) topology. The voltage steps are well discussed in the theo-
retical and pictorial explanations, and the switching pattern of the ON switches is
explained too in Table 1.

1
0

0.01 0.02
Time (sec)

3S

1
0

1S

1
0

0

2S

 (a)

1
0

6S

1
0

4S

1
0

0

5S

0.01 0.02
Time (sec)

(b)

1
0

9S

1
0

7S

1

0
0

8S

0.01 0.02
Time (sec)

(c)

Fig. 2 Simulation results of the gate pulses of the power switches, a S1, S2, S3; b S4, S5, S6; and
c S7, S8, S9
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Fig. 3 Different modes of operation (for positive voltage levels)

Table 1 ON/OFF status for the proposed 17-level inverter (asymmetrical; V1 = V2 = 3Vdc; V3 =
V4 = Vdc)

ON = 1; OFF = 0 Voltage levels

S1 S2 S3 S4 S5 S6 S7 S8 S9

1 0 0 1 1 0 1 1 0 +8Vdc

1 0 0 0 1 0 1 1 0 +7Vdc

1 0 0 0 0 0 1 1 0 +6Vdc

0 1 0 1 1 0 1 1 0 +5Vdc

0 1 0 1 0 0 1 1 0 +4Vdc

0 1 0 0 0 0 1 1 0 +3Vdc

0 0 0 1 1 0 1 1 0 +2Vdc

0 0 1 0 1 0 1 1 0 +Vdc

0 0 0 0 0 1 1 0 0 0

0 0 1 0 1 1 0 0 1 −Vdc

0 0 0 1 1 1 0 0 1 −2Vdc

0 1 0 0 0 1 0 0 1 −3Vdc

0 1 0 1 0 1 0 0 1 −4Vdc

0 1 0 1 1 1 0 0 1 −5Vdc

1 0 0 0 0 1 0 0 1 −6Vdc

1 0 0 0 1 1 0 0 1 −7Vdc

1 0 0 1 1 1 0 0 1 −8Vdc
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The voltage levels are well explained and mentioned for the positive-level gener-
ation where the switching pulse sequence for the 17-level inverter is specified as ON
= 1 and OFF = 0 in Table 1. Various modes of voltage generation required for the
voltage levels are clarified beneath.

• To generate +8V dc, the power switches S1, S4, S5, S7 and S8 are in ON state as
depicted in Fig. 3h.

• To generate +7V dc, the power switches S1, S5, S7 and S8 are in ON state as
depicted in Fig. 3g.

• To generate +6V dc, the power switches S1, S7 and S8 are in ON state as depicted
in Fig. 3f.

• To generate +5V dc, the power switches S2, S4, S5, S7 and S8 are in ON state as
portrayed in Fig. 3e.

• To generate +4V dc, the power switches S2, S4, S7 and S8 are in ON state as
portrayed in Fig. 3d.

• To generate+3V dc, the power switches S2, S7 and S8 are in ON state as portrayed
in Fig. 3c.

• To generate +2V dc, the power switches S4, S5, S7 and S8 are in ON state as
portrayed in Fig. 3b.

• Togenerate+V dc, the power switches S3, S5, S7 andS8 are inONstate as portrayed
in Fig. 3a.

Similarly, all other levels can be generated according to the switching pulses based
on Table 1.

4 Comparison with Other Topologies

The components required for the proposed inverter are compared with few of the
well-known inverter topologies that has been recently published in various articles
introduced in [14–20]. The generalized formulae of the different power compo-
nents (total employed input DC supplies, Ndc, control switches, N sw, unidirectional
switches,NU , bidirectional switches,NB) of MLIs reported in [14–20], i.e., are illus-
trated in Table 2. Figure 4 shows the various structures of the reported topologies for
the easier understanding to the readers.

5 Simulation and Experimental Results

It is observed that reduction in power switches reduces the number of driver circuits
and makes the circuit less complex, easy to implement and low in cost. A 17-level
inverter (asymmetrical input DC supply) is opted to implement in the MATLAB
platform having different magnitudes of DC supplies, i.e.V 3 =V 4 = 3V dc = 116.1 V
and V 3 = V 4 = V dc = 38.7 V. Therefore, the peak voltage of the output (maximum
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Table 2 Comparison of the various components for 17-level inverter

Types of MLI Components count

(N sw) (NB) (NU ) (NDC)

[14] 8 6 2 4

[15] 14 – 14 8

[16] 9 3 6 4

[17] 14 2 12 6

[18] 9 3 6 6

[19] 12 – 12 4

[20] 11 7 4 8

Proposed topology 9 3 6 4
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Fig. 4 Compared topologies studied in [14–20]

and minimum) is +310 V and −310 V, respectively. The simulations are performed
employing the RL-load, being highly resistive in nature, R = 100 �, L = 25 mH.
In addition, simulated results of output voltage and load current are incorporated
for different modulation indices, Mi= 1 and Mi= 0.6, as illustrated in Fig. 5a–b,
respectively.

An experimental set-up for a specimen of 17-level inverter is also developed in
laboratory with asymmetrical DC links. The experimental verification of the simu-
lated results is carried out with the same type of load, R = 100 �, L = 25 mH.
Figure 6a–b illustrates the experimental results of output voltage along with the load
current for different modulation indices,Mi= 1 andMi= 0.6, respectively. It can be
noticed that the experimental results are almost similar to the simulation results.
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3.16A0

0
310V

Output Voltage (V)

Output Current (A)

Time (sec)
0 0.01 0.02

(a)

0

200V

Output Voltage (V)

0
Output Current (A)

Time (sec)
0 0.01 0.02

2A

(b)

Fig. 5 Simulated results (load voltage and load current) for the proposed 17-level inverter at a M i
= 1 and b M i = 0.6

6 Conclusion

In this paper, the authors suggested a new and generalized structure of inverter that
is easily expanded by addition of the aforesaid explained units. This work suggested
a new diode-based topology that is able to generate 17 levels, the proposed inverter
structure is replicated in the simulation, and the matching experimental outcomes
for the same easily verify the effective working of the inverter. This MLI struc-
ture shows better outcomes related to the overall required power components. In
addition, the generalized equations for each required component are calculated for
the proposed inverter as well as for the few recent inverter topologies as reported
in [14–20]. Therefore, the comprehensive studies show that the proposed inverter
with the reduced power electronic devices is comparatively superior than few newly
suggested similar type of multilevel inverters.
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(a)

(b)

Fig. 6 Experimental results (load voltage and load current) for the proposed 17-level inverter at
a M i = 1 and bM i = 0.6
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Abstract In this paper, 28 GHz millimeter wave (mmWave) low noise amplifier
(LNA) and a down converter for 5G is designed using 65 nm CMOS technology.
This design is used with a standard radio receiver chain and each block is tuned to its
best performance to obtain the necessary overall specifications. Typical single-stage
common source (CS) cascode with degenerative inductor topology is used for LNA
to meet high gain requirement. The designed LNA has a peak gain of 16.43 dB,
noise figure (NF) of 3.6 dB, good linearity (P1dB of 10 dBm) and −3 dB bandwidth
of 2.2 GHz. A modified Gilbert cell topology is used for down converter which
gives a conversion gain of −2.2 dB from 27.5 to 29.5 GHz frequency, third-order
intercept point IIP3 of 10 dB at 28 GHz from a 1.5 V supply voltage and a 1 Vpp
of local oscillator (LO) drive. With the proposed LNA and down converter, a direct
conversion receiver is analyzed. Cascaded gain of 39 dB, NF of 4.2 dB, third-order
intercept of −23.3 dBm and a low error vector magnitude (EVM) of −37.76 dB is
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1 Introduction

Increased demand for higher data rates, minimum of latency along with constraints
of power efficiency are few main drivers of emerging research in the next generation
millimeter wave (mmWave) 5G wireless communications. Among several prospec-
tive mmWave bands such as 60 GHz, E-band [1]; the 28 GHz (also called as quasi-
mmWave band) is perhaps themost attractive [2]. These higher frequency bands offer
larger bandwidth to support around 1 Gbps and higher data rate. The architecture of
radio frequency (RF) chain for mobile wireless technology, i.e., mmWave 5G radio
is yet to be decided in these frequencies.

RF components to be designed to handle this unused or under-utilized high band-
width to meet the ever-increasing data rate are challenging. One of the important
and necessary modules in the radio (transceiver architecture) is low noise ampli-
fier (LNA). The LNA amplifies the small received power signals without adding
significant noise by itself and produce adequate signal to noise ratio (SNR) for the
demodulator. Additionally, performance parameters of LNA provide an acceptable
error vectormagnitude (EVM), ameasure of how far the received constellation points
are from the ideal locations [3]. High gain, wide bandwidth and low noise figure (NF)
are some of the key characteristics of an LNA. Designing an LNA using CMOS tech-
nology and maintaining the necessary values of gain, bandwidth, NF is challenging.
Additionally, LNA precedes a down converter in the RF receiver. The main function
of down converter is the frequency translation. Similar to the LNA, the performance
parameters of down converter affect the acceptable EVM. The main challenge in
the design of these RF components is to reduce EVM by reducing the RF impair-
ments. A stand-alone LNA or down converter design is no longer meaningful as its
performance heavily depends on the other circuits in the RF chain.

Many 28 GHz transceiver modules are commercially available as surface mount
devices (SMD). In [4], a 28 GHz RF transceiver module is designed and fabricated
for 5G beam forming systems. Fabrication is done with commercially available RF
SMD components such as LNA, digital analog (DA), and up/down IQ converters. A
GaAs HMC519 LNA block which operates in 18–32 GHz offers 25.5 dB gain and
NF of 3.5 dB. Similarly, the HMC519 provides 15 dB of gain, 2.8 dB of NF, and
has an output IP3 greater than 23dBm with a power supply of 3 V at 65 mA current.
In this case, a single-stage CS cascade with shunt-shunt resistive feedback topology
is used to obtain wide band (1.6–28 GHz) input impedance matching. Authors used
90 nm CMOS technology to design. HMC1063LP3E from analog devices is a GaAs
MMIC IQ mixer for an RF range of 24–28 GHz with following specifications: Local
oscillator (LO) frequency can be varied in the range of 21–30 GHz, intermediate
frequency (IF) of 3 GHz, 40 dB LO/RF isolation and IIP3 of 17 dBm with a 10 dBm
of LO power.

Hong-T K et al. in [5] designed a 28 GHz CMOS direct conversion transceiver
with 2 × 4 patch antenna arrays. Authors used TSMC 28 nm RF CMOS technology
to fabricate the design. In this, four-stage LNA (in-CS-CC-CC-CS-out) is designed
to obtain high gain and low noise. The input matching is obtained with minimum
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NF using a series inductor and a degenerated inductor at first stage CS amplifier.
The LNA has gain range 12–24 dB, NF of 5.6 dB at 28 GHz. A Gilbert cell-based
IQ down converter with a third active-RC LPF is used for the conversion of RF to
baseband. Tow-Thomas biquad approach is used for a wideband characteristic. A
low IF of 250 MHz is chosen in this direct conversion receiver to filter out the flicker
noise. The measured EVM of this transceiver with an RF power of −70 dBm is −
23.1 dB for 64 QAM.

In thiswork, LNAand a down converter suitable for 28GHzmmWave 5Gcommu-
nication are designed using 65 nm CMOS technology and simulated. A single-stage
common source cascade with a center inductor topology is used in LNA design. The
designed is used with standard radio receiver chain and the performance of each
block is optimized to obtain the overall necessary specifications of the receiver. The
performance parameters of the RF components are optimized to get an acceptable
EVM of −37.76 dB for 64 QAM with an RF power of −100 dBm. A gain improve-
ment of 1.6–3.7 dB is obtained in the required frequency band of interest with the
modified topology. DC power dissipation and variation of performance due to the
bias variation is very minimal. The simulation results show that the design performs
better.

The contents of the rest of the paper are as follows. Section 2 presents the design
of amplifier, matching circuits, BPF and down converter. A measurement setup to
analyze the performance of the designed RF components is presented in Sect. 3. In
Sect. 4, the simulation results are presented and compared with some of the existing
state of the art. Conclusion is discussed in Sect. 5.

2 Designing of RF Components

In this section, we present the circuit design of LNA, matching block and band pass
filter and the down converter.

2.1 Designing of Low Noise Amplifier and Matching Circuits

Single-stage CS cascode amplifier is designed in UMC 65 nm CMOS technology
using low leakage, low threshold voltage N_12_LLLVTRF transistors as shown in
Fig. 1. The transistors are biased to get a current density of 150μA/μm. This ensures
lowNF and high cutoff frequency, f T [6]. The available gain ismade high by selecting
the size of NMOS transistorsM0 and M1 as 30 ×1 μm × 60 nm and 50 × 1 μm ×
60 nm, respectively. The number of fingers of transistors M0 and M1 is optimized
in such a way that the stability factors go beyond 1; a necessary condition for the
stability to be assured [7]. The available gain obtained at 28 GHz is 16.78 dB. Also,
unity current gain frequency f T for this work has attained a high value of 110 GHz
and guarantees better performance in the operating frequency of 28 GHz [8].
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Fig. 1 Simplified schematic of single-stage CS cascade LNA

Small-signal model of the proposed amplifier circuit at the input side is shown in
Fig. 2a. The input impedance of the amplifier is given as:

Z in =
(
1 + S

(
gm + SCgs1

))(
1 + S2LiCin

)

SCin
(
1 + SLsgm + S2LsCgs1 + gmSLi + S2LiCgs1

) (1)

where gm is the transconductance of the transistor. The component values of Cin of
40 fF, Li of 420 pH and Ls of 20 pH are chosen to satisfy Eq. (1) at the resonant
frequency. The matching circuits are designed to ensure that amplifier delivers the
maximum power gain and minimum return loss. LC distributed matching circuits at
the output are chosen to resonate at f 0 of 28 GHz along with LL = 136 pH as in
Eq. (2). A coupling capacitance of 152 fF as Cout and load inductance of 56 pH as
Lout are selected to satisfy Eq. (2) as given:

f0 = 1

2π
√
cout + cds)LL

(2)
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Fig. 2 Small-signal model for a calculation of input and output impedance, b conventional CG
stage, c modified CG stage

Parasitic capacitance across drain and source is denoted as cds. A center inductor
Lmd of 87 pH is included to increase the unity current gain frequency, f T . All the
inductors are chosen to have a Q factor of 10.

2.2 Modified LNA Circuit for Gain and Bandwidth
Improvement

The designed LNA has been modified to get a reduced EVM. The output resistance
of LNA as shown in Fig. 1 is calculated by assuming vgs1 = 0 and connected a voltage
vx to the output terminal to produces a current of ix as shown in Fig. 2a. The output
resistance is given in Eq. (3) and the corresponding upper cutoff frequency f H is
given in Eq. (4).

Rout = r01 + r02 + gm2r01r02 (3)

fH = 1

2π
√(

Cout + Cgd2
)
Rout

(4)

Output resistance of CS and CG sections are denoted as r01 and r02. gm1 and
gm2 are the transconductance of CS and CG configurations, respectively. In order to
improve the cutoff frequency or to compensate the reduction in gain due to parasitic
capacitances at high frequencies, an inductor Lg is added to the gate of CG. The
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small-signal model of the conventional and the modified CG amplifier of cascode
structure are shown in Fig. 2b, c, respectively. The gain of the common gate amplifier
in a cascode section is given as [9]:

V01

VS
=

(
gm2 + 1

r02

)
(RL ||r02) (5)

The presence of Lg modifies the current equation at the output node in Fig. 2c as:

Vs − V02

r0
= gm2vgs2 + V02

RL
(6)

where vgs2, the voltage across cgs2 can be given as:

vgs2 = Vs

1 − ω2Lgcgs2
(7)

Thus, the modified gain can be written as:

V02

VS
=

(
gm2

1 − ω2LgCgs2
+ 1

r02

)
(RL ||r02) (8)

Comparing Eq. (8) with Eq. (5), a significant improvement in the gain can be
observed with the addition of gate inductance. Thus, the modified circuit of LNA for
higher gain is shown in Fig. 3. Lg of 250 pH compensates the decreasing impedance
of parasitic capacitance and thus extends the gain decrement in high frequency. Li of
420 pH is used for blocking the RF signal and not allowing to the bias circuit. The
degenerating inductor at the source of M0 helps in gain and stability. The LNA is
designed to be operated for a supply voltage, VDD of 1.5 V.

2.3 Designing of Image Rejection Filter

LNA block precedes an image rejection filter and mixer in the receiver. A parallel
coupled micro-strip BPF with cutoff frequencies of fc1 = 27.5 GHz and fc2 =
29.5 GHz are designed. A pass band gain of −2dB and return loss of <−15dB is
observed in the desired band of interest.

2.4 Designing of Down Converter

MOSFET-based Gilbert cell down converter as shown in Fig. 4 is designed and
analyzed. The conversion gain Ac, is defined as the ratio of the amplitude of the IF
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Fig. 3 Modified circuit for
gain and bandwidth
improvement

signal to the amplitude of RF signal of the Gilbert cell is given as [10]:

Ac = 2

π
gm RL (9)

where gm is the transconductance of the RF transistors, M5 and M6 in Fig. 4. RL is
the output impedance. To get a good conversion gain, an active load is chosen. The
linearity component IIP3 is proportional to 2π fRFgmL2 and L2 is chosen to be 50 pH
with a gm of 17.9 m. Another inductor Lin is added in series with the gate of M5 to
tune out the imaginary part of the input impedance to satisfy:

Lin = 50Cgs

gm
(10)

Lin is selected as 860 pH.
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Fig. 4 Schematic of mixer

3 Measurements Setup

Asystem-level simulation is performed using visual system simulator inAWRdesign
environment. 64 QAM with filtered bank multi-carrier (FBMC) modulated signal is
taken as the test signal for the RF chain. FBMC is configured for 2048 subcar-
riers with a subcarrier spacing of 75 kHz. RF power level is set at −100 dBm.
The receiver is configured with the designed LNA followed by the BPF and down
converter along with RF attenuators and base band amplifiers. Cascaded gain, NF
and receiver linearity are analyzed. The designed RF circuits are further tested for
RF imperfections. Since due to imperfections, the location of the received points
will change from its ideal on the constellation graph. These imperfections can be
measured using EVM. The measurement setup for EVM calculations is shown in
Fig. 5.
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Fig. 5 Receiver chain and measurement setup

4 Results and Discussion

4.1 Performance of LNA

Simulation of the designed LNA is carried out using Cadence Virtuoso. Proposed
LNA attains a peak gain of 16.43 dB at 28 GHz and more than 15 dB in the band of
interest (shown in Fig. 6).

The input return loss of −12dB is maintained to have a better isolation as shown
in Fig. 7. The output return loss of −16.7dB is also obtained as shown in Fig. 8. 1dB

Fig. 6 Gain, S21 of the cascode LNA with and without Lg
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Fig. 7 Input return loss, S11

Fig. 8 Output return loss, S22

compression point presents the indication of linearity and is located at 10 dBm and
the NF of 3.6 dB is observed as in Figs. 9 and 10.

Stability analysis shows that the designed LNA is unconditionally stable. Both
the stability criteria such as stability factor, kf greater than 1 and alternate stability
factor, B1f less than 1 as given in [7] are satisfied for the entire frequency band. This
guarantees all the source and load circles to be outside the unit circle in smith chart
and is stable for any load variations. The power consumption of the proposed LNA
is 7.5 mW from a power supply of 1.5 V.

Robustness to bias voltage variation is illustrated in Fig. 11,where the gain of LNA
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Fig. 9 Plot of Pout versus Pin to find 1dB compression point

Fig. 10 Noise figure

changes only by 0.4dB when the gate voltage of the input MOSFET, M0 changes
from 0.6 to 0.8 V. The maximum gain is observed at the optimum bias voltage of
0.7 V as vbias.

Table 1 provides the summary of the proposed LNA along with few available
designs at 28 GHz. [3, 4] are the products whose LNA specifications are referred,
while [5] is fabricated LNA. Our proposed LNA shows better results in simulation
including PVT analysis. It is expected that if the designed is fabricated, there might
be some drop in the performance. However, most of the performance parameters are
of high value. From the literatures, it is noticed that there would not be significant
drop in the performance post-layout design and electromagnetic (EM) simulation.
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Fig. 11 S21 at 28 GHz with
variation in bias voltage

Table 1 Comparison of LNA performance with available study

Ref. Freq (GHz) Gain (dB) IIP3 (dBm) NF (dB) VDD (V) Pdc (mW)

[3] 27.5–31 15 – 2.5 3.5 77

[4] 1.6–28 9.6±1.1 −3.4 4.5 3 16.8

[5] 28 21 −1 5.6 1.2

Modified LNA 28 16.43 10 3.6 1.5 7.5

Table 2 PVT analysis of
LNA

PVT analysis (°C) Peak gain (dB) NF (dB)

tt, 1.5 V, 27 16.4 3.6

ss, 1.5 V, 27 13.9 3.65

ff, 1.5 V, 27 17.3 3.4

tt, 1.4 V, 27 16.2 3.6

tt, 1.6 V, 27 16.4 3.61

tt, 1.5 V, 26 16.4 3.6

tt, 1.5 V, 28 16.4 3.6

Therefore, we find significant improvements in many performance parameters in the
proposed LNA design.

PVT analysis of LNA is performed with different process corners, a variation of
1 V supply and 1 °C of temperature. The result is summarized in Table 2.

4.2 Performance Parameters of Down Converter

Down converter output and its spectrum are plotted in Figs. 12 and 13. The spectral
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Fig. 12 IF output

Fig. 13 IF spectrum

purity can be seen in Fig. 13 as the second harmonics are −20 dBm below the IF
signal. Since there is matching networks at the RF side, the RF return loss is <−10 dB
for the entire band of interest as shown in Fig. 14. Conversion gain of −2.2 dB is
obtained for the frequency range of 27.5–29.5 GHz. The NF is around 4.5dB for
the band of interest. RF to IF isolation around −36.2 dB is obtained. Linearity of
down converter, 1 dB compression point, P1dB is found to be at −1.16 dB. Table 3
outlines the comparison of previously reported 28GHzRFdownconverters in various
technologies and topologies.

PVT analysis of down converter is performed with different process corners, a
variation of 0.1 V supply and 1 °C of temperature. Isolation is more or less same in all
the corners. Return loss is below −12 dB for all the cases. The process variation on
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Fig. 14 S-parameters and
NF of down converter

Table 3 Comparing the performance of down converter

Ref. Technology Freq (GHz) CG (dB) P1dB (dBm) NF (dB) Isolation (dB)

[5] 28 nm CMOS 28 5 to −2 −12.6 14 –

This work 65 nm CMOS 28 −2.2 −1.16 4.5 −36.2

return loss and CG is shown in Fig. 15a, b. Table 4 summarizes the process variation
of down converter.

4.3 Performance Parameters of Receiver

Initial assignment of gain, NF and linearity requirement to individual stages satisfies
the required system-level performance parameters. Cumulative gain is found to be
39 dB and NF of the entire chain is only 4.2 dB. Linearity of the receiver is measured
at 15.7 dBm of OIP3 and IIP3 of−23.28 dB for a received power level of−100 dBm.
Through the constellation andEVMmeasurement for 64QAM,wefind that the EVM
is well below −37.76 dB. These measurements are plotted in Fig. 16. Tables 5 and
6 outline the comparison with some of the available literatures in terms of EVM
and cascaded performances, respectively. EVM is comparable or below the existing
measurements for a low received power level.
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Fig. 15 a Process variation
on S11, b process variation
on CG

(a)

(b)

Table 4 PVT analysis of
down converter

PVT analysis (°C) Conversion gain (dB) NF (dB)

tt, 1.5 V, 27 −2.2 4.5

ss, 1.5 V, 27 −3.39 5.67

ff, 1.5 V, 27 −0.99 4.214

spfn, 1.5 V, 27 −1.377 3.92

fpsn, 1.5 V, 27 −2.679 5.137

tt, 1.4 V, 27 −2.45 4.50

tt, 1.6 V, 27 −1.73 4.69

tt, 1.5 V, 26 −1.88 4.55

tt, 1.5 V, 28 −1.9 4.58



28 S. Pournamy and N. Kumar

Cumulative Gain

0

20

40

50

AMP_B (LNA@2) RFATTEN (CABLE_1@2) RFATTEN (Var iable_Dig_Atten@2) AMP_B (RF_Amp1@2) RFATTEN (Image_Filter@2) BPFB (F1@2) MIXER_B (MIXER@2) RFATTEN (Diplexer@2) AMP_B (IF_Amp_1@2) RFATTEN (Sw itch_1@2) RFATTEN (SAW_Filter@2) RFATTEN (Sw itch_2@2) AMP_B (IF_Amp_2@2) RFATTEN (Thermal_Pad@2) AMP_B ( IF_Amp_3@2) RFATTEN (Anti_-_Alias_Filter@2) RFATTEN (Balun@2)

p1

m1:
16.93
39.06 dB
Linear Gain, Cumulative, dB
Freq = 0 GHz

DB(C_GN(PORT_1,PORT_3,1,0,0))[*]
Rx Chain

p1: Linear Gain, Cumulative, dB
Freq = 0 GHz

Cumulative IIP3

-25

-15

-5

0

AMP_B (LNA@2) RFATTEN (CA BLE_1@2) RFATTEN (Var iable_Dig_Atten@2) AMP_B ( RF_A mp1@2) RFATTEN (Image_Filter@2) BPFB (F1@2) MIXER_B (MIXER@2) RFATTEN (Diplexer@2) AMP_B (IF_Amp_1@2) RFATTEN (Sw itch_1@2) RFATTEN (SAW_Filter @2) RFATTEN (Sw itch_2@2) AMP_B (IF_A mp_2@2) RFATTEN (Thermal_Pad@2) AMP_B ( IF_Amp_3@2) RFATTEN (Anti_-_Alias_Filter@2) RFATTEN (Balun@2)

p1 m1:
17
-23.28 dBm
Cascaded IIP3, @Output Port, dBm
Freq = 0 GHz

DB(C_IP3(PORT_1,PORT_3,0,1,0,0))[*] (dBm)
Rx Chain

p1: Cascaded IIP3, @Output Port, dBm
Freq = 0 GHz

Cumulative NF

3.8

3.9

4

4.1

4.2

4.3

4.4

AMP_B (LNA @2) RFATTEN (CABLE_1@2) RFATTEN (Variable_Dig_A tten@2) AMP_B (RF_A mp1@2) RFATTEN (Image_Filter@2) BPFB (F1@2) MIXER_B (MIXER@2) RFATTEN (Diplexer@2) AMP_B (IF_A mp_1@2) RFATTEN (Sw itch_1@2) RFATTEN (SAW_Filter@2) RFATTEN (Sw itch_2@2) AMP_B (IF_Amp_2@2) RFATTEN (Thermal_Pad@2) AMP_B (IF_A mp_3@2) RFATTEN (A nti_- _A lias_Filter @2) RFATTEN (Balun@2)

p1

m1:
16.97
4.2639 dB
Cascaded Noise Figure, Ideal, Cumulative, dB
Freq = 0 GHz

DB(C_NF(PORT_1,PORT_3,1,1,0,0))[*]
Rx Chain

p1: Cascaded Noise Figure, Ideal, Cumulative, dB
Freq = 0 GHz

Cumulative SNR

0

10

20

30

40

50

60

PORT_SRC (P1@1) A MP_B (LNA@2) RFATTEN (CA BLE_1@2) RFA TTEN (Variable_Dig_A tten@2) AMP_B (RF_Amp1@2) RFATTEN ( Image_Filter@2) BPFB (F1@2) MIXER_B (MIXER@2) RFATTEN (Diplexer @2) AMP_B (IF_A mp_1@2) RFA TTEN (Sw itch_1@2) RFATTEN (SAW_Filter @2) RFATTEN (Sw itch_2@2) AMP_B (IF_A mp_2@2) RFATTEN (Thermal_Pad@2) AMP_B (IF_Amp_3@2) RFA TTEN (Anti_-_Alias_Filter@2) RFATTEN (Balun@2)

p1

m1:
17.94
39.71 dB
Cascaded SNR, dB
Freq = 0 GHz

DB(C_SNR(PORT_1,PORT_3,1,0,1,3,1,0))[1]
Rx Chain

p1: Cascaded SNR, dB
Freq = 0 GHz

Cumulative OIP3

-10

0

10

20

30

AMP_B (LNA@2) RFATTEN (CA BLE_1@2) RFATTEN (Var iable_Dig_Atten@2) AMP_B ( RF_A mp1@2) RFATTEN (Image_Filter@2) BPFB (F1@2) MIXER_B (MIXER@2) RFATTEN (Diplexer@2) AMP_B (IF_Amp_1@2) RFATTEN (Sw itch_1@2) RFATTEN (SAW_Filter @2) RFATTEN (Sw itch_2@2) AMP_B (IF_A mp_2@2) RFATTEN (Thermal_Pad@2) AMP_B ( IF_Amp_3@2) RFATTEN (Anti_-_Alias_Filter@2) RFATTEN (Balun@2)

p1

m1:
17
15.72 dBm
Cascaded OIP3, dBm
Freq = 0 GHz

DB(C_IP3(PORT_1,PORT_3,1,1,0,0))[*] (dBm)
Rx Chain

p1: Cascaded OIP3, dBm
Freq = 0 GHz

0.022402563 0.022402763 0.022402963 0.022403163
Time (ns)

EVM

-50

-45

-40

-35

-30

m1:
0.0224025628 ns
-37.76 dB

DB(EVM(VSA.M1,0,1,1,10,2,0,1,0,1,1,10,0,0,0,0,0))
28G_Receiver

Fig. 16 Receiver performance parameter

Table 5 EVM comparison Ref. EVM (dB) Modulation Received power level
(dBm)

[5] a −33 64 QAM −70

This workb −37.76 64 QAM −100

aMeasurement result, bSimulation results

Table 6 Receiver
performance

Ref. Gain (dB) NF (dB) IIP3 (dBm)

[11] a 28 5 −28

This workb 39 4.2 −23.28

aMeasurement result, bSimulation results
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5 Conclusion

A 28 GHz low noise amplifier and a down converter suitable for prospective 5G
wireless communication have been designed. LNA offers a peak gain of 16.43 dB
and a noise figure of 3.6 dB. An improvement of 1.6–3.7 dB in gain is obtained for
the proposed circuit as compared to the conventional CS LNA. A −3 dB bandwidth
of 2.2 GHz is also obtained with a linearity of IIP3 of 10 dBm. Additionally, the
power dissipation of 7.25 mW and a return loss less than −12 dB is also observed
around 28 GHz. The output return loss is less than −14 dB. A trade-off between
noise figure, gain and bandwidth has been addressed here. Modified Gilbert cell
topology is used for down converter which gives a conversion gain of −2.2 dB, P1dB

of −1.16 dBm with RF at 28 GHz from a 1.5 V supply voltage. NF is observed at
4.5 dB and isolation is −36 dB. With these RF components, an EVM of −37.7 dB is
observed for 64 QAM. Compared with the state of the art, almost same performance
is observed using a higher technology and lower RF received power level. Additional
work is necessary before the block is ready for tap out. As a future work, post-layout
simulation and an EM simulation need to be carried out to find coupling between
different structures and the stability issues caused by power networks.
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Study and Implementation of Ladder
Logic Conversion to VHDL for Field
Programmable Gate Array
(FPGA)-Based Programmable Logic
Controllers (PLC)

Aditya Kumar, Prashant Kumar, Sompurna Modi, and Vijay Nath

Abstract Programmable Logic Controller (PLC) is commonly used in the modern
era of manufacturing and industrial automation. PLC can be programmed in three
ways: Ladder logic, function block diagram, and sequential function chart. The most
common and popular programming language is ladder logic in PLC. The efficiency
of PLC is highly restricted by the speed of microprocessor in real time and the power
consumption is quite high. To speed up the PLC performance and flexibility, this
paper proposed a new PLC ladder logic design based on FPGA (VHDL). Further
with the use of state machine process, the conversion of ladder logic into VHDL
has been optimized. There is wide variety and diversity of ladder logic instruction
for different PLCs, so a universal converter is required with an extended Boolean
expressionwhichwill act as a bridge between ladder logic andVHDL. This proposed
design will provide improved flexibility, consume less power, increased reliability,
faster scanning time, and better performance.
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1 Introduction

PLCs have played a very vital role in the industrial automation as a control element
for controlling the logic of the manufacturing system [1]. The most common and
popular is ladder logic to program a PLC. In PLC, there is a microprocessor which
is embedded in it which decodes the ladder logic and executes the program in a
sequential and cyclic manner. The cyclic scan and sequential execution of program
limit the PLCperformance as it depend on the size of program aswell as the processor
speed. To speed up the PLCs performance and overcome the drawbacks, this paper
proposed a new PLC design which is based on Field Programmable Gate Array
(FPGA) in Very High Speed Integrated Circuit Hardware Description Language
(VHDL). It can achieve reprogrammable and reconfigurable hardware structure with
the advantage of parallel execution. The ladder logic of PLC programming consists
of rungs. These rungs are controlled by a FPGA which four side 32 bit four stages
RISC pipeline processor which is based on the rung architecture. The proposed
design will increase the speed of PLC, increase reliability, increase flexibility, better
performance and faster scanning time this is because Field ProgrammableGateArray
(FPGA) offers reconfigurable and reprogrammable hardware.

2 Related Works

A number of researches are done in this field by various researchers. In 1999,
Miyazawa [2] and Ikeshita et al. [3] developed a very inefficient technique to convert
PLC ladder logic into VHDL. To build a controller, Chen and Patyra [4] designed
a VHDL model for the complete system from the basic and original system. An
algorithm was developed by Abdel-Hamid et al. [5] and Kuusilinna et al. for the
conversion of FSM into VHDL. Petri net model as alternative of the ladder diagram
in manufacturing control was chosen by Adamski et al. All the above researches
and studies show that reprogrammable and reconfigurable hardwares have some
advantages like size, cost, power consumption, simplicity of program, and parallel
execution of FPGA which will improve the PLC scan speed and performance. The
current scenario of the researches confined to a very primitive and rough stage due
to only introducing the case base conversion from PLC ladder logic into Very High
Speed Integrated Circuit Hardware Description Language (VHDL) [6].Most of tech-
nique focuses on obtaining the HDL or RTL architecture of FPGA from the original
system requirements. As mostly the PLC programs in the automation and manu-
facturing sectors are written in the ladder logic format; therefore, it is important to
use the ladder logic programs for the existing PLCs system to perform a new PLC
design.
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3 Methodology

FPGA-Based PLC Design
This paper proposed the advantage of FPGA technology to model new PLC design
over the tradition PLC-based software solution. The proposed scheme can improve
the flexibility as well as scan timing and reduce the manufacturing cost. For the
modelling of new FPGA-based PLC design, FPGA will have to execute parallel
with the PLC [7]. For the achievement of this goal, the first priority is to convert
the PLC ladder logic into the gate-level digital Boolean expression to get the VHDL
code since the architecture of FPGA is reprogrammable and reconfigurable. So it
is easy to convert ladder logic programs into RTL architecture and download to the
FPGA kit. This implementation will work exactly the same as the original PLC but
without the slow traditional method of sequential cyclic scan. For the RTL schematic
of FPGA implementation, many softwares are available like Xilinx ISE 8.1, Xilinx
ISE 9.1, Xilinx ISE 14.1, Altera, etc., which will extract the RTL schematic into
high-level language like Very High Speed Integrated Circuit Hardware Description
Language (VHDL) [8]. The architecture of FPGA-based PLC is given in Fig. 1 [9].

Architecture of the Converter
As shown in Fig. 1, the architecture [9] of the converter consist of four main blocks,
i.e., the main frame, PLC instruction dictionary, dynamic link libraries (DLL) of
Boolean expression toVHDL, and lastly, dynamic link libraries (DLL) of theBoolean

Fig. 1 Architecture of FPGA-based PLC
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expression generator. The main frame consists of three blocks, namely the pre-scan
block, ladder logic to Boolean converter, and Boolean to VHDL converter. The
PLC dictionary is different for different PLCs depending upon their manufacturing
companies. When the PLC ladder logic is executed, the main frame calls the PLC
instruction dictionary to the ladder logic to Boolean convertor block then this block
forwards the information to the Boolean to VHDL convertor for the conversion of
PLC ladder logic to VHDL code. This architecture is universal for all the PLCs only
we have to change the PLC dictionary for the code conversion of different PLCs to
VHDL code.

PLC Ladder Logic Code Conversion into VHDL Code
In the era of industrial automation, timing and speed are two very important aspects.
Most of the manufacturing and automation company uses PLC for their work. But
the PLC uses are not very efficient in sequential scan time and not flexible as well.
To overcome these problems, FPGA-based PLC design is introduced in this paper
which will convert the ladder logic code to VHDL code. In the proposed scheme,
the FPGA will execute parallel with PLC, and the code conversion will be executed
in two steps (1) PLC ladder logic converted to Boolean expression [10]. (2) Boolean
expression converted to VHDL code.

The conversion of PLC ladder logic into VHDL code is shown in Fig. 2.

ALGORITHM for the Conversion Process

STEP1 Ladder diagram is introduced.
STEP2 This goes through the ‘Instruction list’ to the ‘Main program frame’ for

‘Pre scan.’
STEP3 Then, it moves to the block ‘LD to Boolean converter.’
STEP4 Here, the LD goes through different sets of instruction dictionary whether

it be Mitsubishi or Fanuc, etc., for a common logic in
Between Ladders diagram logics and Boolean logics.

STEP5 This logic is being processed through the defined timer and counter. The
count is decremented each clock tick in the case of timers,
while counters have a channel associated to the input that may be counted.

Fig. 2 Steps involving PLC
ladder logic conversion into
VHDL code
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STEP6 This is then processed for the generation of command through the common
logic established.

STEP7 The command in Boolean expression is forwarded to the block‘Boolean
to VHDL Converter.’

STEP8 This command is then processed to ‘Entity Generator Block’ that would
generate entities of discrete event simulation.

STEP9 Then forwarded to ‘Architecture Generator Block’ to carry out the
generated entity for signal or variable declaration.

STEP10 This goes to ‘StateMachine Control Process Generator’ block. It traverses
through a sequence of states where the next state is
determined upon the present state and input conditions. And provides
sequences of output signals to be controlled.

STEP11 This state machine process statement is converted to sequential process
statement so that the converted VHDL code could be obtained.

COMPARISION TABLE with other related papers proposed for study

Proposed scheme Previous related works

1. The process proposed is universal in nature.
It accepts all the different sets of instruction
for a common logic

The proposed papers lack this concept in their
process making them bounded for a chosen set
of instructions

2. This paper proposed a fast processing
conversion process as compared to other
study papers till date

The proposed processes by other papers are
slow and time taking during their
implementation

3. This paper proposes a before check step in
addition to other steps for implementation
which reduces the chances of error

No before check step was introduced

The conversion of rungs intoVHDLcode involving certain algorithmand syntaxes
that are shown in Table 1.

The symbol description of Table 1 is given in Table 2.
Timer in PLC ladder logic can be synthesized by D-type flip flop as the output is

delayed by the clock signal, while the counter is designed by state diagram in FPGA.

4 Results and Simulations

In the simulation, we are using LogixPro software for PLC ladder logic based on
ALLEN BRADLY PLC and Xilinx ISE 8.1 for VHDL code. Toggle switches are
used which will avoid the holding logic. If the switches are in ON condition, we will
treat as ‘1’ and when the toggle switches are in OFF condition, ‘0’ will be the logic.

From Figs. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 and 16 show the conversion of
PLC ladder logic into Boolean expression, now these expressions will be converted
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Table 2 Detailed description
of symbols used in Table 1

Symbol Description

Y, O:2/0 Output

A, I:1/0 Input 1

B, I:1/1 Input 2

O:2/1 Auxiliary output

Fig. 3 AND-gate implementation with input A = 1 and input B = 1 with output Y = 1

Fig. 4 AND-gate implementation with input A = 0 and input B = 1 with output Y = 0

Fig. 5 OR-gate implementation with input A = 1 and input B = 0 with output Y = 1

Fig. 6 OR-gate implementation with input A = 0 and input B = 0 with output Y = 0

Fig. 7 NOT-gate implementation with input A = 0 with output Y = 1
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Fig. 8 NOT-gate implementation with input A = 1 with output Y = 0

Fig. 9 NAND-gate implementation with input A = 0 and input B = 1 with output Y = 1

Fig. 10 NAND-gate implementation with input A = 1 and input B = 1 with auxiliary output = 1
and output Y = 0

Fig. 11 NOR-gate implementation with input A = 0 and input B = 0 with output Y = 1

Fig. 12 NOR-gate implementation with input A = 0 and input B = 1 with auxiliary output = 1
and output Y = 0

Fig. 13 XNOR-gate implementation with input A = 0 and input B = 1 with output Y = 0
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Fig. 14 XNOR-gate implementation with input A = 0 and input B = 0 with output Y = 1

Fig. 15 XOR-gate implementation with input A = 0 and input B = 1 with output Y = 1

Fig. 16 XOR-gate implementation with input A = 0 and input B = 0 with output Y = 0

Fig. 17 Waveform of AND gate in Xilinx 8.1i

into VHDL code. All the simulations in the above figures are simulated on LogixPro
simulator software based on ALLEN BRADELY PLCs.

Figures 17, 18, 19, 20, 21, 22 and 23 represent the waveform of combinational
circuit after the conversion of Boolean expression into VHDL code. All the simu-
lations in the above figure from Figs. 17, 18, 19, 20, 21, 22 and 23 are simulated
on Xilinx 8.1i. The simulation results are according to our expectation and they are
following their respective truth table.

Fig. 18 Waveform of OR gate in Xilinx 8.1i
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Fig. 19 Waveform of NAND gate in Xilinx 8.1i

Fig. 20 Waveform of NOR gate in Xilinx 8.1i

Fig. 21 Waveform of NOT gate in Xilinx 8.1i

Fig. 22 Waveform of XOR gate in Xilinx 8.1i

5 Conclusion

From the above results and simulation, the performance, flexibility, reliability, and
faster sequential scanning are achieved over the traditional microprocessor-based
PLC. In this proposed paper, a FPGA-based PLC design is introduced with the
conversion of PLC ladder logic into VHDL code. In the process of code conversion,
theBoolean expression has played a very important role by acting as a bridge between
the PLC ladder logic and VHDL code. For the conversion of PLC ladder logic into a
VHDL code, a universal architecture is adopted for this work which will convert the

Fig. 23 Waveform of XNOR gate in Xilinx 8.1i
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PLC ladder logic into VHDL code with a great advantage of better flexibility, low
power consumption, better scan time.

From the practical point of view, this research work is still in very early devel-
oping stage. There are many mathematical aspects that must be examined. With
the advancement of modern industrial automation era, use of PLC has increased
manifolds, so much more research work is needed to improve this work.
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Automated Monitoring and Regulation
of User-Friendly Greenhouse Using
Arduino

Priyanshu Kumar, Sonali Saroj, Sanjeev Kumar, and Chandrashekhar Azad

Abstract This paper presents an Arduino-based system which automatically moni-
tors the physical conditions of a greenhouse and controls or regulates those physical
conditions accordingly. The system measures the humidity, temperature, soil mois-
ture, etc., of the greenhouse and accordingly controls the various components auto-
matically. Different sensors such as soil moisture, temperature, humidity and LDR
are used for measuring the environmental data of greenhouse. Measured data are
compared with the standard value favorable for the desired plant/crop, and accord-
ingly components such as heater, exhaust fan and water pump are activated with the
help of relays. Greenhouse gardening is spreading widely; hence, using this auto-
matic control system will be very useful for farmers and can contribute to improve
productivity and quality of crops.

Keywords Arduino · Automatic control · Desired conditions · Relay · Sensors

1 Introduction

Food is the basic requirement ofmankind. The demand for crops is increasing rapidly
due to population growth. Global warming and other environmental factors have
reported substantial landmass for the production of crops. Hence, crop production is
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one of the utmost problems of twenty-first century. To overcome this problem, now
greenhouses are coming more in practice. Greenhouse is a controlled area environ-
ment to grow crops. However, operating them manually is quite tedious and time
consuming. To address this problem, automated greenhouse is developed.

The work by Taras Teslyuk et al. shows the functioning of an Arduino-based
automated greenhouse focused on a GUI-based monitoring system and shows the
functioning of an automated monitoring system [1] that is controlled by the system
itself in real time.

Automated greenhouse requires automated monitoring and regulation of environ-
mental parameters that directly or indirectly influence the plant’s growth and hence
its output. Plants need limited range of temperature, soil moisture, light, moisture,
air and nutrients for growth. Plants also need some kind of physical support for roots.
To autonomously control the climate factors and environment, low-cost electronic
components are required. This automated greenhouse systemmonitors all the micro-
climatic conditions inside the greenhouse [2] with the help of some electronic sensors
[3] and accordingly activates the components required. The most basic component
for building this system is Arduino UNO and sensors. The sensors collect data on the
atmosphere. We will be made available to the Arduino board after the data have been
filtered [4]. Which then measures and compares the current values of the controlled
variables to the specified threshold value, the resulting actuator will be enabled to
restore the optimal state if any of the controlled variables are outside the fixed limit.

2 Important Features of the Proposed Automation System

• If necessary, the system canmonitor and adjust parameters such as air, temperature
and humidity [5].

• It extends the day according to the ambient illumination level.
• It measures the soil humidity, reacts accordingly and hence also controls wastage

of water.
• It is sustainable, versatile and easy to use.
• It requires minimal changes to the existing greenhouse, so devices such as water

valves, fans, humidifiers and whatever equipment might be installed in a common
greenhouse should be interfaced [6].

• It uses active hardware–software interfacing and real-time monitoring [7].
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Fig. 1 Arduino UNO board

3 Component Description

3.1 Arduino UNO

The Arduino UNO [8] is a widely used microcontroller. It has been developed by
Arduino.cc and is based on the ATmega328P microcontroller.

The board is configured with a range of digital and analog input/output (I/O) pins
that can be attached to different boards or other circuits. The machine has six analog
pins and fourteen optical pins. TheArduino IDE can be configuredwith a typeBUSB
cable. With a USB cable or an external 9 V battery, it can be conveniently powered.
The Arduino UNOmicrocontroller is pre-programmed with a bootloader that allows
easy uploading of new code to it without any specific hardware programmer being
used (Fig. 1).

3.2 Soil Moisture Sensor

There are two tests used to assess the volumetric water content of the soil moisture
sensor. The two samples cause the current to flow through the soil and then measure
the resistance value and hence the moisture value. Soil will conduct more electricity
which specifies that there is less resistance. Hence, the moisture level is high. Hence-
forth, the level of humidity will be higher. Less electricity is conducted by dry soil,
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Fig. 2 Soil moisture sensor

so when there is less water, less electricity is conducted by soil, indicating high resis-
tance. The moisture level will therefore be lower. It is possible to connect sensor in
two modes: analog and digital modes (Fig. 2).

3.3 Temperature and Humidity Sensor

The DHT11 detects water vapor by measuring the electrical resistance between
two electrodes. The humidity sensing tool is a substrate that keeps the electrodes
applied to the surface moisture. The substratum produces ions when the substratum
receives water vapor, which raises the electrode conductivity. The difference in resis-
tance between the two electrodes is equal to the relative humidity. For measuring
temperature, the DHT11 uses a NTC temperature sensor.

Higher relative humidity decreases resistance to the electrodes, while lower
relative humidity raises resistance to the electrodes (Fig. 3).

3.4 Relay Module

Relays are based on the electromagnetism principle. When magnetizing the relay
coil, it serves as a magnet and adjusts the switch position. The circuit driving the coil
is entirely isolated from the switching portion ON/OFF. It provides good Fig. (4).

Insulation for electrical use. We can regulate a relay [9] that uses 5 V from an
Arduino and link the other end to a 230 V appliance. The 230 V end of the 5 V
Arduino circuit is completely isolated.
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Fig. 3 Temperature and humidity sensor

Fig. 4 Relay module
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Fig. 5 Light-dependent
resistor

3.5 Light-Dependent Resistor (LDR)

LDRs are made of materials with semiconductors that allow them to have their
light-sensitive properties. Cadmium sulfide (CdS) is such a common material. LDRs
or photoresistors are working on the “photoconductivity” concept. The theory of
photoconductivity states that whenever light falls on the semiconductor surface (here
LDR), the conductivity of the product increases or in other words, when the light
falls on the LDR surface, the resistance of the LDR falls (Fig. 5).

3.6 Cooling Fan

For fast ventilation, a fan is used. It can relate to fans that extract cooler air from
the outside environment, remove warm air from the inside or encourage air to flow
through a heat sink to cool a specific area or entity. The cooling fans are used to
maintain ambient temperature inside the greenhouse. The temperature sensor senses
the temperature, then compares it with a preset desired temperature and accordingly
switches the fan off and on in order to regulate the temperature (Fig. 6).

3.7 A.C. Water Pump

A pump is an electromechanical system that, by mechanical motion, transfers fluids
(liquids or gasses). Generally, pumps are powered by electricity. An electric water
pump uses electrical energy and converts it to mechanical energy by moving or
displacing water. Pumps can be used to lift water from ground to a tank installed
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Fig. 6 Cooling fan

Fig. 7 A.C. water pump

on terrace or even from underground water sources. Depending upon the source of
water and our requirement, we can install any kind of pump that serves our purpose
best (Fig. 7).

3.8 Heat Radiator

Radiators or convectors are devices that exchange heat. They are designed to transfer
thermal energy from one medium to another medium for the purpose of heating a
specific area.

According to our purpose and available sources of energy, we can use any kind
of heating mechanism to regulate the temperature inside the greenhouse (Fig. 8 and
Tables 1, 2 and 3).
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Fig. 8 Heat radiator

4 System Architecture and Working

1. Block diagram.
2. Circuit.
3. Working.
4. Flowcharts.

1. Block diagram (Fig. 9).
2. Circuit (Fig. 10).
3. Working.
[1] To build this system, first we need an Arduino UNO board.
[2] Thenmake the connections of different sensors required with Arduino UNO

board. Such as:

• LDR to A0.
• Soil moisture to A1.
• Temperature and humidity to A2.
• Relay input 1 to D5.
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Table 1 Pin description of Arduino UNO board

Pin category Pin name Details

Power V in, 3.3 V, 5 V, GND V in: input voltage to Arduino when
using an external power source
5 V: regulated power supply used to
power microcontroller and other
components on the board
3.3 V: 3.3 V supply generated by
on-board voltage regulator.
Maximum current drawn is 50 mA
GND: ground pins

Reset Reset Resets the microcontroller

Analog pins A0–A5 Used to provide analog input in the
range of 0–5 V

Input/output pins Digital pins 0–13 Can be used as input or output pins

Serial 0 (Rx), 1 (Tx) Used to receive and transmit TTL
serial data

External interrupts 2, 3 To trigger an interrupt

PWM 3, 5, 6, 9, 11 Provides 8-bit PWM output

SPI 10 (SS), 11 (MOSI), 12 (MISO) and
13 (SCK)

Used for SPI communication

Inbuilt LED 13 To turn on the inbuilt LED

TWI A4 (SDA), A5 (SCA) Used for TWI communication

AREF AREF To provide reference voltage for
input voltage

Table 2 Specification of
Arduino UNO board

Parameter Range

Microcontroller ATmega328P-8 bit AVR family
microcontroller

Operating voltage 5 V

Input voltage limits 6–20 V

Analog input pins 6 (A0–A5)

Digital I/O pins 14 (out of which 6 provide PWM
output)

DC current on I/O pins 40 mA

DC current on 3.3 V pin 50 mA

Flash memory 32 KB (0.5 KB is used for
bootloader)

SRAM 2 KB

EEPROM 1 KB

Frequency 16 MHz
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Table 3 Components

SI. no. Name Function

1. Arduino UNO Provides a platform for development of different projects

2. Soil moisture sensor Detects soil moisture and sends digital/analog signals to the
microcontroller

3. Temperature sensor Detects temperature and sends digital/analog signals to the
microcontroller

4. Humidity sensor Detects humidity and sends digital/analog signals to the
microcontroller

5. Light sensor Senses the amount of light present

6. Relay module To switch high-voltage appliances using low-voltage signal

7. Cooling fan Regulates the temperature

8. A.C. water pump To draw water from the source to the planted area

9. Heat radiator Maintains an ambient temperature

Soil moisture 
sensor

Temperature 
sensor

Humidity 
sensor

Relay module

Cooling 
Fan

Water 
Pump

Heat 
Radiator

Light 
sensor

Arduino Uno 
R3

Fig. 9 Block diagram
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Fig. 10 Circuit diagram

• Relay input 2 to D6.
• Relay input 3 to D7.
• Relay output 1 to cooling fan.
• Relay output 2 to heat radiator.
• Relay output 3 to water pump or solenoid valve.
• LDR connected to analog pin A0 senses the light intensity and sends

to Arduino UNO; thereafter, Arduino compares the value of data with
standard set value and if the value crosses the set limit then it will activate
the output connected to D5 pin, i.e., the light glows.

• Similarly, A1 senses the soil moisture and sends to the Arduino UNO.
Arduino UNO compares it with the set value, and if the value crosses the
limit, then it will activate the output connected to water pump to control
the water level.

• Similarly, sensor such as temperature and humidity senses the tempera-
ture and humidity in the greenhouse and sends to Arduino UNO board.
The board compares the value, and if the value crosses the limit, then it
tries to balance the temperature and humidity by activating the exhaust
fan.
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Fig. 11 Uploading the program

[3] Then write the program according to the connections made, and then run
the programs on Arduino using a PC.

[4] Supply power to Arduino with the help of a power source (Fig. 11).
[5] Our system is ready to work (Table 4).

Table 4 Data of humidity and temperature level

Sl. no Fruits Suitable Country Required temperature Required humidity

1. Watermelon China, Turkey, Iran Higher than about 25 °C
(77 °F) to thrive

Medium

2. Kiwifruit China, Italy, New
Zealand

Average summer heat Average

3. Strawberry USA, Turkey, Spain 15–27 °C Low

4. Raspberry Russia, Poland,
United States

Late summer and fall High

5. Orange Brazil. United States,
China, India

15.5 and 29 °C Moderated
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4. Flowchart.

Flowchart 1

Start

Initialize

Input required 
moisture

Read value from
Soil moisture sensor

Compare soil
moisture sensor

value 

Yes

Turn on water pump 

Wait for half an hour

No

.
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Flowchart 2

Start

Initialize

required  temperature 
& humidity

Read value from
Temperature & humidity 

sensor

   compare temperature 
& humidity sensor value is 
    more than desired  
               value

Yes

Turn the cooling fan on

Wait for half an hour

No

.
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Flowchart 3

Start

Initialize

Input required light

Read value from
light sensor

Check if light sensor 
value is less than 
desired value 

Yes

Turn on  heat radiator 

Wait for half an hour

No

.
See Figs. 12 and 13.

5 Conclusion

The automatic monitoring system for the greenhouse comprises various sensors
such as soil moisture, temperature and LDR light sensor. Sensors sense multiple
restrictions such as soil moisture, temperature, humidity and light intensity, and
data are direct to Arduino UNO and microcontroller control behavior to connect
with current values. Automated greenhouse monitoring system eliminates the risk
of greenhouse failure due to human error in specific environmental conditions. It is
also possible to reduce labor costs. This program is most significantly cost-effective
and environmentally friendly. The quantity and quality of yield also increase.
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Fig. 12 Circuit

Fig. 13 Circuit
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An Involution Function-Based
Symmetric Stream Cipher

Prashant Pranav, Sandip Dutta, and Soubhik Chakraborty

Abstract The use of cryptography meaning the art of secret writing for securing
information shared over an openmedium is an old methodology but its importance in
the present scenario has increased tremendously. With the increase in the computing
power of an eavesdropper, it has become unavoidable to look for a better and better
cryptographic primitive that provides a level of security while keeping a check upon
the time consumed to encrypt and decrypt the data. We have used an involution
function to produce a symmetric streamcipher. Involution functions have the property
that when functioned again they outputs the original variable. We have analyzed our
work with respect to the execution time and compared it with the standard AES-128
algorithm. The result shows a much lesser time is required to encrypt data of same
size with the proposed approach as compared to AES-128 and other block ciphers.

Keywords Cryptography · Symmetric key · Involution function · Algorithm
analysis

1 Introduction

Cryptography is the art of writing something secretly; the first notable use of cryp-
tography in writing dates back to circa 1900 B.C. when an Egyptian scribe used
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non-standard hieroglyphs in an inscription. In data and telecommunications, the use
of cryptographic algorithms is of utmost importance when communicating over any
untrusted medium, such as Internet. The primary functions or objectives achieved by
cryptographic algorithms are:

Privacy/Confidentiality It implies no one except the intended receiver can read
the message. The sole communication must be done between the two involved
communicating parties and not any eavesdropper.

Authentication It prevents the attacker from impersonating as a communicating
party. It is the process of proving one’s identity.

Integrity It assures the receiver that the delivered message has not been altered from
the original on its way to the receiver. It prevents any third party from tampering the
message without being noticed.

Non-repudiation It justifies the receiver that the sender has really sent the message
and not anybody else.

KeyExchange Themechanism bywhich crypto keys are shared between the senders
and the receivers. It is basically important for asymmetric key cryptography.

In cryptography, we start with a plain text which is in unencrypted format. The
plaintext through some encryption technique is converted into cipher text, which
is then again decrypted back into usable plain text. Mathematically, the process is
written as:

C = Ek(P)

P = Dk(C)

whereP=plain text,C= cipher text,E= the encryptionprotocol,D= the decryption
protocol, k = key.

Cryptographic algorithms categorized on the basis of number of keys employed
for both the cryptographic operations are discussed below.

1.1 Symmetric Key Cryptography or Secret Key Cryptography

In symmetric key or secret key cryptography, both the sender and receiver share the
same or common key for encryption and decryption of message (Fig. 1).

There are two types of symmetric key cryptography:

Stream Cipher Stream cipher is an encryption algorithm that encrypts the plaintext
(1 bit or byte) at a time.
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Fig. 1 Basic model of symmetric key cryptography

Fig. 2 Basic model of asymmetric key cryptography

Block Cipher Block cipher is an encryption algorithm that takes number of bits and
encrypts them as a single unit, padding the plaintext so that it is a multiple of block
size. The usual sizes of blocks are 64 bits, 128 bits, and 256 bits.

1.2 Asymmetric Key Cryptography or Public Key
Cryptography

In asymmetric keyor public key cryptography, twodifferent key is used for encryption
and decryption of message. Public key is used for encryption process and private key
is used for decryption process (Fig. 2).

1.3 Hash Functions

The hash function is an algorithm that takes the input (message) of an arbitrary length
and gives the output of fixed length of alphanumeric string. The alphanumeric string
returned by the hash function is known as message digest. Hash function does not
have any key that is why plaintext is not retransformed from cipher text.
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In this paper, we have proposed the construction of a symmetric key stream cipher
based on an involution function. An involution function is one whose inverse is itself,
i.e., if f(x) is some function over a variable x, then f ( f (x)) = x .

2 Proposed Work

The use of symmetric streamcipher is advantageous inmanyways over the traditional
block ciphers. The time consumed to encrypt and decrypt back a chunk of data using
the stream-based technique is less as compared to block-based technique. As block
ciphers works on a larger block of data at a time, they require more memory as
compared to one bit/byte at a time of stream ciphers. Precisely, the space complexity
of a steam cipher is constant. So, they are cheaper to implement in scenarios such as
embedded devices and hardware.

We have used an involution function [1–4] to encrypt the data streams. Involution
functions, as illustrated above, have the unique property of giving back the original
when functioned again.

The proposed involution function is given below:

x = f (x) = (
a − x3

)1/3

When we compute f ( f (x)), we get:

f ( f (x)) =
(
a −

((
a − x3

)1/3)3
)1/3

= x

Now, fitting it into cryptographic aspect, we set
a = K , the shared secret key which can be exchanged through a key exchange

algorithm such as Diffie–Hellman [5].

x = Plaint text = PT

x = Plaint text = PT

f (x) = Cipher text = CT

So, the equation for encryption of a plain text using the involution function and
employing the Diffie–Hellman key exchange algorithm is:

CT = (
K − PT3)1/3

And the corresponding decryption routine is:
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PT =
(
K −

((
K − PT3

)1/3)3
)1/3

=
(
K − (

(CT)1/3
)3)1/3

We have evaluated the discussed approach onMATLAB 2015a for examining the
methodology on different parameters as compared to the existing standard AES-128.
These are discussed in the below section.

3 Result and Discussion

We analyzed our work based on the execution time for varying input size data. We
took three trials for each input length in order to diminish the execution time due to a
cache hit. The results were compared to that of standard AES-128 [6, 7]. Execution
time for our proposed involution function-based encryption and ofAES-128 is shown
in Tables 1 and 2, respectively.

From Tables 1 and 2 and the graphs in Figs. 3 and 4, it is clear that the proposed
work takes much lesser time as compared to block ciphers. The execution time of
AES-128 and hence other block ciphers (since all encrypts one block at a time) is

Table 1 Execution time: involution function-based symmetric stream cipher (encryption only)

Involution function-based

Input (in bytes) Trial 1 Trial 2 Trial 3 Execution time (mean)

16 0.002133 0.001410 0.001897 0.001813

32 0.002396 0.002630 0.002572 0.002533

48 0.002993 0.002236 0.003604 0.002944

64 0.003438 0.003510 0.003120 0.003356

80 0.004713 0.004655 0.004013 0.00446

96 0.004309 0.005403 0.006212 0.005308

112 0.005041 0.005973 0.006438 0.005817

128 0.005332 0.007261 0.008225 0.006939

144 0.005463 0.007669 0.005747 0.006293

160 0.009954 0.009345 0.008372 0.009224

176 0.011407 0.007338 0.011681 0.010142

192 0.011514 0.009660 0.009584 0.010253

208 0.013006 0.009621 0.010487 0.011038

224 0.010756 0.008492 0.013395 0.010881

240 0.019665 0.011644 0.012612 0.01464

256 0.014633 0.012793 0.012793 0.013406
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Table 2 Execution time: AES-128 (encryption only)

AES-128

Input (in bytes) Trial 1 Trial 2 Trial 3 Execution time (mean)

16 0.048 0.0266 0.0222 0.032267

32 0.0739 0.059 0.0542 0.062367

48 0.0995 0.0843 0.0842 0.089333

64 0.1508 0.1271 0.1141 0.130667

80 0.1442 0.1464 0.1359 0.142167

96 0.1836 0.1605 0.1768 0.173633

112 0.2342 0.1896 0.2047 0.2095

128 0.243 0.2396 0.2663 0.249633

144 0.2516 0.2778 0.291 0.273467

160 0.2779 0.3353 0.2939 0.302367

176 0.3346 0.3306 0.3232 0.329467

192 0.3368 0.4291 0.359 0.374967

208 0.4466 0.4242 0.3949 0.4219

224 0.4473 0.3783 0.5521 0.459233

240 0.4734 0.5632 0.4454 0.494

256 0.5519 0.479 0.5316 0.520833

Fig. 3 Input versus
execution time of the
involution function-based
symmetric stream cipher

in the worst case O(n), but the execution time of the proposed involution function
based stream cipher do not show and pattern as can be seen from the graph in Fig. 3,
and hence can be termed to be run in a constant time i.e. O(1).

The memory requirement of the proposed work is also less as compared to AES
and other block ciphers. Our algorithm works on encrypting/decrypting one bit/byte
at a time of data so requires much lesser memory as compared to AES-128 which
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Fig. 4 Input versus
execution time of AES-128

in turn works on a block of data at a time. This fact further increases the robustness
of the algorithm as AES-128 and other block cipher are more prone to noise in the
transmission, i.e., if one part in the data is messed up somehow, than it becomes
practically impossible to recover the rest of the data. The proposed work and other
symmetric stream ciphers encrypt bytes individually with no connection whatsoever
with rest of the data and hence are less susceptible to noise in the transmission.
The proposed work complies well with two goals of a cryptographic algorithm, viz.
authentication and confidentiality.

4 Conclusion and Further Scopes

We have proposed an involution function-based symmetric stream cipher which
provides security to confidential informationwith a very basic functionwhose inverse
is the variable itself. The use of Diffie–Hellman key exchange algorithm further
increases the versatility of the work by providing authentication. The cipher is much
faster than any other block ciphers and takes much less memory. The disturbance
during the transmission due to the noise is also minimum and recoverable as the
process encrypts one bit/byte at a time of the data.

Because of the low memory usage of the cipher, its deployment in low storage
devices such as embedded devices and mobile phones cannot be denied.

The work can be extended to be deployed in low storage devices with the use of
a lightweight key exchange primitive and its correctness in terms of gate equivalent
as indicated for a lightweight cipher [8] can be verified. Since involution functions
are symmetric in nature, the work can be looked upon for exhibiting homomorphic
encryption [9, 10] properties.
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Multi-objective Optimization of Block
Size Based on CPU Power and Network
Bandwidth for Blockchain Applications

Nikita Singh and Manu Vardhan

Abstract Distributed ledger technology (DLT) is fast growing as a solution that
could address pertinacious challenges in the financial sector offering a more effi-
cient and resilient approach to transaction record keeping. Its popularity is princi-
pally determined by its potential to transmit data in bulk securely over a peer-to-peer
network. Block size optimization is an important issue in blockchain network as scal-
ability bottlenecks prevent higher throughput and minimized latencies. Increasing
adoption has raised concerns about its ability to scale and serve as a real-world
usable network. An increased block size may cause a higher transmission time as
the rate of transactions made will increase and may also cause the system to reach
its maximum capacity to clear transactions. As compared to larger block size, small
block size is more efficient, but creating too small a block might cause higher block
building/creation time. An efficient blockchain-based application requires an optimal
block size so that a justified performance is achieved. In the proposed approach,
multi-objective optimization is performed, and 40 different solutions are obtained
based on transaction selection time and block building time. The selection of a partic-
ular block size as an optimal solution is based purely on processing power of CPU,
throughput and the available network bandwidth and latencies, where the application
is to be deployed. The results establish that for various systems having 1.1GHzCPU–
3.0 GHz CPU, a 3.8 MB of block size selection optimizes the transaction selection
and block building time.
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1 Introduction

Distributed ledger technology (DLT) in a broader sense encompasses finance,
banking, economics, cryptography and distributed technology. This technology has
brought about a revolution and also leveraged its value in verticals such as finance,
banking and other applications that were until now plagued with centralized control
coupled with the threat of data highjack. The authors [1] observe that the immutable
nature of blockchain makes it useful to various functionaries of the government.
They further add that DLT has attracted significant investment by various banking
giants and financial institutions who have deployed dedicated research and develop-
ment teams to explore what this technology represents and its relevance to various
financial institutions who have delved into joint ventures to propose industry stan-
dards. They also state the report published by the World Economic Forum in 2016
mentioning investments over $1.4 billion “to explore and implement application of
DLT in the financial services industry.”

Visa and othermodern transactionmanagement systems process transactions with
the speed of 2400 transactions per second. It takes approximately 10 min for bitcoin
to confirm a transaction providing user with a throughput of seven transactions per
second [2]. The evident disparity between efficiency and throughput creates dilemma
in minds of researchers who advocate the potential use of blockchain as a transaction
processing system [3].

Scores of researchers are actively studying bitcoin transactions in order to estimate
the size of bitcoin’s transactional data. Studies have been conducted to study the rate
at which the bitcoin network can confirm transactions and analyze some key metrics
that have implications on the maximum size of the bitcoin block. The concern here
is to arrive at an ideal block size. Blocks in bitcoin blockchain network have already
reached their hard-coded limit of 1 MB which causes an increasing strain on the
network and negatively influences the transaction confirmation time. The influence
becomes more pronounced as the transaction throughput approaches the maximum.
At certain times, an exponential growth in terms of number of transactions being
processed has also been observed. Several users have complained about the blocks
being filled up to 95% of the allowed limit (1 MB) resulting in network congestion
[4]. There exist some systems such as Monero that allow dynamic block sizes; the
impact of such dynamism is still being researched.

It is important to note that an ideal block size is one that is based on network
transactional demand that avoids congestion as much as possible. Transactions that
take place over the blockchain-based systems or the applications that run on DLT
are placed in transaction pool sometimes referred to as the memory pool. Memory
pool refers to the holding area or the aggregate size of the transactions waiting to
be confirmed. When a transaction is transmitted to the network, it first gets verified
by all the available nodes. After it successfully passes the verification, it goes inside
the memory pool and waits until a miner picks it up to include it the next block. A
certain number of these transactions are picked up to be stored into a block [5]. The
transactions in this block are verified by the miner. This is only after the miner has
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solved the puzzle or the target value, thus entitling him to earn incentive in lieu of
the verification of transactions. The challenge is to find a hash sum with the desired
properties. Once transactions are verified, the miner signs the block and propagates
it to the network. This is where impact of size of block gains importance.

The increase in block size becomes necessary especially if it aspires to become an
alternative to the existing mainstream payment systems which have the capacity to
handle thousands of transactions per second. Factors such as available computational
power, network bandwidth, frequency of transaction generation and transaction vali-
dation time are all factors of the block size. Hence, the importance of this parameter
in dictating transactional throughput motivates us to propose an optimized block size
based on the above mentioned factors.

2 Related Work

In this section, we organize our discussion around the decomposition of the
blockchain network by taking into consideration the hierarchy of layers present.
First, we discuss DLT’ potential for vast and pervasive changes in finance, health,
supply chain, mobility and even government infrastructure. Later, in the section, we
discuss the need for a different block size when the application to be deployed makes
use of IoT devices that operate in a constrained environment. Finally, we delve into
the relationship between block size, latencies, block intervals and the scalability
bottlenecks they generate.

Guo and Lang [6] in their paper describe how blockchain technology is the
combination of several other existing computer technologies, namely distributed
data storage, peer-to-peer systems, distributed consensus mechanism and encryption
algorithms. The paper discusses how major banking giants, such as Morgan Stanley
and Goldman Sachs, have started to formulate transaction settlement system based
on the blockchain technology. They discuss how the blockchain technology can revo-
lutionize the existing banking industry by focusing on easy cross-border payments
and point-to-point funds transfer.

Mathew and Abdul [7] discuss the impact of the collaboration between the Swiss
firm WISeKey and the state government of Andhra Pradesh. The state of Andhra
Pradesh, which is the seventh largest state of India, has announced a pilot project in
collaboration with the cybersecurity firm WISeKey to securely store its state citizen
data on a blockchain-based platform.

Dorri et al. [8, 9] recognize that Internet of Things encompasses numerous devices
that gather, process and transmit huge amounts of sensitive data whose security
is of utmost importance. The existing technologies to overcome these issues are
centralized in nature and are also not well suited for these constrained devices in
terms of energy consumption and processing overhead. The authors claim that these
IoT devices demand decentralized, lightweight and distributed security mechanism
which can be met by the use of blockchain technology.
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Yuan and Wang [10] observe that a fork in bitcoin resulted in bitcoin cash. This
also resulted in the increase in the block size of bitcoin cash from 1 to 8 MB.
This permits more number of transactions to be placed into a single block during
consensus competition. This has the benefit of improved transaction processing time
and reduced time in transaction confirmation. They further express that the consensus
mechanism ensures verification of transactions in transaction pool, and later, creation
of a block in public blockchain is driven by consensus competitions. They further
call this process as a crowd-sourcing task that involves miners and other participating
nodes to contribute their computing power and farms. Themonetary incentive gained
calls for design of incentive compatible mechanisms so as to ensure revenue maxi-
mization aligned with the crucial target of guaranteeing a secured and trusted digital
ledger technology-based system. These miners and other participating nodes verify
transactions and create a new block. Certain amount of cryptocurrency or incen-
tive is rewarded to the winning node. This ensures that entire network continually
contributes to their efforts in transaction/data verification and block creation. Thus,
the miners with huge computing power stand to gain as compared to weaker ones.

Eyal et al. [11] in their paper mention how the rate of transaction processing in
a blockchain is capped by two parameters: the block size and the block interval.
They outline a scalable bitcoin NG protocol which provides a significantly better
throughput and minimized latencies in the network. In summary, their paper makes
the following two contributions: propose a bitcoin NG protocol to show that
blockchain scalability is possible and then propose some novel metrics to quantify
the security and efficiency of the blockchain system.

Goswami [3] evaluates the scalability bottleneck of the present blockchain and
defines parameters that directly or indirectly influence the block size and the
throughput generated by the system. They also weigh the pros and cons of increasing
and decreasing the block size. There are several proposals to increase the block
size which is causing a heated debate in the bitcoin community. Croman et al. [12]
suggest reparameterization of block size to be seen as a incremental and a major
advancement in an approach to build the next generating of blockchains that are not
only scalable but could also handle higher loads. They also highlight and enumerate
various blockchain protocols ideas put forward by the research community along
with the open challenges and the opportunities.

3 Motivation

The motivation for this work has been drawn from the scalability bottlenecks of
the bitcoin blockchain. Bitcoin blockchain has reached their hard-coded limit of
1 MB. For any technology to be utilized as a real-world use case, it needs to compete
with the already established mainstream technologies or payment processors that
provide higher transaction rate, require lower bandwidth and as well require a lower
transaction confirmation and block building time (Fig. 1).
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Fig. 1 Chart showing average block size in MB over a period of 1 year [19]

If a blockchain-based application is to positions itself for mainstream adoption
with the real-world usage, it should be capable of handling higher throughput of
transaction [11]. The number of transactions processed by the bitcoin blockchain
is dwarfed as compared to the throughput of visa and other payment processing
systems. Thus, the size of the block is of prime importance if the blockchain has to
stay as a mainstream technology that could help build other applications on top of it.

Singh and Vardhan [13] propose a distributed and decentralized architecture that
carries out analysis of the impact of query response time for digital ledger technology-
based e-stamp and property registration system. This paper proposes fast parallel
search algorithm in order to optimize the search mechanism. The proposed search
algorithm searches the blocks by generating parallel threads for comparing the trans-
actions that reduce the overall search time to 1/5 times as compared to the existing
algorithms. This is done on a subset of blockchain against complete blockchain.

Singh andVardhan [5] further propose a distributed and decentralized architecture
that carries out analysis of the impact of query response time for different block sizes
of blockchain. The authors observe that when the block size is increased by about 10
times, the time required to process and respond to a user query is reduced by 65–70%.
They further add that if huge number of transactions takes place in a given time, the
time taken for verification of transactions by the miners shall increase. Hence, the
block size should be kept small so as to increase the visibility of the transactions.

So, the natural question is to understand the relationship between the CPU power,
the query response time and the impact of block size so as to obtain optimal
performance of the application under study. This is in fact optimization problems
with multiple objectives that call for multi-objective optimization algorithms. These
algorithms are significantly different from single-objective optimization algorithms.

Multi-objective optimization problem (MOOP) differs from single-objective opti-
mization problem (SOOP) in the number of objective functions and the way solu-
tions are compared [14]. SOOP typically has a single optimal solution in the solution
space, and solutions are compared based on their fitness value. On the other hand,
MOOPs have a set of optimal solutions which are known as Pareto front solutions
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[14, 15]. This set of solutions cannot be dominated by other solutions in the search
space and hence termed as non-dominated set of solutions. Generally, a Pareto front
corresponds to a curve or an extremely complex hypersurface. MOOPs have many
challenges like time complexity and dimensionality.

Generally, two major categories of approaches exist for solving the MOOPs,
namely priori and posteriori approach [16]. The priori approaches solve MOOP by
assigning weights of importance to the objective functions and finally reducing the
approach into an SOOP. The weighted sum method, ε-constraint method, weighted
metric method, weighted aggregation approach, value function method, Benson’s
method and goal programming methods fall in this category of classical priori
methods [15]. The posteriori approach does not require any weight assignment.
These approaches provide a Pareto front solution for MOOPs during simulation. A
user can select any one optimal solution out of the set of solutions (Pareto front) based
on their requirement and importance of objectives [17]. Hence, posteriori approaches
are considered to be efficient between the block size and the incentive earned by the
miners. The final objective to be achieved by the above discussion is adoption of
DLT for constrained devices too so as to incrrease its wide spread applicability [20].

4 Implementation and Results

The motivation for this work has been drawn from the multi-objective optimization
problem (MOOP) that handles two or more than two objectives. In this optimization
problem, we have two minimization objectives: the first objective is to minimize
transaction selection time of the block and the second objective is to minimize the
block building time. Both objectives are based on the size block.Our overall objective
is to find the block size for that transaction selection time, and block building time
should beminimized.Higher theCPUpower, transaction selection time shall be lower
for a given block size. If block size is larger, the block building time is reduced. Both
objectives are contradictory as seen by block size from the two equations. In the
former equation, transaction selection time is directly proportional to block size, and
in the later equation, block building time is inversely proportional to block size. Due
to contradictory objectives, it has a set of solutions which is named as Pareto optimal
solutions.

The formulation of the objective functions is:

Transaction Selection Time (Block Size) =
n∑

i=1

Block Sizei
CPU Poweri

Block Building Time(Block Size) = Total Transaction

Block Size
× Per Block Overhead

The problem has three input parameters—CPU power of miners, total number of
transactions and per block building overhead. The size of the block varies between
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Table 1 CPU power

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

1.1 2.3 2.7 1.8 1.5 2.1 1.9 1.4 3.0 2.6

Table 2 Other problem input
parameters

Total number of transaction in pool of M1 10,000

Per block building overhead of M1 8

Number of miners (n) 10

Block size range [0.5, 5]

[0.1, 5 MB]. The numerical value of CPU power of each miner is given in Table 1,
and the numerical value of other input parameters is given in Table 2.

MOPSO is awidely used andwell-establishedmulti-objective version of PSO that
is based on the Pareto envelope and grid-making technique [16]. In order to find a
personal best particle/solution, it uses domination and probabilistic rules.Here, all the
non-dominated particles are stored into a sub-swarm which is named as repository,
and all the particles choose their global best value out of the particles that reside
in the repository. The particles improve their position and velocity in a coordinated
manner toward the food source [17].

Since we aim to find an optimal block size based on the conflicting objectives,
the solution should be such that we get set of optimal block sizes which cannot be
further improved. This is the principal behind non-dominated solutions as proposed
by MOPSO.

The execution of MOPSO requires two types of parameter setting—common
control parameters and algorithm-specific parameters. The common control param-
eters are listed in Table 3 and algorithm-specific parameters are listed in Table 4.

The obtained results are summarized inTable 5 after executingMOPSO in terms of
minimum,maximum, range, standard deviation andmean. All fifty solution of Pareto
front is illustrated in Fig. 2. The detailed graphical analysis of obtained solution is
illustrated in Fig. 3.

Table 3 Common control
parameters of MOPSO

Total number of transaction in pool of M1 10,000

Per block building overhead of M1 8

Number of miners (n) 10

Block size range [0.5, 5]

Table 4 Algorithm-specific
parameters of MOPSO

Total number of transaction in pool of M1 10,000

Per block building overhead of M1 8

Number of miners (n) 10

Block size range [0.5, 5]
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Table 5 Summary of
obtained results

Objective 1. Transaction
selection time

Objective 2. Block building time

Min = 2.6856 Min = 16,000

Max = 26.856 Max = 160,000

Range = 24.1704 Range = 144,000

St.D. = 8.237 St.D. = 47,380.43121

Mean = 11.5555 Mean = 64,848.2389

Fig. 2 llustration of
obtained Pareto front by
MOPSO

Fig. 3 Illustration of solutions obtained by MOPSO
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MOPSO code is executed onMATLAB2016a in a personal systemwithWindows
8.1 (64 bit) Intel(R) Core(TM) i7 CPU@3.60 GHz with 4 GB RAM. The code of
MOPSO is freely available in open-source web page [18].

The obtained Pareto front shows the tradeoff between the objective 1 (transaction
selection time) and objective 2 (block building time). It represents that if objective
value of first function improves, then objective value of next function gets degraded.

Figure 3 illustrates all 40 blocks (obtained solutions) sizes and their respective
transaction selection time and block building time. For example, if size of block is
0.5 MB, then value of transaction selection time is 2.68 s and block building time
is 160,000 ms. The selection of a block size as a solution is purely based on the
information available about the application deployment scenario. In this illustration,
wehave scaled the transaction selection timeby1000 for proper graphical illustration.
Units

5 Conclusion and Results

Distributed ledger technology (DLT) has much potential in finance and banking
sector. For mainstream adoption, it is imperative that block processing speed should
match with the existing payment processing system. Ideal block size is the one
that is based on network transactional demand that avoids congestion as much as
possible. Factors such as CPU computation power of theminer, the available network
bandwidth over which the DLT-based application is proposed to be deployed and
frequency of transaction generation are all factors of the block size of the blockchain.
The proposed approach finds optimal block size usingmulti-objective particle swarm
optimization based on the deployment parameters such as CPUpower ofminers, total
number of transactions and per block building overhead. The results establish that
3.8 MB of block size optimizes the transaction selection time and block building
time. Thus, when IoT devices are proposed to be included in any blockchain-based
application, the proposed approach can be efficiently used to arrive at an optimal
block size as to ensure efficient working of the blockchain application.
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Alamouti Code Generator in Optical
Domain Using Mach–Zehnder
Interferometer

Rajiv Kumar, Poonam Singh, and Niranjan Kumar

Abstract The paper describes the generation of Alamouti code in the optical
domain. The proposed scheme can reduce the dimension of the device to a
considerable amount. Code is implemented in optical domain and shows excellent
resemblance with the original scheme. The scheme is useful in optical wireless
communication system.

Keywords Alamouti code · Optical communication · Mach–Zehnder
interferometer

1 Introduction

It is interesting to implement the optical digital devices using the Mach–Zehnder
interferometer (MZI) structure. Desired amount of phase shift is produced by
applying voltage across the arms of MZI, and excellent switching is observed across
the arms. The MZI is implemented using the channel waveguides fabricated on the
substrate of lithium niobate with two input and output ports which functions as a
switch [1, 2]. MZI has been utilized to implement various modulation schemes in
the optical domain [3–5]. The switching phenomena of MZI have also been utilized
to implement various multiplexing schemes [6, 7]. A 1 × 2 digital optical switch is
designed [8].Channel estimation is necessary for rapidly varying wireless channels
[9]. The modern communication system involves the continuous effort to improve
the efficiency of transmission and reception of signal. Alamouti code generator in
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the optical domain is discussed. The proposed methodology involves the concept
of EO effect-based MZI structure. A simple diversity scheme with less complexity
compared to maximum-ratio receiver combining is proposed [10]. It finds applica-
tion in free-space optical communication [11]. An architecture of photonic Alamouti
encoder is proposed [12]. Alamouti-type code is useful for the coherent detection
over atmospheric turbulence channel [13]. Employing the phase-shift keying and
Alamouti code the error rate can be calculated [14]. The Alamouti code generator in
the optical domain using the particular arrangement of Mach–Zehnder interferom-
eter is proposed. The layout is simulated on opti-bpm, and the simulated results are
discussed.

Section 1 presents the introduction and the relevant research work carried out
in the field of optical wireless communication. In Sect. 2, design of Alamouti code
generator and the simulated results are discussed. Section 3 includes the conclusion.

2 Design of Alamouti Code Generator

The Alamouti space–time code sends symbols in two consecutive time slots. At the
transmitter, two antennas are placed, and at the receiver end, one antenna is there, as
shown in Fig. 1.

For a 2 × 1 Alamouti space–time code, there are two transmitter antenna and one
receiver antenna.

The symbol pair X1, X2 and −X∗
2 and X∗

1 are transmitted from antenna-1 and
antenna-2 in two consecutive time slots as shown in Table 1.

MZI is a switching device the signal switch between the output terminals based
upon the voltage applied at central electrode. The layout diagram is shown in Fig. 2.

Fig. 1 Communication link
of 2 × 1 antenna

Table 1 Symbol transmitted
by the transmit antenna

Time Antenna-1 Antenna-2

T X1 −X*
2

t + T X2 X*
1
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Fig. 2 Layout diagram of Alamouti code generator

The Alamouti code generator is proposed using the cascaded arrangement of 5
MZI structures. The output signal X1, X2, −X∗

2 , and X∗
1 is generated at different

stages. The proposed layout is simulated using opti-bpm as shown in Fig. 3.
Simulated results of Alamouti code generator are shown in Fig. 4a Output

Sequence X1 and X∗
1 Fig. 4b Output Sequence X2, X∗

2, and −X∗
2.

Fig. 3 Opti-bpm layout of Alamouti code generator

Fig. 4 a Output sequence X1 and X∗
1, b Output sequence X2, X∗

2 and −X∗
2
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3 Conclusion

Alamouti code generator in optical domain is proposed. The proposed device is of
smaller dimension and can be useful in the optical wireless communication system.
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A Real-Time Road Congestion-Based
Hybrid Approach for Finding
the Optimized Route

Biru Rajak, Aprna Tripathi, and Dharmender Singh Kushwaha

Abstract As cities get overcrowded, commuters are spending most of their time
in traveling and insane amount of time gets wasted in unnecessary traffic jams.
A large number of countries are adopting various traffic management techniques
to deal with traffic congestion. The objective of this research article is to develop a
smart and intelligent road navigation system in a cost-effective way that dynamically
adapts to the congestion of the route, and hence contribute to the development of
smarter cities. Besides finding shortest route, congestion factor is computed to find
an optimized route from source to destination. Congestion factor has been evaluated
through numerical modeling in dense traffic scenario. Experiment results reveal that
the travel time of a vehicle is reduced by up to 33% if it follows optimized route
obtained fromproposed approach. This can also be helpful for the emergencyvehicles
to identifying the best route in any emergency conditions. The proposed analytical
model is further extended to identifying the optimal route for formation of on-demand
green corridor in emergency situation.

Keywords Vehicle traffic routing · Traffic congestion · Optimal route finding ·
Travel time reduction
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1 Introduction

For any smart city, development of smart traffic management system is an important
aspect because the traffic management system is the backbone of the faster move-
ments in any modern society/city. It is also defining the affluence of the people who
are residing in that society. In daily life, a person usually faces problems related to
traffic such as traffic jam and vehicle parking problems. The problem intensifies with
the rapid growth of vehicle on road. Efficient management, planning and adoption
of smarter technologies can provide the better quality of life that converts cities into
smart cities. Some country use on-demand green corridor for emergency vehicle
clearance. Green corridor is not always feasible solution as it hampers the normal
traffic flow and sometime green corridor set is not possible. Any systemwhich works
on real-time traffic data and provides an optimal pathwhich is least congestedwithout
disturbing the normal flow is a better solution as compared to green corridor.

The remainder of this article is organized into five sections. Sections 2 summarized
the literature survey. Section 3 proposedwork andmathematical formulation has been
done. Section 4 provides the simulation result and compares it with the shortest paths
that do not consider congestion. Finally, Sect. 5 concludes this paper.

2 Related Work

Smart city trafficmanagement is responsible tomanage smooth traffic flowof the city.
The task such as detection of rule violator, detection of congestion is the major role
of traffic management. Among these various tasks, detection of the traffic congestion
and managing the real-time traffic flow is challenging task. This is because the lack
of integration of real-time traffic data and traffic control systems. There exist various
techniques to detect the traffic congestion. Andrea and Marcelloni [1] proposed a
GPS-based approach which tracks the location of the vehicles by using the GPS of
the smartphones present in the particular area to identify the vehicle location. Based
upon their location, traffic flow and congestion are estimated in real time. The limi-
tation of this approach is that its faces serious issue of false congestion detection as
GPS-enabled mobile is considered as a vehicle. Soufiene et al. [2] propose a smart
traffic management system which is based on a communication-oriented mechanism
(COM). Data is obtained from various devices like, GPS-enabled mobile phones,
social media activity of users and other devices like camera. This data is further
processed and sent to the users’ smartphone to report the congestion incident that
may have occurred at a particular route. Pan et al. [3] uses GPS or smartphone to
collect the real-time traffic information and classifies the congestion in different cate-
gories denoted by different colors. High congestion is denoted by red color and green
color is used to denote the less congestion. Another GPS-based traffic congestion
detection approach proposed by Mingqi et al. [4] that uses the GPS-enabled unded-
icated mobile phone. This work requires continuously monitoring of the motion of
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the user mobile followed by map matching. Kumar and Kushwaha in [5] propose
an approach for traffic congestion detection and its control. In this paper, image
processing techniques are used to detect the congestion at the junction point. This
congestion information is further classified into three different categories, namely
high congestion, moderate congestion and low congestion. Real-time congestion
information is later transferred to traffic control server. This information may be
utilized for real-time traffic management. Mittal et al. in [6] have discussed the tech-
nique for emergency vehicle clearance called “Green Wave”. Green wave makes all
the signals green for an emergency vehicle at all post that lies between source and
destination; subsequently stopping other vehicles. However, this leads to unneces-
sary traffic jams and hinders the passage on the entire route. Rajak and Kushwaha in
[7] propose a green corridor based on RFID tag and reader. Every vehicle is attached
with an RFID tag that is controlled by the central server. Each traffic junction is
enabled with RFID reader that is used to sense the vehicle passing through it and
reports to next traffic junction. Advance traveler information system (ATIS) is the
part of intelligent transport systems [8, 9]. It recommends the alternate routes to
improve the traffic congestion. Qi et al. in [10] have proposed a traffic model to
reduce the congestion in cities by intimating vehicle drivers about the information of
the real-time incidents which affect traffic on route. The limitation of this approach
is that it does not classify the severity of congestion. Zhou et al. in [11] have used
two-level hierarchical model to control the traffic network. At the parent level, large
heterogeneous network is decomposed into a number of homogenous sub-networks;
where every sub-network deals with demand balancing problems. Leaf level solves
all the other traffic problems in the sub-network in a parallel fashion.

Prior prediction of congestion in traffic helps in reducing the traffic jams. Jia et al.
in [12] have predicted the congestion pattern of urban transportation based on the
historical data. Data consists of speed of the vehicle, direction of the vehicle where
vehicle is moving and information related to traffic junction and this data is modeled
to predict the location where the heavy congestion may exist. The drawback of the
approach is that the result is based on the historical data instead of real-time traffic
data. Kamal et al. in [13] have discussed the driving habits like slow or rash driving
creates problems on road and leads to unnecessary jam. The authors have simulated
the mathematical formulation for driving behavior of drivers and developed a smart
driving system to improve traffic flow. Peng and Guanghan in [14] propose a lattice
model of traffic flow where predictive individual driving behavior is considered.
Based on the anticipated behavior, stability of traffic flow has been explored.

It is evident that many researchers are exploring various solutions to facilitate
the society by providing on-demand optimal route. This required integration of real-
time congestion information and the optimal route selection system. The optimal
route may be based on shortest distance or may be based on least congestion route.
There exist various approaches that propose optimal route based on shortest path.
For shortest path, various well-defined algorithms are available such as Dijkstra’s
[15], A* search Floyd–Warshall, etc. Dijkstra’s algorithm is the classical algorithm
for finding the shortest route from source to destination. This algorithm does not
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consider congestion on the route, but in real-life scenario congestion on road is
crucial factors for route optimization.

This paper proposes an approach for providing on-demand optimal route between
source and destination based on the real-time congestion and shortest distance. For
shortest distance path, lots of algorithms have been already developed; however,
these algorithms only consider the distances from source to destination. This paper
discusses the optimal solution for providing the least congested route considering
issues such as congestion, numbers of vehicles, average flow of the vehicles and
width of the lane. Congestion on road differs for different places at distinct times.
The proposed hybrid model has represented the severity of congestion in numeric,
where 0 and 1 denote the least and themost congested path, respectively.We simulate
the proposed system using SUMO.

3 Proposed Work

Architecture of the proposed work includes various components such as traffic
controller, data acquisition module, route finder, route optimizer, request handler and
response generator. Data acquisition module is connected to all the sources which
are installed at various junctions such as cameras or IoT devices. It is assumed that
each traffic junction is equipped with the congestion detection system that is based
on computer vision or IoT techniques. This congestion detection system captures
real-time congestion density (C) and average velocity (V) at the specified junctions
(Fig. 1).

The data acquisition unit obtains congestion density and traffic flow information
for all the junctions in the city. This information is stored in a congestion matrix
that is updated periodically. Each cell of this matrix stores a vector that contains

Fig. 1 Proposed model
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Fig. 2 Example of
congestion matrix

congestion parameters C and V between every two consecutive traffic junctions. For
example, in Fig. 2, the cell highlighted with green color contains values c, v, i.e.,
at any time instance, the congestion density from junction x to junction y is c and
average speed of traffic is v.

The request handler handles the all request obtained from the user needs to know
optimal route for their journey. This request contains information about source and
destination junctions. Request handler forwards the user’s request to a route finder
server. The route finder server has the city map in the form of adjacency matrix. The
each cell of the matrix contains information such as distance and width of the road
between two junctions points as shown in Table 1. The route finder server process
the request obtained from request handler in order to find all the possible paths
between the requested source and destination junction. The each path is comprises
of all the intermediates junctions points including source and destinations points.
Extracted routes information is forwarded to route optimizer server. The role of
route optimizer server is to identify the best routes among all routes obtained from
route finder server. The identification of best route is carried in such a manner that
it identified route must be least congested and shortest as possible. To determine the
best optimal route, this paper proposed a factor called congestion factor (CF) that is
based on the distance, width of the path and average speed of traffic flow, congestion
density on the path. The congestion factor is calculated by Eq. (1). Congestion factor
(CF),

CFAB = CF[((EAB(d) × EAB(C))/((EAB(V) × EAB(WAB))] (1)

The distance and width of the path are obtained from the route finder server and
the real-time congestion density and average traffic flow are obtained from the data
acquisition server. To obtain the optimal route, route optimizer uses the proposed
algorithm that uses congestion factor in order to find best route. The route with
minimumCF value is identified as an optimal route. Route optimizer server forwards
this route information to response generator. Response generator sends this response
to the respective users.
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4 Optimal Path Finding Algorithm

This paper proposes a novel algorithm for finding optimal paths based on multiple
parameters. Initial parameters such as source S and destination D are provided by
the user. Route finder server extracts all possible routes (P = {R1, R2, R3,…Rn})
for the given source, and destination from the city map. Each route is defined as set
of all edge vector (E = (d, w), where d is the distance, w is the width) that exist in
intermediate junction in the route, i.e., Ri = {E1, E2, E3,…….En}. After all possible
routes are obtained from the route finder server, data acquisition server is invoked
for the information such as congestion, average flow of the traffic distance and width
of the lane for each edge. For example, for any route R = {E1, E2, E3, E4} at any
instance of time t1, the value of C and V is {(c1, v1), (c2, v2), (c4, v4), (c5,v5)}.
Data acquisition server periodically update the data, and hence at any other time t2,
the value of C and V may be {(c6, v6), (c7, v7), (c8, v8), (c9, v9)}. Based on these
above parameters, congestion factors (CF) for each route is calculated from Eq. (1)
based upon the information that is acquired for the server. If the distance and traffic
congestion is more, then congestion factor is high and when the velocity of vehicle
and width of particular edge is more, then the value of congestion factor is low.

Algorithms: Optimal Path Finding (S, D, P) 

1. while P has next      
2. R[i] =  P.getRoute(i) 
3. while R has next  
4. [Dj, Wj]=R.getEdge(j) 
5. [Cj, Vj]=R. DataAcquisitionServer(Dj, Wj) 
6. end while  
7. C.F[i]= [((Ei(d)*Ei(C))/((Ei(V)*Ei(W))] 
8. end while  
9. Optimal Route  =  function findMin(CF[]) 
10. return Optimal Route   

Each route has a congestion factor and higher value of congestion factor is not
suited for optimal path. The route which consists of the edges having least congestion
factor is the optimal route. Thus, the above algorithm generates the optimized route.

5 Simulation and Result Analysis

To verify the performance of the proposed approach, we carried out simulation of
various scenarios in SUMO [16]. SUMO is an open source, microscopic and multi-
modal traffic simulation. It allows us to simulate the different scenarios pertaining
to single vehicles moves through a given road network. The simulation allows us to
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address a large set of trafficmanagement issues and has capacity to simulate 1000,000
vehicles.

A. Simulation Scenario

To simulate the performance of the proposed approach, we have imported the
map of a locality of Allahabad city (https://www.openstreetmap.org/search?query=
teliyarganj#map=18/25.49898/81.85891) in SUMO. We generate the city map of
the exported map. To carry out simulation, we can define many vehicles in SUMO
configuration and for a particular vehicle, source and destination is also generated
randomly or can be defined manually. This city map comprises of the various junc-
tions point. For the simplicity, junction point named as S, A, B, C, E, F, G, H, I, J,
K, L, M and D, where in the proposed approach, it is considered that S is the source
and D is the destination junctions as shown in Fig. 3.

The city map is represented in the form of adjacency matrix form having edges
from S to A and a part of this is shown in Table 1. In this matrix, the weight of the two
edges between junctions is defined by a set E {D, W} containing distance (D) and
width (W). Value {0, 0} indicates that there is no direct route between said junctions
or the two vertices are not adjacent.

When any vehicle demands for a least congested and optimal route between two
junction by supplying its source junction (S) and destination junction D (S-D) pair,

Fig. 3 City map with distance and width of each edge as a weight

https://www.openstreetmap.org/search%3fquery%3dteliyarganj#map%3d18/25.49898/81.85891
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the control server receives the requests and finds the all possible path between the
(S-D). In this scenario, control server extracts four possible paths between (S-D).
Let, these paths are defined by R1, R2, R3 and R4. R1 has staring edge S and passes
through junctions A- > C- > E- > F- > J- > N- > D. Intermediate traffic junctions for
R2 are B- > G- > P and for route R3 it passes through B- > C- > E- > F- > J- > N.
Similarly, route R4 has the edges B- > G- > H- > L- > K- > O- > N. After extraction
of all possible paths, route optimizer server obtains real-time congestion density and
average speed of traffic flow between each edge of the all possible paths as shown in
Fig. 4.

In this simulation, we have generated random traffic congestion by initializing
200 vehicles at random speed and random routes. Figure 4 shows that congestion
map for the city at any time instance t for CD and V.

The congestion density and average traffic flow between the each junction of all
possible routes R1, R2, R3, and R4 obtained from data acquisition server are shown
in Table 2.

Now, route optimizer server finds and computes the congestion factors for all
routes. The path with the minimum congestion factor is selected as an optimal path
between (S-D). Initially, there existed four possible routes between (S-D), namely

Fig. 4 City map with CD and velocity of each edge as a weight
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Table 2 Details of each edge of possible route

Route R1 Route R2 Route R3 Route R4

edge C V edge C V edge C V edge C V

S-A 0.6 40 S-B 0.4 50 S-B 0.4 50 S-B 0.4 50

A-C 0.3 54 B-G 0.6 40 B-C 0.6 42 B-G 0.6 40

C-E 0.4 48 G-P 0.8 32 C-E 0.4 48 G-H 0.5 40

E-F 0.65 38 P-D 0.9 28 E-F 0.65 38 H-L 0.6 38

F-J 0.65 38 – – – F-J 0.65 38 L-K 0.3 55

J-N 0.4 52 – – – J-N 0.4 52 K-O 0.4 50

N-D 0.5 30 – – – ND 0.5 30 O-N 0.5 40

– – – – – – – – – N-D 0.5 30

R1, R2, R3 andR4 and their details are shown in Table 2. The control server computes
the congestion factor for all above routes. Table 3 shows that, route R1 has minimum
congestion factor value and this routeR1will be the optimal route based on the current
congestion condition. The table also shows that route R2 has shortest distance, i.e.,
but its congestion factor value is greater the route R2, means congestion on this route
is greater. Hence, the vehicle traveling on optimal route will reach to its destination
in minimum travel time as compared to the vehicle traveling to shortest route with
high congestion factor. The next simulation compares the travel time of the different
vehicle on optimal route and shortest route (Table 3).

B. Analysis of travel time

This simulation is carried out to study the impact of congestion factor on travel
time. During this simulation, travel time of the two vehicles v1 and v2 is recorded
for the different routes between the given source and destination junction (S-D) pair.
The vehicle speed and start time are kept same during the various simulation. During
each simulation, the shortest route between (S-D) pair is assigned to vehicle v1 and
the optimal route found by the proposed approach is assigned to the vehicle v2. The
congestion parameters such as congestion density and average speed traffic flow are
generated randomly in each simulation. The congestion generation is simulated by
generation of random routes for 300 vehicles in SUMO.

When a vehicle V1 demands route for source S and destination D, congestion
factor is calculated by Eq (1) as:

CFV1 = ((5 × 0.4)/(1 × 50))+ ((4 × 0.6)/(1 × 60))+ ((3 × 0.8)/(1 × 32))+
((5 × 0.9)/(1 × 28)) = 0.3157, and

CFV2 =((2 × 0.6)/(1 × 40)) + ((4 × 0.3)/(1 × 54)) + ((5 × 0.4)/(1 × 48))

+ ((1.5 × 0.65)/(1 × 38)) + ((1.5 × 0.65)/(1 × 38))

+ ((3 × 0.41)/ (1 × 52)) + ((2 × 0.5)/(1 × 30)) = 0.202.

Time taken(T) = Total distance × Average speed × CF
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Table 4 Comparasion of CF and for shortest and optimal path

S-D Vehicle Route Unit distance Congestion factor Time taken Improved travel

S-D V1 R2 17 0.315 0.1428 37.32%

V2 R1 19 0.202 0.0895

H-O V1 R4 6 0.0520 0.0065 29.23%

V2 R1 6 0.0403 0.0046

Hence, for vehicle

V1T = 17/((50 + 40 + 32 + 28)/4)) ∗ 0.315

= 0.1428(in unit time) and

V2T = 19/ ((40 + 54 + 48 + 38 + 38 + 52 + 30)/7) ∗ 0.202

= 0.0895(in unit time).

Similarly, when source is G and destination is N:

CFV1(A − G) = (1.5 ∗ 0.6) / (1 ∗ 38)) + ((1.5 ∗ 0.4)/ (1 ∗ 50))

+ ((3 ∗ 0.3) / (1 ∗ 55))

= 0.0520

CFV2(A − G) = ((3 ∗ 0.3)/(1 ∗ 55)) + ((1.5 ∗ 0.4)/ (1 ∗ 50))

+ ((1.5 ∗ 0.4)/(1 ∗ 50))

= 0.0403

V1T = 6/((38 + 50 + 55)/3) ∗ 0.0520 = 0.0065(in unit time)

V2T = 6/((55 + 50 + 50)/3) ∗ 0.0403 = 0.0046(in unit time)

Table 4 shows the results of the experiments that are carried out for analysis of
travel time of vehicles. In Table 4, for the same source and destination, two vehicles
start their journey at the same time. The average travel time of the vehicle is reduced
up to 33% when it travels on optimal route identified by the proposed approach
(Fig. 5).

6 Conclusion

Traffic congestion is a very common situation that arises frequently in urban areas.
Inappropriate management of traffic congestion creates various problems such as
traffic jams and air and sound population. Even valuable foreign currency is burnt
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Fig. 5 Comparison graph

while traffic jams occur. This paper proposes an analytical model to manage real-
time traffic by providing on-demand least congested route. The proposed approach
utilizes various crucial parameters such as congestion density, average speed of traffic
flow, distance and width of the road. The optimal route finding algorithm is also
proposed in this paper. This proposed algorithm is very efficient as it has polyno-
mial time complexity of O (n2). Experiment results reveal that the travel time of
a vehicle is reduced by up to 33% if it follows optimized route obtained from the
proposed approach. This can be helpful for the emergency vehicles to identify the
best route in any emergency conditions. The proposed analytical model is being
further extended to identifying the optimal route for formation of on-demand green
corridor in emergency situation.
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Sentiment Analysis of Audio Diary

Debasmita Manna, Shaon Baidya, and S. Bhattacharyya

Abstract Natural language processing and sentiment analysis are a major field of
research in this era. This paper explores the possibility of combining the presently
available sentiment analysis algorithm in determining human emotions. This is done
through diary case studies. Themethod is used on voice recordings of people over the
period of onemonth. The result shows that presently available open-source sentiment
analysis algorithms give satisfying results in the majority of cases but exceptional
cases must be taken into consideration. Also, for effective sentiment analysis, we
must consider the wide spectrum of human emotions and develop the algorithm
accordingly. Spyder IDE is used for accessing IPython console to obtain results.

Keywords Depression · Natural language processing · Polarity · Sentiment
analysis

1 Introduction

Everything that we speak has an emotion linked to it. Analyzing every word that we
speak can give us an insight about emotions that a person is experiencing. Sentiment
analysis is the task of categorizing words and linking them to different sentiments
like positive, negative and neutral; or into an n-point scale, e.g., very good, good,
satisfactory, bad and very bad [1, 2]. Through this, we can determine the general
emotion reaction or polarity of a person. A thorough analysis for a long period of
time can help determine the overall mental state of a person [3, 4].
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This paper presents the results of sentiment analysis of voice-based diary entries.
Section 2 consists of historical background. Section 3 discusses with methodologies
used in the project. Section 4 consists of results and case studies. Section 5 consists
of conclusion.

2 Historical Background

Conventionally sentiment analysis is an algorithm is used by companies to estimate
the extent of product acceptance. This also helps in determining strategies to improve
product quality. It also facilitates policymakers or politicians to analyze public senti-
ments with respect to policies, public services or political issues. [1, 2, 5, 6] We are
familiar with Twitter data sentiment analysis [7–12].

This paper has explored the possibility of using sentiment analysis algorithms to
detect human emotions. We are living in this super busy twenty-first century. And we
are living a sedentary life. We give more time to work and Internet. We give less time
to people around us. And speciallywe give less time to ourselves. According toWHO
around 300 million people of all ages are suffering from depression worldwide. And
now depression is a modern-day epidemic [13]. It is well proven by research that
depression is also linked with suicidal behavior, homicidal ideation and substance
abuse [14–19].

Depression is ranked as the single largest contributor to non-fatal health loss. It
accounts for 7.5% of global years lived with disability (YLDs) and 2.0% of global
disability-adjusted life years (DALYs) in 2015 [20] (Fig. 1).

The number of people livingwith depressionworldwide increased by an estimated
18.4% between the year 2005 and 2015 [3] (Fig. 2).

Most people with depression remain without treatment. Along with this, people
often deny their illness and develop a reluctance to seek help. Early detection of

Fig. 1 DALYs due to mental and substance abuse. Source Global health estimates 2015 (http://
www.who.int/healthinfo/global_burden_disease/en/)

http://www.who.int/healthinfo/global_burden_disease/en/
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Fig. 2 Percent with Major Depressive Episode(MDE) in the Past Years. Source https://www.psy
com.net/depression.central.html

depression is really beneficial. Data from NMHS revealed that the time gap between
onset of depression symptoms and seeking professional help ranged between 1month
to 10 years [7].

This paper includes case studies of audio diary entries for sentiment analysis.
Audio diary entries are used since it takes less time to voice record a diary entry
than to write a diary. Also, recording diary entries gives a chance to emotion verbally
which is more effective than writing thoughts.

3 Methodology

The following libraries are used for the project:

• TextBlob is a Python-based text processing library which provides a simple API
for diving into natural language processing tasks.

• Googletrans is a Python library that implements Google translate API.
• Google speech recognition API is used for converting speech to text.
• Azlyrics is an API wrapper for extraction data from azlyrics.com.
• Seaborn and Matplotlib are Python-based libraries used for visual representation

of data.
• Selenium is used for Web scrapping.

At first, sample audio is split into sixty-second frames. This audio is then converted
into text. If the audio is in any other language than English, then it is first converted
into English. The sentiment analysis is done with the help of a Python-based text
processing library called TextBlob. The following flowcharts explain the workflow
[3, 7, 15, 16, 21–34] (Figs. 3, 4).

https://www.psycom.net/depression.central.html
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Fig. 3 Workflow of English
audio diary data

Fig. 4 Workflow of
non-English audio diary data

4 Results and Case Studies

The following figures show the results obtained by sentiment analysis are audio diary
data of a person for the month of February 2019.

The polarity or emotional reaction is in the range of −1 to +1.
The measure of polarity for an individual day is the average of the individual

polarity of split parts of the audio for a particular day.
From Fig. 5, we can conclude that on 10th February the overall emotion experi-
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Fig. 5 Polarity Plot for month of February

enced is negative. Below is a detailed view of average of the individual polarity of
split parts of the audio for 10th February (Figs. 6 and 7).

Similarly, from Fig. 5, it is concluded that on 3rd February the overall emotion
experienced is positive. Below is a detailed view of average of the individual polarity
of split parts of the audio for 3rd February (Fig. 8).

Figure 9 shows the comparative analysis of sentences with similar words is
checked. The results drawn are shown in the following table.

From Table 1, we can clearly understand the effect of words on the overall
sentiment of a sentence.

Apart from this, audio in Bengali language is also checked to explore the
possibility of sentiment analysis of language other than English.

In Fig. 10, sentiment analysis of a Bengali song is shown. Google speech recog-
nition does not work well on any audio with high background noise. So, to analyze
song sentiment, we much use song audio with no background music.

Similarly,we can convert text fromother languages too if it is supported byGoogle
translator API.

The following link contains code for processing non-English audio.
https://drive.google.com/file/d/1-yScVRxjsNSftD3fy_XKMriWktKBhiHl/

view?usp=sharing
The following link contains code for processing English audio
https://drive.google.com/file/d/14JCyzsbmBf2BSJ10IMk1LVvnUkp1yjdA/

view?usp=sharing

https://drive.google.com/file/d/1-yScVRxjsNSftD3fy_XKMriWktKBhiHl/view%3fusp%3dsharing
https://drive.google.com/file/d/14JCyzsbmBf2BSJ10IMk1LVvnUkp1yjdA/view?usp=sharing


104 D. Manna et al.

Fig. 6 Polarity Plot for 25th February

Fig. 7 Polarity Plot for 10th February
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Fig. 8 Polarity plot for 3rd February. Note The number of bar plots for one audio depends on the
duration in minutes of the audio

This kind of text processing can also be used to check the sentiment of music
lyrics. Figures 11 and 12 show an example.

The following link contains code for processing outputs obtained in Fig. 9, 11
and 12.

https://drive.google.com/file/d/1GOQDZqvFyXhvQDOcYKr2qySbiQNUH
NvY/view?usp=sharing

For obtaining English song lyrics, AZLyrics API is used.

5 Conclusion

The range of emotion spectrum is different from person to person. It is also found
that positive polarity does not always mean positive emotions since magnitude of
positive polarity and the emotion linked to it is also different and unequal from person
to person. So, to implement this algorithm properly on human emotions, we need to
make changes in the range of polarity according to individual differences of people.
It should also be noted that predictive analysis is not possible here since emotions
experience by a person is highly unpredictable. This is due to the fact that life events
are uncertain.

https://drive.google.com/file/d/1GOQDZqvFyXhvQDOcYKr2qySbiQNUHNvY/view?usp=sharing
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Fig. 9 Comparative analysis of sentences
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Table 1 Comparative analysis of sentences

Sentence Significant word Polarity

I had a very bad day yesterday Very bad −0.91

I had a bad day yesterday Bad −0.7

I had a good day yesterday Good 0.7

I had a very good day yesterday Very good 0.9

Fig. 10 Polarity calculation of Bengali song
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Fig. 11 Polarity calculation of song lyrics(1)

Sentiment analysis has been around in the scientific community since long time.
But this is a newway tomanipulate it for analyzing human emotions. Keeping a track
of polarity in case of human emotion is a field in which very little research has been
done using conventional machine learningmethod. Deep learningwill definitely help
to improve the results of this paper. It will also allow predictive analysis.

Early detection of depression and other suchmental illness is possible through this
analysis. Building an app exclusive with this algorithm can help millions. One big
problem of people with mental illness is that they do not discuss their emotions with
others or are afraid to ask for help. If we can encourage them to confess their feelings
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Fig. 12 Polarity calculation of song lyrics(2)

and voice record it, then there is a way to identify their magnitude of emotional
reaction. Building a social media platform exclusive for people suffering frommental
illness and giving them help can be fruitful too.
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ISA-Based PI + FODN AGC
of Multi-source System

Ravi Shankar, Utkarsh Raj, and Anjali Singh

Abstract This researchworkdealswith the automatic generation control of two-area
multi-source power system. Each control area comprises a reheat thermal, gas, and
distributed generation (DG) generating units. Physical constraints like generation rate
constraint (GRC) and governor dead-band (GDB) are considered for the thermal unit.
PI + FODN is used for the secondary AGC control whose parameters are optimized
using ISA optimization technique. 1% step load perturbation (SLP) is taken in area-1
to study the dynamics of the system. The performance of the proposed controller is
compared with the ISA-based PIDN controller which shows the superiority of the
proposed control scheme.

Keywords AGC · LFC · ISA · PI + FODN · PIDN

1 Introduction

Modern-day power system areas are interconnected with each other. It wants to
maintain the frequency and tie-line power flow to its scheduled values automatically.
This is achieved using the concept of automatic generation control (AGC) or load
frequency control (LFC). The purpose of AGC is to maintain the balance between
the load demand and the power generation automatically [1].

Researchers have focused on the AGC of conventional generating systems like
thermal, hydro, and gas. Parmar et al. have considered a thermal, hydro, and gas
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system for the AGC of a two-area interconnected power system [2]. With the
increased integration of non-conventional sources in the power system, authors have
now started to investigate its effect on the dynamics of the system. Saha et al. have
investigated the effect of DG and EV on the AGC of the multi-area power system
[3].

For the effective AGC of the system, authors have suggested various control
mechanisms. Conventional controllers like I, PI, and PID have been used extensively
by the researchers for the secondary AGC of the system [4–6]. To overcome the
drawbacks of the conventional controllers, the effectiveness of intelligent controllers
like fuzzy controllers, ANN controllers, MPC controllers, etc., has been investigated
by the authors [7–9]. Cascade controllers have the advantage of using the benefits
of two controllers at the same time. Conventional controllers generally have integral
parameters. To increase the effectiveness of the controller, parameter values between
0 and 1 are also allowed in fractional controllers.

For obtaining the best result from the controller, its parameters need to be properly
optimized. For this purpose, variousmeta-heuristic techniques have been proposed by
the researchers. Techniques like GA, PSO,WOA, and FOA have applied extensively
for the optimization of the controller parameters [10–12]. Interactive search algo-
rithm (ISA) is a new addition to the family of swarm-based optimization techniques
proposed by Mortazavi et al. [13]. ISA is a hybrid of iPSO and TLBO algorithms,
including the advantages of both while eliminating their limitations. The remaining
part of the work is summarized as follows: The model of the proposed system is
discussed in Sect. 2. Section 3 briefly explains the ISA algorithm. Section 4 gives
the simulation results while Sect. 5 concludes the present research work.

2 Modeling of System

2.1 Proposed System

A linearized model of two-area multi-source power system is considered for the
AGC analysis. Each area consists a thermal, DG, and gas generating unit. The reheat
thermal generating unit incorporates the effect of physical constraints like governor
dead-band (GDB) and generation rate constraint (GRC). The DG unit consists of
geothermal power plant (GTPP), wind turbine system (WTS), solar photovoltaic
system (SPV), and diesel engine generator (DEG) set. The transfer function model
of the DG system is shown in Fig. 1 while that of the whole proposed system is
shown in Fig. 2.
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Fig. 1 Transfer function model of DG system

Fig. 2 Transfer function model of proposed two-area system

2.2 Proposed Controller

Conventional controllers suffer from various drawbacks, like slower speed of
response and lesser noise rejection capability. The proposed controller is a sum of
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Fig. 3 Block diagram of proposed controller

proportional-integral (PI) and fractional-order derivative controller with filter (PI +
FODN). Fractional-order controllers have the freedom to choose parameters values
from 0 to N, while the conventional integral controllers can only choose integral
values between 0 and N where N ∈ (0,∞). The various constraints applied to the
controller parameters values based on practical experiences are as follows:

0 ≤ Kpi , Kii , Kdi ≤ 1 (1)

0 ≤ αi ≤ 2 (2)

0 ≤ Ni ≤ 100 (3)

where i = 1, 2. The block diagram of the proposed controller is shown in Fig. 3.

3 Interactive Search Algorithm (ISA)

ISA combines the advantages of both the iPSO and TLBO. For complex problems,
the best agent mostly gets stuck in the local optimum regions. To overcome this
limitation of iPSO, the tracking and interacting paradigm of TLBO algorithm is
assimilated within the iPSO algorithm to generate the ISA optimization technique.
Also, in constrained optimization problems, an improved flyback (IFB)mechanism is
used in the process of particle updation when there is a case of violation of constraint
[13]. The algorithm of the ISA optimization technique is shown in Fig. 4.
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Fig. 4 Flowchart of ISA algorithm
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4 Simulation Results

The proposed system model is simulated in the MATLAB® environment. A step
load perturbation (SLP) of 1% is considered for the study of system dynamics. The
objective function for the proposed study is the integral square error of the system
which can be written in mathematical form as shown below:

I SE =
t∫

0

(� f 21 + � f 22 + �P2
tie)dt (4)

The proposed system is simulated to analyze the dynamics of the system. The
parameters of the proposed controller and PIDN controller are optimized using ISA
optimization technique and have been considered as the secondary controller for the
system one at a time. The comparison between both the control methodologies is
shown in Figs. 5, 6, and 7 while it is summarized in Table 1. The convergence profile
for both the ISA optimized control schemes are shown in Figs. 8 and 9. The optimized
parameter values of the proposed controller and PIDN controller are shown in Table 2
and Table 3, respectively.

Fig. 5 Frequency deviation
in area-1

Fig. 6 Frequency deviation
in area-2
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Fig. 7 Tie-line power flow
deviation

Table 1 Performance
comparison of proposed
controller with PIDN

Proposed controller PIDN controller

�f1max −0.01,918 −0.03176

�f2max −0.01741 −0.03141

�Ptie,max −0.00593 −0.00769

Fig. 8 Convergence profile
of ISA-based proposed
controller

Fig. 9 Convergence profile
of ISA-based PIDN
controller
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Table 2 Optimized
parameters of proposed
controller

Parameter Optimized value

Kp1, Kp2 0.9388, 0.2359

Ki1, Ki2 0.2212, 0.6494

Kd1, Kd2 0.2240, 0.9388

N1, N2 13.4884, 93.8828

α1. α2 2.0000, 1.7312

Table 3 Optimized
parameters of PIDN
controller

Parameter Optimized value

Kp1, Kp2 0.5123, 0.3276

Ki1, Ki2 0.8257, 0.2178

Kd1, Kd2 0.9394, 0.6619

N1, N2 99.8466, 78.8547

5 Conclusion

In the proposed work, a two-area multi-source power system has been frequency
stabilized using ISA optimized PI + FODN controller. The simulation result of the
proposed system for 1% SLP has been shown in the present work. The proposed
control methodology shows improvement in settling time and peak deviation over
the ISA optimized PIDN control scheme.

Appendix

Thermal power plant: Kr = 0.3, Tr = 10 s, Tt = 0.3 s, Rth = 2.4 Hz/pu, Tg = 0.08 s,
GRC = 0.0017pu/MW/s.

Gas power plant: X = 0.6 s, Y = 1.0 s, b = 0.05 s, c = 1, TF = 0.23 s, TCR = 0.01 s,
TCD = 0.2 s, RG = 2.4 Hz/pu MW, Rth = 2.4 Hz/pu.

Power system: Kps = 120 Hz/pu, Tps = 20 s;

DG: WTS: KWTS = 1 and TWTS = 1.5 s; PV: KPV = 1 and TPV = 1.8 s; DEG: KDEG

= 1/300 and TDEG = 2 s EV: KEV = 1 and TEV = 1.
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Assessing Overall Software Defect-Based
Risk Using Analytic Hierarchy Process

Pooja Jha and K. S. Patnaik

Abstract Risk analysis and mitigation methods are gaining momentum among
researchers and software professionals for preventing software project failures. It
involves methods to deal with project uncertainties so that the project can become
successful overcoming all threats. In this context, determining the potential risk
factors at each phase of software development lifecycle and relating those risks to
the defects they produce is important. Analytic Hierarchy Process (AHP) is used to
determine the priority of defects that leads to risk. AHP helps in assessing risk for
each phase of an agile project. As agile models primarily help projects to accommo-
date change requests, andwith each change request, a new risk items is generated, and
AHP-based risk analysis becomes extremely relevant to agile software development.
This paper investigates use of AHP for effective decision making to identify and
remove defects. Weighted criteria are used for evaluating the decision. To implement
meaningful weighted criteria, a case study is conducted among 20 software profes-
sionals with various experience levels. Total 35 potential risk source factor-based
questions were evaluated according to Saaty’s scale.

Keywords Risk ·Mitigation · Priority · Defect · Scale ·Weight

1 Introduction

Software development projects are usually designed in stages, and each stage involves
multiple activities. These activities are prone to risks. Several research papers on risk
management in software projects have addressed the risk factors associated with the
project [1]. If these factors are not identified early, then they can be held responsible
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for the success or failure of the project. Various techniques of risk identification [2]
and categorization [3–6] have been dealt alongwith analyzing the remedial approach.
However, the fact that risk by nature is uncertain leaves the outcome of software
projects to some element of chance.

The relationship between software project performance and risks involved in it is
iteratively examined during different phases of SDLC. It is advisable for all project
managers to apply different risk mitigation strategies in order to avoid software
project failure. Nowadays, the client requirements are changing frequently, therefore
agile software development which involves dividing the entire project into mini-
projects and trying to solvemost risky elements first. Risk analysis helps in combating
threats before they actually cause a disaster.

Risks are encountered in each phase of SDLC. These risks can cause changes
in important project parameters like cost, budget, and slip of schedule. Some risks
become evident at later phases of SDLC. There are different types of risks, and
each of them has separate severity level. Boehm coined the term risk exposure (RE)
which is defined as the probability of risk happening and the loss it causes to affected
parties [6]. It is important to know about the risks involved in various phases of
SDLC and the impacts of these risks for software projects. If we are able to assess
the risks involved in each phase separately, then we can investigate ways to reduce or
minimize them in amore systematicway. Researchers havemade a thorough study on
risk using various methods and techniques. Several risk mitigation frameworks like
continuous risk management (CRM), Chaos model [14], and earth moon model [10]
are available. Software risk management provides feasible practice to improve the
development process and control harmful elements in development processes. Its goal
involves identifying and dealing with risks early in development, reducing long-term
costs, and helping in preventing software disasters [7]. Each sprint of agile software
projects gradually nullifies the involved performance and integration risks. But the
popular expected values adopted in risk management cannot describe the uncertainty
exactly, and it has caused some misunderstandings [8]. Software development risks
depict the uncertainty which eventually creates a loss for the project. If the risks are
identified and mitigated early, it becomes beneficial for the software project.

The Analytic Hierarchy Process (AHP) is a multi-criteria decision-making
method, which was introduced by Saaty [9] in 1970s. AHP gained attention among
researchers due to its mathematical construct and easy availability of input data.
AHP helps in solving complex problems related to decision making. Comparative
techniques are used for pairwise mapping in AHP. Weights of decision criteria are
derived from these comparisons.Amechanism for improving consistency is followed
if comparisons are not consistent. AHP helps in quantifying risks in each phase of
SDLC. This paves frequent incremental release of working software.

Even though AHP is applied for effective decision making in various domains, it
has been criticized from several perspectives. Rank reversal is a prominent problem
regarding AHP [10]. Although AHP has seen major controversies [11–14], it has
been practiced frequently.Weather forecasting, predicting election results, and fixing
selection procedure in motor vehicle industry are several applications where AHP is
widely used.
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In this paper, we attempt to use AHP to determine the priority of defects that needs
to be removed if they have been detected. Here, we have considered defects identified
during requirement analysis, design, coding, and testing phase. We attempt to show
how the priority of defect removal decision in each particular phase has influence
when compared with other phases. Weighted parameters are used for evaluating the
decision outcome. To build appropriate weighted criteria, we conducted a case study
involving interviewing 20 software professionals with various experience level in
CMM Level 5 multinational companies. Total 35 potential risk source factors were
questioned, and answers were tabulated according to Saaty’s scale. This case study is
helpful in demonstrating the weights assigned to several criteria for decision making
using AHP.

The paper is organized as follows. Section 2 describes the research procedure.
Section 3 represents our survey results in statistical form where data is visualized
by boxplot and summarized by ANOVA analysis. Section 4 concludes the study
justifying several aspects of AHP usage considering large-scale projects and agile
software development approach.

2 Research Method

The following steps are observed while taking a decision for defect removal using
AHP:

1. Build decision-making model: The decision is categorized into a series of goals,
criteria, and alternatives. The goal is subdivided into intermediate goals for taking
advantage of incremental development.

2. Assigning weights: The weight of a criterion is determined by pairwise compar-
isonwith regard to a goal.Aconsistency index is thenderived to ensure reasonable
consistency with transparency.

3. Derived Priorities: All the derived priorities are cumulated to obtain a weighted
sum. The weight of individual criteria thus contributes to overall priority. This
overall accumulated priority may be viewed as the ultimate goal.

4. Effect of change of weight determination: Changes in weights of each criteria
create an impact on overall priority. By adjusting the weight of each criteria, the
reason behind taking a decision can be explained.

A judgment can be given based on the results of sensitivity analysis.

2.1 Developing a Model

The initial step in AHP analysis involves decision modeling. This step includes
constructing a hierarchy to analyze the decision. Here, by decision means which
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Fig. 1 Software project risk
source

phase must be treated for defect removal on a priority basis so that the development
process is not disturbed. Figure 1 shows the different source of risk factors.

2.2 Assigning Weights to Criteria

Asevery criterionhas different importance level, the next step inAHP is the derivation
of comparative priorities.

While developing software, several criteria contributes differently and so their
weight age varies accordingly. For instance, a software programmer may allot more
importance to coding rather than design and testing, while an end user may givemore
significance to the design aspect. Because of this relativity, we require to develop
pairwise comparisons first, for each criterion using Saaty’s scale [6] as shown in
Table 1. Criteria comparison also helps in delivering incremental version of the
implemented software where each version encompasses a subset of the requirements.

A comparison matrix is created in Table 2 after performing pairwise comparison
of each criterion with respect to each other. This process of setting relative weight is
also called the intensity judgment method. As we conducted the case study involving
20 software professionals, we obtain the average of the weights provided by them.
AHP helps in improving process into projects by eliminating most risky elements
first; hence, the study exemplifies practical implementation of AHP. Based on the

Table 1 Saaty’s pairwise
comparison scale

S. No Judgment Categorization Numeric Value

1 Extremely important 9.8

2 Very Strongly more important 7.6

3 Strongly more important 5.4

4 Moderately more important 3.2

5 Equally moderately more 1
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Table 2 Pair-wise comparison matrix of criteria of overall software project risk with fractional
values

Overall software
Project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Design defects 6.82/6.74 6.74/6.74 6.87/6.74 7.21/6.74

Coding defects 6.82/6.87 6.74/6.87 6.87/6.87 7.21/6.87

Testing defects 6.82/7.21 6.74/7.21 6.87/7.21 7.21/7.21

Requirement analysis
defects

6.82/6.82 6.74/6.82 6.87/6.82 7.21/6.82

Table 3 Pair-wise comparisonmatrix of criteria of overall software project riskwith decimal values

Overall software
project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Design defects 1.011 1 1.019 1.0697

Coding defects 0.9927 0.9810 1 1.0494

Testing defects 0.9459 0.9348 0.9528 1

Requirement analysis
defects

1 0.9882 1.0073 1.0571

collected data, the calculated risk factorweights owing to requirement analysis defect
is 6.82, design defect is 6.74, coding defect is 6.87, and testing defect is 7.21. We
have depicted all the values in Table 2.

Table 3 shows the fractional values in decimal. For example, the ratio of the
importance of design defects versus the importance of coding defects is 6.74/6.87
(design defectsweight/coding defectsweight).The importance of coding defectswith
respect to design defects will yield the reciprocal of this value (coding defects weight
age/design defects weight age = 6.87/6.74) as shown in the coding defects-design
defects cell in Table 2. In the comparison matrix of Table 3, it can be seen that when
the credence of a criterion is compared with itself, for instance, coding defects versus
coding defects, design defects versus design defects, requirement analysis defects
versus requirement analysis defects or testing defects versus testing defects, then
the input value is 1 which corresponds to equal importance as Saaty’s scale. AHP
methodology has its own advantage that it is very simple to use. This simplicity
matches well with the simplicity of an agile project as an agile project is nothing but
an iterative combination of mini waterfall models. The progress of an agile project is
measured in terms of deliverable artifacts (SRS document, detail design document,
test plan, code review, etc.). So it is important to use hierarchical process for ranking
phase priorities. Even though many factors may be involved in making a decision,
AHP methodology only requires two factors at a time. For calculating the overall
priorities or weights of the criteria, we have selected the approximate method rather
than the exactmethod due to its simplicity. The approximatemethod requires addition
of the values in each column of Table 3.
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Next, divide each cell value of Table 4 by the total of the column. The result is
shown in Table 5.

This is followed by obtaining the overall priorities (Table 6) by simply calculating
the average value of each row. For the first row: (0.256+ 0.256+ 0.256+ 0.2561)/4
= 0.256.

The comparison matrix is shown in Table 4 with the original judgments, and the
calculated priorities are noted in Table 6. This is a practical way to see the judgments
and priorities at the same time (Table 7). According to the results in Table 7, we give
more importance to the design defect criterion (25.6%), followed by requirement
analysis defect (25.3%). The coding defect factor priority attains third place (25.1%)
in our overall software project risk decision. Testing defects priority attains the last
position (23.9%). These priorities are derived based on our survey. As the priorities
have a mathematical construct and the measurement values are derived from a ratio
scale (Saaty’s), AHP is quantifying risks figuratively rather than by intuition. Risk is

Table 4 Table column addition

Overall software
Project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Design defects 1.011 1 1.019 1.0697

Coding defects 0.9927 0.9810 1 1.0494

Testing defects 0.9459 0.9348 0.9528 1

Requirement analysis
defects

1 0.9882 1.0073 1.0571

Sum 3.9496 3.904 3.9791 4.1762

Table 5 Normalized matrix

Overall software
Project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Design defects 0.256 0.256 0.256 0.2561

Coding defects 0.251 0.251 0.2513 0.2512

Testing defects 0.240 0.239 0.2394 0.2394

Table 6 Calculation of priorities (row averages)

Overall
software project
risk

Requirement
analysis defects

Design defects Coding defects Testing defects Priority

Design defects 0.256 0.256 0.256 0.2561 0.256

Coding defects 0.251 0.251 0.2513 0.2512 0.251

Testing defects 0.240 0.239 0.2394 0.2394 0.239

Requirement
analysis defects

0.253 0.253 0.2531 0.2531 0.253
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Table 7 Presentation of results (original judgments and priorities)

Overall software
project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Design defects 1.011 1 1.019 1.0697

Coding defects 0.9927 0.9810 1 1.0494

Testing defects 0.9459 0.9348 0.9528 1

Requirement analysis
defects

1 0.9882 1.0073 1.0571

Fig. 2 Priority defects in different SDLC stages

an important iteration driver in case of agile projects. Assigning weights arbitrarily
based on some unexercised guesswork creates misleading ranking. Toward this limi-
tation, we conducted our survey for getting actual data from experienced people who
regularly instrument risk management framework (Fig. 2).

2.3 Consistency

As the values of each weight are derived from individual’s opinion, there will be
some inconsistency in the final matrix of decision. But there is an acceptable limit
to inconsistency. Consistency ratio (CR) is calculated with the help of derivation of
consistency index (CI) of the matrix with reference to randomly generated matrix. A
randommatrix is highly inconsistent. Table 8 showsRI value formatrices of different
dimension [9].

Table 8 Consistency indices for a random matrix

n 3 4 5 6

RI 0.58 0.9 1.12 1.24
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The consistency ratio is CI/RI. A consistency ratio (CR) of 0.10 or less is accept-
able for performing AHP analysis [6]. However, a consistency ratio which is greater
than 0.10 indicates revision in the judgments is required to correct the inconsistency.
The steps for estimating this value are as follows:

1. Begin with the matrix of decision comparison and derived priority (Table 6). It
is restated in Table 9.

2. Priorities are utilized as factors (weights) for each column in Table 10.
3. Each value in the first column of the decision matrix in Table 10 is multiplied by

the first column of Table 11. This process is continued for all the columns of the
comparison matrix Table 11 shows the resulting matrix.

4. The values in each row are added to obtain weighted sum.
5. Theweighted sumvector is divided by the corresponding priority of each criterion

as shown in Table 12. The average of the values is called λmax

λmax = (3.996+ 4+ 4.002+ 3.9972)

4
= 3.9975

6. The consistency index (CI) is calculated by:

CI = (λmax − n)/(n − 1)

where n is the amount of compared elements (in our example n = 3).
Therefore,

Table 9 Prioritization matrix

Overall
software project
risk

Requirement
analysis defects

Design defects Coding defects Testing defects Priority

Design defects 1.011 1 1.019 1.0697 0.256

Coding defects 0.9927 0.9810 1 1.0494 0.251

Testing defects 0.9459 0.9348 0.9528 1 0.239

Requirement
analysis defects

1 0.9882 1.0073 1.0571 0.253

Table 10 Prioritization as factors

Overall software
project risk

Requirement analysis
defects

Design defects Coding defects Testing defects

Criteria weights
>

0.253 0.256 0.251 0.239

Design defects 1.011 1 1.019 1.0697

Coding defects 0.9927 0.9810 1 1.0494

Testing defects 0.9459 0.9348 0.9528 1
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Table 11 Calculation of weighted columns

Overall
software
project risk

Requirement
analysis defects

Design
defects

Coding
defects

Testing
defects

Weighted sum

Criteria
weights >

0.2557 0.256 0.2557 0.2556 1.023

Design defects 0.2511 0.2511 0.2510 0.2508 1.004

Coding defects 0.2393 0.2393 0.2391 0.239 0.9567

Testing defects 0.2530 0.2529 0.2528 0.2526 1.0113

Table 12 Derivation of λmax Weighted sum/Priority

1.023/0.256 3.996

1.004/0.251 4

0.9567/0.239 4.002

1.0113/0. 253 3.9972

Total 15.99

Divide total by 4 to obtain λmax which is coming as 3.9975

CI = (λmax − n)/(n − 1) = (3.9975− 4)/(4− 1) = 0.0025

7. The consistency ratio is calculated by

CR = CI/RI = 0. 0025/0.58 = 0.00431

As the value of 0.00431 for CR is less than 0.10, we can believe our judgment
matrix is practically reliable and worthy of making decision making using AHP
(Fig. 3).

3 Statistical Analysis

The boxplot data distribution indicates that the software professionals cumulatively
provided highest weightage to testing phase (mean value of 7.21) of SDLC.After that
comes the coding (mean value of 6.87), requirement analysis (mean value of 6.82),
and design phase (mean value of 6.74), respectively. However, after applying AHP
methodology, we notice that design defect gets highest attention (25.6% weightage)
followed by requirement analysis defect (25.3%), coding defect (25.1%), and testing
defect (23.9%). The difference in ranking of the phases before applying AHP and
after applying AHP is true, but the notice worthy fact is that the difference in values
is almost negligible. Because of popularity of agile methodology, both development
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Fig. 3 Boxplot charting of collected data from software professionals for several SDLC phases

and testing activities are becoming concurrent and we are shifting toward TDD
(Test Driven Development) where every iteration conducts its own testing phase. So
an agile programmer, who is responsible for delivering artifacts every 2–4 weeks,
may conduct coding and testing simultaneously from his viewpoint. Boxplot data
visualization also supports the fact that there is very low difference among weightage
values of several SDLC phases. As we are shifting toward agile paradigm where
sprint-oriented delivery is getting popularity, all phases are starting right from day 1.
So quite a lot of SDLC phases are becoming equally important to finish the project
on time.

We also performed ANOVA analysis on our collected data from survey. One way
ANOVA F test produces F value of 13.604 and p value of 2.29e−08. As p value is
less than level of significance value (0.05) and F value is high, the null hypothesis
(weightage values for all phases are equal) can be rejected

In this section, it is explained the results of research and at the same time is given
the comprehensive discussion. Results can be presented in figures, graphs, tables,
and others that make the reader understand easily [2–5]. The discussion can be made
in several subchapters.

4 Conclusion

AHPmethodology helps us to determine which defect produces more risk and needs
to be mitigated first. Consistency index indicates the degree of consistency. We can
conclude—Even though the difference in percentage values of several defects is
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small, the marginal difference becomes significant as software projects are mainly of
budgets of multi million dollars. Large-scale projects demand the AHPmethodology
to manage risks. Our analysis based on the conducted case study indicates AHP
facilitates multi-criteria decision making (MCDM) and bridges the gap between
ordinal scale and ratio scale. According to AHP, design defects demand the highest
priority followed by requirement analysis defects, coding defects, and testing defects.

We can also conclude that it is beneficial to fix a defect in earlier stages (design,
feasibility study, etc.) of SDLC first, and then move toward fixing defects of later
stages (testing, maintenance, etc.) of SDLC. The highest value of design defect
priority and the lowest value of testing defect priority obtained from theAHPmethod-
ology case study data reinforce this fact. Complex decisions should not be based on
intuition, and AHP helps in taking informed decision. The decision considers both
qualitative and quantitative evaluation.

It becomes cumbersome to use AHP when number of alternatives or criteria is
high. The very nominal difference in several defect priorities also indicates that if
software projects are of small size; then, executing all the phases of SDLC in parallel
(agile methodology) may be lucrative. Frequent changing customer requirements of
agile software projects creates conflicting objectives/criteria, and AHP is best fit to
sort out the confusion in these cases.
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Reliable and Privacy Preserving
Blockchain Based Medical Data Sharing
Digital Ledger
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Abstract Secure sharing of health-care details along electronic media are chal-
lenging and yet an inevitable thing in the digital era. As valetudinarians pass between
contributors, patientsmedical documents become disseminated across different orga-
nizations, resulting from drastic ethical issues to reliability and security. The decen-
tralized and distributedmechanism of the blockchain gives a new stance to the digital
frugality. Blockchain permits neither the entrant needs to know each other, and nor
does it require third-party certification bodies to engage. It ensures data reliability
and security through cryptographic algorithms and consensus used by the blockchain
technology medical data sharing digital ledger using blockchain. In this paper, we
use a private blockchain which makes use of ethereum and hyperledger fabric smart
contract. Medical data services can be accessed by only those who have permission
to ingress. The System uses a secure hash algorithm, proof of stake (PoS) consensus
algorithm used for data provenance and thus it makes the block with tamper proof
medical records than existing systems. Here the access granted for valid users only.
Blockchain enhances security, anonymity, and privacy for medical assets.
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1 Introduction

1.1 General Background

As we have already known, the key to successful completion of any task perfor-
mance is effective information gathering and processing of any complex functions.
Nowadays the dissemination, public engagement, and exploitation of various digital
records result in drastic ethical issues in the world of security. In this scenario, it
is worth reasoning why we need the distribution of electronic records and how the
information dissemination can be processed securely and tamper proof.

1.2 Introduction

Electronic medical records are the building blocks of emerging medical fields and
their enterprises. As patients move between contributors, their medical records
become disseminated across different organizations, and it lacks security. Hetero-
geneous data structures may preclude compatibility in the existing systems, while
divergence in themedical records limits data comprehension. Evenwhen the network
could agree on the structures and semantics, security still compromises. Secure Data
sharing [1] becomes more complicated as ossification of the internet architecture
goes beyond limitations.

The idea of blockchain transpired into a big revolution in every industry, especially
in medical data sharing. Nowadays dissemination of records becomes inevitable in
medical fields. Blockchain-based medical data sharing digital ledger aims security
in the medical record. Here the asset is transacted over the internet using hyperledger
fabric and ethereumsmart contracts and therebypromote faster and secure data record
for medical information. In this proposed approach, instead of proof of work (PoW)
algorithm, Proof of Stake (PoS) is used. So that the node is treated as validators used
to mine the transactions which are more reliable than existing methods.

1.3 Blockchain

The blockchain [2] is a consecutively increasing series of records. It creates value,
trust, and truth with suitable cryptography. Exponents of blockchain and its services
considered it as a privacy-preserving indestructible block of records. Transactions
can be easily verified with considerable clarity and trust to all the nodes involved.

The term blockchain technology was first elucidated in 2008 with the invention
of bitcoin [3] to keep the past digital information safe and secure. The Hyperledger
[4] project by IBM varies somehow, but similarly, this is geared more towards larger
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organizations than smaller companies or individuals. Ethereum is an open source
blockchain computing platform featuring smart contracts.

1.4 Paper Organization

This paper deals with reliable and privacy preserving blockchain based data sharing
digital ledger. Next section gives an overall idea of network selection, and brief
descriptions on various consensus used in different data sharing medical records.
Section 3 deals with the proposed approach and how the new variant for medical
data sharing works. Section 4 gives an idea of design principles and methodology.
Followed by comparing the performance based on different parameters. Finally
concluded with future contributions.

2 Related Work

In this section, the focal point is on the network selection and identification of the
best consensus used to securely sharemedical information among the systemwithout
compromising the certainty of the network. The core idea is to make medical asset
transfer secure and faster in a tamperproof manner. The various steps evolved in the
procedure of making blockchain based medical data sharing digital ledger includes
network selection, finding the best suitable Consensus algorithm, ethereum smart
contract implementation, and attachment of blocks and finally the analysis ofmedical
data sharing blockchain system with blockbench.

2.1 Network Selection

Network identification is based on the requirements such as whether it is permission
oriented [5] or permission-less. The difficulty in blockchain systems and crypto-
graphic consensus algorithm is when each distributor asserts their blockchain plat-
form is the best. The 2 criteria matters to the blockchain environment definition
are:

1. level of anonymity of validators:
2. level of trust in validators.

Level of anonymity indicated the identity and trust means how inevitable is
punishment for misbehaviour. Difference between permissoned and permissionless
blockchain is explained with the help of the above Fig. 1. From the figure, it is clear
that permissioned blockchain(private blockchain) is suitable for medical data sharing
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Fig. 1 Permissoned versus
permission-less

since it meets the criteria and hencewe can use hyperledger fabricwith Proof of Stake
as consensus algorithm.

2.2 Consensus Algorithm

After the successful selection of the network and studying the basics of permissioned
blockchain, next is the selection of suitable consensus algorithms. Next we can
discuss various medical data sharing systems.

1. MedRec:MedRec [6] is the first fully functional blockchain innovation tomedical
records. Medrec used for data access using blockchain technology and to provide
secure data sharing. MedRec manages authentication, confidentiality, account-
ability, and data sharing. The Consensus used to secure the medrec is Proof of
Work (PoW). Data transactions are done via smart contracts on an Ethereum
Blockchain.

Pow is used for mining, the expensive mathematical calculation. The PoW is used
to deterring cyber-attacks such as a distributed denial-of-service attack, (DDoS).
The PoW can be used to confirm transactions. It will then produce new blocks to
the chain. Here PoW, miners compete against each other to complete transactions on
the network and get rewarded. This system is called proof of work because of the
probability of mining of the block is increased with the amount of the work put in.

2. PHIRchain [7]: PHIRchain considers differentmethods to securely sharemedical
information. This paper finds out all the possible and existing barriers to medical
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data sharing. The system uses permissioned blockchain for clinical data sharing.
Here the Trust is enforced through restricted access to transaction validation.
Proof of Interoperability (PoI) is used as a consensus. PHIRchain architecture is
customized with Decentralized App(DApp) to meet the ONC requirements. POI
is the ability of health information systems to work together within and across
organizational boundaries for effective delivery of demands.

3. Secure ABS Scheme with Multiple Authorities [8, 9]: The system uses Attribute-
based Signature scheme for blockchain in Electronic Health Records system.
Secure ABS protocol resists Collusion attack, where a node intentionally makes
a secret agreement with an adversary. Rui Guo [8] analyze both security and
performance analysis on the ABS scheme as well as MA(Multi-authority)-ABS
scheme. Security of the ABS protocol is analyzed using a random oracle model.
A random oracle analysis is an art of solving complex problems. Every query
responded with an arbitrary output if those queries were distinctive. Oracle can
be used as a substitution for every hash functions with high randomness. Security
of the system is measured in terms of the random response to the queries.

4. Blockchain: A Panacea for Healthcare Cloud-Based Data Security and Privacy
[10]: Proof of stake consensus is used to secure the blockchain. Proof of
Stake (PoS) is cryptocurrency blockchain network aims to achieve distributed
consensus. The creator of the next block is chosen via various combinations of
random selection and wealth or age (i.e., the stake). The coins holders chosen in
a deterministic way that is called staking.

Cloud-based EHR in blockchain is a new way of securing health care details.
Consensus does not need to be confirmed by a trusted mediator. This system avoids
performance bottleneck and a single point of failure. So the patients can even control
their past records. Medical datas are stored in the blockchain network. Any changes
to the blockchain are visible to all nodes in the network. It reduces the unauthorized
modifications by trivially detecting them.

From these comparisons and analysis of consensus algorithms used in different
blockchain based medical data sharing digital ledger, the suitable consensus algo-
rithm for the proposed approach is proof of stake consensus algorithm and its modi-
fied version, proof of delegated stake also used in blockchain based system to boost
the security and reliability in the network rather than existing proof ofwork consensus
algorithm.

3 Reliable and Privacy Preserving Medical Blockchain

3.1 Overview

Blockchain integration is now almost spread all over the world with everlasting
hopes in minds of millions. Now every programmer wants to convert or add their
idea with blockchain in order to secure their idea with privacy as well as probity with
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maximum possible profit. The design part is mainly concentrated on the evolution,
implementation, and analysis of blockchain basedmedical data sharing digital ledger
via hyperledger fabric and ethereum.

To have better performance-based blockchainmedical data sharing record system,
here we have hyperledger fabric. This can be securely distributed in order to deal
with current and future challenges and satisfy new service requirements, we need to
contemplate the following design principles based on previous work on designing
distributed network architecture, research new network technologies, and investigate
new service requirements such as adaptability, high Availability, Fault Tolerance,
performance, reliability, scalability and security. Ethereum smart contracts and proof
of stake consensus algorithm is also added to ensure the guarantee and regularity in
the system.

3.2 Problem Definition

Development, implementation, and analysis of medical data sharing record by inte-
grating them into a secure and reliable blockchain based medical data sharing digital
ledger via hyperledger fabric and ethereum smart contracts in djangoweb framework
using blockbench with the help of evaluation metrics.

4 Design Principles

The design methodology refers to the development of a system or a method for the
current situation. The blockchain based medical data sharing digital record system
is designed to secure the records all over the internet with no tamper proofs and the
secure data is stored using interplanetary file system (IPFS). Figure 2 shows overall
design of the proposed approach. Whenever a patient wants to consult a doctor, they
are requested to generate identity card from the authority, or the hospital to check
doctors availability based on patients preference. Once it is received, patient can
undergo for diagnosis, after that his/her medical record will be electronically signed,
cryptographically secure and added to the data store. At the time when someone
requests for a medical record, the system then check the availability of requested
data in the data store to confirm the validity of the request if the requester already
registered with the system blockchain. If the request is valid then transaction event
will be mined. The transaction event is then attached to the blockchain and listed as
transaction details with the previous hash.

The blockchain in healthcare can be implemented with the help of hyperledger
fabric as framework and ethereum smart contracts for the development of smart
contracts in the blockchain and the architecture of medical blockchain is explained
in Fig. 3. Here blockchain uses public key cryptography to create a tamperproof
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Fig. 2 Design overview

Fig. 3 Architecture of medical blockchain

chain of content, supported not by a central server, but a decentralized network of
participating nodes. Each individual nodeworks to solve a series of hashing exercises,
which contribute to the formation of the chain a process known as mining.
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Whenever a newentitiy is registeredwith the authority, node contains ehrmanager,
ethereum client, database and the backend library will be updated into the patient
node. Patient node holds backend library details, manager, ethereum client and the
database. The authority node request for the red request from ethereum blockchain.
The smart contracts hold patient provider relationship smart contracts and other smart
contracts. Once the patient id is fetched from the smart contract it then given to the
authority node and therefore the details can be updated in the patient node. Once
patient node get update the notification from the authority will be forwarded to the
patient.

4.1 Ethereum Smart Contracts

Ethereum smart contract used to execute scripts on the blockchain of this system.
Contracts are intelligent representation of that links where system does not store the
record directly; rather encodes metadata that allows records to be accessed securely
by patients, unifying access to data across disparate providers.

Contracts are built with the help of ERC-20 standard. Debugging the ethereum
smart contract are donewith truffle.We can get the truffle from internet and configure
with the system. The system uses file structure layout, testing framework, console,
and a debugging environment. Solidity is used here for contract coding. The contracts
like a wrapper around a mapping (address= uint) object. The asserting equality with
the hamcrest style.

After the contract is written and tested in the node, deployment into local
blockchain can be completed.Wecan run the local blockchainwith ganache.Ganache
is thenmigratedwith truffle by setting the port number on the ganachewith thewallet.

4.2 Hyper-ledger Fabric

Hyperledger Fabric [11] is an framework for private blockchain. It is mainly used
in the permissioned blockchain. Fabric provides membership services, chain code
services, and other major services like consensus manager, ledger storage and the
transaction details. On top of these modules, APIs, SDK, and CLI work.CLIs in the
framework used to test the system.

The transaction is initiated by the peer node connected from the application
client. The transaction is sent as a proposal to the Endorsing peers and each of
the Endorsing peers validates the proposal (or the proposed transaction) against the
World State database and sends the response back to the application client. The
API in the blockchain are used to check the results. It checks whether the order of
the transaction details added to the blockchain via ipfs are correct or not. SDK in
the hyperledger fabric means software development kit which stores every software
related to the fabric deployment [12].
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5 System Implementation and Performance Analysis

In order to demonstrate the efficiency and security of blockchain based medical data
sharing digital ledger, we can divide the overall implementation procedure into layers
and blockbench uses these layer-wise analysis of the system. The implementation is
divided into layers as GUI layer, execution layer, chain layer and the communication
layer. The proposed system implementation layers are discribed in Fig. 4.

The bottom layer is implemented using solidity. Process synchronization of blocks
in the blockchain are constructed in this layer. Here the transaction are executed in
terms of ethereum smart contract which is visible for all the users. Smart contracts
can interact with other contracts, make decisions, store data and send ether to others.

The chain layer contains consensusmechanism used for the blockchain. This layer
hold protocols corresponding to blockchain part. The structure and semantics of the
proposed blockchain systems are also supported by this layer. Both EHR and PHR
and both of this layer employees PoS. Execution layer carries the details of how
runtime interface will look like for example, where the codes can e executed and
details of error checking and error correction. Finally the top most layer, application
or GUI layer contains blockchain applications [13]. GUI layer uses Django web
framework.

The analysis and comparison of proposed system can be done via formal anal-
ysis and formal verification [14]. Formal analysis means evaluating the possibility of
attack on the specification of the protocol, products, or system by conducting some
mathematical formalization of the security requirements whereas formal verification
used to verify the correctness of the specification of the protocol, products, or by auto-
mated axiomatic theorem proving. Performance analysis can be done using tolerated
malicious nodes and its efficiency is calculated based on the rate of transactions
transferred successfully per seconds.

The formal analysis of different parameters can be done based on network compar-
ison. In Table 1, throughput is analyzed in terms of number of successful transactions
per second. Centralized and distributed systems can send higher amount of transac-
tions in each seconds than decentralized systems and that is represented as high and
low values. Asset ownership is depend upon the intermediator during the transaction
and centralized network uses a trusted intermediator whereas the other two networks
has direct transaction over the network. Since the centralized network needs a trusted
authority the custodian risk is there and for the rest of the network have no custo-
dian risk. Since the distributed and decentralized networks are completely integrated,
centralized network integration is depends on platforms too. Hence the distributed
and decentralized blockchain is selected for proposed system. Performance anal-
ysis in blockchain can be done using blockbench [13]. Blockbench is a framework
for analyzing private blockbench [13]. Blockbench mainly use four parameters say
application, execution engine, throughput, asset ownership, key management, inte-
gration and custodian risk and which are explained in Table 1 and also four different
implementation layers. The layers explained in Fig. 5 can be used in the blockbench
to analyze private blockchain.
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Fig. 4 Proposed system implementation layers
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Table 1 Comparison of
networks

Centralized Decentralized Distirbuted

Execution
engine

Centralized Distributed Distributed

Throughput High Very low High

Asset
ownership

Trusted Directed Directed

Custodian
risk

Yes No No

PK
management

Exchange side Client client

Blockchain
integration

Depends Full Full

Fig. 5 Communication layer comparison

Blockbench measures performance in the communication layer in terms of
throughput, latency, scalability and faulttolerance [13] and their result is shown
in Fig. 5. First part (I) of Fig. 5 shows the execution time of both ethereum
and hyperledger fabric end up with a linear increase after certain transactions are
completed. Part (II) shows throughput where hyperledger has less successful trans-
actions compared to ethereum blockchain. Response time represented in (III) and it
shows that ethereum has less response time and part (IV) shows the latency of smart
contracts where ethereum smart contracts have comparatively good performance due
to the decreasing nature of latency. The third parameter used for performance anal-
ysis is scalability. Scalability is the difference in throughput and latency with respect
to the nodes [13]. Here from Fig. 5, changes in throughput and latency result from
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better scalability for the ethereum smart contracts rather than hyperledger fabric [13].
The fourth and final parameter, the fault tolerance can be calculated as the changes
occurred due to the node failure in latency and the throughput of both smart contracts.
Since node failures and not added into our proposed system, our system has better
performance compared to related approaches [8, 10].

Performance analysis based security can be analyzed using securitymetrics. Secu-
rity of the system can be measured in terms of no of orphan blocks. Orphan or stake
blocks are denoted as forks and which are created due to double spending and such
vulnerabilities in the system. The ratio between no of blocks contained in the main
chain of the blockchain and the no of stake blocks reportegives the security analysis.
If the ratio is lower then we can say that the system is less vulnerable [13]. Since the
ratio is lower for proposed system we can conclude that our system is secure where
no other papers explained security analysis.

Finally, the analysis in the chain layer can be done with the help of comparative
study on consensus its uses, major security concern, its blockchain type based on the
blockchain network comparison, the tolerated malicious nodes and the performance
efficiency. The detailed explanation of the comparative study is shown in Table 2,
where BT means blockchain type, PE is the performance efficiency and TMN is the
tolerated malicious nodes, PL indicates permissionless, P indicates permissioned,
and finally C for consortium. Here tps is transaction per seconds. Pu and Pr are
public and private.

From these comparisons, it is clear that Delegated Proof of stake(DPoS) is more
good than other consensus but has difficulty in implementation. Proof of stake (PoS)
also gives enough support and proof of work can be modified so it would be better to
have more reliable system. Proof of Stake (PoS) consensus algorithm is reliable and
suitable for medical data sharing systems using blockchain and it needs less effort
from programmer side which is used in the proposed approach. The execution layer
and application layer need not be analyzed since their results are already reflected in
the previous comparisons.

Table 2 Comparison based on consensus efficiency

Authors Consensus BT Purpose and security TMN PE

Azaria [6] PoW PL Requirement to mining,
against DDoS

50% <20 tps

Zhang [7] PoI P Interoperable, digitally
signed and verified

Depends ≥50 tps

Guo [8] MA-ABS C Secure via ROM and
resists collision

Not Supported >100 tps

Esposito [10] PoS C No intermediator and
avoid per formance
bottleneck, single point
of failure

50% >300 tps

Liu [9] DPoS C/Pu/Pr Advanced avoids 50%
attack

Not needed >300tps
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6 Conclusion

Digital health records can’t manage the complexities of the ledger storage and their
security.As valetudinarian pass betweenmedical centers, their datamaybedisbanded
and thus losing easy access to past records. From the above comparisons, it is clear
that blockchain based medical data sharing record system is the best way to rectify
the problems with existing medical records. Each consensus promises security, data
privacy in various factors. Sowe can conclude thatCombination of hyperledger fabric
along with the ethereum smart contract and Proof of Stake consensus algorithm will
be the best option for blockchain based medical data sharing digital record. Since
traditional Proof of Stake lacks in security and data privacy by compromising the
decentralization; Delegated Proof of stake can also be implemented.

7 Future Works

Blockchain based systems act as a distributed decentralized digital ledger and its
applications and features are increasing day by day. In this proposed approach even
though hyperledger fabric is purely designed for private blockchain like blockchain
basedmedical data sharing record system, it somehow results in delays in the network
even if it is highly secured and ensure transparency. This type of delays in the network
may cause less user friendly and it is time consuming. So the ethereumsmart contracts
used in the approach provide high throughput, scalability and avoid delay in the
network. Future work in this system can be made by adding proof of delegated
stake consensus along with ethereum protocol for smart contacts and other block
addition by hyperledger fabric smart contractsmakes the system comfortable, secure,
transparent and reliable.
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Survey on Lightweight Cryptography
Algorithm for Data Privacy in Internet
of Things

Monalisha Sinha and Sandip Dutta

Abstract Internet of things (IoT) has already made its way into every industry and
has started helping us inmaking smart decisions. Twobillion people using the Internet
at the moment and that is set to grow to probably 2 billion in the next couple of years
and devices will be linked with themselves together using networks. Conventional
cryptography uses a huge amount of energy which results in cost and complexity as
compared to lightweight cryptography. Lightweight cryptography has been imple-
mented to overcome conventional cryptography. In this paper, we have done a survey
among different lightweight cryptographic algorithm protocol in aspects of RAM,
efficiency, encryption and decryption cycles.

Keywords IoT · Security · Cryptography · Encryption · Architectures · Attacks ·
Lightweight cryptography

1 Introduction

In this digital world, we can make everything talk to each other. The electronics
objects that are connected to the Internet through their networks can exchange their
data. Now billions and billions of objects are linked with the Internet. As these
devices connected to each other will become the intelligent system and when they
will exchange their data over the cloud they can transform our lives in a countless
way whether it is in medical, house and so on. This results in consuming less cost and
energy. IoT has brought evolution in this digital world by connecting to the Internet
to extract meaningful information’s.
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1.1 IoT Applications

The IoT is changingmuch about the world we lived in.Wireless sensor and chips that
are embedded in the physical objects exchanges their data over the Internet. In IoT,
the devices interact, collaborate and share experiences with each other. The house
has become a smart house, the electronic things within the house communicate with
each other. Research shows that by the year 2020, 50 billion objects will be connected
to the Internet [1]. Each person approximately will use 7.1 objects online.

The IoT application is growing rapidly day by day [2]. Building electronics system
using IoT is described in [3]. Most of the industries are showing their interest toward
IoT. IoT applications in health care industries and improvement opportunities are
discussed in [4]

In every application, IoT demand has increased whether it has converted home to
smart homes, agriculture, smart retailer, manufacturing, education and many more
[5].

1.2 IoT Architectures

IoT architecture establishes the connections between the physical object for data
sharing [6]. Data sharing are done in real time. IoT architecture should provide
quality of service, resistant to attack, security and data management.

IoT architecture comprises of four layers:

1. Layer I: Physical layer

The data present in the IoT are equipped with sensor and actuator to produce, accept
and process the data. It contains sensors, actuator, cameras and many more.

2. Layer II: Network layer

Data acquisition system process the data received from the sensor and actuator. It
contains all the hardware and software setup of the network.

3. Layer III: Application layer

Digitized data before sending to data store are processed through edge analytics
where automated analytical computation is done on data. Application layer acts as a
bridge between physical objects and the IT industry.

4. Layer IV: Perception layer

Data can be extracted from the data store through cloud analytics. It converts the
analog signal to a digital signal (Table 1).
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Table 1 IoT architecture

Layer I Layer II Layer III Layer IV

Physical layer Network layer Application layer Perception layer

Sensors, actuators, RFID
tags

Wi-Fi, Bluetooth, 3G Smart application and
management

Barcode, RFID

1.3 IoT Attacks

Communication between the physical object and IoT devices is done through the
Internet. Communication is done publicly, so attack occurrence can occur during
communication.

1. Denial-of-service attack: The attack is done when it acts as distributed. System
and data aremade unavailable to the person who needs it. This results in jamming
(unauthorized person occupy the channel) and spoofing (attacker send useless
the message to the user to block the channel).

2. Man-in-middle: In this attack, the third party interrupts the channel by getting
the key and pretends it to be the right person. Recipient thinks they are getting
the right message. This type of attack is done in RFID technology.

3. Eavesdropping: The third party listens to the conversation between sender and
receiver. This attack is in confidentiality [7].

4. Masquerading: The third party pretends to hold the identity of other people. It
can result in a break down in the IoT resources.

5. Alternation: Information store in IoT devices can be modified or altered by the
third party results in the integrity of data.

1.4 Security Challenges in IoT

In the IT industry, IoT has become the latest phase. Demands of IoT are increasing
day by day, while a security challenge has brought fear regarding this technology.
There are over 25 billion IoT devices connected to each other so it is impossible
to test all the devices. Even yet not all the devices are updated in time. Uncertainty
about security comes there when devices are not secure and they are prone to be
hacked [8].

As the demand for IoT devices is increasing, IT manufacturer are producing more
devices, so security challenges have become a major issue. Due to outdated software
and hardware, it is more prone to be potential attacks. To prevent a potential attack,
each device should be updated properly.

Data security and privacy are the two main challenges in this digital world. Rules
should be provided as a lot of IT companies are transmitting a huge amount of data
from IoT devices. Storage of data is not that much challenge but it is opened to be
hacked.
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A study discloses that 71%of the objects linkedwith IoT are opened to be attacked
[9]. Man-in-the-attack can be performed by two parties who are directly communi-
cating with each other. There is no solution regarding man-in-the-middle attacks.
Encryption is done to minimize the data integrity.

1.5 Cryptography Overview for IoT

Cryptography is used for data security. Cryptography is the practice inwhich the orig-
inal text is converted into unintelligent text for the security of data [10]. Symmetric
and asymmetric cryptography are two parts of cryptography. The same key is used
for encrypting and decrypting the message which results in faster and safer commu-
nication. The demerit of symmetric cryptography is the transfer of key between two
parties. If the third party gains the key it can interrupt the communication. Confiden-
tiality and integrity of data are assured in symmetric key but not validation of data.
AES, DES, IDEA, etc., comes in symmetric key. In asymmetric two keys are used
for communication, i.e., public and private key. It assures authentication, integrity
and confidentiality of data. The public key is used to encrypt the message while the
private key is used to decrypt the message which provides confidentiality. The main
advantage of the asymmetric key is that it provides security of the key. If the key
becomes large, then it results to slow down the encryption and complexity will be
increased. Asymmetric key uses Rivest–Shamir–Adleman (RSA), Diffie–Hellman
and elliptic-curve cryptography (ECC).

1.6 Lightweight Cryptography

Lightweight cryptography has the six-part standard: confidentiality, authentica-
tion, identification, non-repudiation and key exchange. Lightweight cryptography is
implemented on resource-constraint devices like wireless sensor devices, embedded
chip and so on. For a hardware implementation, sizes of chip and power consump-
tion are measured. For a software implementation, smaller code and memory size
are measured.

Advantages of lightweight cryptography over IoT:

1. Efficiency of continuous communication: To achieve end-to-end security, the
symmetric key algorithm is used. For low-resource devices, limited energy
consumption cryptographic algorithm should be used. The main advantage of
a symmetric key algorithm is to reduce energy consumption.

2. Connection to low-constraint devices: Limited area of space is the main merit of
lightweight cryptography. Limited area of space gives more chances to connect
with low-constraint devices.

The needs of lightweight cryptography are discussed in [11].
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1.7 Organization of Paper

This paper contains the following sections:
Section 2 is the survey on lightweight cryptography algorithmprotocol for security

in IoT. Section 3 is the comparison of different lightweight cryptographic protocols.
Section 4 is the future scope of work. Section 5 concludes the conclusion of this
paper.

2 Survey on Lightweight Cryptography Algorithm
Protocol for Security in IoT

1. AES [12]:

Vincent Rijmen and Joan Daemen created AES. This algorithm is easy to imple-
ment and takes a sensible amount of time while running on a regular computer.
AES is the advanced level of data encryption standard (DES). It comprises of
exclusive-OR, octet substitution in S-box, row and column rotations and a mix
column. It has key length of 128-bits, 192-bits or 256-bits and rounds of 10, 12 or 14.
Rounds depend on the length of key.AES comprises of 128 blocks. For lightweight
cryptography, AES-128 is the most suitable variant, due to rounds number and
key length.AES is mainly designated for the software application. Based on the
substitution-permutation network.

2. HIGHT [13]:

HIGHT stands for high security and lightweight. It is implemented in low-constraint
devices. It is of the 64-bits block and 128-bits key length. This algorithm comprises of
round functions, key schedule, encryption and decryption. Based on Feistel Network
with 32-round iterative structure, it consists of XOR, addition-mod 2 to the power 8
and left-bitwise rotation and it is mainly used in hardware implementation.

3. SIMON [14]:

It is lightweight cryptography which performs better in hardware implementation.
Key length is of 128 bits with block length of 128 bits.

4. TWINE [15, 16]:

It runs on small hardware. It performs better on computer software that is embedded.
It is implemented on Feistel Network. TWINE 80 and TWINE 128 are of two types
implemented according to key length. These types have 64 blocks with rounds of 36.
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5. PRESENT [13]:

PRESENT is symmetric block cipher with 64 bits of block size with key length of 80
bits or 128 bits. 4-bit S-box which can be implemented on hardware optimizations.
It is based on substitution-permutation network (SPN). It is used in low-constraint
devices which use low power and high efficiency. Due to complexity estimation for
the hardware implementation, it is most dense cryptographic algorithm. It is simple
to implement with average security.

6. TEA [13]:

TEA is implemented on Feistel Structure with 64 rounds which are rounded by
cycles. It has 32-bit unsigned integers that use 128-bit key. For each cycle, it has
same the key. It is used in a low-constraint device.

7. CLEFIA [17, 18]:

CLEFIA is implemented on Feistel Network. It has a block length of 128 bits and
key size of 128-bits, 192-bits and 256-bits. It gives better performance and security
in hardware.

3 Comparison of Different Lightweight Cryptographic
Algorithm Protocol

Table 2 shows that PRESENT, SIMON uses minimum gate that are acceptable to
IoT [19]. The same hardware is used by Feistel Network for encrypt and decrypt
of message. Using the same hardware, it minimizes the execution time and memory
usage (Fig. 1).

ECC is the best known lightweight cryptography in asymmetric cryptography. It
uses less key than RSA and uses lessmemorywhich increases the speed of execution.
In wireless sensor network, ECC is the strongest among various attacks.

RSA uses two large prime numbers to create public key and private key which is
more secure. To generate key, it uses discrete logarithm problem. Digital signature
scheme uses asymmetric cryptography for data authentication. Table 3 shows differ-
entiation between ECC and RSA in respect of data security and performance which
shows that ECC is better than RSA. So, in the future, ECC will be used first than
RSA for authentication.

4 Future Direction

By doing this survey and comparison analysis, we analyze that some research
problems are found on which further research should be done.
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Fig. 1 Graph plot of gate

Table 3 RSA and ECC differentiation

Algorithm Key length (bits) Merit Attacks

RSA 1024 Increases security Man-in-middle

15,360

ECC 163 Increases speed, less memory, good security
level

Side channel attack

1. Data security and data validation are the main part of IoT. So various techniques
are implemented and a various hybrid model of encryption and authentication
algorithm (AES andRSA techniques) are proposed. But this technique can causes
increment in memory in devices. So CCMmodes are used to counter the memory
requirement for security and authentication of data.

2. Conventional cryptography provides more secure than lightweight cryptography.
So round numbers are increased in lightweight cryptography for providing the
same level of security which minimizes performance of algorithm. So, in the
future research work, lightweight cryptography is implemented in such a way
that it should provide faster performance in less number of rounds.

5 Conclusion

IoT connects the virtual world to the real world through technologies like sensor and
embedded system. The technologies used in IoT makes our life more comfortable
and easier. Lightweight cryptography has gained much attention from academic
and IT industries as it uses low-power resources, limited memory which improves
the performance enhances security and increases energy efficiency. IoT faces a lot
of challenges regarding security, privacy and scalability, so cryptography is used
for security. Conventional cryptography is not opted for IoT due to its constrained
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environment. In this survey,wehave covered the different architecture of IoT, security
challenges, privacy and lightweight cryptography algorithm to solve them.
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nTunnel FET (nTFET) Reliability Study
Against Positive Bias Temperature
Instability (PBTI) for Different Device
Architectures

Suman Das, Avik Chattopadhyay, and Suchismita Tewari

Abstract In this paper, for the first time, the nTFET reliability and stability have
been studied against the adverse effect of positive bias temperature instability (PBTI)
for three different device architectures, viz. elevated drain-(ED-), elevated source-
(ES-) and elevated source–drain-(ESD-) TFETs, in terms of threshold voltage (VT )
shift, on-current/off-current (ION/IOFF) deviation, off-current (IOFF) deviation and
minimum subthreshold swing (SSmin) deviation for different PBTI stress conditions.
The channel lengths for all the devices have been considered as 70 nm. It is found
that the ES-TFET is showing maximum stability against the PBTI effect in terms
of IOFF and ION with a VT shift of 2.9% and SSmin shift of 27%, while maintaining
measurable absolute values of the aforementioned device parameters.

Keywords Device architecture optimization · Elevated source–drain · PBTI ·
Interface trap charges · Tunnel FET · TFET reliability

1 Introduction

Continuous device miniaturization over the last few decades, in order to fulfill the
increasingdemandof “All-in-one”or “All-in-palm”concept, the needof devices, fit to
work for next generation low-power electronics, has gained a lot of research attention.
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In this regard, Tunnel FET (TFET), due to its ability to overcome the 60 mV/decade
subthreshold slope (SS) limitation at room temperature, of the conventionalMOSFET
devices, has emerged as a savior [1–5]. But Tunnel FET suffers from low ION value,
which makes it difficult to use the device for analog application. But in order to over-
come this shortcoming of the TFET device, alternate highmobility channel materials
[6] as well as several novel device architectures have been proposed [7–15]. L-shaped
andU-shaped gates [15, 16] are the examples of such innovative device architectures.
Here, the vertical tunneling mechanism in addition to horizontal tunneling mecha-
nism has been used, which increases the effective tunneling area, without affecting
the device footprint and ultimately leading to an enhanced device current as well as a
sharp subthreshold swing. However, in search for strict device performance improve-
ment, the aspect of device stability and reliability against adverse effects, viz. bias
temperature instability (BTI), hot carrier stress (HCS), etc., have been overlooked
until the last decade. With device miniaturization, the BTI effects, e.g., negative BTI
or NBTI for pTFETs and positive BTI or PBTI for nTFETs, become more and more
significant from the perspectives of device dependability and consistency [17–20].
In the last few decades, although a few works have been found on the effect of BTI
on the performance of the TFETs in the literature, most of them are restricted to the
conventional TFET device architecture [21–23].

In this paper, for the first time, an extensive investigation of the nTFET device
performance against the adverse effect of PBTI for three different architectural engi-
neering, viz. elevated drain-(ED-), elevated source-(ES-) and elevated source–drain-
(ESD-), has been reported. Based on the characteristic shifts for different PBTI
stress conditions of the aforementioned nTFET devices, the most optimized device
architecture has been found out with satisfactory device performance with a good
reliability against the PBTI effect.

2 Device Structure and Simulation Framework

Figure 1 shows the schematic diagrams of ED-TFET, ES-TFET and ESD-TFET,
considered in our study. The step-by-step fabrication process flows of the above-
mentioned ED-TFET and ES-TFET on silicon-on-insulator (SOI) substrate are
already demonstrated in Refs. [14, 15], respectively. The three structures are simu-
lated with a fixed SOI layer thickness of 70 nm, for a channel length (Lch) of 70 nm,
and the corresponding equivalent oxide thickness (EOT) for gate insulator is taken
as 1.6 nm following ITRS roadmap [24]. SILVACO ATLAS, version 5.18.3.R [25]
as a numerical device simulator, has been used to perform all simulations. Non-local
BTBTmodel, alongwith theCVTLombardimodel, the quantumdensity gradient and
bandgap narrowing (BGN) models are employed in our simulations. The Shockley–
Read–Hall (SRH) and Auger models are triggered on too to calculate carrier lifetime
related to radiative and non-radiative recombination processes, respectively, and for
carrier statistics, Fermi–Dirac statistical model has been invoked.
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Fig. 1 Schematics of a ED-TFET, b ES-TFET and c ESD-TFET

3 Model Calibration

To confirm the validity of our simulated results, depicted in Fig. 2a, b, we first
calibrated the transfer characteristics at different values ofVDS both forED-TFETand
ES-TFET to the already reported experimental data [14, 15], keeping all the device
dimensions and parameters similar to those mentioned therein. Parameters related
to non-local BTBT model and BGN model have also been tuned. A well agreement
between the simulated and experimental results for both the types of TFETs, as can
be evidenced from Fig. 2, proves the authenticity of our model calibrations.

4 Results and Discussion

To investigate the effect of PBTI on TFETswith different architectures, four different
stress conditions are being chosen: 1. acceptor trap at room temperature, i.e., 300 K
(PBTI-A300), 2. donor trap at room temperature, i.e., 300K (PBTI-D300), 3. acceptor
trap at 125 °C or 398 K (PBTI-A398) and 4. donor trap at 125 °C or 398 K (PBTI-
D398). For the last two cases, the stress time corresponds to 1000 s [22]. For each
case, the density of states is considered as 1 × 1012 eV−1Cm−2 [23] and the trap
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Fig. 2 Comparison of
transfer characteristics
between a experimental data
[14] and simulated data for
ED-TFET, b experimental
data [15] and simulated data
for ES-TFET

level is introduced at 0.45 eV below the conduction band (acceptor level) and 0.45 eV
above the valence band (donor level) following the reference [23]. Figure 3 shows
the transfer characteristics of ED-TEFT, with supply voltage (VDD) = 0.4 V, for no
PBTI effect and PBTI effect with aforementioned four stress conditions. It is to be
noted that due to the L-shaped gate structure for ED-TEFT device, the trap level
exists in channel, as well as in drain regions, but no such trap level is found in source
region. It is clearly observed from Fig. 3 that the highest on-current (ION) and lowest

Fig. 3 Transfer
characteristics of ED-TFET
for no PBTI and different
PBTI conditions at VDD =
0.4 V
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off-current (IOFF) are obtained for no PBTI condition. From Fig. 3, it is also seen that
for PBTI-A300, the knee point of the transfer characteristic shifts to extreme right,
followed by the knee point for PBTI-D300 in the middle, keeping the knee point for
no PBTI characteristic at extreme left for 300 K temperature. This phenomenon may
be explained as follows. For PBTI-A300, the acceptor level (ETA) exists above the
Fermi level (EF) for no bias condition, and hence, it always wants to remain empty.
Even if electron comes to ETA from source valance band through BTBT, it will get
recombined immediately, resulting in least tunnel current through BTBTmechanism
at source/channel junction, compared to the rest two cases. While in case of PBTI-
D300, the donor trap level (ETD) is always situated below EF and hence always
remains filled-up. But at source/channel junction, it has got no contribution in BTBT
mechanism, as it is situated outside the tunnel window. However, the presence of
this trap level reduces the effective bandgap (Eg) of the channel material, resulting
in the flow of the tunnel current at a less VGS, and ultimately leading to a higher ION,
compared to the previous case. Now, for the case with no PBTI effect, the recombi-
nation probability is least, due to the absence of trap level in the forbidden energy
gap, resulting in the left-most knee point of the corresponding transfer characteristic
and the highest ION. Additionally, It is to be noticed that the presence of trap level
in drain and in channel reduces the bandgap (Eg) of the corresponding regions and
hence increases the leakage current in subthreshold region, while the one with no
PBTI effect has maintained its original Eg resulting low leakage current and hence
least IOFF, compared to the rest two cases. For PBTI-A398 and PBTI-D398, the same
trend has been followed for the elevated temperature, and the leakage increases,
resulting in high IOFF for both the cases. This entire phenomenon is supported by the
corresponding electric field profiles, at source/channel and drain/channel junctions,
as is observed from Fig. 4a, b, respectively, with highest (lowest) current corresponds
to the highest (lowest) field.

Figure 5 shows the set of transfer characteristics for ES-TFET for no PBTI and
PBTI with four stress conditions. In this structure, there is no trap level in source
and/or drain region, but only in channel region. In case of PBTI-A300, as soon as
capturing electrons maximizes and the corresponding accumulation of electrons in
the ETA screens the effect of tunnel field, resulting in low ION. No such screening
effect takes place in case of PBTI-D300, and as a result, high ION is obtained, as is
seen from Fig. 5. In case of no PBTI effect, the absence of the trap level reduces the
leakage and ensures the maintenance of original Eg, and original tunnel field, devoid
of any screening effect, unlike the case with PBTI-A300. These combinations lead
to the lowest leakage current and corresponding lowest IOFF and a certain value of
ION, which is higher than PBTI-A300 but lower than that of PBTI-D300. Similar
trend is found for the cases with PBTI-A398 and PBTI-D398, and only, the high
temperature is responsible for high current, throughout the entire range of VGS, as
is observed from Fig. 5. Figure 6a, b shows the corresponding electric field profile
for source/channel junction and drain/channel junction, respectively. It is clearly
witnessed from Fig. 6a, b that the nature of the transfer characteristics for different
PBTI and no PBTI conditions is completely supported by the corresponding electric
field profile. Figure 7 shows the set of transfer characteristics for ESD-TFET for



164 S. Das et al.

Fig. 4 Electric field profile
of a source/channel
b drain/channel junctions of
ED-TFET for no PBTI and
different PBTI conditions

Fig. 5 Transfer
characteristics of ES-TFET
for no PBTI and different
PBTI conditions at VDD =
0.4 V

no PBTI and PBTI with four stress conditions. For this particular structure, there is
trap level in drain and channel region only. But for this structure, there is no drain
region below the horizontal arm of gate oxide, as is for the case of ED-TFET. The
trend of the transfer characteristics is similar to that of ES-TFET, but only below the
knee point, there is almost no change of IDS with the decrease of VGS. Figure 8a,
b shows the corresponding electric field profile of ESD-TFETs with no PBTI and
four aforementioned stress conditions, which supports the nature of the transfer
characteristics, shown in Fig. 7.
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Fig. 6 Electric field profile
of a source/channel
b drain/channel junctions of
ES-TFET for no PBTI and
different PBTI conditions

Fig. 7 Transfer
characteristics of ESD-TFET
for no PBTI and different
PBTI conditions at VDD =
0.4 V

The next different digital parameters, viz. IOFF, ION/IOFF, SSmin, are extracted from
the corresponding characteristics and are given in Table 1. It is clearly observed from
Table 1 that from the perspective of the absolute value of the parameters, viz. ION and
ION/IOFF, for no PBTI condition, ESD-TFET outperforms the rest two devices, while
for SSmin, ED-TFET outperforms the rest two devices marginally, proving the overall
superiority of the ESD-TFET device from the logic performance point of view. In
order to investigate the reliability of the device against the adverse effect of PBTI,
the change or shift of the parameters from its no PBTI condition is calculated and is
given in Table 2. After critically scrutinizing, it is observed that although ED-TFET
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Fig. 8 Electric field profile
of a source/channel
b drain/channel junctions of
ESD-TFET

produces the least SSmin out of the three TFET devices, it suffers from maximum VT

shift, hence maximum shift, due to PBTI effect. Another interesting fact that can be
observed from Table 2 is that the superior device ESD-TFET with the lowest IOFF
and highest ION/IOFF is suffering maximum from PBTI effect, producing highest
changes in the aforementioned parameters due to PBTI effect, than that of the rest
two devices, making it highly unstable device against the adverse effect of PBTI.
Although when it comes to VT shifting and SS shifting, it is producing the minimal
change due to PBTI effect.

Interestingly, although the performance of ES-TFET in terms of the absolute value
of IOFFand ION/IOFF, under no PBTI condition, remains worse than ESD-TFET, but
better than that of ED-TFET, under PBTI conditions, it shows minimum parameters
shift for IOFF and ION/IOFF, which is significantly low than the shifting of the afore-
mentioned parameters for the rest two devices, as is observed from Table 2. Also,
for VT shift and SSmin shift, ES-TFET shows only marginal higher value than that of
the ESD-TFET, against PBTI effect. Thus, after a thorough overall inspection, from
device performance point of view, as well as considering reliability issue, ES-TFET
has turned out to be the most optimized device of all. A performance comparison
against PBTI effect, between our work and the nTFET, nMOSFET devices taken
from Han et. al’s work [26] in terms of VT , SSmin and ION/IOFF is made, and the
corresponding values are tabulated in Table 3.
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Table 1 Absolute value of digital parameters of different device architectures for no PBTI and
PBTI with four stress conditions

Parameters No
PBTI

PBTI-A300 PBTI-D300 PBTI-A398 PBTI-D398

ED-TFET

ION (A/µm) 9.2 ×
10−8

2.15 × 10−8 5.24 × 10−8 3.88 × 10−8 8.15 × 10−8

IOFF (A/µm) 2.14 ×
10−12

8.2 × 10−12 6.38 × 10−12 8.66 × 10−10 6.97 × 10−10

ION/IOFF 4.3 ×
104

2.6 × 103 8.2 × 103 44.8 1.17 × 102

VT (V) 0.3 0.39 0.325 0.375 0.31

SSmin (mV/decade) 13.8 25 20.8 62.5 50

ES-TFET

ION (A/µm) 4 ×
10−8

2.7 × 10−8 8.11 × 10−8 7.26 × 10−8 1.95 × 10−7

IOFF (A/µm) 3.44 ×
10−14

9.82 × 10−14 1.3 × 10−13 9.5 × 10−11 9.96 × 10−11

ION/IOFF 1.16 ×
106

2.75 × 105 6.24 × 105 7.64 × 102 2 × 103

VT (V) 0.35 0.36 0.33 0.34 0.32

SSmin (mV/decade) 17.9 27.7 25 50 41.6

ESD-TFET

ION (A/µm) 8.83 ×
10−8

2.94 × 10−8 1.55 × 10−7 9 × 10−8 3.4 × 10−7

IOFF (A/µm) 4.6 ×
10−15

2.8 × 10−14 3.8 × 10−14 3.21 × 10−11 4.1 × 10−11

ION/IOFF 1.9 ×
107

1.1 × 106 4.1 × 106 2.8 × 103 8.3 × 103

VT (V) 0.36 0.37 0.34 0.358 0.32

SSmin (mV/decade) 17.9 22.2 24.5 43.5 40.3

5 Conclusion

In this paper, we have reported a detailed investigation concerning the effect of PBTI
on Si-nTFET for three different device architectures, viz. ES-, ED- and ESD-TFETs,
followed by an optimization between the device performance and the reliability issue
against the adverse effect of PBTI, to find the most suitable TFET device. After a
thorough investigation, ES-TFET turns out to be the most optimized device in this
regard. It suffers fromminimum IOFF and ION/IOFF shifts from the no PBTI condition
and shows significant low values for VT shift and SSmin shift as well, maintaining a
good device performance throughout, in terms of the device performance matrices.
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Table 2 Percentage change in digital parameters of different device architectures for PBTI with
four stress conditions with respect to no PBTI condition

Parameters Deviation for
PBTI-A300 over
no PBTI
condition

Deviation for
PBTI-D300 over
no PBTI
condition

Deviation for
PBTI-A398 over
no PBTI
condition

Deviation for
PBTI-D398 over
no PBTI
condition

ED-TFET

IOFF (A/µm) 0.606 decade 0.424 decade 2.652 decade 2.483 decade

ION/IOFF(%) 94 81 99.9 99.7

VT (V) (%) 30 8.3 25 3.3

SSmin (mV/decade)
(%)

81.2 50.7 352.9 262.3

ES-TFET

IOFF (A/µm) 0.638 decade 0.686 decade 3.606 decade 3.652 decade

ION/IOFF (%) 76.3 46.2 99.9 99.8

VT (V) (%) 2.9 5.7 2.9 8.6

SSmin (mV/decade)
(%)

26.8 39.7 179.3 132.4

ESD-TFET

IOFF (A/µm) 0.82 decade 0.92 decade 3.86 decade 3.95 decade

ION/IOFF(%) 94.2 78.4 100 100

VT (V) (%) 2.8 5.6 0.5 11.1

SSmin (mV/decade)
(%)

24 36.9 143 125

Table 3 Performance comparison between our work and the work of Han et al. [26]

Parameters PBTI deviation
for nTFET (Han
et al.) (%)

PBTI deviation
for nMOSFET
(Han et al.) (%)

PBTI deviation
for ES-TFET for
A398 (our work)
(%)

PBTI deviation
for ES-TFET for
D398 (our work)
(%)

ION/IOFF 99.9 99.9 99.9 99.8

VT (V) 16.6 30 2.9 8.6

SSmin (mV/decade) 120 110 179.3 132.4
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Three-Phase Space Vector Modulated
Z-Source Inverter

Sweta Kumari, Rajib Kumar Mandal, and G. K. Choudhary

Abstract The simulationmodel and the control schemeof a three-phase space vector
modulated (SVPWM) Z-source inverter (ZSI) is discussed in presented article. The
result waveforms are exposed in the MATLAB-Simulink scope platform. This new
topology of inverter is explored to defeat the all limited constraints of old VSI and
CSI models. The output parameters of ZSI are controllable and adjust by the duty
cycle of the switches used at themain bridge alongwith a primary switch at the source
side. This variation in duty cycle is accomplished by SVPWM approach. Likewise
the shoot-through state is worth in ZSI model.

Keywords Voltage-source inverter · Current-source inverter · Impedance-source
inverter (ZSI) · Space vector pulse width modulation

1 Introduction

With technological advancements, semiconductor switches have become popular in
control strategies.An inverter changes overDC toACcurrent [1]. Traditional voltage-
or current-source converters are not buck–boost converter. They can be either buck
converter or boost converter. Conventional voltage-source inverter is a DC-to-AC
buck converter; i.e., the output AC signal is lower than the input DC signal. An
extensive capacitor is connected between the DC input source voltages to maintain
effectively the three-phase inverter output. Besides, an ordinary CSI is a DC-to-AC
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Fig. 1 Three-phase VSI model

boost converter. In comparison with the DC voltage provided to the bulky inductor
circuit, the output AC voltage of CSI is better (Fig. 1).

The VSI has these limitations:

1. As the AC voltage signal cannot be superior than the input voltage (DC), the VSI
behaves as a step-down inverter. Vice versa, it behaves a step-up converter. An
extra boost chopper (DC–DC converter) is essential for those applications where
the input dc voltage magnitude is constrained. [2].

2. For getting sinusoidal output, an additional LC channel is required. Due to this,
the device gets bulky and complicated, resulting in more power losses.

3. To avoid the STS, which can happen due to electromagnetic interference, a dead
time needs to be provided in both the top and bottomwings of the power switches.
This leads to distortion in the output waveform.

The traditional CSI model is presented in Fig. 2. The input of the three-phase
inverter circuit is a DC current source. The circuit comprises of six power semicon-
ductor switches having reverse current blocking capability. Thus, it is a unidirectional
bipolar semiconductor circuit.

The limitations of conventional CSI are:

1. Subsequently, the AC voltage magnitude is more than the source (DC) voltage;
thus, an old CSI model behaves as a typical boost inverter. A dc voltage feeds a
large inductor which performs as a constant current source. Thus, CSI is nothing
more than a buck inverter since the magnitude of the output voltage is lower than
that of input voltage at all the time.

2. Each of the topmost and bottom switches of bridge circuit should be gated simul-
taneously. Otherwise, an open circuit forms which can destroy the circuit. Thus,
an overlap time is provided so that this condition does not occur. But, this overlap
time results in the distortion of the output waveform.
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Fig. 2 Three-phase CSI model

3. For blocking the reverse voltage, a diode is connected across the fast-acting
transistors, like IGBTs, of a CSI. This reduces the overall action of the circuit.

Accordingly, together VSI and CSI suffer from the succeeding issues:

1. They cannot be used as buck or boost converter simultaneously.
2. A VSI cannot act as CSI and vice versa. They are not compatible with each other.
3. The effect of EMI noise is pronounced in both the circuits.

Voltage Space Vector Modulation
The sinusoidal pulse width modulation (SPWM) technique is generally taken for
modulation purpose in the traditional VSI models. The SPWM procedure is compli-
cated, and furthermore, the usage proportion ofDCvoltage has reduced. In the present
chapter, here is a discourse of space vector pulsewidthmodulation (SVPWM) control
technique with 3-phase ZSI. Fundamentally, SVPWM is a type of control calculation
of PWM [3]. SVPWM is outstanding among other modulation technique to smother
the sounds, uncommonly lower request music even in lower working frequencies
[3]. Utilizing this regulation strategy additionally enhances the dynamic execution
of the circuit. Another benefit of this strategy is that it gives 15% more fundamental
component in the voltage output in comparison with PWM inverter circuits.

The three-phase ZSI is made up with 6 semiconductor power switches, each
having binary states of “ON” and “OFF” in the switching circuit. Thus, there can
be 23 = 8 static space vectors which comprises of 2 zero vectors (000, 111) and 6
dynamic vectors (001, 010, 011, 100, 101, 110) that can be obtained using switching
cycles instantaneously. Thus, six divisions of activities are created. The (101) notation
implies the top transistor control switch of leg 3 and leg 1 is ON and the lower
transistor control switch of leg 2 is in ON condition. Using two dynamic vectors and
one of the zero vector (111 or 000), reference vector (V ref) is derived. According to
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Fig. 3 Vref is in area-1 in that condition it is planned by the stable vectors V 1 and V 2

and V 0 or V 7. Similarly, the voltage in rest five areas can also be obtained. Thus, the
key function of SVPWM technique is to obtain approximate values of V ref as given
in Fig. 4 [4].

Fig. 3 Sector partition of voltage vectors

Fig. 4 V ref space vector
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2 Z-Source Inverter

For better control, another control scheme is presented that overcomes the constraints
of old model VSI and CSI. Theoretically, the output parameter of a ZSI can vary
from zero to up to infinite. The circuit model of a ZSI is presented in Fig. 5, while its
equivalent circuit is shown in Fig. 6. Unlike conventional converters, shoot-through
working condition is utilized in ZSI to improve output voltage. Controlling of buck–
boost action of ZSI by shoot-through state (STS) and non-shoot-through state (NSTS)
is explained in [2].

The general three-phase ZSI arrangement utilizes unprecedented impedance
circuit as an association betweenDCsource voltage and inverter circuit. ForX-shaped
impedance system, inductors and capacitors are utilized, as appeared in Fig. 5. In
Fig. 6, a system of four terminals is demonstrated which consists of capacitors (C1

and C2) and two inductors (L1 and L2) that are joined in cross-structure. The cross-
shape circuit gives rise to the linking between the main network and the DC source
network. The values of reactance and capacitance should be chosen wisely so that
no resonance can happen. On the other hand, the values of reactance and capacitance

Fig. 5 Z-source converter

Fig. 6 ZSI equivalent circuit
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Fig. 7 Traditional inverter in general grid system

Fig. 8 ZSI-based grid interface

should not be large so that capacitor voltage and inductor current become negligible.
The enhanced voltage is essentially the capacitor voltage in a ZSI. Similarly, switch
S1 of theZSI is dealt with a bidirectional current for the buck–boost operation [5]. The
diode should be connected in anti-parallel mode across the transistor. Figure 7 shows
the popular power flow technique known as two-stage transformation for transfer of
power from PMSG to grid [6, 7].

Since a typical VSI is unable to increase the yield voltage magnitude, ZSI is used
for power transfer between PMSG and grid [8] as shown in Fig. 8. No DC booster is
required since ZSI alone gives the required voltage magnitude of higher value than
the input dc voltage [9].

3 Principal of Operation

Themajor unique feature of ZSI is that the yieldACpotential difference can be varied
between 0 and ∞, without any concern of the input value of potential difference.
Thus, unlike VSI or CSI, it can give both buck and boost operation over a wide range
of values. Essentially, the ZSI has three working conditions [2]. They are:

1. Normal state
2. Zero state
3. STS.



Three-Phase Space Vector Modulated Z-Source Inverter 177

Fig. 9 Normal state

The “Normal State” and the “Zero State” of the Z-source resemble typical space-
vector regulated inverter. To increase the magnitude of output voltage, the STS is
applied. In ZSI, the use of STS mode can improve the reliability of the inverter, as
the STS does not adversely affect the switching system. Thus, it gives diminished
expense and extraordinary viable design for buck support activity. Figures 9 and 11
displays the binary methods of activity—STS and normal state. In normal operation,
the AC voltage relies on the modulation index. Be that as it may, in the state of STS,
the magnitude of voltage across of C1 and C2 gets step up. The capacitor voltage
of the ZSI relies on the duty cycle of the STS. The following switching states are
possible for the STS:

1. When the upper and lower switches are in function, i.e., when both the input and
load are connected.

2. When there is short circuit of load terminals by the bottom and top switches of
a same arms.

3. When there is short circuit of load terminals between the bottom and the top
controls of a couple of phase arms (Fig. 10).

4 Investigation of ZSI Circuit

When both the uppermost and lowermost switches of same arms are triggered, then
the circuit is in STS mode as in Fig. 11. At the input side, S − 1 is made reverse
biased. In STS, C ′

1 and C ′
2 act as source of voltage for the ZSI and through the

potential difference of C ′
1 and C

′
2 the charging of inductors L

′
1 and L ′

2 take place. So,
for the inductor and capacitor potentials,
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Fig. 10 Zero state

Fig. 11 STS
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V ′
L ′
1
= V ′

C ′
1

(1)

And

V ′
L ′
2
= VV ′

C ′
2

(2)

If we assume that,

L ′ = L ′
2 = L ′

1

And

C ′ = C ′
2 = C ′

1

V ′
L ′
1
= VV ′

L ′
2
= V ′

L ′ (3)

And

V ′
C ′
1
= VV ′

C ′
2
= V ′

C ′ (4)

where

V ′
L ′ = v′

L ′sin
(
w′

t + θ ′′
L ′

)
(5)

And

V ′
C ′ = v′

C ′sin
(
w′

t + θ ′′
C ′

)
(6)

where

θ ′′
L ′ phase difference of inductor potential

θ ′′
C ′ phase difference of capacitor potential.

Therefore, the output potential difference can be written as,

V ′
output = V ′

0 = V ′
DCsin

(
w′

t + θ ′′
0

)
(7)

where

θ ′′
0 output AC voltage phase angle
V ′
DC storage voltage.

In the STS from Fig. 11

V ′
L ′ = V ′

C ′ (8)
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And

I ′
L ′
1
= I ′

L ′
1
= I ′

L ′
2

(9)

At the time of STS (T 0), the potential difference across the dc link for the inverter
bridge is

V ′
j = 0 (10)

Figure 9 displays the “Normal State,” while Fig. 11 displays the “Zero State” ZSI.
For the symmetrical mode of ZSI,

I ′
C ′
1
= I ′

C ′
2

I ′
L ′
1
= I ′

L ′
2

The potential difference between the inductor terminals is given by (11) when S1
is turned ON at the source side,

V ′
L ′ = V ′

DC− V ′
C ′

or

V ′
C ′ = V ′

DC− V ′
L ′ (11)

During the normal and zero state (T 1), i.e., during NSTS,

V ′
j = V ′

C ′− V ′
L ′

V ′
j = V ′

C ′− (
V ′
DC−V ′

C ′
)

V ′
j = 2V ′

C ′− V ′
DC (12)

The duration for which DC input voltage V dc is connected is taken as T, which is
equal to the addition of duration of STS and NSTS, i.e., T ′ = T 0 + T 1.

At the steady state, the mean of inductor potential is,

V ′
L . T

′ =
(
V ′
L shoot through.T0

)
+

(
V ′
L non shoot through.T1

)

V ′
L . T

′ = (
V ′
C . T0

) + [(
V ′
DC−V ′

C

)
.T1

]

V ′
L = 0 = [

V ′
CT0 + (

V ′
DC − V ′

C

)
T1

]
/T ′

V ′
C . T0 + (

V ′
DC− V ′

C

)
. T1 = 0

V ′
C = [T1/(T1 − T0)]V

′
DC (13)

Now, (12) can rearranged as,
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V ′
i = 2V ′

C− V ′
DC

V ′
i = 2.[T1/(T1 − T0)]V

′
DC−V ′

DC

V ′
i = [T1/(T1 − T0)]V

′
DC

V ′
i = B.V ′

DC (14)

where

B = [T1/(T1 − T0)] = Boost factor

B = [T1/(T1 − T0)] ≥ 1

Though, using space vector modulation, the maximum output voltage from
inverter (per phase) is given by

Voutput = Mi
Vi

2

where M i = index of modulation.
Thus, the output voltage using ZSI is

Voutput = Mi.B
(
V ′
i /2

)
(15)

Thus, by varying the value of B (which in turn depends on T 0), the output voltage
canbebuckedor boosted.Thedesignof impedance circuit usingparameter estimation
must be done when the current stress and B are large.

5 Simulation and Result

In this chapter, simulations are performed in the MATLAB environment. Figure 12
shows the circuit model, while for the input voltage = 100 V, the output is shown in
Fig. 13. The impedance parameters for the ZSI are, L ′ = L ′

2 = L ′
1 = 160 µH and

C′ = C ′
2 = C ′

1 = 1000 µF. The factor of modulation (m) = 0.62. The STS D0 (duty
cycle) is thus 0.38 (1 –M i). The capacitor voltage is approximately expanded to V ′

C= 220 V. The V phase = 150 V (peak) at f switching = 10 kHz.

6 Conclusion

This chapter inspects the ZSI circuit arrangement and its activities. The traditional
VSI and CSI have distorted waveforms along with decreased inverter voltage. In any
case, the ZSI has a unique impedance, LC circuit for associating the applied voltage
and inverter’s circuit, which gives the improved output voltage. The ZSI awards the
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a) : Switching Pattern

b) :  Capacitor voltage

Fig. 13 Output of ZSI system
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c) : AC Output waveform

d) : Inrush current

e) : Output current

Fig. 13 (continued)
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usage of STS which conquers the prerequisite of overlap time for CSI and dead time
for VSI, due to which the inverter circuit is in danger of harm. The proposed ZSI
approach can be effectively used in a variable speed drive networks.
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Optimum Cavity Length
of a pTFET-Based Biosensor
for Successful and Accurate Sensing
of a Wide Range of Biomolecules

Sanu Gayen, Suchismita Tewari, and Avik Chattopadhyay

Abstract In this paper, for thefirst time, a rigorous analysis of determiningminimum
number of biomolecules and maximum length of the nanogap cavity, used to entrap
biomolecules for the detection purpose, has been done. A pTFET-based biosensor
(pTB-sensor) device is being proposed, and the corresponding detection sensi-
tivity in terms of threshold voltage (Vth)—sensitivity, threshold voltage (Vth)—shift,
subthreshold swing (SS) sensitivity, subthreshold swing (SS) shift, ON current/OFF
current (ION/IOFF)—shift, leakage power (Pleak)—sensitivity is determined. It is
found that the minimum number of biomolecules or minimum detection limit is 2 for
Myoglobin and Apomyoglobin, while the same is 3 for Protein-G, Ferricytochrome-
C, and Ferrocytochrome-C, respectively. The maximum biomolecules required for
successful detection are found to be 5 for Myoglobin and Apomyoglobin, while the
same is 7 for Protein-G, Ferricytochrome-C, and Ferrocytochrome-C, respectively,
with 78%, 67%, 41%, 55%, and 50%Vth—sensitivity and 83%, 74%, 53%, 63%, and
58% SS sensitivity for Apomyoglobin, Myoglobin, Protein-G, Ferrocytochrome-C,
and Ferricytochrome-C, respectively. This leads to the minimum cavity length of
8 nm and maximum or optimum cavity length to be 20 nm, respectively, for the
detection of all the five biomolecules successfully allowing space for scaling down
of the channel length to sub-100 nm technology node.
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1 Introduction

Over the last few decades, electronic biosensors or e-biosensors have gained a lot
of popularity and became a topic of great interest in the interdisciplinary research
field, due to their wide range of applications in different fields, starting frommedical
diagnosis to the detection of pollutants in environment, ultimately leading to thewell-
being of the human society [1–3]. Due to the label-free, hence economic detection
process, easy scalability and compatibilitywith conventionalCMOSprocess flow, the
FET-based e-biosensors become attractive choice for the researchers nowadays [4–
6]. From the detection sensitivity point of view, FET-based devices show maximum
sensitivity in subthreshold regime of the device operation. Then again, due to the
continuous deviceminiaturization over the last fewdecades in search for performance
benefit, in terms of speed of operation, power dissipation, package density, etc., the
need of the devices, suitable to work under highly scaled-down supply voltage, hence
applicable for low-power electronics have increased to a great extent. To meet up the
above-mentioned two points, tunnel FET with its sub-60 mV/decade subthreshold
swing (SS) at room temperature [7–9] has emerged as the most appropriate device
for e-biosensors.

A lot of work has been reported, discussing different architectural scheme, in
order to increase the sensitivity of TFET-based biosensors [10–12]. But no detailed
analysis has been reported, whatsoever regarding the optimum length of the nanogap
cavity, formed in the device, in order to detect different biomolecules.

In this paper, for the first time, we have provided insight in determining the
minimum number of biomolecules for detection purpose and have reported the corre-
sponding optimum length of the nanogap cavity for a wide range of biomolecules
detection, viz. Apomyoglobin, Myoglobin, Protein-G, Ferricytochrome-C, and
Ferrocytochrome-C. The optimum cavity length gives the accurate vision of
maximum scaling down of the e-biosensor device, maintaining the mechanical
stability of the device, while providing high and precise measurement of detection
sensitivity, with reduced device footprint, hence high package density.

2 Device Structure and Simulation Framework

Figure 1 represents the schematic of the pTFET-biosensor (pTB-sensor) device,
considered for our work. The detailed fabrication process flow is given in the ref
[13]. The gate oxide thickness of the proposed sensor device is chosen as 4 nm,
in order to incorporate one monolayer of Apomyoglobin, whose diameter is 4 nm,
highest amongst all the aforementioned biomolecules. A nanogap cavity of length
400 nm is formed by etching a portion of gate oxide, starting from the source/channel
junction to the middle of the channel, maintaining the mechanical stability of the
entire structure. TaN is used as the gate metal, having the work function of 4.15 eV
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Fig. 1 Schematic of the
pTFET-biosensor
(pTB-sensor) device

[14]. The doping density of n-type source is considered as 1022 cm−3 and that of the
p-type drain region is taken as 1019 cm−3.

SILVACO ATLAS, a 2D numerical device simulator [15], has been used for the
simulation of the proposed pTB-sensor device. In order to consider the spatial change
in the energy band profile, the nonlocal band-to-band tunnelling (BTBT) model
is invoked in our simulation, along with Shockley–Read–Hall (SRH) and Auger
models to capture the essence of carrier generation and recombination. To capture the
effects due to high doping concentration, band gap narrowing model is incorporated.
Additionally, to incorporate the temperature, field (both lateral and longitudinal), and
concentration dependency of carrier mobility, Lombardi CVT mobility model has
been invoked. Throughout the simulation Fermi–Dirac (FD) statistics is used.

3 Model Calibration

Before proceeding with our proposed pTB-sensor device, we have validated our
simulation scheme against the characteristic of an experimentally fabricated pTFET
device of Ref. [13]. For the calibration purpose, the simulated device dimension,
architecture and materials are kept exactly same as that of the fabricated pTFET,
reported in [13]. Figure 2 shows a comparison of the transfer characteristics between
the experimentally fabricated device [13] and our simulated pTFET device. From
Fig. 2, it is pretty clear that both the characteristics tallied with each other in an
excellent manner, confirming the authenticity of our simulation framework.

4 Results and Discussion

Biosensing mechanism through an electronic device stands on the successful trans-
lation of unique biological features of a biomolecule into some equivalent elec-
tronic or material parameter, followed by the shift of the output parameters of the
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Fig. 2 Comparison of the
transfer characteristics
between the experimentally
fabricated device [13] and
simulated pTFET device
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sensor device, due to the presence of biomolecules. Dielectric constant or K-value
of the biomolecules is identified as such equivalent material parameters, and each
biomolecule is represented as an insulator with its specified K-value and radius [16].
In our proposed pTB-sensor device, the presence of biomolecules in the nanogap
cavity shifts the transfer characteristics of the said sensor device, hence reflecting its
impact on the threshold voltage (Vth). Then again, noteworthy impact has been found
in the subthreshold region of operation of the proposed pTB-sensor device, due to
the presence of biomolecules. Hence, we have chosen the following performance
parameters, in terms of which we have analysed different aspect of the proposed
pTB-sensor device. The parameters are,

1. Vth−−sensitivity or S(Vth)

= (Vth)Empty Cavity− (Vth)Biomolecules

(Vth)Empty Cavity
× 100%

2. Subthreshold swing or SS−−sensitivity or S(SS)

= (SS)Empty Cavity− (SS)Biomolecules

(SS)Empty Cavity
× 100%

3. ION/IOFF−−shift or �ION/IOFF
= (ION/IOFF)Empty Cavity− (ION/IOFF)Biomolecules

4. Leakage power (Pleak)−−sensitivity or S(Pleak)

= (Pleak)Empty Cavity− (Pleak)Biomolecules

(Pleak)Empty cavity
× 100%

Figure 3a shows the set of transfer characteristics curve for empty cavity and
cavity with biomolecules having the number of the biomolecules as a parameter
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Fig. 3 a Transfer
characteristics for empty
cavity and the biomolecules
Apomyoglobin with number
the biomolecules as a
parameter. Band diagram
and hole tunnelling rate for
b empty cavity and 1–3
molecules and c 4–6
molecules of Apomyoglobin
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for Apomyoglobin. It is clearly witnessed from Fig. 3 that after adding just one
molecule of Apomyoglobin, the transfer characteristic overlaps with that of the one
with empty cavity. With the addition of two biomolecules, the V th, hence the char-
acteristic shifts towards right with sharper SS and better ION. But a maximum shift
of V th, hence that of characteristic is observed for the addition of three biomolecules
from the source/channel junction side. After that the V th shift is gradually decreasing
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and after five biomolecules, no such shift is found and the characteristics overlap
with each other. The phenomena may be explained in terms of band diagram and
tunnelling rate of the carriers. Figure 3b, c shows the corresponding band diagrams
and hole tunnelling rates. It is clearly observed from Fig. 3b, c, after the capture of
1 biomolecule exactly at the source/channel junction, a slight notch is created both
in the conduction band (EC) and valence band (EV ), due to the increased K-value
of Apomyoglobin, resulting higher electrostatic coupling at the junction. But this
notch falls at the extreme low portion of the tunnelling window, where the carrier
tunnelling probability is already low and producing negligible change of tunnelling
width. Also the hole tunnelling rate for 1 Apomyoglobin molecule almost overlaps
with that of the one with empty cavity, resulting no characteristic shift as is viewed
from Fig. 3a. Now with the capture of more Apomyoglobin molecule, adjacent to
the first one, the electrostatic coupling becomes stronger and the notch slowly moves
towards right, i.e. more inside the channel, reducing the tunnelling width by signifi-
cant amount in the middle portion of the tunnelling window, where the probability of
the tunnelling is maximum. The tunnel width is found to be minimum for 3 Apomyo-
globin molecules. From Fig. 3b, the corresponding hole tunnelling rate is observed
to attain its peak value in the middle of the tunnelling window for two and three
biomolecules of Apomyoglobin, resulting maximum current flow for the aforemen-
tioned two cases. As the number of Apomyoglobin molecules increases beyond 3,
the effect of stronger electrostatic coupling spreads more inside the channel away
from the source/channel junction and the notch moves towards the upper portion of
the tunnelling window, i.e. towards the low-probability tunnelling zone, gradually
reducing the impact of high K-value of the biomolecules on the tunnel junction and
beyond five molecules, there is almost no effect of biomolecules on tunnel junction
and the corresponding transfer characteristic overlaps with that of the case of five
Apomyoglobin molecules, as is observed from Fig. 3a. Hence, the maximum cavity
length, required for the successful detection ofApomyoglobin is (5× 4 nm)= 20 nm.
And the lower detection limit for this particular biomolecule is 2.

Figure 4a demonstrates the set of transfer characteristics curve for empty cavity
and cavitywith biomolecules, with the number of the biomolecules as a parameter for
Myoglobin. Here, also after the capture of one Myoglobin molecule, the character-
istics does not shift but interestingly after the capture of two Myoglobin molecules,
the transfer characteristic shift towards left, instead of right increasing the V th. This
anomalous behaviourmaybe explained in terms of corresponding energy bandprofile
and tunnelling rate plot, as is shown in Fig. 4b. From Fig. 4b, it is clearly seen that the
created notch, in the lower portion of the band diagram, due to the high K-value of
two Myoglobin molecules, has actually increases the tunnelling width slightly at the
middle portion of the band diagram, resulting increased tunnelling path and, reduced
carrier tunnelling rate and ultimately increasing the V th for this particular case. But
as the number of Myoglobin molecules are increased from 2 to 3, the notch falls at
the upper portion of the tunnelling window resulting high right shift of the transfer
characteristics, like in the case for Apomyoglobin, discussed earlier. For this case
also the impact of biomolecules in nanogap cavity is lost beyond five Myoglobin
molecules. Hence, the maximum cavity length, required for the successful detection
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Fig. 4 a Transfer
characteristics for empty
cavity and the biomolecules
Myoglobin with number the
biomolecules as a parameter.
Band diagram and hole
tunnelling rate for b empty
cavity and 1–4 molecules
and c 5–7 molecules of
Myoglobin
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ofMyoglobin is (5× 4 nm)= 20 nm. And the lower detection limit for this particular
biomolecule is 2. The same trends are being followed for the biomolecules Protein-G,
Ferricytochrome-C, and Ferrocytochrome-C as is observed from the set of transfer
characteristics and corresponding energy band diagrams along with tunnelling rate
plots in Figs. 5a–c, 6a–c, and 7a–c, respectively. For Protein-G, Ferricytochrome-
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Fig. 5 a Transfer
characteristics for empty
cavity and the biomolecules
Protein-G with number the
biomolecules as a parameter.
Band diagram and hole
tunnelling rate for b empty
cavity and 1–4 molecules
and c 5–7 molecules of
Protein-G
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Fig. 6 a Transfer
characteristics for empty
cavity and the biomolecules
Ferricytochrome-C with
number the biomolecules as
a parameter. Band diagram
and hole tunnelling rate for
b empty cavity and 1–4
molecules and c 5–7
molecules of
Ferricytochrome-C
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Fig. 7 a Transfer
characteristics for empty
cavity and the biomolecules
Ferrocytochrome-C with
number the biomolecules as
a parameter. Band diagram
and hole tunnelling rate for
b empty cavity and 1–4
molecules and c 5–7
molecules of
Ferrocytochrome-C
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C, and Ferrocytochrome-C, the minimum detection limit is 3 as the radius of these
molecules are smaller compared to Apomyoglobin andMyoglobin, respectively, and
the maximum cavity length required for successful detection is (7 × 2.66 nm) =
18.62 nm, for Protein-G and (7 × 3.16 nm) = 22.26 nm for Ferricytochrome-C,
and Ferrocytochrome-C each.

S(V th), S(SS), �ION/IOFF, and S(Pleak) are extracted and shown in Table 1,
for all the five biomolecules. It is clearly observed from the Table 1 that the
proposed pTB-sensor device becomes most sensitive after addition of third molecule
in case of Apomyoglobin and Myoglobin, respectively, while capture of fifth
molecule of Protein G and that of forth molecule in case of Ferrocytochrome-C and
Ferricytochrome-C, respectively, trigger the maximum shift of sensitivity parame-
ters from its just previous value, making the proposed sensor device most sensitive
at that point. After critically, scrutinizing the data in the tables, we can clearly see
the justification of fixing maximum cavity length as 20 nm for successfully detecting
a wide range of biomolecules, without having any redundancy, whatsoever. This
particular length of the cavity allows us to further scale down the device to sub-
100 nm regime, which indefinitely will reduce the device footprint, and will offer
high package density. A comparative study on the sensitivity parameters, viz. S(V th)
and S(SS), has been shown in Table 2 between our work and the work of Kanungo
et al. [17].

5 Conclusion

In this paper, we have reported a detailed investigation concerning the successful
and accurate detection of a wide range of biomolecules, using a pTB-sensor device,
and also determined an optimum nanogap cavity length for the said purpose, which
avoids unnecessary lengthening of the device. After a rigorous investigation, we
have reported 20 nm to be the optimum cavity length for the successful detection of
a wide range of biomolecules, for the proposed pTB-sensor device. This enables us
to scale down the sensor device up to channel length value of 40 nm, keeping 50%
of the gate oxide space, reserved for cavity, which maintains the mechanical stability
of the device while giving a promise of enhanced detection sensitivity in terms of
the aforementioned performance matrices, along with being suitable for low-power
electronics.
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Table 1 V th, SS, ION/IOFF, PLeak—sensitivities for five types of biomolecules

Name of
biomolecules

No. of biomolecules S(V th) (%) S(SS) (%) �ION/IOFF S(PLeak) (%)

Apomyoglobin 0 0 0 0

1 0 0 0 0

2 6.54 25.89 0.48 29.24

3 61.53 73.46 2.57 93.55

4 72.62 75.49 3.05 95.21

5 75.83 78.00 3.39 96.99

6 77.61 82.71 3.99 99.11

Myoglobin 0 0 0 0

1 0 0 0 0

2 −16.29 −38.72 −0.35 −31.76

3 43.24 60.23 1.51 77.65

4 58.54 67.45 2.05 87.13

5 63.41 71.67 2.37 91.88

6 65.63 72.48 2.45 92.61

7 67.07 74.27 2.45 94.25

Protein-G 0 0 0 0

1 0 0 0 0

2 0.55 2.27 0.02 2.35

3 −8.31 −26.54 −0.25 −22.86

4 5.76 34.82 0.58 41.18

5 29.49 43.43 0.82 53.28

6 37.14 48.86 0.96 61.34

7 40.91 52.76 1.09 66.89

Ferrocytochrome-C 0 0 0 0

1 0 0 0 0

2 0.55 2.27 0.02 2.35

3 −11.75 21.75 0.35 24.20

4 36.36 52.19 1.14 66.05

5 47.67 58.68 1.43 75.46

6 52.22 61.93 1.62 80

7 54.87 63.23 1.71 83.43

Ferricytochrome-C 0 0 0 0

1 0 0 0 0

2 0.33 2.27 0.02 2.35

3 −12.97 8.44 −0.25 −22.86

(continued)
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Table 1 (continued)

Name of
biomolecules

No. of biomolecules S(V th) (%) S(SS) (%) �ION/IOFF S(PLeak) (%)

4 30.82 47.56 0.58 41.18

5 42.24 55.68 0.82 53.28

6 46.89 56.57 0.96 61.34

7 49.56 58.28 1.09 66.89

Table 2 Performance
comparison between our
work and the work of
Kanungo et al. [17]

Parameters Our work (%) (Kanungo et al.) (%)

S(V th) 77.61 45.45

S(SS) 82.71 54.00
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Spectrum Sensing in Cognitive Radio
with SNRWall Estimation

Chettiyar Vani Vivekanand, K. Bhoopathy Bagan, and G. Brenie Sekar

Abstract This paper suggests spectrum sensing method for the kind of noise which
fluctuates with time in non-uniform manner. There are many methods available for
spectrum sensing, but any of those methods do not show the property of stable false
alarm in noisy environment. This shows there is a great need of stable false alarm
condition for the sensing method to be robust, and it is achieved by Gershgorin disc
method. In this method, the test statistic (GRCR—Gershgorin Radii and Centres
Ratio) is the ratio of sum of the radii to the sum of the centres calculated from the
covariance matrix of the received signal. A comparative analysis with few existing
sensing methodologies is presented. But all the spectrum sensing techniques suffer
with a problem called as SNR wall, a SNR at which the detector is not robust, even
if many observations are made. In GRCR method, the difference between H0 and
H1 becomes poor in lower SNR conditions and they overlap each other, which also
happens with all the detectors. In this paper, SNR wall is estimated under corre-
lated scenarios for the GRCR sensing method. The performance of this detector is
evaluated using MATLAB simulations.
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1 Introduction

In radio communication, static frequency allocation is adopted.But dayoday increase
in the demand of achieving high data rates due to increasing demands of human needs
in wireless communication access with existing fixed frequency allocation leads
to scarcity of spectrum. But FCC has observed the spectrum over wide range and
observed the spectrum is underutilized, which leads to a conclusion that spectrum can
be efficiently and effectively used by identifying the unused spectrum in the licensed
spectrum range. This unused spectrum part is called as spectrum hole. The concept
of dynamic spectrum access can give solution to the spectrum scarcity problem. This
conceptwas proposed byMr. JosephMitola, defined asCognitiveRadio. It is an intel-
ligent radiowith self-spectrum sensing capability and self-adjustment ability referred
as dynamic spectrum access. There are mainly two participants of this dynamic spec-
trum access technique, one is the licensed user and the other one unlicensed user.
The licensed user is the primary user (PU) who has higher priority in using the spec-
trum. The unlicensed user is called as secondary user (SU), and it can access the
spectrum if it is not used by the primary user. One major condition imposed by FCC
on secondary user is that it should not cause interference to the primary user. Hence,
power used by SU should be less than the PU.

In order to use the spectrum effectively by dynamic spectrum access, detection
of spectrum hole is necessary, which means that the spectrum is vacant and not used
by PU. In this context, spectrum sensing plays a key role in detecting the spectrum
hole. In today’s wireless communication world, spectrum detection plays the vital
role for the dynamic spectrum usage.

Spectrum sensing is an important task [2] in the cognitive radio network [3], for
the efficient communication to take place. Spectrum sensing enables the secondary
users (SU) to use the primary user’s (PU) licensed spectrum, when the primary
user (PU) channel is free. There are a number of spectrum detection techniques
proposed to identify the presence of primary user. These techniques are energy detec-
tion, matched filter-based detection, cyclostationary detection and eigenvalue-based
method. ED and eigenvalue-based method do not require the knowledge about the
channel between the PU and SU. But ED is affected by noise uncertainty, and the
eigenvalue method does not perform well for uncorrelated signals and complexity
of eigenvalue method is more. Cyclic frequency information is required for imple-
menting cyclostationary, andmatched filter needs to know about the channel between
the primary user and secondary user.

The goal of spectrum sensing is to decide between two hypotheses, the first of
which states that the band of interest is free (H0) and SUs can use the spectrum. The
second hypothesis states that the band is occupied (H1) so that SU should not interfere
with the PU. Almost in all sensing algorithms, if enough samples are available, the
probability density functions (PDFs) of the test statistics are well separable. But prac-
tically due to model uncertainties caused by certain parameters like non-stationary
noise, non-ideal filters and imperfectly estimated parameters, these detection algo-
rithms exhibit SNR walls-SNR values below which the detectors cannot robustly
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decide between H0 and H1. Hence. In addition to the spectrum sensing capability
required by the CR, SNR estimation is essential in order to allow the spectral coex-
istence of primary and secondary users. This paper reflects the detection of the
presence/absence of signals in uncertain low SNR environments. Small modelling
uncertainties are unavoidable in communication systems and so robustness to them
is a fundamental performance metric. The influence of these modelling uncertainties
can be calculated by the position of the “SNRwall” belowwhich a detector will fail to
be robust, no matter how long it can observe the channel [7]. A simple mathematical
model for the uncertainty in the noise and fading processes is proposed.

2 System Model

The cooperating sensing model is as shown in Fig. 1, in which “a” number of
secondary users are present and each SU collects b samples, so totally ab samples
are collected during sensing interval. In the spectrum sensing technique, samples of
received signal are collected and sent to fusion centre, where matrix is calculated as
given in (1)

Y = AX + N (1)

where A ∈ C
a×S is the matrix representing the channel with elements amn ,m = 1, 2,

3, …, a, j = 1, 2, 3,…, s represents the gain of channel between the nth PU and mth
SU, e.g. a21 = is a channel gain between first primary user and second secondary
user.

There are two assumptions made related to channel gain.

1. The gains are constant and identically distributed during sensing interval [4].
2. In real-time situation, the attenuation between PU transmitter and SU receiver is

different; therefore, received power signals from SUs may not be constant.

Fig. 1 Centralized cooperative sensing model
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Based on these assumptions, the channel matrix is defined below:

A = DC (2)

where C ∈ C
a×S is the channel matrix. The elements of this matrix are defined for

two cases.
Case 1: For additive white Gaussian noise channel, αmn = 1
Case 2: For slow and flat Rayleigh’s fading channels, αmn is the Gaussian random

variable.
The matrix D ∈ R

a×a is a diagonal matrix in (2) given by

D = diag

(√
power

powerav

)
(3)

where numerator represents received signal power in vector and powerav is the
average received power. The expression for powerav is given by

powerav = 1

m

a∑
m=1

pi (4)

Each PU transmits constant power poweravg/s; therefore, overall channel gain is
assumed to be unity.

The samples of each Pu signal are represented as row of the matrix X ∈ C
S×b

in (1). Gershgorin method is proposing a robust test statistics which is robust for
both correlated signals and independent signals. Therefore, the elements of X are
assumed with two conditions. The received signal is obtained from QPSK with μ

samples per second,whereμ is used for the differentiating between correlated signals
and non-correlated signals [4].

SNR is an important parameter to be considered for analysing performance of
GRCR method. powerav is the signal power, and the average noise variance is σ 2

av =
1
m

∑a
i=1 σ 2

i .
The overall SNR in SUs in terms of dB is given by:

SNR = 10log10
(
powerav/σ

2
av

)
(5)

The performance metrics of spectrum sensing are:

1. Probability of detection (Pd) also known as true positive detects the occupancy
of channel correctly. It is represented as

Probability of detection Pd = Pue(decision = H1/H1).

2. Probability of false alarm (Pfa) also referred as false-positive corresponds to a
case when the detector declares the frequency band occupied while it is actually
vacant.
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It is represented as Pfa = Pue(decision = H1|H0)
where Pue(.) is the probability of the defined event.

3. Probability of missed detection (Pm) also refereed as false-negative means
declaring the frequency band vacant when the PU signal is actually present. It
can be derived from detection probability by using Pm = 1 − Pd .

If the primary user is detected, then Eq. (1) is satisfied. If PU is absent, then
X = 0 in equation. The performance or this technique can be analyse by drawing
receiver operating characteristics (ROC). This curve is plotted between Pd and Pfa,
for varying SNR conditions.

3 Gershgorin Test Statistics

The Gershgorin test statistics is computed from the covariance matrix of the received
signal at the fusion centre. The covariance is given as follows:

R = 1

b
YY T (6)

According to Gershgorin theorem, if R is an n × n matrix with complex entries
aij, then the radius of the Gershgorin circle then ri (A) = ∑

i �= j

∣∣ai j ∣∣ is defined as
the sum of magnitudes of off diagonal entries. Then, Gershgorin disc D(aii, ri(a))
cantered at aii with radius ri. Eigenvalue of the matrix lies within minimum one disc.
Applying theorem to the covariance matrix R, centre and radius of disc is given by,

Ci=rii and Ri =
∑
j �=i

∣∣ri j ∣∣ (7)

Based on this concept, from the covariance matrix R, sum of Gershgorin radius
and sum of Gershgorin centres are calculated. It is interesting to observe that the
ratio of both these values behaves differently under H0 and H1. Therefore, this ratio
is used as test statistics for sensing the spectrum and given by:

λGRCR =
∑m

i=1 Ri∑m
i=1 ci

(8)

This test statistics is having the characteristics of having different ratios for signal
present and signal absent case, and the justification is given with the following
example. In Fig. 2, Gershgorin circles for H0 and H1 are drawn by considering
five secondary users and each SU having 5000 samples, with low SNR of −10 dB.

By considering the given conditions, observations from the Gershgorin discs can
be made that radii changed from 2.19 (for H0) to 6.83 (for H1), but the variations in
the centre are less from 49.92 (for H0) to 52.42 (for H1). So the difference between
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Fig. 2 Gershgorin circles
drawn for hypotheses H0
(a) and H1 (b), for
covariance matrix
considering five secondary
users and 5000 samples and
lower SNR of −10 dB

signal present hypothesis and signal absent hypothesis is three times, i.e. there is a
increase in test statistics result by three times. So, there is a considerable difference
in the test statistics λGRCR between H0 and H1 as SNR increases [4]. This is the
necessary and sufficient condition for any test statistics to work satisfactorily and
efficiently. But the difference between signal present hypothesis (H1) and signal
absent hypothesis has very little difference when low SNR values are considered,
and this property is same as other detectors. The following statistical results will
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confirm these statements. Spectrum sensing can also be done by only considering
radius as test statistics, but the constant false alarm rate property is introduced by the
denominator which is Gershgorin centre as given in (8).

4 Algorithm

Steps for the spectrum sensing:

1. Covariance matrix of the received signal is computed at the FC. Samples of
received signal are taken during the spectrum sensing period in order to form the
matrix.

2. By applying, Gershgorin theorem, sum of Gershgorin radius and sum of Gersh-
gorin centres are computed. The ratio of former to later is formed as test statistics
λGRCR.

3. This test statistics ratio is comparedwith the threshold value. If this ratio is greater
than the threshold value, then primary user is detected and channel is occupied.
But if it is less than the threshold, it indicates that PU is absent and channel is
available for SU usage.

5 Comparison of Test Statistics

In this section, various popular methods are taken into consideration. The test statis-
tics of these methods are compared with the Gershgorin model. Some of these
methods are robust again dynamic noise, and some are not robust for non-uniform
noise condition. But these detectors are considered for comparison as they are used
more for PU detection [4].

5.1 Energy Detection Method

It is the simplest sensing technique, as it does not need any prior information about PU
signal. It computes the power of the received signal and compares with a threshold.
This threshold is fixedby the noise [1]. Thedecision statistics is computedby squaring
the magnitude of the FFT averaged over N samples. This decision test statistics is
given by:

TED = 1

σ 2

m∑
i=1

n∑
j=1

∣∣yi j ∣∣2 (9)
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where yij is the element in the received signal matrix. For the case of non-uniform
noise, test statistics is given by:

TEDnu =
m∑
i=1

1/σ 2
i

n∑
j=1

∣∣yi j ∣∣2 (10)

The result of (9) is less that (10) as non-uniform noise is considered in the second
case. The detection of PU signal is performed by comparing the energy detector
output with the threshold. If TED > λ, then PU is present, but if TED < λ, then PU
is absent. This threshold value λ depends on noise variance. As per this discussion,
it is clear that SU does not require any knowledge about the PU signal and channel
gain, which makes ED method very simple. Also, it has very simple circuitry. This
method is widely used in secure cognitive radio and RADAR applications. This
method performs better in low SNR ranges provided detection interval is high. It
has the drawback that in order to fix threshold, it needs the knowledge about noise
spectral density, which is an uncertain parameter. Hence, its performance deteriorates
when noise has high uncertainty and high interference.

5.2 Cyclostationary Feature Detection

This is an effective detection method implemented based on the cyclostationary
property of the received signal. As modulated signals are having periodicity property
due to sine wave carriers, they can be classified as cyclostationary signal. As the
noise signal is wide sense stationary without correlation, cyclostationary feature
can be used for detecting the presence of primary user signal [8]. This method
is also applicable for distinguishing between different types of transmissions with
differentmodulationmethod. This detectionmethod exploits the periodicity property
of the primary user signal, where the parameters such as mean and autocorrelation
of the received signal varies over time. Cyclostationary property of the signal can be
extracted by computing spectral correlation density.

The two performance metrics of the cyclostationary is given as follows:

Pfa = exp−β2/2σ 2
x (11)

Pd = Q

(√
2η

σy
,

β

σx

)
(12)

where σ 2
x = σ 2

y

2N+1 , the SNR is given by = N A2

2σ 2
y
. Q is given by Q(a, b) =∫ ∞

b texp−(t2+a2)/2 I0(at)dt is the standard Gaussian complementary CDF, where I0
is the zero-order Bessel function.
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In this method, correlation between the spectral components is the key parameters
in detecting primary user signal. This correlationmeasure is able distinguish between
presence or absence of primary signal in less duration time. But it requires a large
number of samples to distinguish between primary user, secondary user and noise.
This demand of high sampling rate leads to increase in the computational complexity,
sensing time, implementation of hardware cost.

The major advantage of this detection method is that it performs better in when
SNR is low as compared to other detection techniques. This method has noise elim-
ination capacity. So it performs better than other detection methods under low SNR
conditions.

5.3 Matched Filter Detection

It is a coherent signal detection method, which is also called as optimum detection
method. It can be used when the transmitted signal is known at the receiver side.
It needs perfect knowledge of primary user signal features like bandwidth, type
of modulation, etc. It maximizes SNR by reducing noise power at the output [8].
Probability of detection and probability of false alarm are as given below:

Pfa = Q

(
β√

σ 2
x EN

)
(13)

Pd = Q

(
ν−EN√
σ 2
x EN

)
(14)

where Q(a) = 1√
2Π

∫ ∞
a exp−t2/2dt is Q function is the standard normal distribution.

The energy at the output of the filter with N coefficients is given by N , σ 2
x is the noise

power.
This method computes dynamic threshold with the knowledge about PU signal

characteristics and the channel information between PU and SU. Because of dynamic
threshold, spectral efficiency is improved. The major drawback of this method is that
this method of spectrum detection needs the knowledge of the PU signal characteris-
tics and the channel between the primary user to the secondary user. The advantage
of this method is it performs better in the low SNR range, and it has good spectral effi-
ciency. This method is commonly used in RADAR communication. The drawbacks
of this method include prior signal characteristics knowledge, long observation time
and complex computations involved.



210 C. Vani Vivekanand et al.

5.4 Generalized Likelihood Ratio Test (GLRT)

GLRTspectrum sensing technique is a eigenvalue-based detection technique.Covari-
ance of the received signal is computed, and the test statistics is formed as given in
(15). This technique is mainly suitable for the situation when secondary users have
less number of samples. GLRT technique is used to estimate the parameter when
secondary users have few numbers of samples. Also, it does require knowledge about
noise in estimating signal parameters, so it is classified as blind detection method. It
is suitable for both flow and fast fading channels. The test statistics for GLRT test is
given by:

TGLRT = λ1∑m
i=1 λi

(15)

where λ is the eigenvalue. Orthogonal frequency division multiple access and
multiple input and multiple output techniques are using this spectrum sensing detec-
tion method. It requires the channel knowledge between PU and SU, and also it
uses knowledge about modulation scheme. The drawback of this method is that it is
having high computational complexity.

GLRT technique implements different spectrum sensing algorithm for different
fading channels, in order to improve spectral efficiency. It performs better even in
the presence of noise uncertainty.

5.5 Hadamard Ratio Test

In practical wireless communication scenario, SNR cannot be estimated accurately
because of noise uncertainty. Hence, there is a need for a robust spectrum sensing
technique to calculate SNR accurately. This method is suitable for uncalibrated
receivers, and it performs better in multivariance analysis. In such conditions of
uncertain environment [5], Hadamard ratio test is proposed aiming at accurate
detection performance and robust spectrum sensing. Secondary users use multiple
antennas to maximize the spectral efficiency and minimize the interference. Multiple
antennas also detect the signal reliably in low SNR conditions. Energy detection and
eigenvalue-based detection cannot provide reliable spectrum detection because both
these methods assume the signal to be independent and identically distributed. The
test statistics for the Hadamard ratio is given by:

THR = det(R)∏m
i=1 rii

(16)

where determinant of covariance matrix is taken in the numerator in the above
expression.
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Hadamard ratio is developed from GLRT method in order to sense uncorrelated
signals [6]. This method was further modified by calculating complementary covari-
ance matrix instead of normal covariance matrix. This variant of Hadamard method
also shows an improvement in the performance and robustness in presence of non-
i.i.d signals. The performance of this method is theoretically analysed by computing
detection probability. This method also performs better when non-uniform noise
is present. It has very low computational complexity compared to other sensing
techniques.

5.6 Volume-Based Detector

This detector has the property of maintaining stable false alarm rate for non-uniform
noise. It is a non-blind spectrum technique. Generally, non-blind spectrum sensing
techniques perform better for i.i.d. signals, but his method is not suitable for those
signals as it exhibits poor performance for i.i.d. signals. The cyclostationary feature-
based spectrum detector has very good sensing performance, and it is a robust tech-
nique in noisy environment. But it suffers with a drawback of frequency offset and
synchronization errors. The detection statistics for this method is given by:

TVD1 = log
[
det

(
E−1R

)]
(17)

In this method, covariance matrix and inverse covariance matrix of received
signal are calculated. This statistics shows better performance for non-uniform noise
compared to other detectors. As in (17), the logarithm of determinant of the matrix
is used to compute the test statistics to perform spectrum sensing. This method is the
most complex compared to all other methods, but it performs better for non-uniform
noise. By comparing all these methods, simulation results are shown in Fig. 3. It
shows that GRCR performs better for both correlated and non-correlated signals,
and also it is suitable for dynamic noise variances. It is robust detector with constant
false alarm rate as compared to other techniques. But it also suffers with a problem of
SNR wall, SNR value below whichH0 andH1 overlaps and detector fails to perform
better [9]. So, in the next section, SNR wall is estimated for GRCR, method and
simulation results are shown to support the estimation.

6 SNRWalls in Spectrum Sensing

The receiver noise is modelled as AWGN because this approximation is close to
reality for GRCR-based spectrum sensing. Here both the hypothesis of signal present
(H1) and absent (H0) are differentiated by the correlation between the signal.
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Fig. 3 Simulation results of
comparison with all the test
statistics

In this model, both noise and PU signal are assumed to have distributions with
noise variances. The noise ï(n) is having variance σ 2

η , and PU signal s(n) has the
variance σ 2

s .
Based on this, the SNR is defined as

SNR = σ 2
s /σ 2

η (18)

The performance metrics, false alarm and missed detection are given by the
following formulae:

Pfa(W, N ) = P(λGRCR ≥ ε|H0,W ),

Pmd(W, S, N ) = P(λGRCR ≥ ε|H1,W, S) (19)

These metrics are used to analyse the performance of proposed detector in terms
of noise robustness [10]. For the given SNR values with larger values of samples
(N), if the detector is not able to achieve a pair (Pfa, Pmd), where Pfa ∈ [0, 0.5],
Pmd ∈ [0, 0.5], then it is declared as non-robust detector. The SNR wall is defined as

SNRwall = sup{SNRt , s.t. the proposed detector

is not robust for all SNR < SNRt } (20)

The detector is not robust if the sets of the medians of proposed threshold λGRCR

under the two hypotheses overlap.

SNR Wall Lower Bound
The existence of SNR wall has to be proved with mathematical derivations. So, a
lower bound on the SNR wall for GRCR detector is derived in this section. The
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SNR value below which medians of test statistics under H0 and H1 overlap in the
asymptotic condition (N → ∞) is called as lower bound in SNR wall.

In order to derive SNR, lower-bound covariance matrices of signal and noise are
required. These two parameters are represented by:

Rs = covariance matrix of signal
Rï = covariance matrix of noise.
The correlation coefficients associated with Rs and Rï are denoted by ρs

i j and ρ
η

i j ,
respectively; these two parameters are used in further derivations.

Lower Bound on λGRCR (Test Statistics) Under H0

In this condition, Rx= Rï, since no PU signal exists. For this case, the lower bound
on test statistic can be found [10].

The considered covariance matrix has the following structure

Rη = σ 2
η

⎡
⎢⎣

1 · · · ∣∣ρη
max

∣∣e jφ . . . . . . . . .
...

. . .
...∣∣ρη

max
∣∣e− jφ · · · . . . ..

⎤
⎥⎦

SNRlo
H0

= 1 + ∣∣ρη
max

∣∣
1 − ∣∣ρη

max
∣∣ (21)

Detection becomes impossible for complete noise correlation as denominator of
the equation becomes zero. Hence, correlation noise condition is excluded here.

Upper Bound on λGRCR (Test Statistics) Under H1

In theH1 case, Rx= Rs + Rï, upper bound can be calculated. rij is the element of ith
row and jth column.

rii = σ 2
s + σ 2

η = (1 + SNR)σ 2
η ,

ri j = σ 2
η ρ

η

i j + σ 2
s ρs

i j = (ρ
η

i j + SNRρs
i j )σ

2
η (22)

The upper bound can be calculated from the following equation

SNRup
H1

=
SNR + 1 + max

∑g
j=1
j �=1

∣∣∣(ρη

i j + SNR ρs
i j )

∣∣∣
SNR + 1 − max

∑g
j=1
j �=1

∣∣∣(ρη

i j + SNR ρs
i j )

∣∣∣ (23)

where g is the number of rows of Rs. Combining Eqs. (21) and (23), SNR wall can
be estimated as
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SNR + 1 + max
∑g

j = 1
j �= i

∣∣∣(ρη

i j + SNR ρs
i j

∣∣∣

SNR + 1 − max
∑g

j = 1
j �= i

∣∣∣(ρη

i j + SNR ρs
i j )

∣∣∣ ≤ 1 + ∣∣ρη
max

∣∣
1 − ∣∣ρη

max
∣∣ (24)

The correlation coefficients can never be negative, so ρs
i j ≥ 0 ∀i, j,. By simpli-

fying the above expressions, an expression for a lower bound on the SNR wall is
derived as below:

SNR ≤ αmax − 1

p + αmax(p − 2)
(25)

where αmax = 1+
∣∣∣ρη

max
∣∣∣

1−
∣∣∣ρη

max
∣∣∣ .

For p = 2 and ρ
η
max = 0.04, the lower bound value on SNR = 0.0456 = −

13.41 dB; it means that for SNR below −13.41 dB, the test statistics becomes,
λGRCRasym

H1
< λGRCRasym

H0
and the detector is not robust in this conditions. This

condition is tested by receiver correlation as given below.

Receiver Correlation
In the receiver correlation, matrix multiplication method is used for generating
coloured noise. White Gaussian noise with P dimension is considered for finding the
correlation between receivers. This noise vector is represented as w(n) ∼ N (0, RW )
for all the values of n, where RW= Identity matrix = Ipxp and p is the number of
receivers. From the p-dimensional zero mean Gaussian distribution, the noise vector
w(n) is generated. The identity matrix is considered to be its covariance matrix. The
coloured noise vector ï(n) is measured at the receiver in the noise only hypothesis
(H0) case. This measured noise is represented as ï(n) = Aw(n), and A ∈ A ∈ C

pxp,
this A is selected such that covariance matrix of ï(n) = Rï.

This proposed method results into good results, as linear combinations of random
variables are distributed as Gaussian distributions. The covariance matrix of Aw(n)
is given by AH RW A. Therefore, the matrix A can be easily found by calculating the
Cholesky decomposition such that Rï = AH A.

Figure 4 shows the simulation results for the condition (p= 2,Q= 0) and different
values of N. Noise correlation factor ρ

η
max = 0.04. In this figure, continuous lines

represent the histograms and dashed lines represent the means. The hypothesis of
noise-only case (H0) result is shown in black, the hypothesis of signal-present case
(H1) result is coloured, and range of SNR is considered as {−10;−11;…;−15 dB}.
It can be observed that with an increasing in the values of samples N, variance of
test statistics decreases. The SNR wall for this scenario has been computed as −
13.41 dB.

The simulation results also confirm this lower wall. When the SNR drops below
the derived lower wall, the medians of the test statics under H1 are below the median
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of the test statistic under H0 for all N, overlaps and the detector becomes non-robust
at this lower bound SNR wall.

7 Conclusion

This paper provides the direct method of determining test statistics for the spectrum
sensing. The test statistics is calculated from the covariance matrix of the signal at
the receiver, and it is the ratio of the sum of the Gershgorin radii and the sum of
the Gershgorin centres (GRCR). The specific features of this test statistics are that
it is robust against varying noise, it is applicable to non-uniform noise and also it
obeys constant false alarm property. This method is suitable for both types of signals
which are correlated in time and not correlated in time. This method is suitable for
Gaussian noise and fading channel.

The simulation results show the robustness of the method of compared to other
detectors. The advantage is that GRCRmethod is simpler. It shows good performance
in both uniform and non-uniform noise conditions. Also this method performs better
with very less number of samples collected by secondary users. Hence, this method
is suitable for applications having short sensing duration. For this method, SNR wall
is estimated to find the lower bound of SNR, and the SNR value below which the
method becomes non-robust is calculated. In this work, the presence of an SNR
wall for GRCR spectrum sensing method is proven. The SNR wall is produced by
uncertainty in the receiver. An expression for lower bound on the SNR wall, below
which medians of H1 and H0 overlap, is derived, and this derivation is supported by
receiver correlation. SNR values below which the GRCR detector does not remain
robust are shown with MATLAB simulations.
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Feature-Based Segmentation of Brain
Tumor in MRI Images

Vijayshri Chaurasia, Princi Soni, Yashwant Kurmi, and Apoorva Modi

Abstract Image segmentation of magnetic resonance image (MRI) is a crucial
process for visualization and examination of abnormal tissues, especially during
clinical analysis. This paper presents an automatic lesion recognition method in
MRI using image segmentation. In the proposed method, the intent region initializa-
tion is performed using low-level information by keypoint descriptor and the set of
features and filter training data are analyzed to track tumor region. Further region
growing and refinement process identifies consist boundary of tumors. The experi-
mental outcomes on BrainWeb and BRATS 2013 datasets validate the effectiveness
of the proposed method as that of existing techniques.

Keywords Brain tumor · MRI · Segmentation · Keypoint descriptor · Possibilistic
model

1 Introduction

An uncontrolled growth of cells within the brain is called brain tumor. MR images
are widely used in brain tumor detection and monitoring [1]. Segmentation of brain
MRIs dispenses information about normal tissues, abnormal tissues, and anatomical
structures. The brain itself is a complex structure and various types of tumor exhibit
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diversity in shape, size, location, appearance, and intensity. Innumerable efforts of
researchers are continuing in the field of brain tumor detection, but there is still the
need for accurate, precise, and reproducible characterization of abnormalities [2].

Numerous techniques for MRI segmentation have been investigated through the
decades. Some of these are based on fuzzy C-means (FCM) [1, 3–5], K-means
clustering [2, 5], tumor cut [6], Graph cut [7], grow cut [8], neural network [9] and
patch base [10, 11]. In 1981, Bezdek et al. gave the first method for segmentation of
MRI images, based on FCM algorithm [3].

In 2016, Pereira et al. presented multiple layers of convolutional neural network
(CNN) with kernel weights [9]. The convolutional layers convolve an image with
kernels to obtain the feature. In 2016, Cordier et al. [10] presented an advance patch-
based voting technique with a probabilistic model that is convolution patch-based
segmentation (CPBS) framework for MRI segmentation.

Recently, Gao et al. [11] in 2017, presented a tumor localization method based
on Laplace regularization. Gaussian weighted Laplace prior (GWLP) method is a
multimodal MRI segmentation technique without using morphological operations.

Outcomes of FCM-based methods are under segmented and time consuming
while K-means clustering-based methods are faster but possess the limitation of
poor intensity adjustment, low efficiency, and higher processing time. The image
classification is investigated using karnel based approach [12], pixel based approach
[13] and context based indexing [14].

The proposed method offers automatic segmentation of brain MRI for diagnosis
of brain tumor and results in sharp edges, outlier, and consistent boundaries of the
abnormal region. The proposal utilizes the concepts of max pooling [15], mid-level
feature identification [16] and deep learning [17].

In rest of the paper, the second section describes the proposed system of brain
MRI segmentation. The third section covers experimental results and comparative
analysis. Finally, the fourth section draws the conclusionwith frontrunners of a future
framework.

2 Proposed Method

The proposed method provides brain tumor detection by segmentation with high
accuracy and less complexity. Block diagram of the proposed method is shown in
Fig. 1. Tumor detection is composed in the following steps: image enhancement,
feature extraction, training section, region growing, and region refinement. Detailing
of different steps is explained in following sub-sections.
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Fig. 1 Block diagram of the proposed method

2.1 Image Enhancement

Histogram equalization is performed for contrast and intensity enhancement using
regional adaptive algorithm and high-pass filter [18]. For enhancement of the gray-
scale image, each pixel is revaluated on the basis of gray-scale values of nearby
pixels. Let input MRI image f (x, y) composed of discrete gray levels in dynamic
range of [0, L − 1], then transform function is define by, e.g., (1).

sl = C(rl) =
l∑

i=0

P(ri ) =
l∑

i=0

ni
nt

(1)

where l = 0, 1, 2, . . . , L − 1 is gray level, rl represents an input gray level, nl is
number of pixel having gray level rl , nt is total number of pixels in input image,
P(rl) probability density function (PDF) of gray level rl ,C(rl) is cumulative density
function (CDF) and 0 ≤ sl ≤ 1.

The assignment of a new histogram level to each pixel is done with transform
function sl over a range [0, L − 1]. Histogram equalization improves the contrast of
an area in an image by distributing an equal number of pixels across the range of
intensities. It results a new enhanced image Ie(x, y) using new pixel-intensity values.

2.2 Feature Extraction

Enhanced MR image Ie(x, y) possess very high feature density. In this image,
keypoint descriptors are used for extraction of abnormal tissues. The intent regions
are defined as keypoint and their invariant features are considered as descriptor. In
proposal, normalized scale-invariant feature transform (SIFT) [19] is employed to
extract keypoint and create descriptors for the image region. The basic grid divides
the image into regions.

SIFT descriptors perform keypoint localization of regions which are extracted
from a set of training images. Gaussian pyramid L(x, y, σ ) is formed by itera-
tive convolution of input image Ie(x, y) and Gaussian kernel G(x, y, σ ), where σ

represents standard deviation.
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L(x, y, σ ) = G(x, y, σ ) ∗ Ie(x, y) (2)

G(x, y, σ ) = 1

2πσ 2
e−(x2+y2)/2σ 2

(3)

Feature location is determined by local extrema of difference-of-Gaussian
function and given by (4) for a constant multiplication scalar β [20].

D(x, y, σ ) = L(x, y, βσ ) − L(x, y, σ ) (4)

Here, Ie(x, y) is presented as set of regions which are expressed
by{(x1, y1, w1), (x2, y2, w2), . . . , (xi , yi , wi ), . . . , (xk, yk, wk)}. Where wi ∈ Rd is
the i th normalized SIFT descriptor of an image region, (xi , yi ) is the keypoint coor-
dinate of a region in the image, Rd is d-dimensional real space and k is a total number
of the local descriptor and i = 1, 2, . . . , k. The magnitude of SIFT descriptor w is
computed by (5).

|wi | =
√

(L(xi + 1, yi ) − L(xi − 1, yi ))
2 + (L(xi , yi + 1) − L(xi , yi − 1))2 (5)

The computed feature information is further used for classification.

2.3 Training Section

High-level image features are extracted using the local descriptors. Set of the linear
filters are used for encoding of local statistical data. We have used random projection
(RP) tree [21] for grounding of the filter bank (B) defined by B ∈ RN×d where N
denotes the number of cells in a tree structure and centered at mean value. The local
descriptor and filter bank produce a feature response map [21] which is used for
salient key detection.

The target region is defined inside discriminative spatial supporting (DSS) field.
Every DSS field is surrounded by a relatively larger field called protecting the field
[22]. If protecting field is too large only a few keypoints will be detected and if too
small, then overlapping of the intent region will take place [23].

2.4 Feature-Based Classification

The largest filter response for each keypoint is taken and low-level descriptor vector
W is defined:

W = [w1, w2, . . . , wk] (6)
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where W ∈ Rd×k .
Further, linear filer responses F are obtained as:

F = B × W (7)

Here, filter response matrix F with order N ×k is defined as F ∈ RN×k and given
by (8). In F, largest value of a column shows a maximum similarity between a cell
and local descriptor. Encoding of local descriptor is simply the largest inner product
between local descriptor and cell.

F =
⎡

⎢⎣
F11 · · · F1k
...

. . .
...

FN1 · · · FNk

⎤

⎥⎦ (8)

Set of the element of the i th column and filter response of i th descriptor is given
by F.i and Fi , respectively. All lower inner product will set to zero as they cannot
relate to the corresponding keypoint.

F.i = {
F1i , F2i , . . . , Fji , . . . , FNi

}
(9)

Fi = max(F.i ) (10)

Finally, a filter feature response Fi associated with the i th descriptor according
to similarity parameter is computed.

2.5 DSS Field Selection

Let the size of the image Ie is S × S, then the size of k number of DSS fields is
given by a set s ∈ [

1
4 ,

1
3 ,

1
2 . . .

] × S. Filter response according to i th keypoint is Fi
and a DSS field are expressed by D(si , i, Li ) corresponds to feature filter response
map. Where si is the size and Li is position of i th box. Figure 2 shows a typical DSS
field D(si , i, Li ) (dotted line box) and protecting field D(2si , i, Li ) (solid line box).
White stars denoted as A1, A2, A3, . . . are keypoints with lower filter response and
red stars denoted by K1, K2, these are the keypoints with largest filter responses in
their related DSS field. If two DSS field exists in one protective filed and both have
same keypoint, then DSS field is selected by discriminative score of both the fields.

The discriminative score ξ(si , i, Li ) for filter response Fi is given by (11).

ξ(si , i, Li ) = Fi (Li )

min
Ln ∈ D(2si , i, Li )

Li �= Ln

|Fi (Li ) − Fi (Ln)| (11)
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Fig. 2 Selection of DSS
field

EveryDSSfield is defined according to one keypoint and 2N keypoint are selected
and results an image J. All cells make a class set C and probability density functions
(PDF) of classes derived from selected DSS field. Location of a keypoint is estimated
by the DSS field scale and magnitude is defined by filter response, i.e., f n = |Fi |,
where n = 1 to 2N . Therefore, the keypoint with a vicinity of sn will be represented
by quaternary ( f n, xn, yn, sn), where (xn, yn) = (xi , yi ).

2.6 Region Growing

Proposed method uses possibilistic knowledge diffusion (PKD) method for region
growing [24]. Class set C is delineated according to seed set ψ and neighborhood
pixels are merged to the similar initial seed class regions by iteration process. Pixel
set ψ for image J is defined by a set ψ = {

ψ0, ψ1, . . . , ψ j , . . . , ψN
}
according to

N semantic classes, C = {
C1,C2, . . . ,C j , . . . ,CN

}
, where ψ j is a bunch of pixels

belongs to C j class and j = 1, 2, . . . , N . The probability density functions (PDF)
are estimated for class set C with the kernel density estimation (KDE) technique
[25]. If probability and possibility are represented by Pr and π, respectively, than
(Pr − π) transformation [26] and PDF for class C j is P

(
C j

)
, so possibility density

of class C j is defined by as:

π
(
C j

) =
N∑

t=1

min
[
P

(
C j

)
, P(Ct )

]
(12)

If maximum pixels of class C j belong to intent region, then ψ j0 is characterized
as initial sampled learning set ofC j . Further,ψ j0 is iteratedm times for intent region
growing.N possibility distributions correspondN possibilitymapsPMJ,C j associated
with image J . Different possibilitymaps (PMJ,C j ) are updated bypossibilistic special
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information π(Kn) to extract a new learning sample set (ψ01) [26].

PMJ,C j (p0) = πC j {s(p0)} (13)

where p0 is a pixel of image J and s(p0) is observed feature such as gray level of pixel
p0. Nagao-Matsuyama filter [27] is an edge preserving, homogeneity controller, and
smoothing filter is executed via 9 sub-windows ( fg), where g varies from 1 to 9 with
5 × 5 dimension. This leads to possibility distribution of pixel p0, defined as

πp0

(
C j

) = [
πp0

(
C j , f1

)
, πp0

(
C j , f2

)
, . . . , πp0

(
C j , f9

)]
(14)

where πp0

(
C j , fg

) = 1
9

∑
P∈ fg

{
PMJ,C j (P)

}
.

The window having the maximum value of the distribution πp0

(
C j

)
is select as

wining window πpm

(
C j , fg

)
in each possibilistic map.

PMJ,C j (p0,m) = Φ︸︷︷︸
p0∈ fg

PMJ,C j (p0,m − 1) (15)

where Φ is mean operator. This process will be terminated when no further pixels
could be added to the class C j and results in segmented image Is with an intent
abnormal region.

2.7 Region Refinement

Resultants of region growing process do not possess consistent boundaries. Image-
guided disparity refinement method is applied to resolve boundary inconsistency
[28] by computing constant time-weighted median (CTWM) filtering followed by
hybrid super pixel technique [29]. If disparity of a pixel is much less than its adjacent
pixels, it is marked as a hole. In image Is , pixel p with nearest neighbor q will be a
hole ‘h’ if,

h =
{
1, dp <

dq
2

0, otherwise
(16)

where dp and dq are the disparities of pixel p and q, respectively. When any pixel
with irregular disparity has a true condition for a hole, then that pixel will be labeled
as a dark region. Correction in dark region depends on its neighbor. The corrected
disparity is denoted by d∗

p.

d∗
p =

{
min

{
dq1, dq2

}
, ∀h(q1)‖h(q2) = 0

max
{
dq1, dq2

}
, ∀h(q1)‖h(q2) = 1

(17)
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This refinement process is governed in horizontal as well as vertical direction.
Since some regions, especially outlier regions are not well segmented even after
refinement. Hybrid superpixel segmentation process undertakes for segmentation of
in segmented region. Superpixel is a batch of pixels in proportion to a region and
gray level. If bunch with the largest number of pixels contains less than 60% of
the total pixel, than that superpixel is treated as an under segmented region. Under
segmented region is processed further by mean-shift algorithm [30]. Finally, the
process produces an MRI segmented image with an accurately extracted intent area.

3 Result and Discussion

The performance of the proposed MRI segmentation method is evaluated by using
two benchmark data sets. First one is BrainWeb dataset that consists of the full
3D data volumes of normal and multiple sclerosis (MS) models with the variety of
slice thickness, intensity levels, and noise levels [31]. This dataset has the exten-
sion of “.mnc” with a T1-weighted sequence. The second one is the BRATS 2013
database which contains three types of data sets; training, leader board, and challenge
[32]. Both are specifically simulated with high-grade gliomas (HGG) and low-grade
gliomas (LGG) tumor. For every patient in BRATS, there are four MRI sequences:
T1 weighted (T1), T1 with gadolinium-enhancing contrast (T1c), T2-weighted (T2)
and FLAIR. This dataset has an extension of “.mha”.

The effect of number of training images, on segmentation, in term of accuracy and
dice score is shown in Fig. 3. The performance of the proposed image segmentation
method is investigated for different number of training images from BARTS 2013
training set for filter training. As shown, increase in the number of training images
enhances the accuracy as well as the DSC score.

Figure 4 shows segmentation of the BrainWeb set in the first row and BRATS
2013 dataset in the next two rows. Simulation specification of the first dataset is
severed MS lesions, T1 pulse sequence, 3 mm slice thickness, noise MS lesion

Fig. 3 Effect of number of training images on segmentation a accuracy and b DSC score
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Fig. 4 Visual illustration of segmented images; a brainMRI slice, b enhancedMRI image, c image
with keypoints sampling,d segmented imagebefore refinement, e segmented image after refinement,
and f intent region masked image

reference tissue and 5% noise level. Second and third rows are from leaderboard
data set with T1-weighted, particularly HGG (subject id: 210) and LGG (subject id:
109), respectively. From Fig. 4, the effectiveness of the proposed method is visually
justified.

The success of the proposed segmentation method is also examined by compar-
ative analysis with some state-of-art methods. The methods considered for compar-
ison are; the NFCM, enhanced nonlocal FCM algorithm [4], tumor cut, cellular
automata-basedmethod [6], PIGFCM, FCMwith prior guide [1], KIFCM, hybridiza-
tion ofK-means classifierwith FCM[5], CPBS, patched-based technique accomplish
with neural network [10], two-tier KNN (K-nearest neighbor) with SOM [2], CNN,
convolutional neural network [9], GWLP, Gaussian weighted Laplace prior [11]. The
performance is investigated on the basis of precision, recall, F1 − score, accuracy,
and dice similarity coefficient (DSC).

Precision is the ratio of correctly predicted positive observations to the total
predicted positive observations.

Precision = TP

(TP + FP)
(18)

Recall is the ratio of correctly predicted positive observation to all observations
in the actual class.
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Recall = TP

(TP + FN)
(19)

F1 − score is a weighted average of precision and recall.

F1 − Score = 2(Recall × Precision)

(Recall + Precision)
(20)

Accuracy is a degree of closeness of result of measurement and calculation of a
quantity to its true or actual value.

Accuracy = TP + TN

TP + TN + FP + FN
(21)

Dice similarity index is a measure of overlapping or spatial alignment between
manual segmentation (by radiotherapist) and automatic segmentation. Its value
comes in between 0 and 1 and higher value is desirable as it an indication of system
efficiency.

Dice = 2 × TP

(FP + TP)(TP + FN)
(22)

The average comparative performance based on above-mentioned parameters
using BRATS 2013 dataset is presented in Table 1. All quantities of Tables 1 and
2 are in percentage. The values mentioned in Table 1 are the average of simulation
results drawn on 100 images of a dataset. As shown, the proposedmethodwith region
refinement provides most precise and accurate segmentation as compared to existing
methods. For BRATS 2013 dataset, the proposed technique improves DSC by 4.27%
and 5.45% as compared to KIFCM, and CNN methods, respectively. The accuracy
of the proposed method is 7.79% and 10.36% higher as that of CNN and two-tier
KNN methods, respectively. The inclusion of region refinement has improved the
performance of the proposedmethod commendably. It has shown an average increase
of 12.68% and 10.47% in F1 − score and DSC, respectively. In terms of precision,

Table 1 Average comparative performance analysis of differentMRI image segmentationmethods
using BRATS 2013 dataset

Method Precision Recall F1 − score Accuracy DSC

Tumor cut [6] 79 81 79.99 78 89

KIFCM [5] 86 91.8 89.23 93 89

Two-tier KNN [2] 85 87.8 86.38 84 83

CNN [9] 88 79 83.26 86 88

CPBS [10] 87 84 85.47 88 90

Proposed before refinement 81 85 81.95 83 84

Proposed 93 92.6 92.34 92.7 92.8



Feature-Based Segmentation of Brain Tumor in MRI Images 229

Table 2 Average comparative performance analysis of differentMRI image segmentationmethods
using BrainWeb dataset

Method Precision Recall F1 − score Accuracy DSC

NFCM [4] 78 84 80.89 87 82

PIGFCM [1] 89 78 83.14 91 92

KIFCM [5] 88 90.5 88.64 95 91

GWLP [11] 88 94 90.90 91 74

Proposed before refinement 83 87 84.95 81 85

Proposed 92 91.7 91.84 94.4 93.2

recall, DSC, and F1− score, the proposed method outperforms all companions listed
in Table 1.

Table 2 shows the average comparative performance analysis ofBrainWeb dataset.
The quantities shown in the table are average of simulation results drawnon80 images
of BrainWeb dataset. Here also, the proposed MRI image segmentation technique
with region refinement produces the most efficient performance as that of existing
methods considered for comparison.

The proposed method has 6.81% higher precision level than GWLP [11] and
KIFCM [5] methods. GWLP shows 94 as recall value, that is best in overall methods
included proposed method. Proposed method provides 3.73% higher accuracy than
GWLP and PIGFCM [1] techniques. Our method is also computationally efficient
technique with leading DSC value 92.8 which is 0.86% higher than Dice index
of PIGFCM. In terms of precision, DSC, and F1 − score, the proposed method
outperforms all companions listed in Table 2 with highest values of 92, 93.2, and
91.84, respectively. As F1 − score is a mirror of error rate, so the proposed method
signifies low error rate.

4 Conclusion

MRI is a very functionalmodality for diagnosis of brain tumor. A novel feature-based
MRI segmentation technique has been proposed in this paper. In proposal, firstly, the
image enhancement is performed using histogram equalization followed by intent
region identification using SIFT and feature-based classification with DSS field.
Here, the keypoint descriptor sampling is used to transform low-level information
into high-level image features by a set of linear filters. Further, the intent region
is extracted by possibilistic model and Nagao-Matsuyama filter. Finally, the region
refinement identifies overall the tumor structure. The proposed method shows better
F1-score and DSC as compared to state-of-art methods. MRI segmentation by the
proposedmethod reports an average accuracy of 93.46%, averageF1-score of 92.12%
with average DSC 92.98%.
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A Synthesis of Reversible Digital Circuits
to Solve the Boolean Satisfiability

Martin Stava

Abstract The paper presents a methodology of synthesising the reversible digital
circuits that solve theBoolean satisfiability (SAT). There is a full range of applications
of such circuits, for example, accelerating SAT solvers, generating compacted tests
for the sequential circuits designed for testability (with a scan chain), producing a set
of results for the relation inverse to combinational functions, generating input vectors
of a circuit from output ones, etc. Further, compacted representation of functions and
the straightforward and reverse approaches to obtain responses are discussed. The
methodology comprises a few rules to synthesise a combinational function (circuit)
into a reversible circuit in a way to implement them into FPGAs. A method of short-
ening the truth table for implementation in an FPGA is presented, and the architecture
of reversible circuits is described. The experimental data and features of the physical
implementation of the circuits reverse to the ISCAS’85 benchmarks are presented for
Xilinx FPGA Spartan 2E—the area overhead and computing complexity of gener-
ating the first valid input vector. The experiments show that both the features have
asymptotically polynomial complexity.
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1 Introduction

The Boolean satisfiability problem (SAT) has a remarkable impact on a wide range
of digital circuit domains, such as testing, verification, backtracking, backtracing,
etc. The majority of existing professional and academic automatic test pattern gener-
ation (ATPG) systems uses a path sensitisation technique at the logic level of circuit
representation. The technique consists of three steps: fault sensitisation, path sensiti-
sation, and line justification. During the second and third steps, there is a high prob-
ability of conflict occurrence between the signal assignments—currently required
and previously done. It forces the ATPG algorithm to backtrack. Since the number
of backtracks plays the key role in the test generation speed, a few heuristics and
techniques to limit the number of backtracks have been developed [1], especially for
speeding up the test generation process [2, 3].

There are two approaches usable for the deterministic test generation (DTG).
The first approach maps the problem of DTG onto a finite space search, where
algorithms run on a structural system of gates. Roth [4] firstly developed such
a structural algorithm, so-called D-algorithm, employable also in computer-aided
processes. After the D-algorithm had been introduced, a lot of its followers appeared
along with new terminology and a variety of heuristics. For example, the struc-
tural algorithm PODEM [5] brought a special term backtrace—a novel technique
setting the appropriate inputs of a combinational function/circuit for the objective to
be achieved. PODEM laid the foundations to other techniques improving the DTG
process—RAPS [6] or FAN [7]. RAPS introduced a new kind of backtracing—
random backtrace. FAN focused on the parallel processing of a few objectives and
constituted another backtracing technique—multiple backtrace that decides on those
internal lines always-justifiable. Other improved ATPG techniques and systems are
explored in [8, 9].

The second approach is based on Boolean satisfiability solving algorithms. Here,
the D-algorithm problem formulation is translated into a characteristic equation that
is solved using a branch-and-bound search. In recent years, SAT solvers have been
optimised for computation time [10–12] and a number of algorithms employing
them have been proposed, e.g. [13, 14]. The main issues (features) of the state-of-
the-art hardware-based SAT solvers can be summarised as follows: (i) find only one
matching assignment of an input vector to an output vector (or few such assignments);
(ii) no direct support for either XOR logic gates or large combinational blocks; (iii)
run at relatively low clock frequencies.

Novelty statement: This paper presents the synthesis of a hardware SAT solver
dealing with the issues (i) and (ii). That is our solver is able to find all matching
assignments of input vectors to an output vector and directly supports XOR logic
gates and large combinational blocks. Moreover, it can be incorporated in hardware
accelerators as an IP core; for example, in a SoC or MPSoC under Xilinx Vivado
with the AXI4 interconnecting hierarchy.



A Synthesis of Reversible Digital Circuits … 235

Thepresentedmethodologyof synthesising the reversible digital circuits that solve
the Boolean satisfiability is based on our previous research [15]. The methodology is
shown on an application to digital circuit testing, especially test pattern generation.

2 Motivation

When there is a need to test a structured design-for-testability sequential circuit, the
most popular technique is a scan design [16]; Fig. 1 shows an example of such a
sequential circuit. The symbols CP1 through CP3 mean combinational parts, PIs/POs
primary inputs/outputs, Sin and Sout are a serial input and a serial output of the scan
chain Rs, respectively. The sequential circuit is divided by the scan chain into a few
combinational parts. Thus, any of the algorithms generating deterministic tests for
combinational circuits (mentioned in Sect. 1) can be employed.

Further, it is assumed to have a list of test vectors, marked as L. Consider a simple
task: Applying L to CP2, whose inputs and outputs are directly connected to Rs, so
that CP2 make a feedback to Rs. Let the number of test vectors in L be t and the length
of the scan chain Rs be k. The simplest way to apply L is to perform the well-known
procedure (described, e.g., in [6]): Selection of a vector p of the length k from L and
its scanning into Rs during k clock cycles, loading a response during the (k + 1)st
clock cycle; it is repeated until L is empty and finally, the last response is scanned
out from Rs. The computing complexity of the procedure is {t * (k + 1) + k} clock
cycles. A reduction of that complexity may lead to getting both the whole time to
apply L and the power consumption lower.

Fig. 1 A scan-based
sequential circuit to exploit a
Boolean satisfiability
algorithm

CP1

CP3

……

CP2

Sin Sout 

PIs

POs
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Fig. 2 a Truth table;
b primitive cubes of
combinational functions
f 1(x2, x1, x0) and f 0(x 2, x1,
x0) after compacting by
Algorithm 1

x2 x1 x0 f1 f0
0 0 0 1 1
0 0 1 1 1
0 1 0 0 1
0 1 1 1 1
1 0 0 1 0
1 0 1 1 0
1 1 0 0 0
1 1 1 0 0

x2 x1 x0 f1 f0
1 1 x 0 0
1 0 x 1 0
0 1 0 0 1
0 0 x 1 1
0 x 1 1 1

Alg. 1

(a) (b)

Areduction of the computing complexity lies in having such a test-vector sequence
that a response to the currently processed vector will fulfil one of the following
conditions:

1. The response to the currently processed vector is equivalent to a next test vector
(the best case).

2. The next test vector is achievable from the response by scanning as few values
as possible into Rs.

For simplicity, let it be considered that only the scan cells of Rs that are directly
influenced by the feedback through CP2 (see Fig. 1) and that form a specific part of
the test vectors, marked as SPTV.

There are two approaches to achieve the test length reduction—straightforward
and reverse. Before describing them, a process of generating a truth table is worth
recalling. If a truth table is not given, an exhaustive table for a combinational circuit
(i.e., that consists of 2n entries) is generated—see Fig. 2a. Such a table is possible
to shorten by applying Algorithm 1. Then, the straightforward as well as reverse
implications are given by searching through the table. This approach is rather useful
for solving the test reduction by software.

In the former approach, the SPTV is considered as an input vector applied to the
input signals of CP2. The responses, obtained from the output signals of CP2, to input
vectors are specified either by the CP2 structure description at the gate level or by
the CP2 truth table at the functional level. The left and right parts of the truth table
represent the values of inputs and responses, respectively. In that case, any input
value determines one response value. This straightforward determination is unique
but non-surjective and non-injective. The table in Fig. 2a is static and preferable to
that in Fig. 2b with respect to the search speed. However, in the case of the responses
specified by the CP2 structure description, those are dynamic and computed from
input vectors, so that it is not necessary to know the corresponding exhaustive truth
table.

In the latter approach, the SPTV is considered as an input vector applied to the
output signals of CP2. The responses, obtained from the input signals of CP2, to
input vectors are, like in the former approach, specified either by the CP2 structure
description at the gate level or by the CP2 truth table at the functional level. Unlike
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in the former approach, the right and left parts of the truth table represent the values
of inputs and responses, respectively. In this case, one input value can correspond to
more than one response value. Therefore, the determination of a response, marked as
reverse determination, is non-surjective and non-injective. Both the tables in Fig. 2a,
b are easily implementable in FPGAs. However, owing to an area overhead, the table
in Fig. 2b is preferred. In the case of the responses specified by the CP2 structure
description, it is necessary to transform this structure into a reversible circuit. Then,
if requested, the responses are computed from input vectors—the computation is
similar to the operation backtrace (as in the ATPG algorithms).

The properties of the straightforward and reverse determination approaches can
be now summarised. The main property is observed: The straightforward impli-
cation strictly determines only a one-element set of responses to an input vector
while the reverse implication can result in an empty or one-element or multi-element
set of responses to an output vector. Thus, in the case of the multi-element set,
there is a possibility to select such a response that best fits a need of the test
pattern compaction/compression. While the employment of reversible circuits for
the compacted/compressed test generation seems to be advantageous as indicated
above, its implementation in an FPGA is ambiguous (see the experimental results in
Sect. 4).

3 Synthesis of Reversible Digital Circuits

The synthesis of reversible digital circuits assumes a description of a combinational
function in a form of an algebraic equation or a structure of gates. The following
subchapters introduce the theory of combinational functions, a reversible circuit
structure, a controller architecture, and transformation techniques for the structural
parts of combinational circuits, namely fan-out stems and more-input gates.

3.1 Combinational Function Representation

The simplest way to represent a combinational circuit is by its truth table, such as
that in Fig. 2a. Let an n-tuple (xn−1, …, x0) of input variables be marked as an input
vector X. Assume binary input values, a circuit performing functions f m − 1(xn − 1,
…, x0), f 1(xn − 1, …, x0), …, f 0(xn − 1, …, x0) of n input variables requiring a truth
table with 2n entries. Let an m-tuple (f m − 1, …, f 0) of output variables be marked as
an output vector F and a one-dimensional array V of size m ∗ 2n be a data structure
representing output variables of the truth table. Arrange 2n input combinations in
their increasing binary order. Then V (0) = (f m − 1(0,0, …, 0), …, f 0(0, 0, …, 0)), …,
V (2n − 1) = (f m−1(1, 1, …, 1), …, f 0(1, 1, …, 1)). A typical procedure to determine
the value of variables defined by F works as follows:
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1. Concatenate the input values in proper order to form one binary word.
2. Let i be an integer value of this word.
3. The value of the vector F is given by V (i).

For a circuit with m outputs, an entry in the array V is an m-bit vector defining
the output values. Hence, truth tables are often represented by read-only memories
(ROMs).

The cube representing a common prime implicant of F is called a primitive cube
[6]. Primitive cubes provide a compact representation of a function. To find values
for a subset of X to produce a corresponding value for F is the desired goal. Clearly,
the solutions are given by one of the separate groups of primitive cubes of F. For
example, Fig. 2b shows that either (x2, x1) = (0, 0) or (x2, x0) = (0, 1) is needed to
set F = (1, 1).

The cube associated with the input vector X is a (vn − 1 … v1 v0) vector of corre-
sponding variable values. The cube of the F function vector has a form of (vn−1 …
v1 v0|vfm−1 … vf 0) marked as a W vector of values, where vfi = f i (vn−1, …, v1, v0)
and vfi ∈ {0, 1}, 0 ≤ i ≤ m − 1, vj ∈ {0, 1, x}, 0 ≤ j ≤ n − 1 and the value x denotes
an unspecified or “don’t care” value. Thus, the cube of F can represent an entry in its
truth table. A g implicant of F is represented by a cube, which can be constructed by
Algorithm 1. An example of a truth table and its primitive cubes is shown in Fig. 2.

Algorithm 1 Construct_Cubes

1. Find a G set of common prime implicants for the same values of F. That is to
say common prime implicants of all functions f i(X) whose value is 1, and f j (X)
whose value is 0 are looked for. Naturally, those implicants are not needed to be
prime for individual f i(X) or f j (X) but are needed to be common prime, i.e. as
big as possible, for the whole vector F.

2. Set vi = 1 (0) if xi (x̄i ) appears in g ∈ G.
3. Set vi = x if neither xi nor x̄i appears in g.
4. Evaluate and set vfi.
5. Go to Step 2 if G is not empty.
6. Go to Step 1 if not all values of F have been used to construct cubes.

Example 1 Consider two functions f 1(x2, x1, x0) and f 0(x2, x1, x0) given by the truth
table in Fig. 2a. Find their primitive cubes by applying Algorithm 1.

Solution n = 3, m = 2, X = (x2, x1, x0), F = (f 1(X), f 0(X)), W = (v2 v1 v0|vf 1
vf 0). Karnaugh’s maps can be used to find common prime implicants.
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The final primitive cubes are shown in Fig. 2b. (End of the example)
If the cube q can be obtained from the cube p by replacing one or more x values

in p by 0 or 1, it means that p covers q, e.g., the cube 00x|11 covers the cubes 000|11
and 001|11. The primitive cubes of the F vector of functions given by the truth table
are shown in Fig. 2.

3.2 A Reversible Circuit Structure

A combinational circuit has to be converted into a corresponding reverse structure to
perform the Boolean satisfiability, as shown in Fig. 3. The symbol CP stands for a
combinational circuit or its part, the symbol Cs denotes constraints (e.g., fixed logic
values assigned to given signals) andTCP stands for amatching transformed combi-
national part (circuit). The symbol CL denotes control logic. Let the whole circuit
(Cs + TCP + CL) be defined as a reversible circuit (RC). The reversible circuit
produces one input vector (InpVector) per one clock cycle for an applied output vector
(OutVector). The RC can generate all possible InpVectors to the applied OutVector.

Each generated InpVector carries a validity flag—the Valid signal. As soon as all
the possible input vectors have been computed for the applied OutVector, a signal
Done is set to 1 otherwise to 0. The signals Valid and Done are of two-value logic.

Fig. 3 Combinational
circuit transformation into
the corresponding reversible
circuit
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The vectors InpVector and OutVector are of three-value logic. The control logic uses
two-value signals.

3.3 Gate Transformation

Within transforming a given circuit into a reversible one, each gate is transformed to a
Logic Element (LE), implementing the matching reverse implication table (RIT) of
the gate. For example, the reverse implication table for the 2-AND gate and the
appropriate LE are shown in Fig. 4.

Further, a way of selection a line from the RIT (see Fig. 4) is explained. If there is
requested gate output c= 0, one of the twomatchingRIT lines (k0, k1) can be chosen.
Once the reset signal (rsti) has come, the first matching line is always selected, i.e.
the k0 line, and the status signal NLExisti is set to 1. NLExisti signalises that a next
line in the RIT exists and can be chosen for the given output c. If a conflict occurs or
a next (a, b) vector is demanded during a subsequent run, the second matching line
will be selected by the control signal NextLinei, i.e. the line from the k1 address. The
signal NLExisti will be set to 0 if there is no other (a, b) vector for the given output
c. The addresses k0 and k1 are kept in the register Reg0.

LE can represent a greater combinational unit (circuit, function) than only a gate
RIT—the idea is identical.

Fig. 4 A reverse implication
table (RIT) of the 2-AND
gate and the relevant Logic
Element &a

b 
c

c a b Address

0 0 x k0
0 x 0 k1

1 1 1 k2

x x x k3

Reg0

ROM
NextLinei

c

k2
k3 (a, b, NLExisti)
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rsti GRST

Logic Element for 2-AND

+ 0 
1 
X
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3.4 Fan-Out Stem Transformation

0 1 x
0 0 err 0
1 err 1 1
x 0 1 x

Each fan-out has to be replaced by a Cond block, performing a guarding function
with the binary intersection operator according to the table ∩. The err item in the
tablemeans that there is a conflict between two logic values (0 and 1)—it is signalised
to the controller as a status signal Conflicti. Note that an input vector generated is
valid if and only if no conflict has occurred during solving the Boolean satisfiability.

3.5 The Controller Architecture

The controller architecture is shown in Fig. 5. The Conflicts signal, consisting of the
Conflicti signals from the Cond block, represents a vector of conflicts (see the err
items in Sect. 3.4). The block Controlled Nullity resets the NLExists signals that are
influenced by theConflicts signal. The function of the other blocks is comprehensible
from their names.

Fig. 5 Controller
architecture
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4 Experimental Results

The transformation method was applied on the ISCAS’85 benchmarks. The experi-
mental results are presented in Table 1. Its Column 3 shows an area overhead in the
thousands of equivalent gates (GE) for an original benchmark. Columns 4 up to 7
show an area overhead in the thousands of GE, a clock speed, an average number
of clock cycles and an average time for producing the first valid input vector (VIV)
by the reversible circuits for the benchmarks. To calculate the average number of
clock cycles, all of the three-value-logic output vectors were applied and the first
occurrence of a valid input vector, if any, for each output one was observed.

The average time for the first VIV to occur can be simply calculated. It takes
10−6

CLK_ speed ∗ VIV seconds. Column 2 shows the number of gates involved in the
benchmarks.

To get the area overhead, CLK and VIV features of reversible circuits, our
RevCiGen tool automatically transformed the benchmarks into the corresponding
reversible circuits, described in VHDL’93. As a target platform for getting the area
overhead and CLK features, the Xilinx FPGA of the Spartan 2E series, namely
xc2s600e, was utilised and all the circuits were synthesised in Xilinx ISE of version
14.7. The VIV features were found out by simulation in Mentor’s ModelSim of
version 10.5b.

The values in Table 1 present data for the graphs below. As shown in Figs. 6 and 7,
the complexities of the area overhead and the average time to produce the first valid
input vector for the reversible circuits to the benchmarks are approximately polyno-
mial of the sixth order. Figure 8 shows an exponentially falling curve of the maximal
clock (CLK) frequency of the reversible circuits. The exponential dependence is
given mainly by the logic included in the Controlled Nullity and Priority Encoder

Table 1 Results for the reversible circuits with the ISCAS’85 benchmarks

Benchmarks Reversible circuits

Name #Gates a-o in #GE
(103)

a-o in #GE
(103)

CLK speed
(MHz)

avg_#cycles
for 1st VIV

avg_time for
1st VIV (µs)

c17 6 <1 1 82 2 <0.1

c432 160 3 28 12 48 4

c499 202 4 34 10 32 3

c880 383 5 60 6 67 11

c1355 546 4 76 4 139 30

c1908 880 3 99 3 207 68

c2670 1193 12 158 2 244 107

c3540 1669 6 211 1 311 188

c5315 2307 17 296 1 432 359

c6288 2406 7 329 1 780 675

c7552 3512 18 406 < 1 697 872
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Fig. 6 Area overhead for the benchmarks and their reversible circuits
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Fig. 7 Average time to produce the first valid input vector by the reversible circuits to the
benchmarks

based on priority evaluation, thus remarkably lengthening the critical combinational
path (i.e. the maximal delay).
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Fig. 8 Maximal clock speed for the reversible circuits to the benchmarks

5 Conclusions

We introduced the methodology of synthesising the reversible digital circuits that
solve the Boolean satisfiability problem (SAT). The reversible circuits can be used
in various applications; for example, a backtracking accelerator co-operating with
a software automatic test pattern generation (ATPG) tool, a computing unit for
compacted test generation for sequential circuits designed for testability, accelerating
SAT solvers, generating input vectors of a circuit from output ones, etc.

The complexities of the area overhead aswell as the computing time for the circuits
reversible to the set of the ISCAS’85 benchmarks are polynomial of the sixth order.
It can be further generally assumed that this dependence trend continues with the
increasing complexity of straightforward combinational circuits (in the number of
gates).

We succeeded in proposing a methodology of synthesising the reversible circuits,
describing them in VHDL’93, implementing them into an FPGA, and finding out
their features. Unlike the other SAT solvers, the reversible circuits according to the
proposed methodology are able to produce not only one solution but also all possible
solutions; i.e. for an output vector of a straightforward combinational circuit to find
all the input vectors leading to the given output one.

Table 2 sums up and compares the properties of representative SAT solvers and
our reversible circuits. The first representative [10] uses configurable hardware to
speed up Boolean satisfiability with a direct mapping of Boolean operations to logic
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Table 2 Comparison of SAT
solvers

Property SAT solvers [10,
12]

Our reversible
circuits

# Clock cycles to find
one solution

Several (mostly
thousands)

One

Clock frequency Low Low

Supporting XOR or
larger blocks

No Yes

Possible to find all
inputs to an output

No Yes

Area overhead Middle Large

gates and the massive parallelism in processing implications. The second represen-
tative [12] performs backtracing all goals along all possible lines and the concurrent
assignments of a few variables in a massively parallel way.

In our future work, we shall focus on the reduction of the asymptotically expo-
nential time complexity of reversible circuits and on a stream processing of SAT,
which will result in getting clock frequency higher. In general, the high-performance
data processing is under our actual research activity.
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An Improved Method for Detection
of Laryngeal Cancer and Its Stages

T. M. Inbamalar, T. Jayashre, D. Jayashre, and V. S. Jayakrishnan

Abstract According to the fact sheet of GLOBOCAN 2018, the number of people
suffering from oral cancer is increased to 1,19,992 in 2018 from 56,000 cases in 2012
which is about 11.4% rise in 6 years. It is a known fact that if laryngeal cancer can
be detected in the preliminary stages, probability of cure is more and survival rate is
also very high. When a person is diagnosed having cancer, it is vital to identify the
cancer stages which will be useful for the treatment to be carried out. In this paper,
an improved method has been presented for detection of laryngeal cancer and its
stages. Here, PET scan image is used as input and image processing concepts have
been employed to detect cancer and its stages. MATLAB software has been used for
implementation. The proposed method has been tested on various inputs, and it has
been proved that this method has improved performance compared to the methods
in the literature.
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1 Introduction

Oral cancer accounts for around 30% of all cancers in India. New Global Cancer
Data: GLOBOCAN during the year 2018 by IARC at Geneva, Switzerland, estimate
1,19,992 new throat cancer cases in India. It is expected to double in the year 2030.
Laryngeal cancer is the ninth and seventh most common cause of cancer in males
in Asia and India, respectively. Especially, in India, laryngeal cancer contributes to
approximately 3–6% of all cancers in men. In 2012, 17,560 Indians lost their lives
from laryngeal cancer. Throat cancer refers to abnormal cancer cells present in the
voice box, the vocal cords and other parts of the throat, such as the tonsils and
oropharynx. It is often grouped into two categories: pharyngeal cancer and laryngeal
cancer. Here, in our proposed work, only laryngeal cancers have been considered.

Around 7 lakh people in this world, i.e., approximately 0.01%, suffer from laryn-
geal cancer, and around 2 lakh people suffer death due to laryngeal cancer. Though
the percentage of people in this world having laryngeal cancer may appear less, their
impact is more. The people having last stage of laryngeal cancer have the impact
of removing the larynx. Normally, such persons undergo a surgery named laryn-
gectomy. They lose their speech after surgery and suffer from various humiliations,
suffocations, health issues related to breathing and also different challenges. These
people strive to attain rehabilitation. To provide remedy for such people, this work
has been initiated. Here, the objective is providing an algorithm for detection of
laryngeal cancer which can mention about stages also after examination. When the
cancer stage is 0 or 1, then the cancer is benign and it can be cured via medicines.
But if the stage is 2, 3 or 4, then it is said to be malignant and at the last stage,
it is necessary to remove the larynx. Hence, only when stages are known, further
treatment can be done effectively. Thus, an algorithm has been proposed to identify
the cancer stages in a simple and easy way.

2 Review of Related Works

There are various methods available, contributed by various scientists for the diag-
nosis of laryngeal malignancy. Works have been done before recurrence surgeries.
Such methods are described in this section.

Becker et al. [1] have done performance analysis of FDG-PET/DWIMRI for iden-
tification of carcinoma by squamous cells in skull and neckline. The person under-
goes hybrid PET/MRI test with morphological MRI, DWI and FDG-PET. In this, the
performance parameters are reported as sensitivity—93.0%, specificity—93.5% and
PPV—90.9% per lesion. Another scientist Allegra et al. [2] used PET/CT methods
for the laryngeal cancer analysis. They identified neighborhood cancer recurrence
subsequent to surgical treatment. Accuracy is a parameter used for analysis and has
been evaluated in doubtful patients for repetition. From the results, it has been identi-
fied that PET/CT imaging is a valuable means for alleged reappearance in laryngeal
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tumors where traditional image processing methods are imprecise. Moreover, the
disease discovery has been done after radiotherapy. So, clinical procedures are also
involved in this technique. The performance metrics such as specificity, sensitivity
and accuracy of this method has been reported as 88%, 100% and 93.3%, respec-
tively. Corina et al. [3] proposed a technique to identify or locate the lesion area. Also,
segmentation of blood vessels is included in the method. It uses anisotropic as well
as matched filter. In this method, lesion has been categorized based on numerical
investigation of thickness, tortuosity and density of blood. Based on the experi-
mental results, the accuracy has been reported as 84.3%. Kraft et al. [4] used image
processing in narrowband endoscopic image for the diagnosis of malignant laryngeal
cells. This system produced same value of 97% for sensitivity as well as accuracy and
specificity value 96%. Watanabe et al. [5] used imaging techniques in narrowband
in the analysis of laryngeal lesions. Narrowband image (NBI) is used as inputs, and
the abnormal intra-epithelial micro-vessel changes were considered. The diagnostic
criterion of lesion was the occurrence of isolated area in brown color or spots sprin-
kled in brown color. Sensitivity and specificity were 91.3% and 91.6%, respectively.
But, the cost is very high due to the use of filters, processors and the endoscopic
equipment. Geets et al. [6] described a scheme for analyzing FDG-PET descrip-
tions using watershed transform and hierarchical cluster analysis. Here, gradient
and thresholding are used for segmentation. Volumes and radii of the spheres are
calculated, and later, they are compared for mismatches. But, the major disadvan-
tage is that the accuracy of the source-to-background ratio is uncertain and also it
is a time-consuming process. Schwartz et al. [7] scrutinized the application of 18-
F-FDG-positron emission tomography for staging of the carcinoma cells in head
and neck prior to radiotherapy. FDG-PET/CT descriptions were shaped using image
registration algorithm. But, the accuracy is uncertain as the contrast among the blood
vessels is poor and also, the cancer lesions in image obtained are less visible.

From the literature, it is understood that there are methods to detect laryngeal
cancer before recurrence surgeries. But there are no methods for the laryngeal cancer
stage identification. And the existing methods involve complex clinical assessment
techniques.

3 Proposed Innovation

In the proposed system, laryngeal cancer in a person is to be identified using PET scan
images as input. Thus, thefirst step is the acquisition of PETscan images of the larynx.
PET scans are generally color images with the cancerous part of the larynx bright
than the other parts. Hence, the color image is converted to grayscale counterpart.
Then, it is again transformed to binary image. This is done by set value which is fixed
for segmenting only the brightest cancer part using thresholding concept. After this,
the cancer part is separated from the other areas where the white pixels correspond
to the cancer cells and the black pixels correspond to the other larynx part. Then, the
number of white pixels (cancer part) is counted and based on this count the cancer
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Table 1 Relation between
size, pixel and stages

Size (cm) Pixel count Stage

0 < size ≤ l 0 < pixels ≤ 30 0

l < size ≤ 2 30 < pixels ≤ 119 1

2 < size ≤ 4 119 < pixels ≤ 475 2

4 < size ≤ 6 475 ≤ pLiels ≤ 1069 3

Size > 6 pixels > 1069 4

and its stages are detected which is done as follows. Every stage of laryngeal cancer
can be classified using the size of the cancer cells. Though cancer stage is classified
based on the spreading of cancer to the lymph nodes and the adjacent organs, it is also
evident that in every stage of cancer, the dimension of the cancer cells varies and they
are standardized for each stage. Hence, size of the tumor has been considered as a
feature and feature extraction is done. For the feature extraction, the dimension of the
cancer cell is determined. This determined dimension is compared with the already
fixed standard size of each stage by which each stage is identified and displayed as
output. Feature extraction, i.e., the determination of size of cancer part in the larynx,
is done by counting the white pixels. But, the already set values of the cancer size
are in centimeters and here measurement has been done in terms of pixels since
conversion between centimeters and pixels can be done. Table 1 shows the standard
values of each stage and their corresponding pixel count. The flow diagram of the
technique to be implemented is shown in Fig. 1.

4 Results

The proposed method has been tested on various inputs, and results are given in
Table 2. A sample output is shown in Fig. 2. The figure shows original PET input
image with laryngeal cancer shown in the left and the segmented cancer cell part
of the PET scan displayed on the right. From the results obtained, the standard
performance metrics that are useful in comparative studies and validation of the
proposed schemes have been evaluated. The values obtained for true positive (T+),
false negative (F−), true negative (T−) and false positive (F+) are given in Table 3.
With the aim of ascertaining the supremacy of the above-explained method, the
evaluation parameters such as accuracy, sensitivity, specificity and positive precision
are evaluated and the values obtained are given in Table 4.

To establish the validity of the proposedmethod, the results obtained are compared
to the existing methods in the literature. Table 5 shows the comparison of accuracy
of the proposed scheme with the existing schemes in the literature.
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Fig. 1 Flowchart for the proposed algorithm

Table 2 Inputs and test
results

Input Actual stage Test results

Sample 1 Stage 3 Stage 3

Sample 2 Stage 3 Stage 3

Sample 3 Stage 2 Stage 2

Sample 4 Stage 4 Stage 4

Sample 5 Stage 0 No cancer

Sample 6 Stage 1 Stage 1

Sample 7 Stage 4 Stage 4

Sample 8 Stage 2 Stage 2

Sample 9 No cancer No cancer

Sample 10 No cancer No cancer
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Fig. 2 Sample input and
output of laryngeal cancer
PET image

Table 3 T+, T−, F+ and F−
values obtained

T+ T− F+ F−
7 2 0 1

Table 4 Parameters obtained
for the proposed method

Sn (%) Sp (%) Ac (%) Pp (%)

87.5 100 90 100

Table 5 Comparison of parameters

Method Sn (%) Sp (%) Ac (%) Pp (%)

Proposed 87.5 100 90 100

Becker et al. 93 93.5 – 90.9

Allegra et al. 88 100 93.3 –

Barbalata et al. – – 84.3 –

Kraft et al. 97 96 97 –

Watanabe et al. 91.3 91.6 – –

5 Conclusion

Thus, a method to detect laryngeal cancer and its stages has been proposed, tested
and validated. This methodwill have a great response because of its improved perfor-
mance. As the identification of the stages of laryngeal cancer can be done at a faster
rate with greater accuracy, the further consultation for the laryngeal cancer stage
detection is not required and also the treatment can be taken quickly without any
delay. The proposed method helps the medical practitioners to learn more about
cancer. Oncologists will then be able to design treatment strategies targeted directly
to each specific stage of cancer.
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IoT-Based Secure Communication
to Enhance Blockchain Model

Nayancy, Sandip Dutta, and Soubhik Chakraborty

Abstract Internet of things (IoT) privacy and security remain a most important,
challenging factor in this era, mostly due to distributed nature and immense scale
of IoT networks. The blockchain technology provides decentralized security, public
digital ledger and yet occupies significant delay, computational overhead, and high
energy that is not fit for low-resource IoT devices. In this paper, our proposed work
will analyze possibilities for enhancement of the blockchain in IoTwithout sacrificing
security. However, the traditional blockchain technology cannot be applied to IoT
devices with limited computing resource and network resources. Hence, we will
solve the verification problem by generating random number to verify the correct
transaction in the blockchain by using Keccak-256 hash function in IoT.

Keywords Internet of things (IoT) · Blockchain · Hash function · Security

1 Introduction

Internet of things (IoT) is an entity used to attach many devices in network to transfer
and receive immense amounts of secure data as well as privacy-perceptive informa-
tion through the Internet which is practiced in different applications, namely sensor
network, health care, embedded systems, artificial intelligence, and RFID [1]. Nowa-
days, IoT is the most important development field in the area of information tech-
nology [2]. The fast growth in the study of IoT causes the appearance of different
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problems; one of the most important targets was the exposure to various cyberattacks
[2]. Sicari et al. show the challenges and their active solutions in the area of IoT secu-
rity and privacy, identify open issues with signifying few hints for further research.
According to [3] to formulate IoT devices stay secure be a challenging thing to make
out as various security policies are contravene to construct IoT devices, low-cost,
comfortable to use, and small in size [4]. One of the ways to strengthen IoT security
can be done by using blockchain technology [3–5].

Nowadays, blockchain technology is rising in haste and is progressively more
being used as in term of bitcoin, and it was introduced by Santoshi Nakamoto [6].
Initially, concept of blockchainwas only used in transaction to avoid double spending
by Santoshi Nakamoto. After a while, blockchain technology is used for several
purposes, namely in the area of IoT, transportation, health care, and other fields.

The blockchain technology has the features of decentralization, tamperproof, and
high security, which enables all users to recognize value interconnection and commu-
nication at a very low cost. Dorri et al. [7] showed that adopting blockchain in IoT
was not straightforward and entails various major challenges that are low latency for
the transaction confirmation, large resource demand for solving the proof-of-work
(PoW) and small scalability that is the result of the broadcasting transactions, and all
the existing block to the entire network. In this paper, we will perform research on
implementation of blockchain for IoT security.Wewill solve the verification problem
by generating random numbers to verify the correct transaction in the blockchain by
using Keccak-256 hash function in IoT.

The remaining paper is planned as follows: In Sect. 2, we briefly introduced the
related works, while Sect. 3 presents the methodology of the proposed enhanced
blockchain technology in it. Section 4 describes the result of the proposed design.
Section 5 concludes the work of this paper and summarizes our future work.

2 Related Work

In order to construct an efficient blockchain in IoT for intelligent devices, in this
paper, we summarized the related research into the following perspectives.

2.1 Blockchain

The concept of blockchain was initially introduced by Satoshi Nakamoto [6] through
bitcoin. In the beginning, bitcoin was created with blockchain structure to avoid the
problem of double spending. However, in this era, blockchain technology is being
used for several purposes such as IoT, embedded system, and health care.

Blockchain is a decentralized computation and information/data sharing platform
that enables various authoritative domains, without trust on each other, to coordinate,
collaborate, and cooperate in the rational decision-making process. Blockchain is



IoT-Based Secure Communication to Enhance Blockchain Model 257

Block x-1  Block x  Block x+1

Block 
header Prev_blo

ck Hash
Block 
header

Block 
headerPrev_blo

ck Hash
Prev_blo
ck Hash

Transaction Counter

T
1

T
2

T
n

Transaction Counter Transaction Counter

T
1

T
1

T
2

T
2

T
n

T
n

Fig. 1 Blockchain

an open distributed public ledger to protect recorded transactions in the untrusted
network environments [8]. Blockchain is a collection of blocks arranged in a linear
sequence, where every block consists of timestamp and transactions. In blockchain,
every block is linked with the preceding block and contains a hash value from the
preceding block. Hence, the transaction record stored in the blockchain cannot be
altered or removed without totally changing the content of the blockchain [9]. This
is the reason that causes blockchain which is secure from intruder/hackers.

Figure 1 shows the structure of blockchain. In Fig. 2, a block is divided into two
parts, namely (a) a block header with metadata and (b) set of associated transactions.

The several characteristics of blockchain are as follows:

• Decentralization: No need to verify the transaction that means it does not depend
on the central authority. Consent algorithms require to retaining the data reliability
on the blockchain networks.

• Anonymity: Each person in the blockchain network can communicate among each
other with the help of generating address. Hence, user actual identity is not shown
in the network during communication.

• Persistency: Transactions are easily validated, and invalid transactions will be
removed by miners in the blockchain. Therefore, it is challenging to erase the
existing transactions from the blockchain.

• Auditability: In blockchain, every transaction can be easily verified and tracked
because every transaction will refer to the previous block transaction.

2.2 Hash Function in Blockchain

The hash function is a cryptographic method to map the data of random length
to a fixed-length string. The main few security requirements that are one way and
collision resistance are generally essential for hash functions. The former ensures
that it is very difficult to find same hash value of two inputs.With n-bits length output
for a hash function, the complexities of flouting one way and finding the collision
are correspondingly bounded by Ó(2n/2) birthday attack and Ó(2n) brute force attack.
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Hence, for ensuring at least 80-bits security, the output size of hash function must
be at least 160-bits.

SHA-256 cryptographic hashing algorithms are mainly applied in the blockchain,
and SHA-256 is a family of hash functions called secure hash algorithms (SHA).
SHA is a US Federal Information Processing Standard (FIPS), and algorithms which
belong to the SHA family including SHA0 (proposed in 1993), SHA1 (proposed
in 1995), and SHA2 (proposed in 2001) are published by the US National Security
Agency (NSA). Though Bertoni et al. [10] proposed SHA3 (published in 2014), the
padding function is customized by theNational Institute of Standards andTechnology
(NIST). According to the requirements of the existing security, SHA2 and SHA3 are
suggested for using in cryptocurrencies and blockchains.

2.3 IoT–Blockchain

According to Reyna et al. [11], in IoT–blockchain, all transactions get through
blockchain, enabling immutable records of interactions. This approach makes sure
that all the selected interactions are distinguishable as their details can be queried in
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Fig. 3 IoT–blockchain

            Blockchain 

blockchain, and also, it increases the autonomy of the IoT devices. Recording every
valid interaction in blockchain would engage an increase in data and bandwidth,
which is one of the main known challenges in blockchain (Fig. 3). Also, all data on
IoT related to these transactions should also be stored in the blockchain.

2.4 Security in IoT

Internet of things (IoT) is an entity used to tie many devices in the network to
transfer data/information through the Internet which is practiced in different appli-
cations using network sensors, embedded systems, artificial intelligence, and RFID
[1]. Security into IoT is challenging because of the limited resource capability of the
huge amount of devices, heterogeneity between the ubiquitous computing devices,
lack of standardization, and immense scale. Moreover, various IoT devices share and
bring a very huge quantity of data from private spaces, thus opening upmajor privacy
concerns. To defend user’s data privacy, the researchers in [12] proposed an ample
range of off-the-shelf low-resource devices require primary security considerations.

In summary, regardless of the current proposals for providing the privacy and
security in IoT, few challenges still require to be addressed:

• Privacy: Protecting the client confidentiality while edifying various types of
information.

• Resource optimization: In IoT, low-resource devices are not appropriate used for
complex and high level of security methods.

• Centralization: Centralized methods are unsuitable for IoT and get the challenges
many-to-one traffic, single point of failure, and reduced scalability.
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3 Proposed Work

Blockchain technology uses the concept of digital signature for validation purpose.
The sender sends the data or transaction details with his secrete key, and the receiver
receives data with his public key, and the user needs to know the digital signature
and the private key, if he wants to access the data. In traditional blockchain, every
block has the previous hash value only, while in this paper, random number that is
initial value is used as a unique key for the verification process. Keccak-256 is used
as the lightweight cryptographic hash function because it supports IoT device.

In this part, we will show the design of enhanced blockchain technology, so as
to resolve the problem of trust among the user and valuators. Figure 4 shows the
method of enhanced blockchain technology. In this method, transaction T 1 is hashed
using Keccak-256 and then that hash value is XOR with random number. The output
of this is called the previous hash value that is used in the next block, and after nth
transactions, the final hash value is generated.

3.1 Verification

The transactions must be “validate” in order to imitate in a public ledger. In the
verification process, verifier takes the final value and transactions record. With the
help of final value and transactions record, verifier generates initial value and if the
initial value is same as the final value that means transactions in the blockchain is
verified and there are no changes occurred.

Figure 5 shows the process of the block structure. Block N is the present block of
the blockchain of ongoing communication. The present block contains the previous

Random No
(Initial value)

XOR

Keccak-256

T1

Prev_hash Prev_hash

XOR XOR

Keccak-256Keccak-256

TnT2

Final
value

Fig. 4 Block diagram of enhanced blockchain method
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hash value, the block hash, time stamp, target address, and block version including
messages.

• Random No: Initial value of the first block that is used as a unique key for
verification.

• Block hash: The hash value of the current block’s message.
• Previous block hashes: It can be one or more if the blockchain is split and all are

appended.
• Timestamp: The timestamp is the time at which block was generated.

Each block contains a hash value (unique identifier), time-stamped batches of the
current valid transactions, and hash value (Prev_hash) of the preceding block. The
hash of the preceding block connects the blocks simultaneously and prevents every
block from being changed or a new transaction/block being added in between two
existing blocks. In this technique, each succeeding block strengthens the verification
of the previous block and thus the complete blockchain. The blockchain contains
verified proof of transactions. However, while enhanced blockchain basically serves
as a secure database for the transactions, its benefits expand far beyond than the
traditional blockchain.

4 Results

In comparisonwith the traditional blockchain technology, themost favorablemotiva-
tion of utilizing random number as initial value and Keccak-256 hashing algorithm is
that it is extensively more adaptable for IoT devices. The enhanced blockchain tech-
nology advocates the idyllic decentralized architecture for secure transaction transfer
using IoT devices. The information on every transaction is added to the enhanced
blockchain by the random number andmining technology. The proof-of-work (PoW)
insists the high protection of the blockchain itself.

According to Fig. 6, it represents that the hash function Keccak-256 has better
avalanche effect as compared to SHA-256 and SHA-128. Therefore, Keccak-256 has
a high security level than the SHA-256 and SHA-128.

5 Conclusion

In this paper, we proposed the analyzed possibilities designed for enhancement
of blockchain in IoT without sacrificing security. One of the major problems in
blockchain technology is verification processes that slow down the transactions. In
this work, we will solve the verification problem by generating random numbers to
verify the correct transaction in the blockchain.

In the future, wewill work on the implementation and deployment of the proposed
method for lightweight encryption cryptography using blockchain in IoT device.
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Tuberculosis Bacteria Segmentation
in Acid Fast Stained Images

Yashwant Kurmi, Vijayshri Chaurasia, Aditya Goel, Deepti Joshi,
and Neelkamal Kapoor

Abstract This paper presents a novel method for tuberculosis bacteria segmentation
in microscopic images. Manual identification of the bacterial cell is a very difficult
process. The automation in tuberculosis bacteria detection is the object of this article
using microscopic image processing. In the proposed segmentation method, firstly
image enhancement is done followed by the bacteria region masking. Further, the
marking of bacteria points is performed by the marked point process model. Finally,
the complete bacteria are identified by the superellipse and supervised variational
contour models.MATLAB simulation results confirm the superiority of the proposed
method as compared with the state of the art methods, on the basis of segmentation
accuracy, F1-score, and Dice similarity coefficient.

1 Introduction

Tuberculosis (TB) identification is a global problem. The MultiDrug-Resistant TB
(MDR-TB) made TB a critical health issue [1]. The WHO’s report says annually
480,000 new cases of MDR-TB occur globally out of them, and approximately,
9.0% are extensively drug-resistant TB cases [2]. Early diagnosis and effective anti-
TB treatment (ATT) is necessary to control this epidemic. The automatic detection
process may be used to decrease technician participation in screening for TB and is
also very much useful in laboratories of countries which have high burden of TB. TB
treatment is directed for a long duration, generally minimum of six months. During
this long course of treatment, mostly the specific drugs become resistant into the
patient’s body for future purpose [3].
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Many researchers have devoted their valuable concentration to address this
domain. Vargasa et al. presented two segmentation methods [4] as chromatic
information-based segmentation and segmentation usingmorphological operation on
green channel’s gray levels of stained tuberculosis images. The chromatic channel
also used by Forero et al. [5] with by shape features characterized using Gaus-
sian mixture model. They have further minimized the segmentation error using
Bayesian classification. It reduces the large amount of debris and concluded that the
pattern-recognition in image-processing techniques is appropriate tools to improve
the manual screening of samples. Khutlang et al. have implemented a two stage clas-
sifiers [6]. The first stage is used as a pixel classifier, and the second one is used as an
object classifier. The combination of a mixture of Gaussian in both stages performs
well as compared to the other combinations.

Li et al. presented an energy framework for object segmentation [7]. It uses inten-
sity distribution and local spatial constraints-based background and object descrip-
tors. Performance of Li’s method is governed by initiation of appropriate contour
which is very crucial and limits the segmentation capacity. Mozos et al. designed
an automatic real-time screening system [8]. They have also used the chromatic
information and SVM classifier in the screening system. Mozos’s technique offers
high accuracy with pretty low dependability. Hence, whatever cases the system is
resulting positive outcome they definitely confirm as positive by manual testing. But
it may miss some of the TB positive cases and regard them as TB negative cases.
Sadanandan et al. in [9] presented segmentation using curvature-based approach. The
tracking of bacteria is performed by the Viterbi algorithm followed by post tracking
as the refinement process for error removal. This approach is suitable for high contrast
images only. The performance of Sadanandan’s method is image dependent and not
fits in all the datasets of tuberculosis bacteria. Most of the existing methods require
human intervention for appropriate segmentation and affects the detection accuracy
on the basis of personnel expertise.

This proposal presents an automatic method to segment the bacteria image using
proper initialization of the bacteria points. The proposed method consists of the four
steps. The first step is image contrast enhancement [9, 10]. The image color space
[8] is analyzed [11] in the second step to form a bacteria region mask using Hessian
of Laplacian of Gaussian (HLoG). The third step marks the specified bacteria, by
applying the marked point process (MPP) model [12] on the outcome second step. In
the fourth step, firstly complete bacteria are extracted using superellipse model [9]
followed by application supervised variational contour model [13] for separation of
overlapped bacteria. The rest of the paper is organized as the second section explains
the proposed method. Third section covers the simulation results and discussion. The
fourth section concludes the paper with future possibilities.
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2 Proposed Method

Let us define an image element as I (x, y) with (x, y) being the spatial coordinates.
Theobjects to be segmented are assumed clearly distinguishable from the background
of the image, and their contours form approximately dark long rice shape. Figure 1
shows the flowchart of the proposed method, which segments tuberculosis bacteria
in four steps.

The step by step method is explained in the following subsections.

2.1 Contrast Enhancement

The Ziehl Neelsen Sputum smear microscopy images [6] are the considered as input
that contain the tuberculosis bacteria cells appear as dark long rice-shaped objects on
an illuminating background. This means that any pure intensity-based segmentation
will result an incorrect output. To overcome the above problem, we attempted the
separation of the principal curves of the intensity surface. Minimal curvature-based
regions are separated using differential geometry-based techniques [10].

Fig. 1 Flowchart of the
proposed method
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Consider a grayscale image with spatial coordinates (x, y) in image surface and
gray level intensity I . The image surface is supposed to be continuous up to second
order of partial derivatives. Here, image smoothening is made first by using the
Gaussian kernel. The standard deviation (SD) of Gaussian is set to 1.4 pixels, which
is approximately 1/10th the width of the tuberculosis bacteria cell. The specific point
on image surface has an infinite number of curves passing through it. There is an
infinite number of curves near the specific point on the image surface. In these curves,
two mutually orthogonal curves with maximum curvature and minimum curvature
exist. These specified curvatures are indigenous to the Hessian matrix [14]. The
second derivative matrix of the image is called Hessian, which is calculated for each
pixel.

H =
[
Ixx Ixy
Iyx Iyy

]
(1)

where Ixx and Iyy denote the second derivatives of the image matrix along x- and y-
directions, and Ixy denotes the derivative of thematrix first along x-direction and then
along y-direction, using discrete approximations [15]. The eigenvalues are computed
using trace tr(H) and determinant |H | as follows

PC1,2 = tr(H) ± √
tr(H)2 − 4 × |H |

2
(2)

The notations PC1 and PC2 are the principal curvatures with PC1 < PC2. In
phase contrast images of tuberculosis bacteria, consider two long rice-shaped cells
lying nearby, the cells are dark, and the region between the cells is bright. The cell
curvatures are extracted using the orientation of the cell. One curvature is taken as
along the major axis of the cell, and the other one is taken orthogonal to the major
axis of the cell. Taking the lowest value of the two and apply this value to bacteria
enhancement (i.e., lowering the bacteria intensity up to this lowest value) in the
image. The enhancement is avoided outside the region of bacteria cells.

2.2 Bacteria Region Masking

Images have different color and textural variation in different object regions
and background. The color space and the HLoG are described in the following
subsections.

2.2.1 Color Space

The acid fast stained images from the various datasets of tuberculosis bacteria are
analyzed. It is found that (i) the green color component value of the tuberculosis
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bacteria is very low as compared to the other constituents of the image. All the color
components and their counterparts are computed for the analysis of the image. (ii)
The green to red color ratio and (iii) green to intensity ratio [8] are very informative
for the bacteria separation in the microscopic images of tuberculosis bacteria, since,
these values are very low at the bacteria point’s positions.

2.2.2 Hessian-Based Laplacian of Gaussian (HLoG)

The application of the Hessian function is performed at the pre-segmentation stage
of the bacteria region. The theoretic base of the Hessian analysis assures that the
pre-segmentation recognizes all the bacteria including noise [11].

The scale space depiction L(x, y; t) of the imagematrix I (x, y) at the point (x, y)
with scale parameter t can be given as

L(x, y; t) = I (x, y) ∗ G(x, y; t) (3)

where the symbol asterisk (*) denotes the convolution operator and G(x, y, t) is a
Gaussian kernel defined as

G(x, y; t) = 1

2π t2
exp

(
− x2 + y2

2t2

)
(4)

The Laplacian of L(x, y, t) is defined in the Expression (5), as given below

∇2L(x, y; t) = ∇2 I (x, y) ∗ G(x, y; t) (5)

By using the differentiation transforms, the commutes performed through the
convolution operator, G can be presented as ∇2G, and hence, the Eq. (5) can be
rewritten as

∇2L(x, y; t) = ∇2 I (x, y) ∗ ∇2G(x, y; t) (6)

The Laplacian of Gaussian (LoG) decreases with increase the value of t , and LoG
is the maximized without the convolution operation [14]. The LoG optimization is
performed using a compensatory normalizing factor α as

LoG(x, y; t) = I (x, y) ∗ tα∇2G(x, y; t) (7)

The value of α is tuned to maximize the LoGwith respect to the bacteria sizes [7].
Since the bacteria studied in this article have different sizes, the scale parameter value
has an essential role. A smaller value of t may cause over-segmentation, whereas
for large t , may lead to under segmentation and several small structures may be left
unidentified. Hence, optimal t is essential to avoid over as well as under segmentation
and identification of different bacteria size in the images. The suitable value of t is
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chosen as per the bacteria size for efficient extraction of the bacteria. The application
of Hessian analysis preserves the geometric shape of the bacteria. The eigenvalues of
the Hessian matrix of bacteria structure describe the structure’s geometry [11]. The
utilization of the LoG provides a smoothness to the image. It is taken at any pixel
(x, y) in image LoG(x, y; t) at scale t , and Hessian matrix for that point is given as

H(x, y; t) =
(

∂2LoG(x,y;t)
∂x2

∂2LoG(x,y;t)
∂x∂y

∂2LoG(x,y;t)
∂x∂y

∂2LoG(x,y;t)
∂y2

)
(8)

The pixel geometric organization [16] and specific shapes alignment [17] are taken
corresponding to the pixel. Both eigenvalues of H(x, y; t) are negative for concave
elliptic pixel (x, y) [11]. These results in a need of transformed bacteria computation
since every pixel of transformed-bright bacteria have a negative definiteHessian [11].

Let bacteria T in LoG space is an eight-connected component of set U . This set
may be defined asU which is equal to {(x, y)|(x, y) ∈ LoG(x, y, t), I (x, y, t) = 1}.

where

I (x, y, t) =
{
1, for Negative Definite Hessian
0, otherwise

(9)

The Hessian certainty is evaluated by the leading principal minors instead of
computing the eigenvalues [11]. Let

κ =
[

κ11 κ12

κ21 κ22

]
, (10)

If κ11 is negative and |κ| is positive, then κ be negative definite. The multiple
thresholding [9] is used to estimate the bacteria region using (i), (ii), and (iii) from
Sect. 2.2.1 with the Hessian of Laplacian of Gaussian matrix. All these parameters
provide an estimate of the bacteria region. It is used to mask the specified bacteria
region in the image. This mask is used to apply the MPP model for bacteria points
marking.

2.3 Marking the Specified Bacteria

The MPP is used to indicate the basic bacteria points in the image. MPP model is
based on the stochastic framework. The objects in the images are random in number
and localized randomly. The geometry of these objects is defined using random
parameters [12]. MPP is defined as the Poisson measure-based density function [18,
19]. A set of random parameterizedmarked points is chosen to configureMPP. These
parameters explain some geometrical characteristics of a considered object. The
density term contains prior information of geometrical constraints of the underlying
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object. The point process is defined by considering some point’s configuration s =
{s1, . . . , sn} in K ⊂ Rv . Then, the density is defined with respect to the Poisson
measure as

dP(s) = f (s)μ(ds), (11)

where

μ(ds) = e−β(K )

{
1[ϕ ∈ ds] +

∞∑
n=1

μn(ds)

n!

}
(12)

with

μn(ds) =
∫

1[s1, . . . , sn ∈ ds]β(ds1) . . . β(dsn), (13)

The parameter β is an intensity extent on K . An MPP is a point process in which
each point si is a part of a mark mi ∈ M , where M is the mask. Then, density is
the function of points and its corresponding masking points as ui = (si ,mi ). Global
constraints on the whole configuration are modeled by neighborhood relations and
associated interactions [12].

2.4 Complete Bacteria Extraction

The bacteria extraction is performed in two stages; firstly, the superellipse model
identifies all the bacteria which regard overlapped bacteria as a single one. Since
diagnosis and treatment ofTBare dependent onbacteria count, hence segmentation of
overlapped bacteria is very important. In the second stage, the supervised variational
contour model is used to segment overlapped bacteria.

2.4.1 Bacteria Segmentation

The segmentation of bacteria is performed using a repeated thresholding approach
[9]. The threshold is computed on the normalized image by quantizing it into 256
intensity levels for simplicity. The image bacteria are fitted with an ellipse using the
multi-threshold. The ellipse parameters are found using moments [20] in matrix W
as follows:

W =
[

w02 w11

w11 w20

]
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major axis = 4 ×
√

λ1

w00
(14)

min or axis = 4 ×
√

λ2

w00
(15)

where λ1 and λ2 represent the eigenvalues of moment matrix W , wpq is the pqth
central moment along x- and y-directions, respectively. w00 is 0th central moment
(corresponding to area of bacteria). The ellipse parameters are analyzed for individual
bacteria. The bacteria were filtered based on the minor and major axis length to
remove very small and very large regions. The minor and major axes lengths are
given as a parameter to the algorithm. The weight Wgt is calculated corresponding
to each bacteria and assigned to the bacteria [9] as follows:

Wgt = 0.5 × {RAR + convexity} (16)

where RAR: Residual Area Ratio is defined in terms of area (A) and ellipse area(
Aellipse

)
as

RAR = min
(
A, Aellipse

)
max

(
A, Aellipse

) (17)

and convexity is defined as

convexity = A

area of convex hull of object
(18)

The ellipse area is found as

Aellipse = π × major axis × min or axis

4
(19)

The basic bacterial image characteristics, as lower intensity is the bacterial region
and high intensity is the background region, are used. The lower valley in bimodal
histogram shows the bacteria region. The threshold level was computed experimen-
tally. The bacteria image range is assigned [0, 1] to the segment, and the threshold is
set to 0.75 [9]. The bacteria those do not obey the linear path, overlapped each other
or have curved trajectory, create difficulty in detection. The solution to this problem
is to find the contour using the supervised variational model [13].
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2.4.2 Supervised Variational Contour Model

An image u: 	 → � is defined in continuous domain (	). It is segmented into
two parts; objects 	O and background 	B, here 	O ∪ 	B = 	 and 	O ∩ 	B = ∅.
The intensity and region features-based energy function is formulated with the guid-
ance of labeled bacterial points. The coupled statistical and graph (CSG) supervised
variational formulation is used for labeling of all the pixels of containing a unique
descriptors for both; objects and background.

FCSG(s) = ∫
	O

TO(s)OO(u(s))ds + ∫
	B

T B(s)OB(u(s))ds (20)

where OO(·) and OB(·) are the statistical inference descriptors and TO(s) and T B(s)
are theweights of bacterial used to compute the probability density of pixels.Morpho-
logical erosion [21] of two pixels is applied to remove the overlapping of bacteria.
The multi-model distribution persists in medical images. It is easily described by the
mixture-of-mixtures Gaussian model [22]. It is assumed that the pixel value s ∈ 	

and is derived from intensity distributions. The multimodal intensity distribution of
the objects and the background is given as

p(u(s)|
) =
N∑

γ=1

cγ pγ (s) =
N∑

γ=1

cγ

(
MModes∑
m=1

cγ
mG

γ
m(u(s))

)
(21)

The above background descriptor is defined through the mixture-of-mixtures
Gaussian model. Here, 
 represents the full set of Gaussian parameters containing
N number of segments with MModes number of Gaussian components. The mixing
coefficients of segments are cy , and modes are cmy .

Gγ
m(u(s)) = Gγ

m

(
u(s)|μγ

m, σ γ
m

)
(22)

Single bacteria segmentation by energy function is described in the following
section for a given image. Two segments as N = 2 in the mixture-of-mixtures model
simplify the object (single bacteria) and background approximation. The mixing
coefficients probability for two segments is assumed to be equal and here by cγ is
taken as 0.5. The discrete presentation is converted into continuous level set formu-
lation through level set function ϕ: 	 → �, with signed values corresponding to the
partitions. The implicit contour model ϕ separates the objects 	O = {s|ϕ(s) ≥ 0}
and background 	B = {s|ϕ(s) < 0}. The statistical model of (21) has also been
reformulated through variational formulation:

F(ϕ,
) =
∫
	

(p(u(s)
O)H(ϕ) + p(u(s)
B)(1 − H(ϕ)))ds
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F(ϕ,
) =
∫
	

MO∑
χ=1

cOχG
O
χ

(
u(s)|μO

χ σO
χ

)
H(ϕ)ds

+
∫
	

MB∑
ρ=1

cBρG
B
ρ

(
u(s)|μB

ρ σ B
ρ

)
(1 − H(ϕ))ds (23)

where H represents the Heaviside function, given as

H(ϕ) =
{
1, ϕ ≥ 0
0, ϕ < 0

;

Let MO and MB represent the number of Gaussian components of objects and
background, respectively; 
O and 
B are the complete set of Gaussian parame-
ters. where 
 = {
O,
B}; cOχ and cBρ show the mixing coefficients of the modes

for segments, in which
∑MO

χ=1 c
O
χ = 1 and

∑MB
ρ=1 c

B
ρ = 1; also GO

χ

(
u(s)|μO

χ σ O
χ

)
and

GB
ρ

(
u(s)|μB

ρσB
ρ

)
is a Gaussian density at any pixel x for the segments, where μO

χ σO
χ

and μB
ρσB

ρ denote set of mean and standard deviation of Gaussian components for
mixture model. The maximum likelihood of the Gaussian mixture model is derived
for both segments 	o and 	B by the Heaviside function. It provides the objects
(bacteria) segmented binary image as 1 for object or bacteria region and zero for the
background region. The fast radial symmetry (FRS) transform [23] is then applied
to find the center point locations and each bacteria size and counting of the bacteria
in images.

3 Simulation Results and Discussion

The images taken for result analysis are from the tuberculosis dataset [24]. The
dataset taken here as Data 1: Single_or_few_Microscope-1_set1, it is a set of 99
images of size 800× 600× 3 in JPEG format. Data 2: Without_bacilli_Microscope-
1_set1, it is a set of 50 images of size 800 × 600 × 3 in JPEG format. Data 3:
Overlapping_Microscope-1_set1, containing set of 50 images of size 800× 600× 3
in JPEG format. Data 4: Ocluded_Microscope-1_Set-1 consist a set of 200 images
of size 800 × 600 × 3 in JPEG format. Figure 2 shows a sample input image in (a),
its HLoG feature in (b), and (c) the segmentation result.

The qualitative analysis by a visual illustration of the segmented bacteria is shown
in Fig. 3. Figure 3a, c, e is the input images, and (b), (d), and (f) are the corresponding
segmentation result images. Following parameters are used for quantitative result
analysis of the proposed method with available state of the art methods.
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Fig. 2 Sample illustration of tuberculosis bacteria image a input image, b HLoG feature
c segmentation of tuberculosis bacteria image

3.1 Segmentation Evaluation Parameters

The segmentation performance [9] was evaluated using precision, recall, F1-score,
and accuracy. The F1-score is harmonic mean of precision and recall. These were
found as follows

recall = TP

TP + FN
(24)

precision = TP

TP + FP
(25)

F1-score = 2 × precision × recall

precision + recall
(26)

Accuracy = TP + TN

P + N
(27)

whereP = TP+FNandN = FP+TN,TP are true positive pixels, FP is false positive
pixels and TN is true negative pixels, and FN is false negative pixels. The perfect
segmentation figured out 100% segmentation accuracy. The boundaries touching
objects are ignored in the result. The comparative analysis of the proposed method
with state of the art methods is done by computing the performance parameters using
the segmented images and ground truths.
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Fig. 3 Segmentation results of the acid fast stained tuberculosis bacterial images. a, c, d sample
images, b, d, f segmentation outcome by the proposed method

3.2 Dice Similarity Coefficient (DSC)

Dice similarity coefficient (DSC) is a coefficient that measures the overlap between
ground truth and segmentation result [25]. The ground truth is used for segmenta-
tion accuracy validation. The segmentation capability is accessed using DSC of the
segmentation results for dataset images [13, 24]. Using segmented image Is and its
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ground truth Im, the DSC is defined as follows:

DSC(Is, Im) = 100% × 2|Is ∩ Im|
|I |s + |Im| (27)

Table 1 shows the average precision value comparison. The proposed method has
average precision value of 0.861. The boldface is used to highlight the best result in
table for a better look. It is 6.8 and 7.4%higher in comparisonwith [8, 9], respectively.
The average recall or sensitivity of the proposedmethod is 0.890 as shown in Table 2.
It is 7.8 and 11% higher as compared to [8, 9], respectively.

Tables 3 and 4 show the F1-score and accuracy performance comparison, respec-
tively. As shown, accuracy and F1-score are reported the highest value in proposed
technique. Average F1-score of the proposed work is 0.875. The average accuracy
of the proposed method also marks an improvement of 10% than that of [9].

The DSC is compared in Table 5. The DSC value for [5] with data 2 has good
performance, but for all other datasets, the proposed method performs better. The
average DSC performance of the proposed method is 0.84% better than [5]. The
average performance of the proposed method for the mixed dataset is shown in
Fig. 4, which confirms the superiority of the proposed segmentation method over
other existing method.

Table 1 Precision value for four datasets

Methods Data 1 Data 2 Data 3 Data 4 Average

[4] 0.727 0.761 0.693 0.689 0.718

[5] 0.743 0.758 0.757 0.789 0.762

[6] 0.723 0.786 0.802 0.786 0.774

[7] 0.695 0.753 0.793 0.782 0.756

[8] 0.769 0.787 0.819 0.834 0.802

[9] 0.703 0.784 0.817 0.818 0.781

Proposed 0.814 0.861 0.876 0.893 0.861

Table 2 Recall value for four datasets

Methods Data 1 Data 2 Data 3 Data 4 Average

[4] 0.757 0.791 0.647 0.647 0.711

[5] 0.771 0.788 0.805 0.795 0.790

[6] 0.723 0.816 0.845 0.795 0.795

[7] 0.705 0.785 0.839 0.798 0.782

[8] 0.790 0.816 0.848 0.846 0.825

[9] 0.733 0.828 0.857 0.828 0.812

Proposed 0.842 0.897 0.916 0.903 0.890
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Table 3 F1-score value for four datasets

Methods Data 1 Data 2 Data 3 Data 4 Average

[4] 0.742 0.776 0.669 0.667 0.714

[5] 0.757 0.773 0.780 0.792 0.776

[6] 0.723 0.801 0.823 0.790 0.784

[7] 0.700 0.769 0.815 0.790 0.769

[8] 0.779 0.801 0.833 0.840 0.813

[9] 0.718 0.805 0.837 0.823 0.796

Proposed 0.828 0.879 0.896 0.898 0.875

Table 4 Accuracy performance on different dataset

Method Data 1 Data 2 Data 3 Data 4 Average

[4] 72.67 76.07 60.67 63.70 68.28

[5] 74.34 75.76 76.47 78.47 76.26

[6] 69.34 78.62 80.46 78.46 76.72

[7] 67.53 75.53 79.85 78.75 75.42

[8] 76.86 78.63 80.87 83.63 80.00

[9] 70.27 79.81 81.73 81.78 78.40

Proposed 81.37 86.67 87.56 89.34 86.24

Table 5 Average DSC for different methods on four datasets

Methods Data 1 Data 2 Data 3 Data 4 Avg.

[4] 91.78 89.08 90.78 93.80 91.36

[5] 94.34 95.87 95.48 95.98 95.42

[6] 87.34 87.72 86.47 88.74 87.57

[7] 86.53 85.58 88.75 87.85 87.18

[8] 89.77 93.73 90.78 93.73 92.00

[9] 89.28 90.71 89.83 91.87 90.42

Proposed 96.38 95.18 97.17 96.14 96.22

4 Conclusion

An automatic system for identification of tuberculosis bacteria has been established
using ZN-stained sputum smear microscopic images segmentation. Entire image
segmentation of the acid fast stained images is performed in four steps; image contrast
enhancement, bacteria region map creation, marking of the specified bacteria, using
MPP model, and complete bacteria extraction using multiple thresholding with the
supervised variational contour model. Proposed method offers better segmentation
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Fig. 4 Average parameter comparison of the proposedmethodwith different state of the artmethods
for the combined dataset of data 1 to data 4

accuracy, F1-score, andDSC as compared to the state of the art methods. The average
accuracy and F1-score of the proposed method are 91.75 and 91.5, respectively. The
proposed technique provides the average value of DSC as 96.2. In future, segmenta-
tion outcome of the proposed method may be used for TB diagnosis and grading by
applying classifiers.
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Condition Monitoring of PV-Wind
System Using Stockwell Transform

Debopoma Kar Ray, Debarati Das, Om Prakash Shah, Sanu Kumar Singh,
and Surajit Chattopadhyay

Abstract This paper deals with the fault and abnormality analysis in PV array,
monitoring the grid-tied hybrid micro-grid current. Firstly, a hybrid system has been
built-in software, and a series arc fault has been inserted. The micro-grid current has
been recorded and analyzed using Stockwell transform-based statistical parameter
monitoring, and optimized parameter has been selected for fault analysis in the
system. Depending on the variation in the statistical parameter values, features have
been extracted. A logic has been proposed at the end for abnormality assessment in
the system with practical validation of the work using field data.

Keywords Hybrid micro-grid · Kurtosis · Practical validation · Series arc fault ·
Skewness · Stockwell transform

1 Introduction

Hybrid micro-grid systems can be operated in islanded as well as grid-connected
modes [1].With the uncertain future of the conventional sources of energy, renewable
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has become inevitable in recent times. Hence, condition monitoring of islanded and
grid-tied renewable energy conversion system is of prime importance in recent days.
Numerous works have been seen for assessing faults in micro-grids. A 300–50 kW
wind solar system analysis has been seen for power flow, fault analysis using buck
converter and SPWM technique with power control and amplitude control methods
[2]. Maximum power point tracking technique-based optimization has been done
for hybrid systems [3]. Optimal sizing of a PV-wind system has been seen where
enhanced genetic algorithm has been used for minimizing the total cost of the system
[4]. An algorithm has been seen for calculating the number of generating units in PV-
wind system for periodically invariant battery charging and optimum cost-effective
generation [5]. Fuzzy logic control-based optimization and distributed energy gener-
ation has been seen to be developed for a PV-wind system [6]. An integrated biogas–
wind–solar hybrid micro-grid formation has been seen for catering base and peak
loads of the connected habitable area at low cost of electricity [7]. Optimum design
can be done for PV-wind system using genetic algorithm and particle swarm opti-
mization techniques [8].A newPV-wind systemproposition reduces carbon emission
in the environment [9]. A static compensator-based simulation and control strategy
improves load voltage and current for PV-wind systems [10]. Charge controller and
renewable energy converter designs have been effective for a standalone PV-wind
system [11]. ETAP-software-based PV-wind system stability, and fault analysis is
done for minimizing system outage and maximizing system reliability [12].

Fault detection analysis has been viewed monitoring the grid current of a PV-
wind system using MRA of DWT-based statistical parametric optimization [13–15].
Energy storage unit-based supercapacitor has been observed to be used in a wind-PV
form for stability improvement [16], wherein a proportional integral derivative (PID)-
supplementary damping controller (SDC) has been seen to be used for enhancing the
damping characteristics of low-frequency oscillations. A pattern search-based opti-
mization in conjunction with sequential Monte Carlo simulation has been seen for
cost optimization and reliability analysis in wind-PV hybrid system [17]. Implemen-
tation of a low-pass filter and hysteresis control-based supervisory control strategy
can be used for versatile power transfer in a PV-wind system [18]. Implementation
of copula-based buffered power incorporated probability analysis has been seen for
cost optimization and stability analysis of a PV-wind system [19]. Hybrid optimiza-
tion model for electric renewable (HOMER)-based lowest net present cost (NPC)
and cost of energy (COE) analysis can be used for a remote PV-wind-battery-diesel
system for reducing the operating cost of the system [20].

However, none of the analysis seen so far has observed to deal with the fault esti-
mation in PV-wind system, monitoring the Stockwell transform-based optimization
technique in time-frequency domain. Also series arc fault analysis has also not been
seen under attention in any of the researches available in literature.

Thus, this work deals with the fault and abnormality assessment for PV-wind
system, monitoring the system current Stockwell transform-based Skewness and
Kurtosis values. Firstly, a PV-wind system has been developed in software, a series
arc fault has been simulated at the PV array, and the system current assessment has
been done computing the Stockwell transform-based statistical values. Based on the
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optimized value, patterns have been extracted for effective series arc fault in the
micro-grid. An algorithm has been proposed at the end to identify these types of
faults in the network. Practical authentication of the algorithm has been done with
offline data obtained from industry with satisfactory outcome.

2 System Development

To proceed with the analysis, firstly, a PV-wind system has been designed (MATLAB
software, R2018b), and data acquisition has been data at the load side for normal
and fault conditions of the system. The schematic diagram of the system has been
shown in Fig. 1.

The system comprises a 30 kVA, 440 V, 50 Hz alternator, static exciter of 400 kW
relay (operating time 10 ms, percentage voltage sag of 63% supply voltage), circuit
breaker (resistance 0.01�, transition time of 0.2 s), solar cell (nominal voltage 24 V,
280 W peak, module efficiency 16.7%), inverter (5000 � snubber resistance), solar
charge controller, battery, LCfilter (2mH, 6.85 F), domestic load (5 kW), commercial
load (10 kW).

In this system, the micro-grid current has been tracked at series arc fault in the
PV array. The acquired current signature has been assessed using ST-based para-
metric optimization algorithm and features have been extracted for effective fault
and assessment in the system.

Fig. 1 PV-wind system schematic
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3 Theoretical Backgrounds

The Stockwell transform (ST) can be derived using Gaussian

g(t) = | f |√
2π

e
t2 f 2

2 (1)

as

s(τ, f ) = STFT(τ, f ) =
∞∫

−∞
h(t)

| f |√
2π

e
(τ−t)2

2 e− j2π f tdt (2)

Wider windowed ST provides better frequency resolution for lower frequency.
However, narrower windowed ST provides better time resolution for higher
frequency [21].

The ST coefficients of the micro-grid current at normal and fault have been
analyzed using statistical parameter value monitoring. Skewness is a measure of
symmetry, or more precisely, the lack of symmetry. Kurtosis is a parameter that
describes the shape of a random variable’s probability distribution.

4 Fault Analysis in PV Array

The PV-wind system current has been tracked for different percentage faults in the
PV array as presented in Fig. 2. The recorded currents have been assessed using the
ST program, and the Skewness and Kurtosis values of the ST coefficients have been
calculated. Depending on the deviation of the Skewness and Kurtosis values, best-fit
parameter selection has been done for effective percentage arc faults occurring in the
PV array. The ST output frame (two-dimensional) has been presented in Fig. 3. The
variation in the Skewness and Kurtosis values has been presented in Table 1.

It is very difficult from the above figures to disintegrate any percentage arc faults
in the PV array. Thus, ST algorithm has been used to extract features.

Monitoring Fig. 3, it has been observed that each signal has a distinctive nature of
frequency distribution for different percentages of series arc faults in the PV array.
But monitoring only the nature of the frequency distribution, fault assessment in a
micro-grid is very difficult. Thus, Skewness–Kurtosis-basedmonitoring is necessary.
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Fig. 2 aMicro-grid current at healthy condition,bmicro-grid current at 1% series arc fault, cmicro-
grid current at 2% series arc fault, d micro-grid current at 3% series arc fault, e micro-grid current
at 4% series arc fault
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Fig. 2 (continued)
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Fig. 2 (continued)

5 Feature Extraction

The Skewness and Kurtosis values of the responses obtained in Fig. 3 have been
computed, and the variation in each value has been monitored computing the covari-
ance [17] of the responses. The respective covariance values for different conditions
of the system have been presented in Table 1.

Assessing Table 1, it has been inferred that the variation in the covariance values
is distinctively different and can be used as a feature for percentage series arc fault
estimation in the system. It has also been observed that the covariance value for 3%
fault is the highest, which may be due to the pattern of harmonic generation in the
system or due to the change in instantaneous nature of current signature at fault.
Depending on the results obtained from his analysis, logic has been developed for
percentage series arc fault detection in the PV array. The logic has been presented
below:

Step 1: Record grid current
Step 2: Perform ST analysis
Step 3: Calculate Skewness and Kurtosis values of ST coefficients.
Step 4: Calculate statistical parameter covariance as in Table 1.
Step 5: Determine fault percentage.
The algorithm takes around 1.2 s, which has been seen to be satisfactorily less.
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Fig. 3 a Healthy condition ST frame, b ST output frame for 1% fault, c ST output frame for 2%
fault, d ST output frame for 3% fault, e ST output frame for 4% fault
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Fig. 3 (continued)
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Fig. 3 (continued)

Table 1 Covariance
assessment from
Skewness–Kurtosis values

System condition Skewness value
covariance

Kurtosis value
covariance

Healthy 0.125 3.69

1% fault 0.029 0.63

2% fault 0.038 0.297

3% fault 0.111 0.811

4% fault 0.05 0.059

6 Practical Validation

To authenticate the algorithm proposed in Sect. 5, data has been collected from
field study for analysis. Offline data has been collected from an Indian 15.12 kWp
SPVRT system, wherein the current signature has been assessed using the developed
algorithm. Here analysis has been advanced considering the idea that all renewable
and non-renewable energy generations are ultimately fed to the grid for connecting
to the load centers in modern days. The single line diagram of the system has been
presented in Fig. 4 [22].

The system has been seen to be built up with 48 numbers of solar panel with
315Wpeach, one solar inverter of 15 kW, 415V,mounted on 15.12 kWpGImounting
structure. Data has been collected at an instant, and the current signature has been
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Fig. 4 Single line diagram of the grid-tied PV generating system

analyzed using the developed algorithm as in Sect. 5. The ST output frame of the
collected data has been presented in Fig. 5. The ST coefficient statistical parameter
covariance has been calculated, and a comparative analysis between the theoretical
and practical analysis has been presented in Table 2.

In Table 2, SC and KC denotes the covariance values of Skewness and Kurtosis
coefficients, respectively. Monitoring Table 2, it has been inferred that, the data has

Fig. 5 ST output frame for data collected from field study
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Table 2 Feature extraction and data analysis

Skewness value
covariance

Kurtosis value
covariance

Percentage error
w.r.t Table 1

Data acquisition to
decision-making
operating time

Remarks

0.04 0.312 SC KC 1.42 s 2% series arc
fault in PV
module

5% 4.8%

been obtained for 2% series arc fault in the PV module of the system. This has been
inferred since the data obtained from Table 2 has been seen to closely match with the
data obtained in Table 1 for 2% series arc fault in the PV array. Also the algorithm
operating time has been observed to be 1.42 s from data acquisition to decision
making, which is satisfactorily less. Also percentage error of the algorithm has been
observed to be within 5% which is within tolerable limits.

7 Conclusion

Renewable energies are of great use in modern days due to the fact that after 20–
30 years, the conventional energy resources will deplete. Keeping this in mind,
researches on renewable energy generations with condition monitoring of the gener-
ation systems is of vivid concern nowadays. In this context, the present work has
been advanced, wherein a PV-wind system has been developed in software. The grid
current has been recorded at healthy and for different percentages of series arc faults
in the PV array of the micro-grid. The recorded current has been analyzed using
the developed ST algorithm, and the ST coefficients have been assessed computing
Skewness–Kurtosis-based covariance values. Depending on the variation in these
values, the fault percentages have been calculated. An algorithm has been proposed
at the end for determining various fault percentages in the system. The operating time
of the algorithm form data acquisition to decision making takes around 1.2 s, which
is satisfactory. In this approach, analysis has only been done in software domain.
Practical authentication of the work has been done with data obtained from Ster-
lite Power, India, with a vivid comparative study of the theoretical and practical
approaches with percentage error of ≤5% which is acceptable. The operating time
of the decision-making algorithm from data acquisition to solution is <1.5 s.

Acknowledgements We are grateful to Mr. Raktim Basak, Associate Manager, Sterlite Power, for
providing the necessary data for analysis purpose.
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An Investigation on Photocatalytic Dye
Degradation of Rhodamine 6G Dye
with Fe- and Ag-Doped TiO2 Thin Films

B. K. Nahak, T. S. K. Subudhi, L. K. Pradhan, A. Panigrahi, R. Roshan,
S. S. Mahato, and S. Mahata

Abstract Transparent Fe- and Ag-doped titania thin films were developed on
fluoride-doped tin oxide (FTO) glass substrate via sol-gel dip coating process. Struc-
tural, basic morphological as well as optical attributes of the films were studied
by X-ray beam diffraction (XRD), field emission SEM (FESEM) and UV–visible
spectroscopy. XRD result depicts prevalent formation of anatase crystalline phase of
TiO2. In UV–visible spectroscopy, optical properties of the film like transmission,
reflectance and absorptionwere studied overwavelength range of 300–800 nm. Some
important parameters like band gap (Eg), thickness (t) and refractive index (n) of the
developed films were calculated from the spectroscopic data. It was found that the
optical and structural properties of the filmwere reliant on the type of doped material
incorporated in the film. Acquired band gap of 2.78 eV and 2.85 eV, respectively,
for Ag- and Fe-doped films reflects higher strained Ag-doped film compared to that
of Fe-doped one. Higher activity of Ag assimilation over Fe toward Rhodamine 6G
degradation is credited to Ag deposition on TiO2 surface creating electron trap center
which reduces the recombination probability and improves charge transfer process
on the matrix.
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1 Introduction

In recently developed technology, among the widely used semiconducting mate-
rials titanium dioxide (TiO2) has attracted exceptional interest due to its outstanding
physicochemical properties as well as high stability. Since the discovery of titanium
dioxide (TiO2) as photocatalyst by Honda and Fujishima, it has brought in-depth
research in the field of photocatalytic application due to its advantages like low
cost, small reactor systems, environment-friendly and renewable way of producing
hydrogen [1, 2]. Anatase phase TiO2 is able to consume only 4% of the radiation
coming to the earth’s surface. It has been seen that the application of TiO2 is mostly
done where UV rays are sufficiently available, e.g., in outdoor applications or in the
presence of any artificial UV source in order to initiate the photocatalytic applica-
tions [3]. Therefore, to enhance photocatalytic efficiency of TiO2 researchers from
all over the world are trying to extending the spectral response toward the visible
light. Henceforth, it is highly indispensable to explore correlation between structural
and optical properties of the sample with their electronic and electrical properties.

Decrease in the intrinsic band gap ofTiO2 makes itmore efficient for the utilization
of either solar or artificial light. This goal can be achieved by some of the most
popular methods which are (i) addition of carbonate salts/sacrificial agents, (ii) noble
metal doping, (iii) dye sensitization [4, 5]. In the first approach, added sacrificial
reagents react with holes of valance band which significantly increase the electron–
hole separation giving rise to soaring quantum efficiency. The main downside of this
procedure is to sustain the process that continuous addition of electron donors is
essential [6]. Li et al. stated that addition of organic chemicals like formaldehyde,
formic acid and oxalic acid effectively increases the competence of photocatalytic H2

generation. In metal doping method, it has been reported that addition of Au, Ni, Rh,
Pd, Pt, Ag, Cu, noble metals, increases the TiO2 photocatalysis significantly [7–13].
Owing to the fact that Fermi level of TiO2 being higher than above-mentioned noble
metals, excited conduction band electrons readily transferred to metals incorporated
on titania film surface, while valance band holes continue to stay on the TiO2. In this
method, most extensively used technique is used to consume visible light for energy
transformation. For achieving the aim, dye having sensitivity toward the visible light
and having redox property can be used in photocatalytic applications as well as in
solar cell fabrication [4, 6, 9, 10, 14–16].

This photocatalytic mechanism promotes to the degradation of many harmful
industrial dyes such as phenols, haloaromatics and halogenated biphenyls. Out of
those, Rhodamine 6G belongs to the class of xanthene dyes and these aremostly used
in laser materials. The present paper explores the photocatalytic dye degradation of
Rhodamine 6G dye using Ag-/Fe-doped TiO2 materials. To compare the photocat-
alytic efficiency, the experiment was conducted for different time periods. In order
to validate structural, basic morphological and optical properties of 0.01% Fe and
Ag doped titania films were characterized by XRD, FESEM, UV–Vis spectroscopic
techniques.
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2 Experimental Details

TiO2 sol was developed by sol-gel process and subsequently deposited on FTO-
coated glass by dip coating technique. All chemicals used were from Sigma-Aldrich
and of analytical grade. In a typical procedure, titanium isopropoxide (TIP) was used
as precursor to prepare the sol. In first step, TIP was mixed with 1-propanol in a mole
ratio of 1:9. The solution was stirred for 10min at normal room temperature followed
by gradual addition of acetyl acetone maintaining 0.02 mol ratio to that of Ti. In the
next step, amixture of 0.01%dopedmaterial containingDIwater and 1-propanol was
added dropwise to the prepared solution. Obtained solution was stirred for 30 min
on magnetic stirrer producing red solution and black solution for Fe and Ag doping,
respectively. Finally, a mixture of polyethylene glycol-600 and acetic acid gradually
was mixed to the obtained solution, continued to stir on a magnetic stirrer for another
2 h and kept for 24 h (Table 1).

Deposition of titania on FTO glass was done by dip coating method. Cleaning
process of glass slide is imperative for the suitable adherence of films.Glass substrates
were ultrasonicated in DI water for about 30 min followed by subsequent 5 min
ultrasonication in each of acetone and isopropanol. Finally, the glass slides were
dried in pure nitrogen atmosphere. Glass slides were coated with the prepared sol-
gel solution at a lifting speed of 20 cm/min (maintaining delay time of 10 s) at room
temperature (28 °C). The obtained slides were subjected to heating up to 470 °C at
3 °C/min heating rate and with a soaking time of 30 min in an oxidation furnace.

To investigate the crystallite size and to detect the structural properties of the
developed titania films, X-ray beam diffraction analysis was done with Cu-Kα radia-
tion (λ= 1.54 Å) using X-ray powder diffraction from PAN analytical in the range of
20–50°. Optical characterization was done using UV-1800 Shimadzu, Japan UV–Vis
spectrophotometer. Morphological study of the developed film was explored by field
emission SEM (Supra 40) from Carl Zeiss, Germany.

Table 1 Molecular structure and chemical formula of Rhodamine 6G

Molecular formula Chemical formula C28H31N2O3Cl
Molar mass 479.02 g/mol
Appearance dark red, purple or brown
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Fig. 1 X-ray beam
diffraction pattern of Fe- and
Ag-doped TiO2 thin films
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3 Results and Discussion

3.1 Structural Characterizations

Powder X-ray beam diffraction was carried out to find out crystallinity and crystal
phase of Fe- and Ag-doped films. Owing to polycrystalline nature of the films,
phase contents as well as crystallite size of the created films were analyzed with
monochromatic X-ray. Obtained XRD patterns are shown in Fig. 1.

Diffraction intensity was recorded under varying diffraction angle of 20–50°.
Formation of anatase phase in Ag- and Fe-doped calcined (at 470 °C) samples was
confirmed from appearance of (101) diffraction peak at 2θ values of 25.3°, assigned
to characteristics of anatase phase of TiO2 as shown in Fig. 1. Observation established
predominant formation of crystalline anatase phase only in both cases.

Oxide coating on substrate surface developed from doped sol can provide suitable
sites for enhancing nucleation of the phase formation during initial heat treatment of
the film. In addition, doping also significantly supports nucleation within the layer
and enhances crystallinity [17, 18]. Observation in the present article showed no
transformation of phase from anatase to rutile takes place, even after doping which
is expected result at this temperature in such diluted systems. Width of XRD (101)
peak becomes wider demonstrating low crystallinity of the developed film.

3.2 Crystallite Size

Average crystallite size of TiO2 particles was calculated from Scherrer’s equation as
below Eq. (1):

DAvg = kλ

β cos θ
(1)
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Table 2 Calculated
crystalline size, average
strain, dislocation density of
Fe- and Ag-doped TiO2 thin
films

Sample name Crystallite
size (nm)

Average strain
(εstr)

Dislocation
density

TiO2–Fe 15.02 1.46 0.004

TiO2–Ag 13.42 1.59 0.005

Here,DAvg is the avg. size of the crystallite, λ represents X-ray beam wavelength,
k is a constant (0.90), β signifies X-ray peak broadening measured as full breadth at
half maxima in radian (FWHM) and θ denotes ensuing angle of diffraction.

Calculated crystallite size of anatase titania was obtained as 15.02 nm and
13.42 nm for Fe- and Ag-doped films, respectively. Generally, bond between ligands
and TiO2 does not break easily below temperature of 400 °C. Thus, this metal–ligand
bond may remain in the final structure of TiO2 at the time of calcinations and affect
the morphology and structure like crystallite size of materials.

3.3 Average Strain

To enhance the device performance, average strain analysis of materials is signif-
icantly important. Exploration of structural parameters like average strain has
impending significance in microelectronic devices. Improvement in performance
is attained by regulating strain in the transistor channel to enhance electron–hole
mobility which significantly affects overall conductivity throughout the channel.

Owing to the lattice strain, unit cells of nanocrystallinematerials deviate from their
normal positions resulting in very common X-ray broadening. Twinning, distortion,
surfaces, domain boundaries, etc., defects result in different types of displacements.
During spontaneous growth of the crystal, there is scope for development and exten-
sion of defects. The average strain (εstr) was calculated for Fe- and Ag-doped TiO2

thin films by applying Stokes–Wilson equation Eq. (2).

εstr = β cos θ

4
(2)

where θ denotes angle of diffraction and β represents X-ray peak broadening, i.e.,
full width (in radian) at half maxima of the diffraction peak. The calculated values
of average strain are given in Table 2.

3.4 Dislocation Density

Dislocation density (δ) was obtained with the help of Eq. (3), and the values have
been mentioned in Table 1.
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δ = 1

DAvg2
(3)

where DAvg is the average size of crystallite. Results of dislocation density (δ) well
demonstrate extent of defects in samples.

3.5 Morphological Characterizations

Figure 2a–d illustrates FESEM images of Fe- as well as Ag-doped TiO2 thin films
(morphology and cross section). It has been observed that the films exhibit an almost
uniform spherical grain-like structure. Shape of particles is quite similar to each other
and dense. Compact morphology can be identified from Fig. 2. Figure 2c, d shows
cross section of Fe- and Ag-assimilated titania films presenting thickness of 509 nm
and 319 nm for Fe- and Ag-doped films, respectively.

Fig. 2 a, b are the FESEM surface images of Fe- and Ag-doped thin films. c, d are the FESEM
cross-sectional images of Fe- and Ag-doped thin films
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3.6 Optical Characterizations

For the global development of science, technology and industry, the study of optical
behavior of thin films is inevitably significant. Photoactivity of TiO2 thin film can
be studied from optical performance of the film in visible and ultraviolet ranges.
Photocatalytic performance of the developed titania film attributes to its UV–visible
light absorption efficiency. Depending on specific applications, color of thin film is
highly important; i.e., film must be transparent and conductive.

Effect of Fe and Ag doping on film behavior was studied with UV–Vis spectro-
scopic measurement. Quantification of absorption, light transmission and reflection
to obtain electronic properties of material at the microscopic level is exceedingly
essential. In order to determine optical parameters, transmission spectra of different
modified titania films on glass slide were recorded in 300–800 nm range. The trans-
mission spectra of the single layer TiO2 coatings on glass are shown in Fig. 3.
UV–visible spectra of the developed film demonstrate higher extent of transmittance
in visible light region as depicted in Fig. 3.

Interference phenomenon observed in transmission spectrum of the coated glass
indicates a good surface quality (smoothness and flatness) of the developed film.

Figure 3 also demonstrates film surface is reflecting without much scat-
tering/absorption in the bulk of the film. Fabrication techniques, composition and
structure have noteworthy influence on optical properties of titania film. The width
of the absorption band increases with increase in film thickness (Fig. 4). The orig-
inal peak in the UV region was shifted to higher wavelength region with increase in
coating thickness.

Index of refraction (n) was calculated using the formula Eq. (4):

Fig. 3 UV–Vis
transmittance spectra of Fe-
and Ag-doped TiO2 thin
films
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Fig. 4 UV–Vis absorbance
spectra of Fe- and Ag-doped
TiO2 thin films

n =
((

N (λ1 × λ2)c

2(λ1 − λ2)t

)2

+ sin2 a

)1/2

(4)

where
λ1 = maximum wavelength, λ2 = wavelength minimum
N = fringe numbers, n = index of refraction
a = incidence angle, c = angstrom conversion factor.
Obtained Eg for Fe- and Ag-doped films were 2.85 eV and 2.78 eV, respectively.

A number of layers as well as variation of dopant have substantial effect on band
gap of developed film [19]. Decrease in band gap (Eg) in case of doped material
compared to that of undoped one evidenced that Fe and Ag cations are successfully
integrated into titania lattice [20, 21]. The interaction of conduction band e− with
dopant e− results in decreasing the band gap by shifting the valence band (VB) and
lowering the conduction band (CB). Figure 3 displays spectral response of 0.01%
Fe- and Ag-doped titania films. Spectra revealed that optical characteristics of both
the doped films were quite good. Developed Fe- and Ag-doped titania films showed
significant transmittance in the visible region but low transmittance in UV range [22,
23]. Absorption peak at 465 nm and 525 nm for Ag-doped and Fe-doped films,
respectively, may be endorsed to inherent band–band transition (Table 3).

The absorption maxima in visible range for Fe- and Ag-incorporated film were
obtained at 643 nm and at 710 nm, respectively. Observed absorption in this region
for the doped samples may be attributed to the metal electronic transition. It was

Table 3 Calculated thickness
(nm), refractive index and
band gap of the Fe- and
Ag-doped TiO2 thin films,
respectively

Sample name Thickness
(nm)

Refractive
index

Band gap (Eg in
eV)

TiO2–Fe 509.5 1.5 2.85

TiO2–Ag 314.6 2.1 2.78
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Fig. 5 Reflectance of Fe-
and Ag-doped TiO2 thin
films
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noted that the index of refraction for developed titania films varies with change in
wavelength (Fig. 5).

Introduction of new states of energy in forbidden zone of TiO2 was accountable for
absorption peak shifting. Electrons efficiently excited from VB to CB when photon
energy equals to that of energy band gap of the material.

These electrons are efficiently arrested by the external circuit in photovoltaic
devices and generate current in the circuit. From the graphical plot of hν against
(αhν)1/2, energy band gap (Eg) of doped TiO2 film was calculated (Figs. 8 and 9).

Structure of energy band gap of the developed material can be analyzed from the
study of absorption property of the material. Optical band gap energy of semicon-
ductor plays amajor role in fabrication of photovoltaic cells. Variation of optical band
gap (Eg) and refractive index (n) with thickness (nm) for TiO2 thin film is shown in
Table 2. Good optical property of the developed TiO2 thin film was observed from
its sharp absorption edge. Calculated band gap for both Ag- and Fe-doped films was
found to be 2.78 and 2.85, respectively, as presented in Figs. 8 and 9, respectively.

3.7 Photocatalytic Activity Study

Photocatalytic dye degradation efficiency of the developed film was explored by
testing its degradation test toward Rhodamine 6G dye [24]. Figure 6 shows UV–
Vis spectra of dye degradation study before and after 2 h visible light irradiation
in the presence of Ag- and Fe-incorporated films. Obtained spectra predominantly
demonstrate high efficiency of Ag-doped film over Fe-doped one. Higher activity
credited to the effect of Ag deposition on TiO2 surface acting as electron trap center
reducing the recombination probability of electron–hole pair on the oxide surface
and resulting in improved charged transfer efficiency on the matrix result likewise
corresponds to strain and lower band gap in Ag-doped film that prompts to higher
absorption in the visible region.
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Fig. 6 Dye degradation study by Fe- and Ag-doped TiO2 thin films

Figure 7 shows the degradation mechanism of photocatalytic dye degradation
using Fe/Ag–TiO2 materials. In an aqueous environment, the holes created under
UV radiation are scavenged by the hydroxyl groups preset on the surface, generating
OH. radicals which promote oxidation of organics. This promotes the degradation
of many harmful industrial dyes. As shown in Fig. 7, the color of the dye gets faded
when it is being exposed to sunlight. Figures 8 and 9 show the obtained band gap of
Ag- and Fe-doped TiO2 thin films, respectively, from the spectroscopic data.

Fig. 7 Dye degradation mechanism
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Fig. 8 (αhν)1/2 versus hν
plot of Ag-doped TiO2 thin
film

Fig. 9 (αhν)1/2 versus hν
plot of Fe-doped TiO2 thin
film

4 Conclusion

Highly uniformdoped titania filmwas efficaciously developed fromadifferentmetal-
doped sol by dip coating process. Effect of metal integration on optical, structural
and morphological behavior of the developed films was investigated in detail. X-ray
beam diffraction study showed prevalent formation of anatase crystalline phase.

Crystallite size and dislocation density of Fe- and Ag-doped films were calculated
as 15.02 nm, 13.42 nmand 0.004, 0.005, respectively. Refractive index of the filmwas
calculated as 1.5 and 2.1 for Fe- and Ag-doped films, respectively. Decreased band
gap from 3.2 eV to 2.78 and 2.85, respectively, for Ag- and Fe-doped films attributed
to the increased strain in the film as a result of doping. Ag doped films are more
strained compared to Fe doped due to smaller band gap. Higher photocatalytic dye
degradation ofAg-doped film over Fe-doped one is credited toAg deposition onTiO2
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surface creating electron trap center which reduces the recombination probability and
results in improved charged transfer process on the matrix.
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MMaSA—A Modified Matrix Synthesis
Approach for Thermal-Aware Gate
Array Placement

Somnath Roy Choudhury, P. Sai Srinivas, and Sambhu Nath Pradhan

Abstract This work presents a thermal-aware gate array placement based on a
stochastic thermal model and the simulated annealing (SA) algorithm. The proposed
placement algorithm modified matrix synthesis approach (MMaSA) optimizes the
peak on-chip temperature of gate array placement. The thermal characterization of a
placement by MMaSA involves a modified model of the combinatorial optimization
problem, the MSP with the inclusion of the adiabatic influence of the die boundary.
Experiments have been conducted by including the characteristics of gate arrays on
MCNC benchmark circuits. Results show that MMaSA gives improved results in
comparison with the MSP approach.

Keywords SA · On-chip temperature · MCNC · Optimization · Matrix synthesis
problem (MSP)

1 Introduction

Processorswith large functionality and very high operating frequencies often become
‘thermally sick’, due to the formation of hotspots and temperature gradients.Hotspots
and temperature gradients lead to phenomenon such as electro-migration [1, 2],
generate thermal stress and lead to clock skew and logical errors [3]. At the physical
design stage of theVLSI design process, placement andfloorplan play a very vital role
in the hotspot minimization and hence designing of efficient floorplan or placement
algorithms becomes very important.

Some of the efforts made towards the realization of thermal-aware placement and
floorplan are discussed as follows. Paper [4] presents a GA-based thermal-aware
floorplan algorithm for optimizing the chip area and on-chip temperature of slicing
floorplan. Paper [5] presents a hybrid PSO-GA algorithm for minimizing chip area,
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wire length and temperature of non-slicing floorplan. The authors in [6] present a
model for the thermal-aware placement for gate arrays by implementing a combi-
natorial optimization, the matrix synthesis problem (MSP). Moreover, the authors
in [7] also present a technique for the thermal-aware placement of gate arrays. Our
work is one such effort towards the mitigation of hotspots for gate array placement.

Contribution of our work: (a) Development of a new thermal model and a thermal
metric, viz. ‘modified critical threshold (MCT)’ for thermal characterization of the
gate array placement. (b) Development of a thermal-aware algorithm MMaSA, for
gate array placement. (c) Development of a reference placement algorithm based
on the simple approximation algorithm (SAA) [6] for gate arrays. (d) Compara-
tive study between the reference algorithm SAA and the proposed placement algo-
rithmMMaSA by implementing them onMCNC benchmarks arranged in gate array
placement.

Motivation of the work: MSP [6] considers the placement of the gate array cells
in the form of a square matrix and divides the placement into thermal zones of txt
sub-matrices. Parameter t is an integer related to the heat transfer in the die. For poor
heat transfer, t = 2 gives good approximation. The target of MSP is to minimize the
maximum of the sum of heat (or heat dissipation per unit time, i.e. power) amongst
all the txt sub-matrices or thermal zones. The solution to the MSP can be obtained
by the rearrangement of the gate array cells and the SAA one such solution to the
MSP.

The SAA first arranges the cells in descending order of power values (or heat) and
then divides the cells into four groups (Gi) of equal numbers of cells, viz. G0= {L0},
G1 = {L1}, G2 = {L2} and G3 = {L3}. The power (or heat) of the cells is such that
power of group G0 > G1 > G2 > G3. It then constructs the gate array placement with
the repeating pattern of the txt (with t = 2) sub-matrices with cells (L0, L1, L2, L3)
by considering one cell from each of the four groups. This always ensures that a high
power cell is always surrounded by low and medium power cells and as a result the
hotspot minimization occurs. MSP defines a thermal metric μt (which may be called
as the critical threshold) and is the maximum of the aggregate of power (or heat) of
the cells amongst all the txt zones. So according to SAA, placements having equal
μt values are equally thermally fit. The SAA targets towards achieving the minimum
critical threshold value in order to minimize the hotspots. In order to form the groups
(Gi) of equal sizes (with total number of elements of the placement in multiples of
t2), sometimes dummy cells of zero power need to be added to the placement.

As an example of MSP, we consider a random arrangement of gate array cells
(with t = 2) as shown in Fig. 1a. The numbers in the cells denote the power dissipation
value (in watt) of the corresponding cells. The indexes L0, L1, L2 and L3 denote the
cell placement according to SAA in a txt zone. The dotted red boundary denotes the
zone of critical threshold. Placement 1 in Fig. 1a is improper with respect to SAA
since the cells are not arranged according to the (L0, L1, L2, L3) pattern. It is a bad
solution with high critical threshold. Placement 2 in Fig. 1b is in agreement with
SAA arrangement pattern and is the best possible placement with respect to SAA
with the least possible critical threshold. Placement 3 in Fig. 1c has equalμt or critical
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(a) (b)       (c) 

8 3 1 1 

4 2 1 1 

1 1 1 1 

1 1 1 1 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

8 1 3 1 

1 1 1 1 

4 1 2 1 

1 1 1 1 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

2 1 3 1 

1 1 1 1 

4 1 8 1 

1 1 1 1 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

L0 L1 

L2 L3 

Fig. 1 Example placement of MSP with m = 4 (rows) and n = 4 (columns). a Placement 1 bad
solution. b Placement 2 optimal solution. c Placement 3 optimal solution

threshold value, as Placement 2 and hence SAA may not consider the formation of
Placement 3 while determining a better placement solution than Placement 2.

For experimental implementation of the example, the height and width of each
block are considered to be 0.003 m and 0.0015 m, respectively. Experimental results
in Fig. 2a–c represent the thermal maps of Placement 1, Placement 2 and Placement
3, respectively.

Table 1 and Fig. 2 show that: (i) Placement 1 has the highest peak temperature,
and it is in agreement with the high μt value predicted by SAA. (ii) Placement 2
has lesser peak temperature due to the lower (best) μt value predicted by SAA. (iii)
Placement 3 (having sameμt value as Placement 2) has lesser peak temperature than
Placement 2, and this temperature improvement is not supposed to happen according
to SAA. The peak temperature has reduced in Placement 3 because the high power
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Fig. 2 Thermalmap of the placements illustrated in Fig. 1. a Placement 1 bad solution. b Placement
2 optimal solution. c Placement 3 optimal solution
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Table 1 Critical threshold
value and peak temperatures
of the placements in Fig. 1

Solution Critical threshold (μt)
[W]

Peak temperature [K]

Placement 1 17 370.29

Placement 2 11 368.79

Placement 3 11 365.55

block of 8W (a critical block) sitting at the die corner in Placement 2 has beenmoved
to a relatively distant location from the die boundary in Placement 3.

Hence, the MSP is not enough to guarantee a thermal-aware placement of gate
arrays since it considers the (txt) region with maximum sum to be having the
maximum temperature without accounting for the relative position of the functional
blocks from the die boundary. As shown in Fig. 2 of [8], it can be observed that there
are no lateral resistive heat paths available along the die boundary. This is because
the die boundary behaves adiabatically to the heat flux released from a functional
block. Hence in this work, we have modified the MSP by including the adiabatic
influence of the die boundary during the thermal metric evaluation.

2 Definitions Related to the Proposed Gate Array
Placement

(a) Dimension of a gate array cell: In a gate array, all the gate array cells are
considered as rectangular envelopes, having the samedimensions, i.e. identical height
and width. It has been considered that the height and width of a gate array cell are
equal to the highest height and highest width of all functional blocks in the circuit so
that a gate array cell can encompass any functional block in the circuit within itself.
A circuit gets arranged in a gate array, such that one gate array cell gets assigned
with each functional block.

(b) Dimension of a functional block: The functional blocks of a circuit are consid-
ered to be rectangular in shape. The height and width of a functional block may
be lesser than or equal to the height and width of a gate array cell. A functional
block within a gate array cell is so positioned that the lower left corners of both the
functional block (rectangle) and the gate array cell (rectangle) coincide.

The height and width dimensions of both a gate array cell and a functional block
lie on the plane of the die and also stay parallel to the edges of the die.

(c) Critical functional block: Functional blocks whose power density dpi is such
that dpi ≥ dpavg+Md are the critical blocks, and they are highly probable of forming
the hotspots. Here, dpavg is the average power density and Md is the mean deviation
in power density of the functional blocks of a circuit.
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(d) Power density of gate array cell: Power density of a gate array cell Pdi is value
of the power of the functional block contained in the gate array cell divided by the
area of the gate array cell.

3 The Proposed Thermal Model

Assumptions of the model are as follows:

1. Instead of considering the power (or heat) of the gate array cells for defining the
critical threshold of a txt thermal zone, the proposed model considers the power
density of gate array cells for defining the critical threshold.

2. Instead of focusing on all the possible txt zones, to reduce the computational
complexity, the model focuses only on those txt zones which contain the critical
functional blocks, since hotspots are caused by critical blocks. Such zones are
termed as critical zones. A critical zone is considered to contain only one critical
functional block.

3. It redefines the critical threshold function by considering two terms which are
defined as follows.

Aggregate power density term (μ): It is the sum of the power densities (Pdi) of the
gate array cells ‘i’ which belong to a critical zone and is given by

μ =
(t×t)∑

i=1

Pdi. (1)

With the increase in the power density aggregate term, the probability of rise in
temperature of a critical zone gets enhanced.

Heat reflection term (φ): This term is related only to the critical functional block in a
critical zone. The model considers the die boundary to be adiabatic, due to which the
heat flowing froma critical functional block (along x and y directions) to the boundary
gets reflected back to the functional block. As the critical block approaches closer
to the die boundary, the reflected heat component goes on increasing resulting in
an increase in temperature of the critical functional block and the critical zone. It
has been considered that: (a) φ ∝ L , where L is the height or width of the critical
functional block which ever faces the boundary. (b) φ ∝ dpi, where dpi is the power
density of the critical functional block. (c) φ ∝ 1/(s + �), where ‘s’ is shortest
perpendicular distance (along x or y direction) between the die boundary and the side
of the functional block facing the boundary. Parameter � ensures that the division
value does not become infinity when ‘s’ becomes zero. The new modified critical
threshold (MCT) function for a critical zone becomes:
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MCT = μ

μmax
+ φ

φmax
(2)

Parameter F includes the sum of the heat reflection components along x and
y directions. Parameters μmax and φmax are the highest possible values of μ and
heat reflection component (along x or y), respectively. The thermal metric has been
normalized since the two terms are dimensionally different. Now the objective of the
placement problem is to obtain an optimal placement for the gate array arrangement
such that the new modified critical threshold (MCT) function is minimized.

4 Implementation, Results and Analysis

In this work, two gate array placement algorithms have been developed inC program-
ming language, based on the simulated annealing (SA) algorithm [9]. (i) The first
algorithm uses the simple approximation algorithm (SAA) [6] for solving the MSP
of distributing the functional blocks in the gate array. For further improving the
placement, the perturbations adopted are (a) swapping of entire two random txt sub-
matrices and (b) randomly swapping the corresponding L0 or L1 or L2 or L3 cells
between two random txt sub-matrices. Perturbations occur while maintaining the
SAA principle intact. The first algorithm is used as a reference.

(ii) The second algorithm (MMaSA) uses the proposed thermal model (discussed
in Sect. 3). For further improvement of the placement, the perturbation used is swap
of random cells between two randomly selected txt sub-matrices.

For finding the peak temperature value of the optimal placements obtained from
the placement algorithms, hotspot tool [10] has been used. For the experimentation
purpose, the functional blocks of the MCNC benchmark circuits [11] have been
arranged in a gate array placement distribution. Power densities of MCNC bench-
mark modules have been chosen randomly between 0.022 and 2.4 W/mm2 such
that the average power density of benchmark apte is 0.593831 W/mm2, xerox is
0.729076 W/mm2, hp is 0.72433 W/mm2, ami33 is 0.729749 W/mm2, and ami49 is
0.728304 W/mm2. From the experimental results of Table 2 and Fig. 3, we observe
that the proposedMMaSA algorithm gives−0.39%, 3.4%, 0.26%, 2.67% and 3.44%
improvement in the peak temperature (considered in °C), respectively, for apte, xerox,
hp, ami33 and ami49 over SAA. The proposed algorithm MMaSA gives an average
improvement of 1.88% in peak temperature (considered in °C) over SAA.

5 Conclusion

This work depicts a thermal-aware placement for gate arrays, the algorithm has been
developed in C language, and experimentation has been done in a Linux environment
running on a 3.0 GHz Intel Core i5 processor. The proposed algorithm modifies the
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Table 2 Attributes of the best placement solutions with respect to peak temperature for SAA and
MMaSA

Circuit Gate array cell size Number
of
functional
blocks

Number
of
dummy
cells

Matrix
array
size
[row ×
column]

Area [10−6

m2]
Peak temperature
[K]

Height
[10−3 m]

Width
[10−3 m]

SAA
[6]

MMaSA

apte 1.832 3.186 9 7 4 × 4 93.388 359.69 360.03

xerox 2.569 1.295 10 6 4 × 4 53.2297 365.71 362.54

hp 0.7 3.304 11 5 4 × 4 37.0048 334.11 333.95

ami33 2.982 3.360 33 3 6 × 6 360.703 324.32 322.95

ami49 25.872 24.640 49 15 8 × 8 40799.109 352.31 349.58
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Fig. 3 Percentage improvement in peak temperature (in °C) of MMaSA over SAA

critical threshold thermal metric of the MSP by including the adiabatic influence of
the die boundary. Experimental results show that the proposed placement algorithm
is efficient in terms of minimizing the peak on-chip temperature of gate arrays. As a
future scope, it has a good possibility of implementation for gate array placement in
3D IC.
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Computation of Absorption Coefficient
for Pöschl–Teller Potential in Double
QuantumWell Structure
for Photodetector Applications

Suporna Bhowmick, Debarati Chakraborty, Dayita Guha,
Bijoya Chakraborty, Pampa Debnath, and Arpan Deyasi

Abstract Absorption coefficient due to lowest quantum state of double-well-triple-
barrier structure is analytically investigated for Pöschl–Teller potential configura-
tion. Kane-type conduction band nonparabolicity of first order is considered for
evaluation of eigenstates for realistic computation, and Lorentzian lineshape is taken
into account. Tuning parameters of the Pöschl–Teller geometry is varied along with
structural parameters and results are compared with earlier obtained rectangular,
parabolic and Gaussian potentials. Corresponding blueshift/redshift is obtained for
each specific case, and effect of applied field along the direction of quantum confine-
ment is analyzed comparedwith the situationwhen field is absent. Comparative study
speaks in favor of the present structure both in terms of higher value of absorption as
well as lower linewidth spectrum (wavelength scale). Result speaks in favor of the
configuration compared to the idealized potential well for photodetector and sensor
applications.

Keywords Absorption coefficient · Pöschl–Teller potential · Lorentzian
lineshape · Eigenstates · Redshift/blueshift · Structural parameters
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1 Introduction

Optical application of quantum devices is the subject of research since the last thirty
years, and several quantum-confined structures are proposed [1–3] for novel optical
performance. Published data suggests the focuses are made on different material
configurations [4, 5] as well as complex geometries [6, 7], and mathematical compu-
tation becomesmore complex for the later sections for the theoretical researchers due
to inability of analytical methods to solve Schrödinger equations. Several numerical
techniques are proposed [8–12] for solving those structures in order to investigate
the fundamental electronic property, namely the eigenenergies. With the advances of
photonics, optical properties of these structures are also investigated, and absorption
coefficient gets the prime attention owing to its importance of applying the device
as optical emitter/detector [13].

Effect of size quantization on optical absorption coefficient of quantum well is
analyzed a decade ago [14] in presence of electric field where ideal orthonormal-
ization conditions of wavefucntions are assumed. Work is extended by considering
distribution of carriers [15] in the devices, and simultaneously gain and recombina-
tion coefficients are estimated. Experimental results are obtained for MQW struc-
tures, and modeled with theoretical data for lower magnitude of electric field [16].
Combined effect of electro-optic field [17] is calculated on quantum well structures,
later, which is a consequence of the previous findings of suitability of GaAs mate-
rial for fastest holography [18] based on absorption coefficient analysis. Effect of
nonparabolicity is included a few years back [19], preceeded by work on strain engi-
neering [20]. Redshift in double quantum well structure is reported in recent past
[21] at 1550 nm, and work is applied on Morse quantum well [22] as well as inverse
parabolic well [23]. Very high absorption coefficient is recently reported [24] for
lattice matched structures.

Pöschl–Teller potential has one unique advantage compared with any other poten-
tial well geometry is that it exhibits Bose–Einstein condensation of noninteracting
39 K atoms [25]. Also, it shows higher frequency of operation when designed
for photodetector applications. Combining these two effects, authors simulated the
absorption profile of Pöschl–Teller potential in presence of field for various structural
parameters, and also in a specified tuning range of design parameters. Simulation
is performed using MATLAB® software. The reasons for choosing Pöschl–Teller
potential over other configurations are established with supremacy of the findings
through comparative study, which clearly established novelty of the work. Results
are represented in graphical form, and key data are presented in tabular format.

2 Mathematical Formulation

Optical absorption coefficient for arbitrary quantum well device can be written in
the following form
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In Eq. (1), the integral function gives the selection rule between two adjacent
quantum states. It may be written in the form

〈
ζm
v |ζ n

c

〉 = δκκ ′

d/2∫

−d/2

χh
m(z)χ e

n (z)dz (3)

where it may be noted that we have considered z-axis is the direction of applied field.
Here, the wavefunctions χ i is selected from generalized solution of Schrödinger
wave equation.

Substituting the values of wavefucntions with some rearrangement, we get
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where ‘i’ and ‘j’ are the initial and final states, and f FD is the Fermi–Dirac distribution
function. Kronecker delta function is introduced to conserve the momentum.

Introducing Lorentzian lineshape function and the concept of oscillator strength,
we get

α(ω) = nsπq2
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1
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[
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3d

]2

δ(E − �ω) (5)

where ‘�’ is half-width at half of the maximum.
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3 Results and Discussion

UsingEq. (5), absorption coefficient is computed and plotted for Pöschl–Teller poten-
tial configuration of the double quantum well system in presence of electric field
applied along the direction of dimensional confinement. Here, we consider those
eigenenergies, obtained when band nonparabolicity is taken into account. Also,
we invoked Lorentzian lineshape function in order to compute realistic coefficient
profile. Full-width half-maximum is taken in order to fit the data with published
results of rectangular quantum well. Result is also calculated in absence of bias,
and peak position is measured w.r.t. wavelength of incident light. For validation of
the result, simulated behavior is compared with that obtained for ideal rectangular
quantum well structure and corresponding blueshift/redshift is measured.

Figure 1 shows the variation of absorption coefficient for Pöschl–Teller quantum
well configuration, and result is compared with well-known rectangular potential
structure with identical configuration and under identical electric field. From the
comparative study, it is found out that ideal potential profile gives higher magnitude
of absorption, but position of the peak appears at higher wavelength. This speaks in
favor of Pöschl–Teller potential as this structure is more suitable for photodetection
application at optical spectrum.

Figure 2 shows the variation of absorption profile for different well width. It is
seen from the plot that reduction of quantum confinement drastically reduces the
absorption profile. This is due to the fact that lowering the quantum well dimension
enhances quantum confinement, and this, in turn, increases the eigenvalue. Thus, the
resonant tunneling condition can be achieved at higher energy states and makes very
high peak profile. Sudden reduction of ground state eigenvalue lowers the absorption
profile also. A few results are provided in Table 1.

Similar simulation is carried out for different contact and middle barrier widths
also, which are represented in Figs. 3 and 4, respectively. A comparison between
the two figures show that peak position remains unaltered with change of contact

Fig. 1 Comparative study of
absorption coefficient
between Pöschl–Teller
potential with rectangular
well
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Fig. 2 Absorption
coefficient of Pöschl–Teller
potential for three different
well dimensions

Table 1 Absorption coefficient for different well widths

Well width [nm] E1 [eV] E2 [eV] Peak value of absorption coefficient

2 0.05503 0.164 0.7582

3 0.04503 0.1505 0.3255

4 0.04203 0.1435 0.1791

5 0.04203 0.1405 0.111

6 0.04203 0.1375 0.07548

7 0.04003 0.137 0.0518

10 0.04253 0.1325 0.02372

Fig. 3 Absorption
coefficient of Pöschl–Teller
potential for three different
contact barrier widths

potential width, whereas change is taken place when middle barrier width is varied.
For Fig. 3, higher contact barrier width makes higher quantum energy levels, which
causes change of peakmagnitude. But change of sandwich barrier layer width affects
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Fig. 4 Absorption
coefficient of Pöschl–Teller
potential for three different
middle barrier widths

resonant tunneling. Thus, this effect is more influential in determining optical candi-
dature of the device. High middle barrier width hinders the resonant condition by
increasing the quantum confinement, and thus energy difference between lowermost
and first excited state increases. Increase in subband transition energy reduces the
peak value of absorptionwavelength; simultaneously, it appears at lower wavelength.
Results are summarized in Tables 2 and 3, respectively.

Table 2 Absorption coefficient for different contact barrier widths

Contact barrier width [nm] E1 [eV] E2 [eV] Peak value of absorption coefficient

2 0.08853 0.18 0.03622

3 0.08303 0.174 0.03402

4 0.07703 0.168 0.03402

5 0.07153 0.162 0.03034

6 0.06553 0.156 0.03034

7 0.06003 0.15 0.02739

10 0.04253 0.1325 0.02739

Table 3 Absorption coefficient for different middle barrier widths

Middle barrier width [nm] E1 [eV] E2 [eV] Peak value of absorption coefficient

2 0.04603 0.128 0.02794

3 0.04503 0.1295 0.02648

4 0.04353 0.131 0.02497

5 0.04253 0.1325 0.02372

6 0.04153 0.1335 0.02271

7 0.04053 0.1345 0.02174

8 0.03953 0.1355 0.02084
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Fig. 5 Absorption
coefficient of Pöschl–Teller
potential for three different
barrier material compositions

Table 4 Absorption coefficient for different barrier material compositions (x)

Mole fraction (x) E1 [eV] E2 [eV] Peak value of absorption coefficient

0.2 0.04853 0.1945 0.01092

0.3 0.04253 0.1325 0.01789

0.4 0.1265 0.216 0.018

0.5 0.21 0.3 0.01788

0.6 0.2935 0.3835 0.01788

0.7 0.377 0.467 0.01788

Figure 5 shows the effect ofmaterial composition on absorption coefficient, which
is very insignificant as evident. As change of eigenvalue with barrier material compo-
sition is relative small for Pöschl–Teller potential configuration, so the effect is also
seen in the corresponding plot. Results are given in tabular in Table 4. The effect of
applied electric field is plotted in Fig. 6a. As electric field enhances the tunneling
phenomenon between adjacent quantum wells, henceforth, corresponding intersub-
band energy decreases. This also simultaneously makes redshift of the spectrum.
Figure 6b indicates the biasing effect where progressive redshift is observed with
increase of external bias. In this context, it may be noted that bias is applied in the
direction of quantum confinement.

The Pöschl–Teller potential is configured using two design parameters: ‘α’, the
width parameter, and ‘λ’, the depth parameter. Variation of these parameters change
thewell geometry, and thus it becomes essential to study the effect of these parameters
for best possible optical application. Figure 7 indicates the depth parameter effect,
whereas Fig. 8 shows the width parameter effect. Higher the ‘λ’, lower the peak and
lower the operating wavelength. But the variation is reversed for width parameter,
as revealed from Fig. 8. A closer inspection of Fig. 8 gives the data that just slight
tailoring of width parameter makes a very large shift of absorption profile. Thus,
from design point-of-view, width parameter gets the priority.

Effect of electron concentration inside the well is analyzed in Fig. 9. Higher the
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Fig. 6 a Comparative study
of absorption coefficient of
Pöschl–Teller potential in
presence and absence of
electric field, b absorption
coefficient of Pöschl–Teller
potential for three different
electric fields

concentration, lower the subband energy. This ensures larger peak of absorption
profile. One point may be noted in this context that we have taken the average
electron concentrationof the adjacent quantumwells, and the variation is insignificant
w.r.t. the average value. This data is very important as the concentration ultimately
determines the current in the device.

In Table 5, we have introduced one comparative study with published data in
literatures. Result suggests that for identical composition, dimensions and biasing
conditions, the present potential configurations provide better peak value. Also, the
biggest advantage lies here that without changing the dimensions of the well, the
structure can be modified by suitably tuning two critical design parameters, ‘α’ and
‘λ’. This facility is not present in other potential geometries. Tuning the shape of
potential well changes the device shape prior to fabrication. Also, design parameters
can tune the blueshift/redshift occurrence in spectrum scale. Another very important
point may be noted in this context that the present potential configuration provides
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Fig. 7 Absorption
coefficient of Pöschl–Teller
potential for three different
depth parameters

Fig. 8 Absorption
coefficient of Pöschl–Teller
potential for three different
width parameters

Fig. 9 Absorption
coefficient of Pöschl–Teller
potential for three different
electron concentrations
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Table 5 Comparative study
with other potential
geometries

Type of potential Peak absorption
coefficient

Approximate
linewidth [µm]

Parabolic [13] 0.017 38

Gaussian [13] 0.015 30

Pöschl–Teller
[present work]

0.018 20

reduced linewidth than the other known potentials, which gives a special feature for
application as sensor.

4 Conclusion

Absorption coefficient of double quantum well structure is computed for Pöschl–
Teller potential in presence of electric field for various structural and internal param-
eters, where design constraints are tailored within the fabrication limit to optimize
the absorption profile. Result is compared with rectangular geometry, which reveals
that the present configuration is more suitable for high frequency applications. Also,
comparative study is carried out for both parabolic and Gaussian profiles, which
speaks in favor of the present work both in terms of peak of absorption coefficient
and linewidth. Lorentzian lineshape is included in the computation along with band
nonparabolicity to make the results closer to practical importance. The present struc-
ture has the potential advantage of tailoring the shape of profile without changing the
dimensional parameters, which novelty is totally absent in all other configurations.
Redshift/blueshift is measured by tuning the material and dimensional parameters,
which are a key to maximize absorption for case-specific applications.
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QoS-Based ACO Routing Protocols
in MANETs: A Review

Priyanka Kumari and Sudip Kumar Sahana

Abstract Amobile ad hoc network (MANET) is an assortment of mobile nodes that
exchange information with non-mounted framework and centralized organization.
All node behaves as a router when have to find out the routes from the source
node to the destination node and maintain those routes within the communication
network. But routing inMANETs becomes complex due to the dynamic environment
of network and bandwidth limitation. Swarm intelligence (SI) primarily nature-based
algorithms have pulled in a great deal of consideration of the researchers to solve
this problem. SI-based ant colony optimization (ACO) algorithms appeared to be
fantastic for creating routes in a network due to the issue of finding the shortest paths
by ant is similar to the issue of routing in networks. This paper shows an exhaustive
review and evaluation of numerous ACO-based routing protocols in MANETs.

Keywords MANET · Swarm intelligence (SI) · Ant colony optimization (ACO) ·
Routing protocols

1 Introduction

MANET is a continuously self-configuring connected mobile and wireless node
through radio communication where every node acts as host as well as the router.
Due to self-configured and lack of infrastructure and centralized administration, it
becomes a tedious task to develop routing protocols in MANETs. Since the 1990s,
many routing protocols have been developed such as ad hoc on-demand distance
vector (AODV) [1], dynamic source routing (DSR) [2], optimized link state routing
(OLSR) [3], and distance-sequenced distance vector routing [4]. But these routing
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protocols do not fulfill the requirements of MANETs such as self-organized manner,
self-adaptation due to dynamic topology and improving QoS parameters through
low end-to-end delay, high packet delivery ratio (PDR), and low routing overhead.
Therefore, there is a need to develop a protocol which is adaptive, robust, and self-
healing. Recently, a new class of routing protocols has developed which is grounded
on “swarm intelligence (SI).” SI is nature-inspired from biological systems such
as ant colony optimization (ACO), particle swarm optimization (PSO), bird flocks,
bee colonies, and fish schools which are capable to tackle issues related to self-
organization and self-adaptation. Many researchers have proved that ACO is an
excellent algorithm for searching the optimal paths in MANETs. The main source
of motivation behind ACO is the foraging behavior of ants [5].

The aim of this paper is to provide a survey of various ACO-based algorithms
for MANETs. Rest of the paper is described as: basic ant colony algorithm is
explained in Sect. 2. Section 3 describes the taxonomy of ACO-based MANETs
routing protocols. Section 4 explains the various QoS-aware ACO-based routing
algorithms for MANETs. Section 5 provides a table summary to describe simulation
parameter comparative analysis of all reviewed protocols based on ACO. Finally, we
summarized the whole study work with the conclusion in Sect. 6.

2 Basic Ant Colony Algorithm

ACO is a famous swarm intelligence approach. Based on the food-seeking behavior
of ants, Dorigo [6] introduced ant colony optimization (ACO). It is based on the
inspiration by the behavior of real ants which are wondering around their nests
to forage for the search of food. Ants deposit a particular quantity of a chemical
substance (named as pheromone) which serves as a route mark that ants have taken.
Initially, ants select a random path between nest and food. When finding food they
come back to their nests and at the same time, they discharge trails on the ways. On
the premise of deposited secretion quantity, the newer ant selects the optimal path
having higher secretion concentration that is the shortest path among all alternative
remaining paths. The concentrations of the pheromone of the shortest path are more
than that of all other remaining paths. Finally, the ants get the shortest path from the
nest to food. Figure 1 shows how the ants search the shortest route between ant’s
nest and source food.

Algorithm: Basic flow of ACO (adapted from [7])

1. Represent the problem by means of a creation graph.
2. Initialize the ACO parameters.
3. Generate ant solutions from each ant’s casual walk on the construction graph.
4. Update pheromone intensities.

(a) Local updation.
(b) Global updation.
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Fig. 1 Ant colony
optimization

5. Move to Step 3 and repeat till the termination condition is met.

The third step of the above basic ACO algorithm is to generate ant solutions by
using the probability rule or state transition state (Eq. 1). The probability of choosing
the next node j from node i is:

P(i j) =
([

τi j
]α · [

ηi j
]β

)
/
(
�s ∈ allowed[τis]

α · [ηis]β
)

(1)

where
τ ij = pheromone intensity of edge (i, j).
ηij = heuristic information of edge (i, j).
α = importance of the pheromone trail.
β = importance of heuristic visibility.
There are two phases of Step 4: local updation and global updation. The

pheromone, τ ij, related with edge joining node i and j updated locally by using
Eq. (2). After that to enhance pheromone concentration on edge, updated globally
by using Eq. (3).

τi j = (1 − ρ) · τi j + ρ · τ0 (2)

where
τ ij = pheromone value associated with edge (i, j).
τ 0 = initial pheromone value.
ρ = evaporation rate.

τi j ← τi j + (1 − ρ) · τi j + �mk − 1�τ k
i j (3)

where
ρ = evaporation rate.
�τ k

i j = pheromone amount laid on edge (i, j) by ant k.
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Table 1 Similarities between networks and ants

S. No. Parameters Networks Ants

1. Physical structure Unstructured, dynamic, distributed -Do-

2. Source of route Requests are sent from the source
to get neighboring information and
then build new routes

Pheromones are used to
construct new routes

3. Multipath support Single path, partially multipath -Do-

4. Basic structure Self-configuring and
self-organizing

-Do-

5. Goal To find the shortest path -Do-

τ k
i j =

{
q
Lk

If kth ant uses edge (i, j) in its tour

0 Otherwise

q is constant, and Lk is the length of trip of kth ant. The ants behave like data
control packets, whose task is to discover a path connecting the source and destination
pairs and gather information about it. There are a lot of similarities among networks
and ants as shown in Table 1. Thus, the general characteristics of ants make them
suitable for routing in MANETs.

3 Taxonomy of ACO-Based MANETs Routing Protocols

We categorize ACO-based routing protocols into various categories with regard
to their services and design purposes such as QoS-based ACO routing protocols,
location-based routing protocols, security-based ACO routing protocols, and power-
based ACO routing protocols. Figure 2 shows the taxonomy of ACO-based routing
protocols in detail. Quality of services is defined as the parameters which affect the
performance of any networks. The basic parameters of QoS constraints are:

1. Delay (s)
2. Jitter (s)
3. Bandwidth
4. Throughput (bit/s)
5. Routing overhead
6. Packet delivery ratio (PDR).

To maintain QoS [8], a service can be characterized by a set of significant require-
ments while sending data packets from one node to another node such as maximum
throughput, minimum bandwidth, minimum delay, minimum jitter, maximum PDR,
and less routing overhead. To support real-time application, it is necessary to support
all these above QoS parameters in network environments. In this paper, we discuss
various QoS-based ACO routing protocols in MANETs.
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Fig. 2 Taxonomy of
ACO-based MANETs
routing protocols

4 Review of QOS-Aware ACO Routing Protocols

Due to the dynamic nature of topology and the limitation of bandwidth in MANETs,
it is also necessary to maintain QoS constraints while searching the shortest paths.
Conventional methods like DSDV [9], DSR [10], AODV [11], OLSR [3], and ZRP
[12] are used to search the shortest path. But these methods take more time to obtain
the optimal path. Many authors get inspired from the pheromone concept of ant
colony algorithm to choose the paths on the basis ofQoS constraints [13–19]. Figure 3
shows the types of routing protocols based on ACO.

AntNet was the first ACO-based routing protocol proposed byDi Caro andDorigo
[20, 21]. In this method, FANTs and BANTs are used to keep routing information
and network status in routing tables. However, the routing information in AntNet
takes more time to propagate. Ant colony-based routing algorithm (ARA) [22] is
introducedbyGunes et al.whichdepends on swarm intelligencemethods. It generates
similar results as DSR along with reduces routing overhead. But it is not true in case
of high mobility.

“Ant routing algorithm formobile ad hoc networks (ARAMA)” [23] is a biological
inspired proactive routing protocol proposed by Hussein and Saadawi where FANTs
collect information about networks and BANTs keep informed the routing informa-
tion. This algorithm considers delay and hop counts as QoS constraints. AntHocNet
is a versatile nature-inspired algorithm which is proposed by Di Caro et al. [24]. It
is a combination of reactive and proactive routing multipath algorithm having six
types of ants: PFANTs, RPANTs, RBANTs, RPFANTs, and RPBANTs. This routing
algorithm beats AODV but generates high routing overhead. ADSR is proposed by
Asokan et al. [25] to support QoS parameters such as bandwidth, delay, and residual
energy. ADSR produces improved results over DSR for PDR, delay, and residual
energy at the node. However, routing overhead of ADSR is to some extent higher
than DSR. PACONET routing algorithm is based on the principles of ACO algorithm



334 P. Kumari and S. K. Sahana

Fig. 3 Types of ACO-based
routing protocols

proposed by Osagie et al. [26]. In PACONET, FANTs explore the routes and BANTs
also update pheromone value in the reverse direction of FANTs. The performance
of PACONET is improved than AODV but the PDR is the same as compared to
AODV. HOPNET is introduced by Wang et al. [27] which is based on ACO and also
used the combined features of ZRP and DSR. It uses ZRP framework which outper-
forms AODV. However, routing overhead of HOPNET decreases as the network size
increases. ARMAN [28] is an ant-based routing protocol which improves QoS in
terms of bandwidth and delay in high mobility cases. Khosrowshahi-Asl et al. [29]
introduced switched ACO-based multi-path dynamic source routing (SAMP-DSR).
It is based onACO algorithm as well as conventional DSR algorithm. It is having two
components: ACO-based component and path discovery component. It improves the
results of the dynamic network through switching approach. AMQR [30] based on
ACO is a reactive routing protocol proposed by Deepalakshmi and Radhakrishnan. It
considers PDR, delay, and routing overhead as QoS constraints. The AMQR outper-
forms AODV and AntHocNet but generates high routing overhead. QAMR [31] is
introduced by Krishna et al. which is based on ACOwhere the route is selected based
on the stability of the nodes and the path preference probability. Routing overhead
of QMAR is higher than ARAMAN and AODV. AMAR [32] is a hybrid multipath
ACO-based routing protocol proposed by Samadi andBeigy. It considers PDR, delay,
and routing overhead as QoS constraints. The AMAR outperforms AODV, OLSR,
and AntHocNet but generates high routing overhead. QoRA [33] is proposed by
Al-Ani and Seitz which is based on ant colony optimization and Simple Network
Management Protocol (SNMP). The QoRA outperforms AODV and CLWPR but
consumes more energy and bandwidth.
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5 Comparative Analysis

Asimulationparameter comparative analysis of the reviewedprotocols is presented in
Table 2. From Table 2, we conclude that NS2, OMNET++, GloMoSim, and QualNet
are used for the implementation of ACO-based routing protocols. Many researchers
considered three QoS parameters such as delay, packet delivery ratio (PDR), and
routing overhead (RO) for the evaluation of the performance of ACO-based routing
protocols.

6 Conclusion

Because of the dynamic and self-organizing characteristics of MANETs, to find out
the optimal route becomes a tedious challenge. Many researchers used ACO-based
routing algorithm to solve this problem due to two reasons: (i) There are a lot of
similarities between message packets and ants. (ii) ACO is used for optimization
problems especially, dynamic problems. In this paper, we have figured out to show
how various ACO-based routing protocols whose primary aim is to discover the
efficient path between the source node to the destination node. This research infers
that ACO approaches are very promising for route optimization in MANETs. After
reviewing it was concluded that using ACO algorithm of MANET protocols leads
to good results in end-to-end delay, PDR, and routing overhead. The performance
of ACO-based routing algorithm varies due to the initialization of the pheromone
value.
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A Novel NOR Gate-Based Dynamic
Power Gating Technique in SRAM

Abhishek Nag, K. Ruchira Reddy, Nilanjana Majumder,
Elizabeth Debbarma, and Sambhu Nath Pradhan

Abstract An autonomous power gating technique is implemented in static random-
access memory (SRAM) in this paper tominimize leakage power dissipation. SRAM
cells are the most predominantly used programming technology which is used
for storing configuration bits in programmable devices like FPGA. The proposed
approach extracts information from the operation of the SRAM and automatically
generates the criteria for gating. The design and simulation of the SRAM have
been carried out in Cadence Virtuoso spectrum and resulted in a maximum of
74.24% power savings. The access time associated with our technique is minimal.
A comparison with prior works indicates the effectiveness of our technique.

Keywords Power gating · Leakage power · SRAM · FPGA · Access time

1 Introduction

In the present generation, the implementation of special-purpose processors [1, 2] is
one of the main applications of field-programmable gate arrays (FPGA). However,
the excessive power dissipation of FPGAs compared to ASIC creates a barrier to its
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popularity. Static random-access memory (SRAM) [3] is used to store the data in a
programmable device and allow the end user to read from it as well as write into it.
SRAM-based field-programmable devices constitute a significant number of SRAM
cells to store the configuration bits. Hence, along with the internal blocks of the
programmable devices, reducing the power dissipation associated with SRAM will
further increase the efficiency of the device.Moreover,with the scaling of technology,
low-power techniques in VLSI circuits [4] have become the need of the hour.

A gate leakage current reduction technique in SRAM cell is presented in [5].
Authors in [5] achieved the leakage reduction by implementing a dynamic voltage
scaling technique, presented in Fig. 1. The basic logic in the concept of NC-SRAM
structure in [5] is the enabling of multiple ground levels to the memory cell by virtue
of the pass transistors NC1 and NC2. Gate leakage currents of the cell are reduced
by the effect of positive voltage (virtual ground). During the transition of the SRAM
cell to idle mode from active mode, word line (WL) changes from ‘1’ to ‘0’ causing
the gate voltage of NC1 to become 1, and thus NC1 becomes active and the source
voltage of NC1 becomes VS, which is greater than VSS.

As a result, voltage difference and consequently Gate leakage current is reduced.
The design and analysis of two different low-power SRAM cell structures are
presented in [6]. Gate voltages for the NMOS pass transistors are reduced in the first
cell structure (IWL-VC SRAMCELL), hence lowering the gate leakage current. The
ground level is increased during the idle (inactive) mode, correspondingly reducing
the sub-threshold leakage current. The IWL-VC SRAMCELL is presented in Fig. 2.
A new pass transistor ‘P3’ is introduced in the earlier NC-SRAM cell with a view
to reducing gate voltages of the N3/N4 pass transistors. As a result, there is a simul-
taneous reduction of gate tunneling as well as sub-threshold currents. In order to
further minimize the gate leakage current, PMOS pass transistors are introduced in
the second cell structure (PP–SRAM). The concept of PMOS pass transistor SRAM
structure is introduced in this technique, which results in lower gate leakage current
in comparison with a normal SRAM cell.

Fig. 1 Low-power
NC-SRAM [5]
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Fig. 2 Low-power IWL-VC
SRAM [6]

The PMOS transistors P3 and P4 replace the NMOS transistors N3 and N4 of
Fig. 2, resulting in reduced gate leakage current, since the PMOS transistor’s gate
tunneling current is lowering than that of NMOS [5].

In [7], authors proposed a design of SRAM cell (TG8T) based on transmission
gates that consisting of 8 transistors. The proposed design in [7] is presented in Fig. 3.

A concept of differential operation is introduced in TG8T technique, where a
PMOS is introduced in the architecture of a conventional 6T SRAM cell, parallel
with each of the access NMOS [3] represented by M5 and M6 in Fig. 3.

Fig. 3 High-performance SRAM architecture in [7]
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A newapproach of implementing supply power gating [8] is proposed in thiswork,
which aims at reducing leakage power dissipation as well as retains the data stored
in the SRAM. A NOR gate-based power gating logic is introduced which effectively
reduces the total power consumption of the SRAM by approximately 74.24% with a
minimal increase in delay. The information required for gating is obtained from the
knowledge of bit lines and word lines of the SRAM and automatically generates the
criteria for gating the supply voltage.

2 Operation of 6T SRAM Cell

The basic 6T SRAM cell uses the idea of two inverters cross-coupled to each other
by virtue of 4 transistors, as shown in Fig. 4. In this particular structure, there are two
stable states equating to the logic ‘1’ and ‘0’ states. 2 more transistors are needed
in the SRAM structure, which acts as the access control for the memory cell. As a
result, 6 transistors are required to form the SRAM structure, and hence, it is termed
as a 6T memory cell. In figure, WL is the word line used to control the transistors
M5 and M6. The bit lines are ‘BL’ and ‘BLB’ which are used as I/O lines. M1, M2,
M3, and M4 form the memory part, and the data stored in it is accessed through M5
and M6 transistors. The BL and BLB lines are connected to a sense amplifier, which
reads the final stored value (either 1 or 0).

Normally, SRAM operation is governed by three modes, namely standby mode,
read operation, and write operation.

Fig. 4 Transistor-level architecture of 6-T SRAM cell
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Standby Mode In this mode, the access transistors M5 and M6 are shut down by
virtue of a low ‘WL’. Hence, the cross-coupled inverters are separated from the bit
lines, but still keep on reinforcing each other until the power supply is disconnected.

Read Operation During read operation, WL is asserted 1. Bit lines BL and BLB
act as output lines. The word line WL now allows the connection between cell and
bit lines through the 2 transistors M5 andM6, which are known as access transistors.
The bit lines ‘BL’ and ‘BLB’ have been pre-charged to VDD. Initially, we assume
Q at VDD and QB at 0. As QB and BLB are at different potential, charge at BLB
discharges throughM5. Sense amplifier (comparator) gives output as 1 when BLB is
less than BL. Similarly, sense amplifier gives output as 0 when BL is less than BLB.

Write Operation During write operation, WL remains 1. BL and BLB now act as
input lines. BLB is now forced to GND. Let values stored at QB is assumed initially
to be VDD and Q is 0. As ‘QB’ and ‘BLB’ are at different potential, charge stored
at QB discharges through M5 and charges the BLB node to VDD; thus, gate voltage
of M3 decreases (lower than the threshold voltage of M3), M3 becomes OFF, and
M4 becomes ON. Thus, Q gets charged to VDD. Similar procedure is followed for
storing 0.

3 Proposed Approach

The method of power reduction method is based on introducing ‘NOR’ gates in 6T-
SRAM structure (NOR6T), resulting in lower power consumption when compared
to a normal 6T-SRAM cell. In order to decrease power consumption of the SRAM
cell, NOR gates NOR1 and NOR2 are connected and followed by two PMOS sleep
transistor, M7 and M8, as shown in Fig. 5.

M7 andM8 are connected to the 2 inverters of the SRAM tomake it work normally
when the word line (WL) is 1. When the SRAM is in standby mode, i.e., when WL
= 0, the inverter which is having output as 0 will be cut off from the power supply
so that unnecessary leakage power consumption will be minimized.

The detailed working principle of the proposed technique is explained below:

Read and Write Operation
During write and read operation, word line (WL) is asserted 1; bit lines BL and BLB
act as input and output lines, respectively. The memory cell remains connected to
the bit lines. NOR1 and NOR2 will have 1 as input in one terminal and either 1 or
0 as input in the other terminal (depending on the value at BL and BLB), leading to
outputs of both NOR1 and NOR2 as 0. As gate terminal input of M7 and M8 is 0,
the two inverters will operate normally as conventional 6T-SRAM.

Standby Mode Operation
During the standby mode, value ‘0’ is asserted to ‘WL’. Hence, the two inverters in
Fig. 5 get disconnected from bit lines, as the access transistors M5 and M6 remain
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Fig. 5 Proposed low-power NOR6T SRAM cell

switched off. NOR1 and NOR2 will have 0 as input in one terminal having input WL
and either 1 or 0 as input in the other terminal.

• When WL is 0 and BL is 1, NOR2 will have input as 0 and 1, leading to output
as 1, and as a result, gate terminal input of the PMOS (M8) will also be 0, and
hence, the inverter 2 in Fig. 5 will remain connected to supply voltage VDD.

• At the same time BLB is 0, NOR1 will have input as 0 and 0, leading to output as
1 and as a result gate terminal input of the PMOS (M7) will also be 1, and hence,
the inverter 1 will be disconnected from the supply voltage VDD, and the inverter
will be OFF.

• When WL is 0 and BLB is 1, NOR1 will have input as 0 and 1, leading to output
as 1, and as a result, gate terminal input of the PMOS (M7) will also be 0, and
hence, the inverter 1 will remain connected to supply voltage VDD.

At the same time, BL is 0, and NOR2 will have input as 0 and 0, leading to output
as 1, and as a result, gate terminal input of the PMOS (M8) will also be 1, and hence,
the inverter 2 will be disconnected from the supply voltage VDD and the inverter
will be OFF.

Thus, at a particular instant only one of the two inverters will be connected to
the supply voltage, leading to a significant amount of power savings during standby
mode. The NOR6T approach will result in a significant increase in area overhead for
a single SRAM. However, when a row and column of SRAM cells are considered
in an actual programmable device, multiple SRAM cells can be governed by the
same NOR gates and sleep transistors for gating, which will result in an acceptable
power–area trade-off. This is represented in Fig. 6.
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Fig. 6 Proposed low-power NOR6T technique in an array of 4 × 4 SRAM cells
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Fig. 7 Activation circuit of the proposed approach

The activation circuit in Fig. 6 is shown in Fig. 7. A single activation circuit can
control the operating mechanisms of all the SRAM cells that are fed with the same
WL, BL, and BLB.

As can be observed from Fig. 6, all the SRAM cells of the first column are
controlled by activation circuit 1, whereas the SRAM cells of second column are
controlled by activation circuit 2. Although the internal architecture of both the
activation circuit will be the same, only separate inputs will be considered (different
WL, BL, and BLB) for the generation of virtual VDD (VVDD).

4 Simulation Results

The design and simulation of the SRAM architecture are carried out in Cadence
Virtuoso spectrum at 45 nm technology. Figure 8 presents the simulation waveform
of a conventional 6T-SRAM.

In Table 1, the detail analysis of 6T SRAM and the proposed approach are
presented. In Table 1, average power, number of transistor, and write access time
are presented. It is observed from the table that significant power savings have been
achieved in our proposed technique.

On an average, around 74.24% power savings is achieved in our technique. The
delay associated with our technique is measured between inputs (BL and BLB) and
outputs (Q and QB), resulting in a minimal increase from normal 6T SRAM. The
delay analyzed is in terms of ‘write access time’ [3].

The NOR6T approach results in a significant increase in area overhead for a
single SRAM. However, when a row and column of SRAM cells are considered
in an actual programmable device, multiple SRAM cells can be governed by the
same NOR gates and sleep transistors for gating, which will result in an acceptable
power–area trade-off.

The detailed simulationwaveformof our proposed technique is presented in Fig. 9.
In order to evaluate the effectiveness of our proposed approach, a comparisonwith

prior techniques is being made and presented in Table 2. The prior works are also
being developed and simulated in Cadence virtuoso spectrum, to obtain an accurate
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Fig. 8 Simulation waveforms of 6T SRAM

Table 1 Power, area, and
delay analysis

Parameters 6T SRAM NOR6T

Average power (µW) 6.6 1.7

Area (number of transistors used) 6 16

Write access time (ns) Q & BL 4.599 4.614

QB & BLB 4.915 4.938

comparison. From Table 2, it is observed that our proposed techniques have resulted
in better power savings than all of the prior techniques.

The proposed approach in this paper is mainly low-power–low energy-oriented
and results in an increase in area overhead. Reduction of the excess area is kept as a
scope for future works.

5 Conclusion

An autonomous low-power technique is implemented in an SRAM cell in this paper,
with a view to minimizing the total power dissipation. The supply power gating
proposed in this work aims at reducing leakage power dissipation as well as the
retention of the stored data in SRAM.
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Fig. 9 Simulation waveforms of proposed NOR6T SRAM

Table 2 Comparison with prior works

Parameters Prior works Proposed
approach

NC-SRAM IWL-VC
SRAM

PP-SRAM TG8T
SRAM

NOR6T

Average power (µW) 5.594 11.04 16.03 11.78 1.7

Area (number of transistors
used)

8 9 8 8 16

Write access
time (ns)

Q & BL 5.594 4.789 4.599 4.594 4.614

QB & BLB 5.610 4.795 4.789 4.915 4.938

The proposed theory of the low-power strategy is to automatically disconnect the
power supply to the SRAM cell during periods of inactivity. The gating criterion is
automatically extracted from the knowledge of bit lines and word line of the SRAM.
By virtue of the proposed gating technique, an approximate of 74.24% of the total
power consumption of the SRAMhas been reduced, with an increase in delay of only
0.46%. A comparison with prior works indicates the effectiveness of our approach.
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Multi-level Encryption Based
on Fractional Fourier Transform, Double
Random Phase Encoding Combined
with Chaos, and Arnold Transform

Aarushi Shrivastava and Janki Ballabh Sharma

Abstract A novel scheme for colour image encryption using fractional Fourier
transform, randomphase encoding, and chaoticmapcombinedwithArnold transform
is proposed using software MATLAB R2016a. We use the logistic chaotic map for
diffusion. Scrambling along each layer is processed with replacement matrices by
chaotic system and Arnold transform. The three scrambled images are converted into
one-encrypted image by using double random phases. Proposed method provides
multi-layer security of the colour image in both intermediate (fractional) and time
domains. Simulation result verifies its efficiency and superiority in comparison to
the other related schemes. The various analysis results display that the keys used
are highly sensitive to their values, which is the indication to the high level security
of the algorithm. Moreover, additional keys used in the proposed scheme provide
more flexibility. While, statistical analysis result verifies its robustness against the
statistical attacks.

Keywords Fractional Fourier transform · Double random phase encoding · Arnold
transform

1 Introduction

With the growth of the computational and Internet technology, multimedia data is
more susceptible to the unauthorized distribution and manipulation. With the prob-
lems dealing with illegal data access over Internet and due to the high speed for
processing the data in parallel, the optical image encryption techniques have played
an important role in data security. The double random phase encoding (DRPE) was
proposed first [1] to encrypt the data using two different planes. Conventional DRPE
has been enhanced further to improve the security level by applying it with the frac-
tional Fourier transform (FRFT) [2], Fresnel transform [3], etc. However, somemore
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studies have been shown to chaos-based encryption methods in [7] which gives us
more randomness, security, sensitivity to initial conditions. Some amount ofwork has
been done on colour image encryption schemes. In [4], single channel colour image
encryption has been proposed by using discrete cosine transform in YCbCr space.
In [5], the colour image encryption is processed by using the multiple-order discrete
fractional Fourier transform and chaotic scrambling. In [6], the colour image is
encrypted by using logistic map and double random phase encoding but with limited
encryption keys.

Therefore, in demand to boost the security of transmitting image, we introduce
the sufficient amount of additional keys to it. In this paper, a multi-layer colour image
encryption scheme using double random phase encoding, fractional Fourier trans-
form, combined with chaos, and Arnold transform is presented. The main objective
of this paper is to propose a colour image encryption technique for the transmis-
sion over unsecure or secure network. Firstly, we applied the fractional Fourier
transform (FRFT) on each component. Secondly, the chaotic-based scrambling is
performed along with Arnold transform with the different iterations which severs
as an additional key. Finally, the double random phase encoding is used to obtain
one encrypt image through three scrambled images. The comparative results show
its resistivity through exhaustive attack and the secure transmission of data in both
time and frequency domains.

2 Preliminaries for Proposed Work

2.1 2D-Coupled Logistic Map

The two-dimensional-coupled Logistic map [7] is described mathematically as
follows: {

Xm+1 = μ1Xm(1 − Xm) + γ1Y
2
m

Ym+1 = μ2Ym(1 − Ym) + γ2(X
2
m + XmYm)

(1)

The system is chaotic when 2.75 < μ1 ≤ 3.4, 0.15 < γ1 ≤ 0.21, 2.7 < μ2 ≤ 3.45
and 0.13 < γ2 ≤ 0.15 and generate chaotic sequences X, Y in the interval (0, 1).

2.2 Double Random Phase Encoding

This property comprises of the two random phase masks which are in the input and
Fourier planes [1].

Let the (x, y) and (u, v) denote the space and Fourier plane coordinates. The
original image f (x, y) is multiplied by the random phase function ψ(x, y) and is
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afterward Fourier transformed. In following step, the output obtained is for the second
time multiplied by the another phase mask ϕ(u, v) and inverse Fourier transform is
accomplished on the image. Both the sequences are statistically independent to each
other.

2.3 Fractional Fourier Transform

The fractional Fourier transform [2] is a simplification of the ordinary Fourier trans-
form with an order of parameter ‘n’. The nth order FRFT, fn(xn) of a function f (x)
is defined as

fn(xn) = Fn{ f (x)}(xn) =
∞∫

−∞
Kn(x, xn) f (x)dx

The kernel is known as

Kn(x, xn) =
⎧⎨
⎩

χϕ exp{ jπ(x2 cot ϕ − 2xxn + x2n cot ϕ)}, 0 < |n| < 2
δ(x − xn), n = 0
δ(x + xn), n = ±2

(2)

χϕ = exp
[− jπ(sgn(sin ϕ))/4 + jϕ/2

]
, ϕ = aπ/2

Here, x and xn signify the input and the output (nth order) fractional domains.

2.4 Arnold Transform

It is used to shuffle the pixel position of two-dimensional-squared database.
Arnold transform of an image f (x, y) with dimensions of N × N pixels which is
mathematically defined as:

(
x ′

y′

)
= ART[ f (x, y), N ] =

(
1 1
1 2

)(
x

y

)
(modN ) (3)

where (x, y) denotes the pixel position of original image and (x′, y′) denotes the pixel
position of the scrambled image after the ART operation is done.
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3 Proposed Work

The proposed color image encryption scheme has been depicted in Fig. 1 and the
brief steps are summarized as follows:

Step 1: First, apply the FRFT to the original image I on each component of it
with the different fractional orders given as (α1, α2) for red, (β1, β2) for green,
(ϑ1, ϑ2) for blue as shown in Fig. 1.
Step 2: Now, to generate the random numbers, we iterate the logistic map of (1)
for 3N × N times. For every single iteration, we obtain the xi and yi , then these
values are treated to acquire the sequences P, L, Y, Z as shown below

P = 10K xi − floor(10K xi ),

L = 10K yi − floor(10K yi ),

Y = floor
(
(10K xi − floor(10K xi ))10

K
)
mod 256

Z = floor
(
(10K yi − floor(10K yi ))10

K
)
mod 256 (4)

Fig. 1 Proposed diagram of encryption scheme
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Step 3: Now, to obtain the scrambling matrices through random numbers, we take
the sequence P and L and arrange them in ascending order, that gives us the new
vector as P′ and L′ now divide vector P by P′ and L by L′ So, through which we
obtain the six scrambling matrices, i.e., A1, A2 . . . A6.
Step 4: By taking the sequences P and L obtained from Step 1, we obtain two
random phase masks of size N × N, namely Q and V as shown below:

M1(x, y) = ei2πQ (5)

M2(x, y) = ei2πV (6)

Step 5: Now, the sequences Y and Z are used to constructH and Bmatrices which
are used for diffusion of colour image as demonstrated below:

K (m, n, k) = ((I (m, n, k) + H(m, n, k)) mod 256) ⊕ B(m, n, k) (7)

Here, m, n = 1, 2, … 256 and k = 1, 2, 3. The exclusive OR operation bit by bit
is indicated by the symbol ⊕.
Step 6: Thematrix K (m, n, k) is converted intoRGB components and scrambling
is done by using the scrambling matrices separately.

⎧⎪⎨
⎪⎩

R1 = A1 × KR × A2

G1 = A3 × KG × A4

B1 = A5 × KB × A6

(8)

Step 7: Normalization is done on to each component.
Step 8: To enhance the security, all three components are scrambled using Arnold
transform with iteration numbers asm1,m2,m3 and are converted into R2,G2, B2.
Step 9: Now, the components in Step 8 are combined as the amplitude and phase
part so as to achieve the complex image C1 as shown below:

C1 = G2e
i2πR2 (9)

Step 10: Now, C1 is multiplied by the random phase mask M1 with the 2D fast
Fourier transform (2D-FFT) on it which separates into two parts as presented
below:

J1 = amplitude{F[C1M1]}
P1 = phase{F[C1M1]} (10)

where F [] represent 2D-FFT.
Step 11: By repeating again the Step 9, combine J1(x, y) as amplitude and B2(x, y)
as phase; thus, we obtainC2(x, y), now repeat the Step 10 byM2(x, y), after which
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Fig. 2 Proposed diagram of decryption scheme

we subsequently perform 2D inverse fast Fourier transform to obtain amplitude
J2(x, y) and phase part as P2(x, y).
Step 12: Finally, concatenate the matrices P1(x, y)P2(x, y)J2(x, y) to achieve
the encrypted image.

Decryption is achieved by reversing the above procedure in which we have
encrypted the image. Moreover, by performing the inverse of FRFT with the frac-
tional orders (−α1,−α2) for red, (−β1,−β2) for green, (−ϑ1,−ϑ2) for blue as
shown in Fig. 2 to get the approximated image.

4 Computational Results

We have proposed and stimulated the encryption algorithm on colour image Lena
with 256× 256 pixels as shown in Fig. 3. For convenience, the initial conditions used
in logistic map are set to x0 = 0.0215, y0 = 0.57, z0 = 0.3, μ1 = 2.93, μ2 = 3.17, γ 1

= 0.19, γ 2 = 0.139, λ = 3.99. Experiments are performed for better performance
of proposed scheme for different fractional orders of (α1, α2), (β1, β2), (ϑ1, ϑ2) as
(0.5, 1.5), (0.6, 1.4), (0.7, 1.3). The iteration numbers of the Arnold transform m1

= 5, m2 = 6, m3 = 4 which are used for scrambling. By the use of these keys, the
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Fig. 3 Encryption and
decryption of respective
Lena image of the proposed
scheme with its original
image (a), encrypted image
(b), decrypted image (c)
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original image is encrypted as shown in Fig. 3b. The decryption is done by using
(−0.5, −1.5), (−0.6, −1.4), (−0.7, −1.3) fractional orders and are processed to get
the decrypted image as displayed in Fig. 3c.

4.1 Key Space Analysis

Agood algorithm should include the large key space which is big enough tomake the
brute force attack ineffective. In our scheme, the fractional orders, Arnold transform
parameters with chaotic scrambling matrices are used as the encryption keys. Here,
the key parameters used are given as (x0, y0, z0, μ1, μ2, γ 1, γ 2, λ), (α1, α2), (β1, β2),
(ϑ1, ϑ2) as fractional orders andm1,m2,m3 as Arnold transform iterations, which are
all used as 64 bit double precision key. So, the key space is 2(64)17, i.e., 21088 which
is good enough to protect the data from the brute force attacks when compared to
the advanced encryption standard (AES) encryption algorithm with the key space as
2128 (Fig 4).

4.2 Sensitivity Analysis

Here, the sensitivity analysis for Lena color image is performed by altering the
fractional order of red component (0.5, 1.5) by (0.2, 1.3), keeping other orders correct
the image is not decrypted correctly as shown in Fig. 5a. Similarly, for green and
blue, if we change (0.6, 1.4) by (0.7, 1.7) and (0.7, 1.3) by (0.8, 1.5), we are unable
to get the correct image shown in Fig. 5b, c. Now, if we use wrong Arnold keys at its
inverse asm1 = 6,m2 = 3 andm3 = 4, then the decrypted image is shown in Fig. 5d.
So, here, in the sensitivity of the cipher keys results in good and secure cryptosystem.

The proposed technique has been numerically evaluated. The mean square error
of the proposed technique is 4.8× 10−04 between plain and decrypted image. Table 1
shows the computed PSNR value of the proposed technique is better than the algo-
rithms used in [4–6] which truly indicates the quality approximation between the
recovered image and the original image.

4.3 Statistical Analysis

1. Histogram Analysis

It is observed from Fig. 4a–f that the histogram of the encrypted image and orig-
inal football image is much different from each other. Hence, it is difficult for an
unapproved user to obtain any valid information by unfair means from its statistical
property. Figure 4 shows the comparison of histograms before and after Lena image
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Fig. 4 Histograms of a red, c green, e blue components, of original image, b Red, d green, f blue
component of encrypted image
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Fig. 5 Image decrypted using incorrect keys a when the fractional order of red is incorrect keeping
all others same. Similarly for b green and c blue, d incorrect Arnold keys

Table 1 Comparison of peak signal-to-noise ratio between decrypted and original images

Proposed algorithm Luo et al. [5] Wu et al. [4] Huang et al. [6]

PSNR 43.2 dB 37.11 dB 37.023 dB –

encryption. It can be seen from the figure that the encrypted histogram is relatively
uniform, effectively masking the distribution of the pixels in the plaintext image,
making the statistical analysis even more difficult.
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Table 2 Correlation coefficients of original and ciphered images

Scheme Horizontal Vertical Diagonal

Proposed Original image R 0.9993 0.9996 0.9989

G 0.9480 0.9991 0.9974

B 0.9980 0.9994 0.9985

Encrypted image R −0.0080 0.0190 0.0143

G −0.4887 −0.0259 0.0105

B −0.0091 −0.0259 0.0105

Huang et al. [6] Original image R 0.9566 0.9812 0.9295

G 0.9432 0.9695 0.9199

B 0.9269 0.9586 0.9020

Encrypted image R 0.0027 −0.0013 0.0039

G 0.0034 −0.0034 0.0021

B 0.0046 0.0038 0.0031

2. Correlation Analysis

To test it, we have randomly selected the 10,000 pairs of two adjacent pixels from
an image. Calculated correlation coefficients of images are shown in Table 2 in
comparison with [6] which demonstrates that nearby pixels in input images are
strongly matched and are near to 1. However, for the encrypted images, correlation
coefficient are low and approximately near to 0 which defines that our scheme is
more secure and nearby pixels are weakly matched.

5 Conclusion

This paper demonstrates a secure colour image encryption technique using fractional
Fourier transform, double random phase encoding and each component undergoes
scrambling by using chaotic system and Arnold transform separately. There exists
not only the single layer of security but provides themulti-layer security of the colour
image. Moreover, if there is no information of keys used at different layers its unruly
to decrypt the image because all keys and positions used are very sensitive to its own
values. So, the presented technique is sensitive to encryption keys, resistible to the
statistical attacks, and the value of peak signal-to-noise ratio is good enough to have
a secure transmission.
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SEPIC-Boost CSCCC-Based SPWM
Inverter with MPPT Technique

Debarati Banerjee, Sarbojit Mukherjee, and Rajarshi Dhar

Abstract In this paper named ‘SEPIC-Boost CSCCC-based SPWM Inverter with
MPPT Technique’ a new design is proposed which uses PV panel to extract power
from solar energy. Itsmain aim is to extract power from single solar PVpanel forMLI.
It also uses a SIMO-SEPIC-CSC combination converter in between the PV panel and
theMLI. As the conventional methods, two-staged power conversion is implemented
and along with this, it has a SIMO-SEPIC-CSC combination converter to generate
inverter input. To improve efficiency and make it more reliable, MPPT tracking is
employed which helps in drawing of maximum power from the PV panel. Simulation
is done in MATLAB/Simulink 2016A. Results are displayed as a verification of the
proposed idea.

Keywords PV panel ·MLI ·MPPT · SIMO-SEPIC-CSC combination converter

1 Introduction

In terms of power generation compared to any other forms of renewable energy
resource, solar panels are more frequently used. This popularity of the solar energy
owes to the fact that it is plenty and hence is freely available also that it is void of
pollution and noise. There is also a high increase of the rate of usage [1].

There are three stages for generation of power, i.e., solar energy is sent for the
DC-to-DC conversion which is in turn sent for the DC-to-AC conversion [2]. Other
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proposals include mainly two stages of conversion which uses DC-to-AC conversion
from solar energy with a DC-link capacitor used in between the two stages [3, 4].
This has a disadvantage in which the equipment is made expensive and heavy which
is unsuitable for any types of applications. In a multilevel inverter from only one
solar panel, seven levels can be developed. An inverter consisting of nine levels can
also be developed but there is a disadvantage of asymmetrical configuration leading
to uneven switch stress [5]. As the total number of levels of the voltage increases
the number of solar panels required also increases which make the design heavy and
expensive added to which MPPT algorithm is used to all the panels which create
several problems. Unbalance in current and voltage occurs when distributed MPPT
algorithm is implemented [6, 7].

For step up or step down of the voltage or current, DC-to-DC converter is used
which naturally includes boost converter or buck-boost converter or SEPIC converter
andmany others. Combination of any two converters can also be used for applications
of high-level devices. Dual input and dual output topologies are also available but if
implemented with combination of converters then the complexity is increased.

This paper which is presented is successful in overcoming the above mentioned
disadvantages and it also extends from three levels to higher voltage levels while
drawing power from a single solar panel.

2 Analysis and Design of the Proposed System

This system consists of a PV panel, a SIMO-SEPIC-CSC combination converter and
a DC-to-AC converter which is a SPWM inverter [8].

2.1 MPPT Algorithm

Using the MPPT algorithm as in Fig. 1, system efficiency of extraction of maximum
power from PV panel can be enhanced. Among the different methods that can be
used, the algorithm of perturb and observe is being implemented here for reliability
and enhancement of efficiency.

As the name suggests, the controller changes voltage of the panel each time and
the power is measured and further adjustments are done if the power increases again
till the power becomes constant. Hence, in perturb and observe method, observation
of the change in power is done each time. This is the most commonly used method
but oscillations in the output power can be observed.
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Fig. 1 Perturb and observe algorithm

2.2 Control Mechanism

Sinusoidal pulse width modulation (SPWM) technique is used for controlling the
switches of the inverter as in Fig. 2.

2.3 SIMO Converter

Here, we are using non-isolated single switch DC-to-DC converter. Two output-type
DC-to-DC converter configurations are obtained using combination of non-isolated
single inductorDC-to-DCconverter like boost [9, 10], canonical switching cell (CSC)
[11, 12], Zeta converter [13, 14] using two-inductor topology.

There are two different modes of the operation of DC-to-DC converters:

(i) Continuous Conduction Mode (CCM)
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Fig. 2 Sinusoidal pulse width modulation

Here, current through the inductor of the converter circuit is continuous. InCCM, it
enables load regulation as there is no load dependency observed in theDC conversion
ratio (Fig. 3).

(ii) Discontinuous Conduction Mode (DCM)

Here, current through the inductor of the converter circuit is discontinuous. In the
basic and derived topologies for the same output power, peak currents and root-mean

Fig. 3 Boost converter
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Fig. 4 SEPIC converter

Fig. 5 CSC converter

square (RMS) currents are larger in DCM than in CCM. As a result of this, higher
conduction path power losses is observed and also a high ringing.

ASEPIC-Boost CSE combination converter (SE-Bo-CS-CCC) is the combination
of boost converter (as in Fig. 6), SEPIC converter (as shown in Fig. 4), and a CSC
converter (as shown in Fig. 5). The conversion relations are described as the ratio of
the output DC voltage (V o) to the input DC voltage (V g) in steady-state conditions.
Ripples magnitude with small and lossless switching are taken as analogues to their
respective components, where R is the load resistance attached to the converter. The
tendency of a converter to operate in DCM is given by the dimensionless parameter
K. CCM results from large values of K while DCM results from small values of K
(Table 1).

This is a converter configuration with three outputs. These combined converters
provide voltage which is a DC and bipolar one and an higher output voltage than the
corresponding input voltage. The simulation diagram of the SIMO SEPIC-Boost-
CSC combination converter is shown as in Fig. 7.

2.4 SIMO-Based SPWM Inverter

The output from the DC links behaves as the inverter source which is cascaded
according to the requirements. With this model, output voltage of three levels has
been shown as in Fig. 8. SPWM is used for generating the gate signal.

Figure 9 shows the proposed converter’s SIMULINK model. Hence, the figure
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Fig. 6 SIMO SEPIC-boost-CSC combination converter

Table 1 A summary of characteristics of basic non-isolated DC–DC converters

Converter Output type Features

Boost Step-up and non-inverted output • High efficiency
• Simplicity
• Discontinuous input current
• Continuous output current

SEPIC Non-inverted and step-up output • High efficiency
• Continuous input current
• Discontinuous output current
• High peak output current in power
components

CSC Step-up-down inverted output • Less number of passive components
• High electrical stresses on the switch
• Continuous input current
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Fig. 7 Simulation diagram of SIMO-SEPIC-CSC combination converter

shows the model for a three-level inverter using SIMO-SEPIC-CSC combination
converter, a PV panel, and the MPPT algorithm [15, 16].

3 Simulation Results

The simulation results of different characteristics are presented to support and
validate the ideas presented in this paper as shown below.



372 D. Banerjee et al.

Fig. 8 SPWM Inverter of three levels based on SIMO

Fig. 9 Simulink model for SIMO SEPIC-Boost-CSC combination converter
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3.1 MPPT Pulse Input

3.2 SEPIC Converter Output

3.3 Boost Converter Output
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3.4 CSC Converter Output

3.5 Voltage Across Inductor L1

3.6 Voltage Across Inductor L2
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3.7 Voltage Across Inverter Load

3.8 SPWM Pulse

After the simulation of the circuit in MATLAB, we find DC–DC SEPIC converter
output voltage is 11 V. The peak voltage of the boost converter output is 34 V. From
the DC–DCCSC converter we are getting 7.1 V. The Inductor L1 is getting charge up
to 14 V. The peak voltage across Inductor L2 is 8 V. The voltage across the Inverter
load is 85 V.

4 Conclusion

Multiport converters are capable of interfacing or connecting to different sources and
ports. In Fig. 6 the circuit diagram shows themultiple outputs of the converter inCCM
mode of operation where the three different outputs are in three different modes. The
first terminal voltage (across R4 load) is in buck mode, the second terminal voltage
(across R3 load) is in the boost mode and the third terminal voltage (across R2 load)
is in buck-boost mode. Thus, from a single input, we get three different outputs and
thus can be used to drive three different circuits. The paper presented here proposes
a system with an inverter connected to one of the outputs of the SIMO system and
thus AC loads can also be driven with this system.
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In conventional [17] and modified [18, 19] SEPIC converters, the topology is
constructed such that the systems have single input single output (SISO). In compar-
ison to that system, our proposed topology has single input and multiple outputs
(SIMO). The main advantage of this system is that multiple loads can be driven
from the same source keeping all the properties of the boost converter constant. As
presented in [18], the system mentioned uses voltage doubling circuits which uses
only a single inductor or normal boost converter logic, whereas in our topology, we
have used a SEPIC converter with double inductor to have a stable DCwith workable
amount of current at the output. Thus, the novelty of our circuit mainly focuses on
the multiple output system with different load-driving capacity with constant current
output.
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A Fuzzy Logic Approach for Software
Cost Prediction

Farha Masroor, Vandana Bhattacharjee, and Debjani Mustafi

Abstract Software cost prediction is the technique of accurately evaluating the
amount while developing the software. Estimation involves the total time required
for the completion of the software, effort required that is measured in terms of person
permonth (PM), and the total cost to complete the activity. Accuracy and duration are
the two desirable criteria in the software estimation process. In software estimation
process, there are several inputs that are being fed to the system and these inputs are
used for the generation or calculation of the set of outputs. The important work of
the software project managers in the present scenario is the computation of cost or
effort before the absolute advancement of any particular software. There are several
methods applied for software cost estimation but we will focus on the fuzzy logic
which is a soft-computing method. We feel that model which is based on fuzzy logic
for the software cost estimation should be able to give the uncertain values rather
than other models which give precision and certain values and the results based on
fuzzy logic model will be more accurate than other models. In this research paper,
we have developed the fuzzy logic model by taking several inputs and membership
functions, also the fuzzy rules have been deduced by expert-knowledge with the
help of MATLAB’s Fuzzy logic toolbox and the results are then compared with the
multiple regression model using SPSS Tool upon desharnais data set which gives
less accuracy than fuzzy-based model.
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1 Introduction

Accuracy and duration are the most important tasks for the software projects. In
the past history, several researchers have already worked in the field of software
computation to advance the efficiency and several techniques have been developed.
This paper deals with soft-computing technique which are used for approximate
models. Soft computing replaces the hard computing technique as it is less time
consuming with more intelligent processing systems. Fuzzy-based model is one of
the soft-computing techniques which we will focus in this paper.

1.1 Fuzzy Logic

It is a path for computing based on “degree of truth.”It follows the concept of truth
that is partial. It is not based on modern computer that gives values either “true” or
“false”(1 or 0). Fuzzy systemshave the edgeof better performance, great productivity,
simplicity, and lesser cost. Membership function plays vital role in fuzzy system as it
represents the “degree of truth” in fuzzy logic. It defines whether all the information
and elements in the fuzzy set are discrete or continuous. Basically, there are four
membership functions: Triangular, Gaussian, Trapezoidal, and Singleton. It is very
difficult to choose the correct set of membership functions for a particular fuzzy
model. In this research work, we will use trapezoidal and triangular membership
functions and have taken five membership values as very low, low, medium, high,
and very high.

1.2 Fuzzy Rules

Fuzzy rules are the rules that are produced by human expertise brains. It may
vary from person to person as different person will think differently and with their
own brains, they can generate fuzzy rules accordingly. Fuzzy rules are basically
‘IF’,’THEN’ rules.

1.3 Fuzzy Logic System

It has four important parts:

1. Fuzzification: It is the process of converting the crisp value that is non-fuzzy
input values to fuzzy data.

2. Rule-Based System: Rule-based system mean the rules that are used for the
process (IF-THEN rules). Fuzzy IF-THEN rules basically connect m-conditional
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variables to n-consequent variables in the form: IF (X1 is A1 and … Xm is Am)
THEN (Y 1 is B1 and … Yn is Bn) Where: Linguistic terms are A1 …, Am and B1

…, Bn and Linguistic variables are (X1 …, Xn and Y 1 …, Yn) “Ancedent” is the
IF part, and “Consequent” is THEN part.

3. Inference Rule: These are the IF-THEN rules, which are carried out in fuzzy
inference system and then the rules that will be fired according to the data set
are the final fired rules which will be applied in the inference system to get the
result.

4. Defuzzification: It is the technique to convert the fuzzy values to original
values. The rest of the paper is coordinated as such: Segment 2 as Literature
Review, Segment 3 consists of Proposed Framework, followed by Segment 4
as Experimental Results, Conclusion as a part of Segment 5 and Segment 6 as
References.

2 Literature Review

Bedi and Singh [1] have compared the fuzzy logic approach with the COCOMO
Models and have shown the accuracy by evaluating the MRE% and MMRE%. The
data set that is used in this research paper is the Promise data set. The fuzzy infer-
ence system is based on Mamdani approach. Five input parameters and one output
parameter are taken which is used for prediction of software effort. With different
input/output parameters, different linguistic variables are taken. Based on linguistic
variables and parameters, four different fuzzy rules are considered. The result with
the COCOMO Model is MMRE% of 25.604 which has much higher % than fuzzy
logic approach of MMRE% of 17.613. Dizaji and Gharehchopogh [2] have evalu-
ated the price of software projects as per the meta-heuristic algorithms and the data
set of NASA has been taken for further research. At first, the classification of the
projects is done according to the project type. After the classification process, the
ACO and the COA algorithm are used for the cost estimation of software projects.
In ant colony optimization (ACO) technique, the ants are proficient enough to find
the shortest path with the help of concentration level of pheromones. When an ant
moves, it leaves some concentration level of pheromones in the ground, and reaches
its final destination. The other ants when moves forward follow the same path with
the help of pheromones and moves in the direction which has more concentration
level of pheromones. This way they find the shortest path and is called ACO tech-
nique. Chaos optimization algorithm (COA) is done with the help of iterative maps.
The experimental results say that the performance increased when ACO algorithm
is combined with COA. Also, MARE for COCOMOModel is 0.29% and 0.078% is
the MARE with proposed technique(ACO combined with COA) which proves that
there is an improvement in the estimated costs of software projects. An optimized
fuzzy logic framework for the researchwork has been used by Sharma andVerma [3].
Many research works have proved that techniques involving COCOMOModels give
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poor results but in this paper, the framework is built upon COCOMO-81 and interme-
diate COCOMO is used. To get the exact size of software projects is very difficult in
COCOMOModel as it doesn not consider the projects not lying exactly in any of the
three categories(organic, semi-detached, and embedded), so fuzzy logic approach
is used for improvement in the results. Gaussian membership function is used for
software development mode and effort. For the development of fuzzy rules, the basic
components of COCOMO Model are used. Triangular and Trapezoidal member-
ship functions are used to fuzzify the cost drivers having linguistic values such as
very low, low, and nominal high. For every cost drivers, independent fuzzy infer-
ence system is built. From each effort multiplier, the defuzzified value is collected
by individual FISs after matching, aggregation, and subsequent defuzzification. By
multiplying them all together, the total EAF is obtained. The comparison has been
done of nominal effort prediction on actual real project data by FIS and COCOMO
Model. Also another comparison of the comprehensive effort predicted by FIS and
COCOMO Model with the addition of effort multipliers is done. The results show
that the nominal effort prediction by the FIS has less than 50% error for most of
the projects. Shivakumar et al. [4] have worked with the concept of adaptive neuro-
fuzzy logic for the effort estimation [5] which helps in the improvement of accuracy
and reliability. Ninety three instances of NASA project data were considered and
30 projects from different case studies and experiments were gathered consisting
actual effort and 15 attributes together with field of work, size, and domain. After
the collection of data and attributes, these 15 attributes were converted into three
index values. The adaptive neuro-fuzzy technique is then built [4]. Artificial neural
networks are made up of neurons which are connected in parallel. This model has
an input of six-grouped attributes which leads to the development effort. The neural
network and fuzzy logic principles are combined in this ANFIS framework. The
MRE and MMRE are calculated and then the results have been compared with the
proposed ANFIS model and other algorithmic models. Kumar et al. [6] deal with the
fuzzy logic technique for software prediction taking two inputs as lines of code and
adjustment difficulty level and effort as an output. The data set has been taken from
BITMCA students. Three membership functions [3] as low, medium, high have been
taken. Also, according to the data set, the parameters have been taken for the inputs
and output, respectively. Fuzzy inference system is built and fuzzy IF-THEN rules
are applied. The predicted effort is obtained and with the help of it, the MRE and
MMRE are calculated. The same data set is used for the testing in multiple regression
method and the results are than compared by both the methods. By fuzzy logic tech-
nique, the results are more accurate as the MMRE is 0.1762% whereas by multiple
regression, 0.5358% is the MMRE which is much higher. So fuzzy logic gives much
more accurate results but the limitation in this paper is that it is difficult to determine
a correct pair of M.F when the dimensionality and volume of data are broad. An
approach based on fuzzy logic and optimization process to evaluate software project
effort has been given by Ganesh et al. [7]. At first, Fuzzy logic approach is used
for both categorical and numerical data which are specified by fuzzy sets and while
generating fuzzy rules, the grouping of the optimization is done by means of particle
swarm optimization(PSO), so that the rules could function better. The fitness for the
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optimization function is assumed to be the effort of the software. The outcome of
these fitness functions that is the fitness values are further carried for optimization
of fuzzy rules. The comparison by Bhatnagar et al. [8] has been done between fuzzy
logic and neural network models for the development of software effort estimation.
Radial basis neural network (RBNN), FFNN, and fuzzy logic models are built and
the results are evaluated based upon parameters likeMRE,MMRE, BRE, and predic-
tion. Neural network as a tool and backpropagation (learning algorithm) method for
training the networks are used. At first, the fuzzy inference system is built with fuzzy
rules having Gaussian membership functions, mode, and size as inputs and effort as
output. For each cost drivers, fuzzy inference system is defined. EAF is calculated
by multiplying the values of each cost drivers. The final effort is then evaluated by
combining the two components, i.e., nominal effort and EAF. After the designing
of the fuzzy system, the FFNN and RBNN with ten hidden layers are designed and
these neural networks are trained with 50 randomly chosen projects and 2500 epoch
value is taken and are saved as FFNN and RBNN. The evaluation of these saved
networks with the value of effort is done. At last, the comparison between both the
neural networks, i.e., FFNN and RBNN and fuzzy logic are done on the basis of
MMRE and prediction. Kumar and Chopra [9] have focussed on the literature of
fuzzy logic and other algorithmic models. The basic purpose of this paper is to take
a review on the studies of software estimation using fuzzy and other models in the
past years to improve the accuracy. The theoretical part is discussed in this paper,
so that this could help for the development of new framework for estimation or to
do the changes in the existing one. The comparison between different techniques for
software effort/cost prediction is also shown in the paper. Singh and Sahoo [5] have
introduced the ANN structure and the performance analysis of different ANNs for
software effort estimation is done. ANN is structured between the independent (cost
drivers) variables and dependent (effort)variable. Four types of ANN is assumed,
MATLAB 10NNTool is used using NASA data set. Kushwaha and Suryakant [10]
have developed fuzzy logic technique for software cost estimation and the compar-
ison in the performance has been done with the COCOMO Model in this research
paper. The basic difference in this paper with the others is in the membership func-
tion. Generally, in the fuzzy logic approach, many researchers have used triangular
MF’s but in this research work, Gaussian mfs are used in fuzzy logic technique.
According to the results, 13 GMF gives better and is closer to the actual effort than
11 GMF and COCOMOModel. Also, by analyzing the results, it is clear that higher
the membership functions better will be the results.
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3 Proposed Framework

3.1 Data Analysis

The proposed model is validated on desharnais data set. The data set consists of
several parameters/metrics fromwhich four inputs and one output parameter/metrics
have been used which are important for software modelling and contains 81 program
data values.

The metrics that are used are Transactions, Entities, PointNonAdjusted, and
Language which are inputs to the fuzzy system and effort as the only output to
the fuzzy system.

• Transactions—It is the number of necessary transactions in the data model and is
measured in the range of 0–1000.

• Entities—Entities are the total number of objects to represent the software or
systems and is measured in the range of 0–400.

• PointNonAdjust—It is used to measure the size of the project in adjusted function
points and is measured in the range of 0–1200.

• Language: How many programming languages are used in the scheme and are
expressed as 1, 2, or 3 measured in the range of 1–3.

• Effort—Actual effort is evaluated in person per hour and is deliberated in the
range of 500–24,000.

3.2 Fuzzy Rules

Fuzzy Rules are the IF-THEN rules which is used for constructing fuzzy model. The
high expertise knowledge in oral form is being converted to a set of IF-THEN Rules.
The membership functions and weights of the rules are coordinated with the help of
input and output data. This paper consists of 14 fuzzy rules:

1. If Transaction is LOW, Entity is MEDIUM, and PointNonAdjust is LOW, then
Effort is LOW.

2. If Transaction is LOW,Entity isHIGH, and PointNonAdjust is LOW, thenEffort
is LOW.

3. If Transaction is LOW, Entity is LOW, and PointNonAdjust is MEDIUM, then
Effort is LOW.

4. If Transaction is LOW, Entity is MEDIUM, and PointNonAdjust is MEDIUM,
then Effort is LOW.

5. If Transaction is MEDIUM and PointNonAdjust is MEDIUM, then Effort is
LOW.

6. If Transaction is LOW, Entity is LOW, and PointNonAdjust is LOW, then Effort
is VERY LOW.



A Fuzzy Logic Approach for Software Cost Prediction 385

7. If Transaction is LOW and PointNonAdjust is HIGH, then Effort is VERY
LOW.

8. If Transaction is MEDIUM, Entity is MEDIUM, and PointNonAdjust is
MEDIUM, then Effort is LOW.

9. If Transaction is LOW and PointNonAdjust is HIGH, then Effort is MEDIUM.
10. If Transaction is MEDIUM, Entity is MEDIUM, PointNonAdjust is MEDIUM,

and Language is MEDIUM, then Effort is HIGH.
11. If Transaction is MEDIUM, Entity is LOW, PointNonAdjust is LOW, and

Language is MEDIUM, then Effort is HIGH.
12. If Transaction is MEDIUM, Entity is HIGH, and PointNonAdjust is MEDIUM,

then Effort is VERY HIGH.
13. If Transaction is LOW, Entity is HIGH, and PointNonAdjust is HIGH, then

Effort is VERY HIGH.
14. If Transaction is HIGH, Entity is HIGH, and PointNonAdjust is MEDIUM,

then Effort is VERY HIGH.

• All the membership functions are triangular in the inputs but for the output,
we have used both triangular and trapezoidalmembership functions as shown
in Tables 1 and 2 with all the scalar parameters(a, b, c)-input and (a, b, c,
d)-output

Table 1 Membership function characteristics (input)

Variable name Range MF Parameters

Tranasactions 0–1000 a b C

L 0 250 500

M 250 500 750

H 500 750 1000

Entities 0–400 L 0 100 200

M 100 200 300

H 200 300 400

PointNonAdjust 0–1200 L 0 300 600

M 300 600 900

H 600 900 1200

Language 1–3 L 1 1.5 2

M 1.5 2 2.5

H 2 2.5 3
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Table 2 Output

Variable name Range MF Parameters

Effort 500–24,000 a b c D

VL 500 500 2000 3500

L 2000 3500 5000

M 4000 8000 12,000

H 10,000 14,000 18,000

VH 16,000 18,000 24,000 24,000

4 Evaluation Criteria

4.1 Magnitude of Relative Error (MRE)

It is the common criteria for the evaluation of software effort models.

MRE = Actual Effort− Predicted Effort

Actual Effort

MRE will be calculated for each data value whose effort is predicted. So for the
given data set, there are 81 data values and for each data values, the MRE will be
calculated. The cumulative of MRE for all the observations(M) can be calculated
through Mean MRE(MMRE).

MMRE = 1/M
M∑

i

MRE

4.2 Multiple Regression

With four independent variables, multiple regression can be expressed as:

y = a + b1x1 + b2x2 + b3x3 + b4x4

where y is the dependent variable; a, b1, b2, b3 and b4 are constants and
x1, x2, x3 and x4 are the four independent variables. We can deduce the values of
constants by solving these equations for multiple regression:
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Table 3 Predicted effort with MRE using fuzzy logic technique

Project ID Actual effort Predicted effort using fuzzy logic MRE

1 5152 1803.077549 0.650024

2 5635 2051.513135 0.635934

3 805 1882.352941 1.338327

4 3829 1970.810351 0.485294

5 2149 1743.221877 0.188822

– – – –

77 1400 2844.228408 1.031592

78 2800 1688.431373 0.396989

79 9520 3380.234657 0.644933

80 5880 4863.416623 0.172888

81 23,940 1852.796053 0.922607

∑
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)
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)
+ b3

(∑
x1x3

)
+ b4

(∑
x1x4

)

∑
x2y = b2

(∑
x22

)
+ b1

(∑
x1x2

)
+ b3

(∑
x2x3

)
+ b4

(∑
x2x4

)

∑
x3y = b3

(∑
x23

)
+ b1

(∑
x1x3

)
+ b2

(∑
x2x3

)
+ b4

(∑
x4x3

)

∑
x4y = b4

(∑
x24

)
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(∑
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)
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(∑
x2x4

)
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(∑
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)

5 Experimental Results

To proclaim the feasibility of the proposed framework, the experimentation has been
done with multiple regression and fuzzy logic (proposed methodology) methods by
taking the large amount of data from the data set.

The snapshot of predicted effort and MRE using fuzzy logic is shown in Table 3.
Table 4 shows the snapshot of predicted effort along with MRE through linear

regression.
Table 5 shows the comparison between both the techniques and the screenshot of

the final output has been attached.

6 Conclusion

For every data from the given model, we have analyzed the results of the actual
and the predicted efforts and then evaluated the mean relative error (MRE) of each
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Table 4 Predicted effort with MRE using linear regression technique

Project ID Actual effort Predicted effort using linear regression MRE

1 5152 5915.0551 0.148109

2 5635 6427.91261 0.140712

3 805 2465.08731 2.06222

4 3829 6377.22194 0.665506

5 2149 4851.76832 1.257687

– – – –

77 1400 3941.1818 1.81513

78 2800 5900.69183 1.10739

79 9520 11187.66875 0.175175

80 5880 8153.78173 0.386698

81 23,940 20,490.10925 0.144106

Result showing MMRE for both the techniques

Table 5 Comparitive results
of both the techniques in
terms of MRE and mean
MRE

Multiple regression Fuzzy logic

Min (MRE) 0.0171 0.0049

Max (MRE) 3.4712 2.2984

MMRE 0.5743 0.5089

project andmeanMRE (MMRE). The same data set has also being tested formultiple
regression model and evaluated the results in the same manner. Table 4 shows the
comparison where MMRE% of 0.5089 by proposed technique is much superior than
MMRE% of 0.5743 by multiple regression. So, after analyzing the outcomes, we
came to the conclusion that the multiple regression technique gives less accuracy
than the proposed fuzzy logic method.
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Cost-Effective Resource Provisioning
in Cloud Using Cooperative
Coevolutionary Genetic Algorithm

Monika Kumari and Gadadhar Sahoo

Abstract Nowadays, cloud is widely used platform for intensive computing, bulk
storage, and networking. Elastically scalable on demand pay as per used model
is one of the major reasons for the acceptability of the cloud-based computing.
Data centers with huge amount of computing devices are distributed over the
cloud service provider as the back end to provide services. Computing devices are
arranged bombastically in data centers to ensure 24/7 availability. Inspired from
Pantriyagin’s maximization principle for optimal control and self-balancing popula-
tion with predator–prey interaction in ecological environment, a model for resource
provisioning with cost-effective approach and efficient resource utilization scheme
is presented in this paper. We present an optimal resource provisioning model by
taking into account the matter of sustainability and profitability. Cooperative coevo-
lutionary genetic algorithm is implemented in CloudSim simulation tool to find the
optimal cost per provisioning.

Keywords Resource provisioning · Profit-scaling model · Optimization ·
Resource utilization · Profit

1 Introduction

In recent years, various organizations, viz. Amazon, Google, etc., provide platforms
to avail computational and storage facilities. To avail various facilities, these orga-
nizations charge some amount as per the need. Here, optimality in allocation of
desired resource is highly desirable to achieve optimal usage of resource available
with cloud service providers. Resource allocation, a way to assign available resource
to the needed cloud request, as per demand is possible only by employing an efficient
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load sharing technique [1]; else, the utilization of scarce resource and satisfaction of
cloud consumerwithin the limit of cloud is not possible [1]. In thismechanism, a set of
resource is supplied for execution of task and keeping data reserve. Assigning user’s
requirement to the suitable resource distributed geographically over the internet is a
tedious job. For this resource is divided into several execution environments known as
virtual machines (VM) and provides a complete system to execute the user’s request
[1].

Resource provisioning is one of the crucial and important tasks in the cloud.
In resource provisioning, we have to make a sequence of optimal decisions, such
as identification and selection of resources, capacity determination of resource for
allocation, acquiring and releasing of resources and methods for resource utilization
dynamically at runtime. Cloud provider offers mainly two types of resource provi-
sioning scheme to the consumer: on-demand plan and reservation plan. However,
the cost of resource provisioning is cheaper in reservation plan than on-demand
plan. As in reservation plan consumer has to pay in advance to the provider [2].
Due to uncertainty in demand of resources both plans cannot put the best provi-
sioning scheme. With reservation plan two types of problem occurred frequently:
under-provisioning problem occurs as unpredictable demand pattern unfit to fulfill
the request on available reserved resources and over-provisioning problem occurs
if the reserved resources are over the actual demand and part of reserved resource
will be unutilized. So it is important for cloud consumers to minimize the on demand
cost and oversubscribed cost of under-provisioning and over-provisioning [2]. As the
arriving pattern of request is not predictable and finding the optimal or near optimal
solution is NP-hard because of the large size data center, the resource provisioning is
very critical and complex task [3]. Also minimization of cost per reservation as input
request by the suitable scheduling algorithm of resource provisioning is NP-hard.

1.1 Resource Provisioning Schemes

Resource provisioning schemes are broadly classified into two parts: sustainable
provisioning (continuous) and seasonal provisioning (peak time):

i. Sustainable Provisioning: This is the initial provisioning of resource based on
previous collocated data as input, done during system start-up or in offline mode
[4]. After the primary calculation, the allocation may not be re-estimated for a
sustainable amount of time, such as several months [5]. This provisioning type
is used by the cloud provider for reservation plan, which is based on non-live
migration.When a new request comes to the cloud provider, it sends this request
to the data center controller. On the basis of arrived set of request information
A such as CPU, memory (RAM), storage, network, etc., data center controller
fulfill the request by sending request for data center status information to the data
center managers. The data center managers have their respective data center’s



Cost-Effective Resource Provisioning in Cloud Using … 393

resource information. The data center managers distribute the resource infor-
mation to the data center controller. By studying the request type and available
information about different data centers, it maps the VM request to suitable data
center controller by using optimal scheduling algorithm [4].

ii. Seasonal Provisioning: In seasonal provisioning used in on-demand resource
provisioning plan which alters the assignment of tasks onto resources peri-
odically at runtime on data center for effective performance satisfying the
service level agreements (SLAs) for different purpose of services [4]. In view
to acheive the optimum provisioning from current state dynamic allocation
is implemented through live migration technique. The main objective of the
dynamic resource provisioning problem is to achieve themaximumarrangement
of current assignment of task at minimum cost. The optimal decision varies on
multiple constraints, i.e., maximization of resource utilization to minimization
of reservation cost or a combination of multiple parameters [4]. The dynamic
resource provisioning can be further subdivided into two parts: sensitive and
dedicated [3].

iii. Sensitive resource provisioning: This is the provisioning scheme used to reach
from an undesired state into desire state from an initial placement for improving
the performance, optimal power utilization, and load distribution.

iv. Dedicated resource provisioning: This provisioning adjusts the initial allo-
cation request assigned to the resource aforetime the system meet a satisfied
state.

We basically motivated to find out the optimal control mechanism for resource
provisioning to get the best performance of the system as well as the limit and
design of some acceptable control parameter. We used here Pantriyagin’s maximum
principle (PMP) for profit maximization. To evaluate the performance, we used
cooperative coevolutionary genetic algorithm (CCGA).

2 Related Work

Resource Provisioning Optimization Approach: The resource provisioning
problem studied in three different cloud architectures: Single cloud, i.e., only one
cloud, multi-cloud, i.e., many cloud computing data centers from one or more cloud
service providers, and federated clouds. A different modeling and solution approach
depends on specific system assumptions and objectives. The established optimiza-
tion techniques are broadly categorized and have been shown in Fig. 1 as follows
[6]:

1. Single-objective optimization problem (SOP).
2. Multi-objective solved as single objective (MAS)
3. Pure multi-objective optimization (PMO).



394 M. Kumari and G. Sahoo

Fig. 1 Classification of optimization technique

Single-objective function is evaluated at once in a single-objective approach.
Most of the virtual machine problem has been solved as a single-objective opti-
mization approach [6]. Two or more functions are taken for evaluation in multi-
objective optimization. When two or more objective functions are combined to form
a single-objective function and solved, it is known asmulti-objective solved as single-
objective optimization. This approach uses a trade-off rule between goals to decide
one of several goals. Fuzzy logic is one of the best rules for combining multiple
objectives. This approach was used in [7], where Junwei Cao et al. presented two
goals: efficient power distribution and efficient job assignment for multiple multi-
core severe processors with different sizes and certain loads considering only one at
a time.

2.1 Resource Provisioning Techniques

Resource provisioning problems are presented using variousmodeling techniques for
optimization. The effectiveness and applicability of different resource provisioning
techniques depend on the analytical and modeling techniques used. Different models
have assumptions and goals of their own system. Modeling techniques are widely
divided into four groups:

1. Deterministic methods.
2. Heuristics methods.
3. Meta-heuristics methods.
4. Approximation methods.

1. DeterministicMethods: Under deterministic approach to modeling the resource
provisioning problem, algorithms are adopted.
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Constraint Programming: The limitations on associated variables should be
complied with in this programming result. It comprises three fundamental strate-
gies [5] first to declare the domains of variables, second to determine the
constraints on the declared variables, and third to search the domain. The resource
supply solved by this technique is a two-stage supply process [8]. Local Deci-
sions—it pertains to each application environment. Global Decisions—It takes
the local decision from all applications as an input and then concerted efforts to
maximize the global utility function.
Bin Packing: The bin packing is a NP-hard combinatorial problem that is
convexly optimized. In it, the physical machines of various amounts/quantities
(thought about/believed as bin) must be packed with a limited number of tasks in
a course that reduces the number of bins adopted [5]. The set of computer instruc-
tions should be divided into three phases [9]: creation of past demand patterns,
The future demand forecasting based on the past demands andMeasure-Forecast-
Remap (MFR) for mapping or remapping of tasks to resources. The purpose of
the algorithm is to minimize the number of resources required for tasks if the
likelihood of over-burdening the server is fixed in the interval. The final algo-
rithm stage uses bin packing. Request in the following interim is anticipated in
the previous interim dependent on interest
Stochastic Integer Programming [1]: To model optimization problems that
involve uncertainty stochastic programming is used. Because of some unknown
parameters, most of the real-world problems cannot be captured by determin-
istic integer programming. To estimate the prediction of uncertainty stochastic
programming models take advantage of probability distributions. Stochastic
Integer Programming effective for problems inwhich the distribution of demands
is known or can be estimated but exact demands are unpredictable. The objective
of this approach is to minimize cost simultaneously fulfill the demands of users.
So this method allocates the resource in three phases [10].

2. Heuristic Methods: It is a static method based on prior knowledge of problem
domain a heuristic is developed to solve the problem. The algorithm comes under
this modeling technique are as follows: First Fit, Next Fit, Best Fit, Least Full
First, Most Full first, Best Fit Decreasing and First Fit Decreasing.

3. Metaheuristics Method: A metaheuristic is a high-level search procedure that
applies some form of rule or set of rules based on some source of knowledge,
in order to analyze the fishing space effectively. The inspiration is Darwin’s
survival of the fittest principle used in metaheuristics methods. Most bio-inspired
metaheuristics are stochastic search techniques (such as all evolutionary algo-
rithms viz. artificial bee colony, Firefly algorithm, particle swarm optimization,
League Championship Algorithm, Ant Colony Optimization, BAT Algorithm
etc.). The unified framework of metaheuristics method involves four opera-
tors: the initial Transition, Evaluation and Determination. The resource provi-
sioning problem can solve using the following algorithms come under meta-
heuristics method: Genetic Algorithm, Ant Colony Optimization, Partial Swarm
optimization, Simulated Annealing, Tabu search.
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Genetic Algorithm: A static approach based on set of heuristics, particularly
useful in dynamically changing objective function. It works with population of solu-
tion and application of genetic operator will generate optimal solution. Liu et al. [11]
proposed an improved genetic algorithm called NS-GGA designed to incorporate
fast, non-dominated sorting NSGA-II to Grouping Genetic Algorithms. In NS-GGA
fast, non-dominated sorting combined with grouping of genetic operators are used
to approach the Pareto-optimal front [1].

Cooperative Coevolutionary Genetic Algorithm (CCGA): The CCGA was
introduced by Potter and De jong [12], which consolidates the essential thoughts of
the decomposition– coordination enhancement of vast scale framework with devel-
opmental improvement. The fundamental thought is to loosen up the frameworkwide
limitations of the basic issue and structure the double issue, at that point to break
down the double issue into various subproblems. A subgradient-based stochastic
improvement strategy is utilized to take care of the double issue. For the low-level
subproblems, which are non-raised, discrete, nonlinear andwith lowermeasurement,
the GA is utilized. In Table 1, presents a comparative study of existing methodology
in from various research papers.

3 Research Methodology

3.1 Profit-Scaling Model

After exhaustive study of different research paper the methodology for resource
provisioning problem in cloud environment can be suggested and proposed as shown
in Fig. 2.

The step by step procedure for proposed resource provisioning methodology is
discussed as follows:

1. At the very beginning of resource provisioning mechanism user submit their job
to cloud broker.

2. Now cloud broker analyzed the job requirement with various registered resource
provider and configure the virtual machine accordingly.

3. Each resource provisioner comprised with a Data center. At Data center
Data Center Controller(DCC) uses CCGA for mapping VMs with suitable
resources(PMs) and choose the best mapped resource on the basis of proposed
profit-scaling fitness function (Eq. 5).

4. To overcome from the resource under-provisioning and over-provisioning issue
auto-scaling mechanism will be proposed inspired from Ecological environment
of predator–prey relationship for self-balancing consumer-resource requirement
(Table 2).

and the cost of job per unit time, Cb (t) is



Cost-Effective Resource Provisioning in Cloud Using … 397

Table 1 Comparative study of existing optimization technique

Author Optimization
methodology

Constraints Objective

Cao et al. [7] Used queuing model
(M/M/m).
Multi-objective solved
mono objective comes
under deterministic
resource provisioning
technique

Power and
performance
constraint

Optimal load distribution

Chaisiri et al. [2] Used stochastic and
deterministic integer
programming
multi-objective solved as
mono objective comes
under deterministic
resource provisioning
technique

Uncertain demand
and resource price

Minimizing the resource
provisioning cost

Sun et al. [13] Used mixed integer
programming
multi-objective solved as
mono objective comes
under deterministic
resource provisioning
technique

Resource capacity and
location

Minimize the total power
consumption, i.e.,
network communication
power and server power
consumption

Tang et al. [14] Alternating optimization Flexible task arrival
rate

Optimal request
allocation and optimal
service capacity

Chiang et al. [11] Queuing model with N
policy(multi-objective
solved as mono
objective) constraint
programming comes
under deterministic
resource provisioning
technique

Minimum power
consumption with
controlled service rate
and minimum
response time without
violating SLAs

Minimization of
operational Cost

Author Features Limitation

Cao et al. [7] Multicore heterogeneous server
with multi clouds, optimal speed of
sever for different core speed

Tradeoffs of optimization has been
developed by fixing one constraint
constant

Chaisiri et al. [2] Multistage resource in multiple
cloud

No proper probability distribution
through stochastic programming also
needs separate provisioning planning
at each stage, Benders cut needs extra
computational time

(continued)
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Table 1 (continued)

Author Features Limitation

Sun et al. [13] Designed a heuristic algorithm for
power efficient VN provisioning

Only optimizing the power
consumption of VN request

Tang et al. [14] Cost aware dynamic request
allocation policy and service
capacity scaling policy

Redirection policy is for single
dispatcher not consider the case of
multiple dispatcher within a
datacenter

Chiang et al. [11] To overcome the idle power
consumption cost three different
power saving policies with optimal
decision-making process and mode
switching control

Higher response time with low arrival
rate

Fig. 2 Framework of resource provisioning in cloud
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Table 2 Variables and
parameters

Variables

X (t) = the population of available resources at time t

b(t) = amount of job per resource operational at time t

H(t) = the scaling rate (units of resource scaled per unit time)

Parameters

CB= the overhead cost of allocating one job per unit of time

n = the mean number of broker per resource

p = the reservation rate per unit of resource

w = per broker’s wage per unit of time

Cb(t) = CB + nw b(t)

This give the profit per unit time, denoted as P (t), as

P(t) = pH(t)−Cb(t) (1)

Let us include an interest (discount) rate δ > 0 which assume to be constant.
Using Eq. (1), the present value of the expected profit at some time t, E (P(t)), is
given by

E(P(t)) = e−δt (pH(t) − Cb(t)]

Integrating E (P(t)), the true return or total profit rate in present dollars, denoted
as J, is expressed as

J =
∫

e−δt [pH(t) − Cb(t)]dt (2)

This is the sustainable profit function to be maximized. A severe weakness in
this model is that the interest rate δ is assumed to apply to everything, yet CB, p
and w are assumed to be constant. In reality, p will probably grow with or even
faster than general inflation, and CB are influenced by factor such as technological
advancements, union negotiations, government policies and taxation rates (all comes
under SLAs). It is possible to include stochastic fluctuations in numerical simulation
in order to arrive at more realistic predictions. However, for a first analysis we will
proceed with the given unrealistic assumptions.

The Provisioning rate H (t) is taken as:

H(t) = qX(t)b(t)

i.e., proportional to the job per resource and the population of resource with a propor-
tionality constant q known as resource selection rate. For limited (constant) job per
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resource, therefore

H(t) = qU X(t)

The function (2) becomes

J (b) =
∞∫

0

e−δt b(t)[pqx(t) − C]dt∠

which is a functional of resource pool size b= b(t). It is easy to include amodification
where the reservation price of resource and the cost per job, p and C, both increase
with time. Suppose for example that they both grow at the same rate α such that

p = P(t) = P0e
αt (3)

C = C(t) = C0e
αt (4)

We then obtain an objective functional

J (b) =
∞∫

0

e(α−δ)t b(t)[P0qx(t) − C0)dt (5)

which is well defined if δ > α (if δ ≤ α, the functional will in general no longer be
finite).

4 Conclusion

In this paper a novel idea for maximizing the profit of resource provider in cloud
environment using CCGA has been proposed. The result and sensitive analysis of
the proposed methodology will further be enhanced in the extended version of the
paper.
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Design of 2–7 GHz Voltage-Controlled
Oscillator Using Multi-stage Current
Starved Configuration

Niraj Prasad Gupta and Srikanta Pal

Abstract In this article, a three-stage and five-stage voltage-controlled oscillator
(VCO) using current starved configuration has been proposed. Among the two, only
a three-stage VCO gives the required bandwidth of 5 GHz. Current starved VCO
is designed using complementary metal oxide semiconductor (CMOS) technology.
The oscillating output frequency bandwidth (2–7 GHz) is considered as the main
objective for the proposed circuit. The proposed three-stage VCO circuit uses low
supply voltage of 1 V, low power of 29.93 uW. Transient analysis and periodic
steady state (PSS) analysis are performed, and after simulation, a wide frequency
bandwidth of 5 GHzwas obtained. The phase noise for the three-stage VCO at 1 GHz
is−132 dBc/Hz. The circuit has been designed in Cadence Virtuso using gpdk 45 nm
CMOS technology with supply voltage of 1 V.

Keywords CMOS VCO · Current starved VCO · Ring oscillator

1 Introduction

The voltage-controlled oscillators are used very widely in wireless transceiver and
other electronic components such as clock data recovery circuits (CDR), phase locked
loop (PLL), and frequency translation in radio circuits [1, 2]. Oscillators are tuned at
certain frequency, and the oscillators whose frequency can be varied electronically
are termed as voltage controlled oscillator. VCO is one of the important components
of PLL which is a deciding factor for the power consumption by PLL and also
responsible for deciding area occupied by PLL [3, 4]. VCO also finds its place in RF
transceivers where it is used to drive the up-conversion and down-conversion mixer
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[5]. The design architecture of VCO can be divided under two categories: first being
the ring oscillator and the LC oscillator being the second one. LC oscillators are
made by using inductors and capacitors with an amplifier. A ring oscillator consists
of a odd number of inverter stages where the output of the last stage of inverter is fed
back to the input of the first stage. Figure 1 shows an n-stage CMOS ring oscillator.
The ring oscillators work by controlling the time taken in charging and discharging
of the gate capacitance of the next inverter. We know that for any circuit to oscillate
the total phase shift has to be 2π and a gain of unity at the oscillation frequency. A
VCO can also be designed using differential ring configuration [6], but the power
consumption is higher compared to thiswork.Although theLCoscillators have found
to have superior phase noise performance as compared to ring oscillators, still ring
oscillators have numerous advantages over LC oscillators [7]. The area requirement
of the ring oscillators is comparatively less than the LC oscillators and thus can be
easily integrated with CMOS circuit, which reduces fabrication cost. The second
reason why they are used over LC oscillators is their wide tuning range, and this
makes them robust over temperature variation and process variation [8]. The basic
equation for a VCO is given as [9]:

fVCO = f0 + KVCOVctrl (1)

Here of is the frequency at which VCO will oscillate without any control voltage.
V ctrl is the external electronic input given to the VCO that helps in changing or tuning
the oscillating frequency as per requirement. In this paper, we have designed a three-
stage and five-stage and CMOS VCO using current starved configuration. Among

VDD

GND

Stage 1
Stage 2 Stage N

Fig. 1 N-stage CMOS ring oscillator
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these two VCOs, the three-stage VCO has obtained the desired output oscillating
frequency of 2–7 GHz.

This paper consists of four sections, Sect. 2 describes the basics of current starved
configuration in ring oscillator, Sect. 3 discusses about the design of VCO, Sect. 4
consists of simulation results and plots, Sect. 5 is the conclusion section.

2 Current Starved VCO

Acurrent starved voltage-controlled oscillator as the name suggests is a configuration
or arrangement made in the circuit which makes the circuit to starve or struggle for
current flow. The schematic diagram for a current starved VCO has been given in
Fig. 2. The circuit has two parts one being the inverter, and other is current starving
circuit. From the figure, it can be observed that every inverter stage is covered or
enveloped by a n-type MOSFET at the lower end and by a p-type MOSFET at the
upper end of the N-stage ring oscillator. Now, this whole circuit is guided by a pair
of n-type MOSFET and p-type MOSFET, and this p-type MOSFET allows the other
p-typeMOSFET (excluding the inverter stage p-typeMOSFET) to mirror the current
across them depending on their W/L ratio. As the drain terminal of the MOSFET
M6 is shorted with its gate terminal, MOSFET M6 acts as main current source for
all the upper p-type MOSFET (such as MOSFET M4 and that MOSFET M4, M3,
M2, M1 are connected in series, so the current flow across all these MOSFETs
must be same. Hence the current ID4 and current ID1 must have same value. The
current flow across MOSFET M6 can be varied by varying the supply voltage, but
this is not acceptable. The other way to vary the current flow is to keep varying the
channel width ofMOSFETM5, and this allows the current across it to increase. Now,

Stage-1 Stage-2 Stage-N

M5

M6

Vctrl

M4

ID4

M3

M1

M2

ID2 

GND

VDD

Vout

Fig. 2 N-stage CMOS VCO
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changing the internal device parameters again and again during the circuit operation
is not possible. The relation of drain current with the width of channel in saturation
region is given as

ID = 1

2
μnCox

W

L
(VGS − Vth)

2 (2)

ID = 1

2
μpCox

W

L
(VGS − Vth)

2 (3)

The above two equation gives the relation between theW /L ratio and drain current
for n-type MOSFET and p-type MOSFET in saturation region, respectively. At the
gate terminal of MOSFET M5, a DC voltage source is attached, which helps to vary
the its gate to source voltage.

3 Design Of VCO

For an ‘N’ stage ring oscillator, the oscillating frequency is given as [10, 11]:

fo = 1

Ntd
(4)

where td is the delay

td = Q

I
= CtotalVDD

I
(5)

Q = charge, I = current, Ctotal= total capacitance, VDD =supply voltage
From (3) and (4), the oscillating frequency can be given as

fo = ID
NCtotalVDD

(6)

From Eq. (4), it can be observed that the oscillating frequency is inversely
proportional to number of stages. As the number of stages increases, the oscil-
lating frequency decreases, for three-stage VCO, the output oscillating frequency
is higher than the five-stage VCO. The total capacitance for single inverter stage is
the summation of output capacitance and input capacitance and is given as [12, 13]:

Ctotal = Cout + Cin

Ctotal = Cox(WpL p +WnLn) + 3

2
Cox(WpL p +WnLn)
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Table 1 Design parameters
of current starved VCO

Parameters Value (nm)

Width of current starved PMOS (WPCS) 800

Width of current starved NMOS (WNCS) 200

Width of PMOS in inverter (WP) 200

Width of NMOS in inverter (WN) 100

Length of every NMOS LNCS = LPCS = LN = LP
= L

45

Ctotal = 5

2
Cox(WpL p +WnLn) (7)

whereCox is the oxide capacitance,Wp andWn are the width of p-typeMOSFET and
n-type MOSFET, respectively, Lp and Ln are length of p-type MOSFET and n-type
MOSFET, respectively.

The oscillating frequency f 0 is the center frequency without any external voltage
given by Eq. (6).

The value of oscillating frequency varies with the external voltage V ctrl as given
in Eq. (1). Also, from Eq. (6), it is evident that the total capacitance or the width of
the inverter stages also decides the oscillating frequency. The supply voltage VDD is
fixed at 1 V. The only parameter that can be varied externally is the current running
through the various stages of the VCO circuit.We can now vary this current with help
of our control input connected externally to the n-type MOSFET M5 (Fig. 2). This
external voltage should be above the threshold voltage of the device, otherwise the
device stays in cutoff region and hence no operation. Table 1 gives the detail of the
parameters. Figure 3 shows the schematic diagram of the three-stage VCO designed
in cadence software.

4 Simulation Results

The displays the oscillation frequency obtained for the change in control voltage.
The average power for three-stage was obtained to be 29.93 uW. Frequency of oscil-
lation is being controlled by the external control voltage applied at the MOSFETM5
(Fig. 2). The input control voltage was varied from 300 mV to 1 V for the three-stage
VCO. The oscillating frequency without any external voltage was obtained to be
5.2 GHz. Table 2 displays variation of oscillating frequency (Figs. 4 and 5).

Figure 6 gives the power dissipation in the circuit, and mostly, the power is
consumed during the charging and discharging process. Figure 7 gives the phase
noise plot for three-stage VCO.

The plot of (Fig. 8) a oscillation frequency variation with control voltage and
power dissipation (Fig. 9) is obtained for five-stage VCO.
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Fig. 3 Design schematic of three-stage VCO

Table 2 Variation of
frequency with control
voltage

Control Voltage (V) Oscillation frequency (GHz)

0.3 1.59

0.312 2.00

0.328 2.509

0.344 3.03

0.359 3.50

0.374 4.01

0.390 4.52

0.405 5.01

0.421 5.50

0.432 6.025

0.4507 6.50

0.4661 7.00

0.4829 7.5

0.500 8.03

5 Conclusion

In this article, we have observed that for a VCO, as the number of stage increases,
there is a decrease in the output oscillating frequency. For a three-stage circuit, the
linearity (Fig. 5) exists from 1 to 11 GHz, whereas in case of five-stage circuit, the
linearity exists from 2.8 to 5.93 GHz. Also, the power dissipation in the five-stage
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Fig. 4 Design schematic of five-stage VCO

Fig. 5 Oscillation frequency variation with control voltage for three-stage VCO

VCO is more as compared to three-stage VCO. A comparison table for three-stage
and five-stage for various parameters has been given below (Tables 3 and 4).
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Fig. 6 Power estimation in cadence

Fig. 7 Phase noise plot for three-stage VCO
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Fig. 8 Oscillation frequency variation with control voltage for five-stage VCO

Fig. 9 Power estimation in cadence for five-stage VCO

Table 3 Parameter
comparison for three-stage
and five-stage VCO

Parameters Three-stage Five-stage

Supply voltage (V) 1 1

Average power (uW) 3.461 9.477

Maximum frequency (GHz) 13.5 8

Technology used (nm) 45 45

Phase noise @1 GHz dBc/Hz −132 −129
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Table 4 Comparison analysis with recent papers

Parameters This work
(three-stage)

Reported [7] Reported [12] Reported [6]

Technology (nm) 45 45 90 180

Center frequency
(GHz)

4 2 1 6.6

Power 3.461 uw −185.8 dBm (power
gain)

386.64 uW 6.01 mW

Supply voltage (V) 1 1 1.8 1.8

Frequency tunable
range (GHz)

1–11 – 0.023–1.940 3.1–10.1
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Rectenna for Wireless Power
Transmission

Rupam Bharati and Janardan Sahay

Abstract Rectenna (rectifying antenna) is designed for better conversion efficiency.
The obtained efficiency is 57.8%. The return loss obtained is −25.043 dB. The
working characteristics of the rectenna are determined by the characteristic curves
which depend on the input power. The power varies from −20 to 20 dBm. This
paper focus on the microwave power transmission and conversion efficiency and
how efficiently the conversion takes place. The rectifier circuit was designed and
simulated in advanced design system (ADS) softwarewhile the antennawas designed
using high-frequency structure simulator (HFSS).

Keywords Microwave power transmission · Conversion efficiency · Rectenna

1 Introduction

The rectenna (rectifying antenna) was first demonstrated by William C. Brown in
1962. Recently, wireless power transmission (WPT) is an important solution for
providing power for wireless or non-contact-based devices. WPT can be achieved by
different methods such as near-field inductive coupling, magnetic resonant coupling,
and microwave power transmission (MPT) [1–3]. Among these, MPT has much
longer transmission range. DC voltage used to drive the terminals should be followed
by a rectification circuit which transfers theDC voltage at microwave frequency from
receiving antenna to DC voltage output. To increase the beam efficiency over long
distance, the frequency should be increased, but due to increased frequency, the
efficiency of the system decreases. Wireless power transfer is discussed by diffrent
authors in various papers [4–14] keeping main focus to improve the conversion
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efficency. In this paper, the focus is on the 2.45 GHz frequency which leads to
smaller aperture as well as better conversion efficiency. Different input power is
given to the rectenna from −20 to 20 dBm. The simulated result has been shown
with different conversion efficiency. The main objectives of designing the rectenna
were that rectenna will be able to receive microwave energy at 2.45 GHz frequency
and converting that to DC power, better return loss so that maximum output can be
obtained, increase the overall efficiency so that RF-DC conversion is more efficient.

1.1 What Is Rectenna?

Themain function of a rectenna is to receive theRFwaves and convert them to theDC
power. The block diagram of recenna has been shown in Fig. 1. The receiving power
function is done by the antenna, while the conversion is done by the rectifier. Higher
efficiency rectifying system is required because WPT is an energy-oriented system.
The rectifier circuit consists of a diode Zero-biased Schottky diode HSMS285X
family. The rectifier consists of low pass filter for harmonic rejection properties and
a capacitance for power conversion and storage, load resistor, and microstrip lines.
Different types of rectifiers like halfwave rectifier, fullwave rectifier, voltage doubler,
and voltage multipliers can be used. In this paper, half wave rectifier with a zero bias
single series diode HSMS2852 is used which is a surface mount diode.

The antenna is designed on printed circuit board (PCB) on FR4 substrate which is
the cheapest. The εr is 4.4, and tan δ is 0.018.Theunderstandingofworkingof antenna
is most important step, the frequency at which it works and the rectifier topology it
uses for greater efficiency and most important matching between the rectifier and the
antenna. The characteristics of efficient rectenna is: high power conversion efficiency,
wider frequency band, higher gain, maximum output DC voltage, low input power
for higher efficiency.

Fig. 1 Block diagram of the
rectenna

Matching 
circuit

Rectifier LoadSource

Receiving 
antenna

Transmitting 
antenna

Rectenna 
block
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1.2 Power Transmission

The frequency bands 869 MHz and 2.45 GHz are used for wireless power transmis-
sion. They are used for telemetry andRFID applications. It is allocated for ISMbands
(industry, science, andmedicine) The Friss transmission equation is used to calculate
the power received from one antenna (when another antenna transmits at a distance
R). The Friss power transmission equation is used for wireless power transfer which
is

Pr = Pt
G tGr

(4ΠR/λ)2
(1)

Pr power received
Pt power transmitted
Gr receiver antenna gain
Gt transmitter antenna gain
λ free space wavelength
R transmission distance.

Assuming no losses due to propagation effect.
For 2.45 GHz, more directive antennas with smaller structure can be framed.

1.3 Power Conversion Efficiency

This is the parameter through which the performance of the rectenna could be
measured. This is the ratio of DC power at the receiver to the AC input power
sensed by the rectenna. Power conversion efficiency is given by:

η = V 2
dc

Rload + Pd + Aeff
(2)

Γ (Pin) = (Z in − Zrect)

(Z in + Zrect)
(3)

Pd = Pin[1− Γ (Pin)] (4)

Pin = input power, V 2
dc = utput DC voltage, R = load resistance, Pd = power

density, Aeff = effective area, Z in = input impedance, Z rect = impedance of the
rectifier.

The maximum power is collected by the receiving antenna and delivered to the
rectifying diode. For maximum power transfer, there must be proper matching done
between the source and the load. Impedance of the source, the output power of the
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source, and the input impedance varying with the net input power are given which
is used to calculate the input power according to Eqs. (2)–(4).

2 Design Parameters

2.1 Antenna

The GCPW antenna is simulated in 1.6 mm thick FR4 substrate with relative permit-
tivity of 4.4. The configuration of CPW antenna has been shown in Fig. 2 and its
dimensions are shown in Table 1. The dimension of the substrate is 90 * 70. The

Fig. 2 Configuration of the
CPW antenna

Table 1 Dimensions of CPW antenna

Symbol Dimension (mm)

a 90

b 70

c 35

d 30

e 4

f 3.5

g 27

h 3.5

i 25
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feeding is done by CPW. The beginning of the structure is fed by GCPW. The input
impedance is matched to 50 � by properly moving the length of the CPW stub. The
center frequency 2.45 GHz depends on the length d, and e.|S11| is found to be below
−10 dB at 2.45 GHz frequency. The−10 dB bandwidth has been found to be 26.9%.
The VSWR is 1.58. VSWR is the ratio of maximum voltage to minimum voltage in
a standing wave. The 3D gain pattern has been simulated.

Fig. 3 Simulated circuit of the rectifier

Fig. 4 |S11| parameter of the
CPW antenna
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Fig. 5 3D polar plot of
radiation pattern of antenna

2.2 Rectifier Circuit

The rectifier is used as AC voltage to DC voltage converter. The purpose of the
conversion is for efficient transmission of power. The rectifier circuit has a diode,
capacitor, and transmission line. The impedance of the diode is obtained by simultion
as (93.905-j219.421) and thier results has been shown in Figs. 6 and 7. Single stub
impedance matching is used for the matching between the 50 � antenna source and
the rectifier circuit which is discussed later.HSMS2852 diode is used. The equivalent
linear circuit model is used for calculating the impedance of the diode which is based
on the spice parameters of the data sheet of the diode.

The impedance matching gives maximum power transfer. The rectifier circuit
consists of load resistor, transmission line, storage capacitors. Single series diode is
used in the circuit. The load resistor (R1) is tuned to different values for better output
voltage and conversion efficiency. The capacitor C1 (100 nF) acts as a high-pass filter
also stores energy. Only the positive half cycle of the wave can be rectified by the
diode, and the negative half cycle is rejected since it is a half wave rectifier. The return
loss obtained is −25.043 dB. In Fig. 3, the simulated circuit of the rectifier is given.

Fig. 6 Real impedance of
the diode
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Fig. 7 Imaginary
impedance of the diode

The length of the stub is 1462.8 mil, and the width is 11.45 mil. The length of the
main transmission line is 416.3 mil, and the width is 32.81 mil. Harmonic balance is
used which is a frequency domain-based simulator for simulating nonlinear circuits
and their distortions.

3 Results and Discussion

Figure. 4 depicts the return loss S11 of the antenna having value−35 dB at 2.45 GHz
frequency. Return loss determines the amount of power lost during transmission.
Figure 8. shows the return loss of the rectifier circuit and it is −25.043 dB.

The 3D polar plot shows the radiation pattern of the antenna in E plane as well as
H plane and directivity at 2.45 GHz is shown in Figs. 5, 6 and 7.

The efficiency of the rectenna is determined through the rectifier circuit. Fig. 9.
shows the efficiency vs input power graph, and the maximum conversion efficiency
is 57.8% at −5dBm.

Fig. 8 S11 of the rectifier
circuit
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Fig. 9 Simulated efficiency versus input power in dBm of the rectifying circuit at 2.45 GHz

Table 2 Comparison between this work and related work

Refs. Freq. (Ghz) Dimension Input power (dBm) Conversion efficiency (%)

[1] 2–3.1 35 × 50 5 70

[2] 2.45 110 × 90 −17.2 50

[3] 2.45 Ghz 120×115 13 72

This work 2.45 90 × 70 −5 57.8

4 Conclusion

This paper shows the working of the rectenna at input power of −20 to 20 dBm. The
conversion efficiencywas found out to be 57.8%at−5dBm.Different parameters like
frequency band, matching between antenna impedance, and rectifier impedance has
been taken care while doing the simulations. The bandwidth efficiency is 26.9%,
and the peak gain is found to be 9.85 dBi. The size of the substrate is also reduced
with a better bandwidth and return loss. Table 2 shows the comparison between
the proposed rectenna and some relevant works. The result measured shows that
the rectenna has a broad bandwidth, and higher conversion efficiency is also found.
Further, the fabrication of the rectenna is required and it should be compared with
the measured results.
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An Energy-Efficient LEACH Routing
Protocol for Wireless Sensor Networks

Rahul Priyadarshi and Ravi Ranjan Kumar

Abstract Sensor network is one of the leading exploration fields recently that may
be used in almost every field. The outdated LEACH routing protocol is still reflected
for the various research field, but in this paper, upgraded LEACH routing protocol
is presented by way of an energy-efficient cluster head selection allowing distance
and energy as main factors. The existing probability function has been reformed
according to the distance and energy parameters. Therefore, distance and energy
parameter select the energy-efficient cluster head for communication of data. The
simulation outcomes display that the selection of cluster head in modified LEACH
protocol is improved compared to the existing LEACH protocol. Better cluster head
selection further advances the overall performance of network along with system
lifespan compared to current LEACH protocol.

Keywords Sensor · Network · Cluster · Nodes · Energy · Probability · Distance

1 Introduction

Sensor nodes in the wireless sensor network (WSN) are grouped together and form
a system to collect the data from the different location where human intervene is
not possible all the time like in very dense area of forest and many more. Generally,
these types of networks are installed in military application where collected data play
an important role in battlefield. As these types of the network is wireless in nature
where energy is the main concern of all the kind of data gathering process. There
are various routing protocol have been proposed to save the energy and make overall
system more efficient. One of the leading routing protocols is LEACH protocol that
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is presented by author in [1–3]. This protocol is planned with two phases. In first
phase, selection of nodes as cluster head (CH) is done by threshold value. Selection
of CH is done by using generated random number between 0 and 1, and further, it is
compared with threshold value which is given by Formula (1)

T (n) =
{

P
1−P(r mod 1/P) if n ∈ G

0 otherwise
(1)

When the selected value is smaller than the threshold value, in that case, node will
be selected as CH or else node will behave as simple member node. This iteration
is done in each and every round for the selection of CH. Once selection of CH is
done, then TDMA technique [4, 5] is planned to send the data from member nodes
to the Base Station (BS). In next phase, i.e., steady phase, nodes will receive TDMA
schedule first, and then, in that schedule time, all the member nodes communicate
data to their respective CH. Once the data are collected by CH from the member
nodes, then it forwards gathered data to BS.

This process of gathering the data from member node to the CH is done unceas-
ingly till scheduled time. Afterward, completion of each and every TDMA: setup
phase isworked for the selection ofCH for succeeding round [6, 7]. The node selected
as CH for proceeding round will not be selected as CH for the succeeding round in
order to maintain energy level of nodes that further extend lifetime of network.
LEACHmethod follows solitary hop routing in which all the node can connect to the
CH and data transmission can done straight away [8, 9]. Consequently, the progresses
are much needed for determining consumption of energy for dynamic clustering is
existing research development. Figure 1 displays ordinary network topology for
WSN. In this paper, an enhanced LEACH routing protocol has been considered for
dynamic clustering [10]. Selection of CH is done according to the energy of each
node and distance of each node from the neighboring node in addition to distance

Fig. 1 Network topology in WSN
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from BS. These enhancements give an improved result in balancing the load that
displays an enhanced network lifetime as well as network scalability.

2 Related Work

In [11, 12] authors proposed a newkind ofmethodwhich basically dealswith the bulk
transmission of data or one can say data accumulation between the nodes and BS.
They proposed a new kind of scheme named as “efficient cluster head replacement
scheme” where the selected CH will remain unaffected till it has adequate amount
of energy [13, 14]. By doing so, this method saves energy while selecting the CH in
each round. Lifetime of the node is also increased when furthering CH energy to the
advanced level while transmitting data to the BS. Also, power intensification for the
inter cluster has been introduced by doing so.

As we know in the LEACH protocol [15, 16] formation of CH and selection
of CH takes place randomly. The main work of CH is not only to collect the data
from member node and send it to the BS but also synthesis of data takes place.
The consumption of energy while data transmission is smaller than data fusing. For
reducing energy intake of CH, LEACH protocol is upgraded by author in [17, 18] by
using two levels CH. The selection process of CH is similar as of LEACH protocol.
Energy of each node as well as distance between BS and CH is computed which are
further compared with average distance and average energy between BS and CH,
respectively. If node energy and distance of CH from BS are greater than the average
distance and average energy, then CH starts doing transmission of data. In case of
node energy and distance of CH from BS are smaller than the average distance and
average energy, then instead of primary CH secondary CH starts transmission of data
in order to maintain the lifetime of primary CH at some extent. Main concept that has
been developed in this method is that selection of primary and secondary user, and
also, selection process of CHhas to be notified to all other nodes in the networkwhich
is responsible for energy intake. Author in [19] is created on static clustering which
decreases complication of the network as well as the power dissipation of system.
It is realized by unraveling total network area into smaller area to reduce energy
consumption of node while transferring data between bulky networks. Basically,
LEACH protocol that is proposed by author in [8] is grouping of DEEC [20] as well
as LEACH [21]. DEEC routing protocol is basically select CH based on the residual
energy. DEEC method that employed in LEACH verifies that it advances network
lifetime by selecting accurate CH. For time being, Ad-LEACH protocol is showing
the development in data fusing method with the cost of more energy consumption of
node.

Author in [22–24] projected a new type of LEACH protocol which gives prefer-
ence to the energy constraint and how to diminish energy consumption of node and
hence formation of CH properly. Main idea is to keep CH in static way until and
unless CH loses all its energy. This process certainly prolongs the lifetime of system
by dropping energy consumption in each round of CH selection [25, 26]. One of the
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major problems with this method is that it works for only in static node scheme. In
case of dynamic node, nodes move dynamically which lead to the formation of new
cluster after certain period to reduce the cluster weight by adding some extra nodes
to the cluster.

3 Proposed Routing Protocol

In proposed routing protocol, distance and energy are two foremost limitations that
are considered in network. Consequently, the necessity for enhancements estab-
lished on such limitations always displays significance role in arena of exploration.
Selection of CH is totally done by probability function for every round. Instead of
probability function, a new kind of function (let us consider notch function, NF) has
been introduced which is computed in every round and rationalized with probability
function which further used to classify the better selection of CH in order to extend
the network lifetime. Based on the proposed function, residual energy of each node
is computed as given below Eq. (2)

NF1 = EGCurrent

EGmax
(2)

where EGCurrent signifies residual energy of the node and EGmax signifies the
maximum energy of node. The NF1 is computed for every node with CH to eval-
uate residual energy of the node. Similarly, distance between nodes also plays an
important role in WSN to save the energy. The consumption of energy will be more
in case of selected CH is far away from the BS during communication takes place
between CH and BS. As we know main work of CH is to collect the data from its
respective member nodes and transfer data to BS. As a result, distance is one of the
major factors that must be taken into consideration between the CH and BS while
selecting the CH. The distance between BS and CH is calculated using by given
below Eq. (3)

NF2 = DBS

DFAR
(3)

where DBS is distance between BS and the node and DFAR is the distance between
furthermost node in the cluster to the BS. Merging the two notch functions NF1
and NF2 and multiplying both with existing probability function gives new function
which enhances the network lifetime. The merging of notch functions with existing
probability function is given by Eq. (4)

NF =
2∑

i=1

wi × NFi (4)
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Above Eq. (4) can be expanded and rewritten as given below equation.

NF =
[
w1

[
EGCurrent

EGmax

]
+ w2

[
DBS

DFAR

]
× P

1 − P(r mod 1/P)

]

where sum of total w1 + w2 is taken as one and considered any value for w1 and w2

according to the requirement of distance and energy of any network.

4 Simulation and Result Analysis

The notch function NF is performed in each and every round, and selection of node
as CH is taken on the basis of NF. Table 1 displays simulation parameters and their
value.

Figure 2 displays the plot between total numbers of alive node versus total number
of rounds. The below figure reflects that total number of alive node in improved

Table 1 Simulation
parameters

Parameters Values

Area 150 m × 150 m

Sensor nodes 500 nodes

Node’s energy 0.5 J

BS location (50 m, 50 m)

Number of rounds 1000

Fig. 2 Total number of alive nodes
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LEACH is more compared to the existing LEACH. It is almost 30% improvement in
alive nodes in improved LEACH compared to the existing LEACH, and this can be
better understood by using Fig. 3 which is shown below. Thus, both figures further
reflect the improvement in lifetime of network.

Figure 4 displays the plot between average residual energy verses number of
roundswhich is achieved on the basis of distance parameterwhich is taken considered
in improvedLEACHprotocol,while itwas not in existingLEACHrouting protocol. It
is clear from above graph is that proposed routing protocol shows better performance
in view of energy saving compared to the existing protocol.

Fig. 3 Total number of alive nodes increased by 30%

Fig. 4 Average residual energy
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5 Conclusion

The modified LEACH protocol which is proposed selects CH based on energy and
distance parameters. Simulation results reflect that proposed algorithm shows better
performance in terms of alive nodes and residual energy compared to the existing
algorithm. Advance way for selecting CH advances the total performance of the
network in terms of network lifetime. Combination of notch function provides better
results, and further, it can be modified with different parameter like distance between
member nodes and CH as well as establishing cluster with identical number of nodes
might also advance the network lifetime.
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Power Management of Pedaling System
with SPV System: An Alternate Option
of Power Generation Without Emission

Ambarisha Mishra

Abstract An environment-friendly electric power generation without emission is
considered here with pedal system, and SPV system is presented here. The rural and
urban areas are facing the situation of electricity shortage and outage. The present
work proposes a system to generate electric power at aminiature stage.A gymbicycle
pedal system (GBPS) integrated with SPV is to overcome the above situation. The
system is developed for power management to channelize energy output without
harmful emission. It is a straightforward methodology of electricity generation and
found better especially for those areas where power outage is an issue. The efficacy
of power management presented is practically demonstrated on the GBPS, and its
output is unified with PV system to meet the total load. To generate sufficient voltage
at good speed, a gearbox assembly of 1:30 ratio is provided. A 50 kWp solar-based
system with GBPS is taken into consideration here. The forecasted load is supplied
with power management in peak and off-peak hours. This work is an alternate choice
of electric power without harmful discharge. Proposed work of GBPS is developed
at the prototype stage.

Keywords SPV system · Pedal system gym bicycle · Generation scheduling ·
Energy

1 Introduction

The power demand is increasing nowadays. Everyone wants to live a lavish life with
the application of different electrical and electronics accessories, but just think the
situation of life with no electric power. A large number of countries (developing)
are in power crisis. More than 75% populations are not getting electricity that is
approximately 1.2 billion people, (World Energy Outlook 2015). The problem of
power cut is not limited to the rural locations but in the urban areas too. Electric power
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generated by fossil fuel produces a lot of unfavorable effect to environment (SOx,
NOx and CO2) and other harmful emissions. There is a need of alternative method of
power generation to fulfill load demand without the emission of greenhouse gases.

The objective of this work is to integrate the energy generated by gym bicycle
pedaling system located at the gym point and SPV system. In literature, many works
have been reported on use of pedaling system for power generation.Abicycle lighting
approach is developed in [1] where 4 W energy at 5–10 kmph is produced. To obtain
a usable voltage, a gearbox assembly was employed with pedals [2]. A system is
proposed with pedalingmechanism for power generation [3] using physical exercise.
Cost of power generation and transmission is not affordable or too much high cost
for few developing countries. In such cases, distributed generation like renewable
energy sources or its integration with other sources is a better solution [4, 5].

The generation of electricity for rural locations is reported [6, 7] using human
beings. A pedal rickshaw with power was established to reduce power burning up
at Chittagong, Bangladesh [8]. An emission-free, ecological and a reliable power
generation method is presented in [9].

This work focuses on gym center where solar photovoltaic system is provided at
roof top and gym bicycle is used for physical exercise purpose. These two systems
combined together to provide electrical supply to nearby areas at an economical rate.
An integration of thermal and SPV generation is reported in [10]. The scenario of
PV/battery system connected to grid is presented in [11].

There is sufficient amount of literature published regarding the power generation
problem. The SPV is not completely considered among these. A hybrid vehicle
powered by the manual pedaling, electric and SPV is presented [12].

The application of gym bicycle along with SPV for power generation is less
focused in reported literature and that is vital area of research to solve electricity
crisis issue for regions with more power cut or power outage [13]. The paper mainly
focused the energy generation by the GBPS along with SPV on to fulfill the total
demand. The major influences of the present work are as follows:

1. The amount of electrical power generation and cost analysis of the GBPS on
daily, monthly and yearly basis.

2. Power contribution with and without GBPS.
3. Cost analysis of on-site and off-site SPV-based power generation.
4. Management of power with both the systems in peak and off-peak hours.

2 Theory

The objective of present work is to generate electrical power fromman power efforts
with SPV integration that is independent of fuel-based power generation to satisfy
load demand without harmful emission. Theoretical analysis is presented next here.
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2.1 GBPS

The gym bicycle pedal system is used at gym stations for physical exercise. The
paddle rotation used for rotation of alternator generates electrical power. To increase
the speed of alternator, 1:30 ratio gearbox is used. The converter is used.

For speeding up the rotation of the alternator, a gearbox is arranged with 30 multi-
turn ratios. A convertor is for converting alternator output into appropriate form along
with battery and inverter arrangement. The block diagram of the GBPS is shown in
Fig. 1.

The cycle used here in this work is rated 90–110 rpm connected to front wheel axel
and chain.Agearbox of turn ratio 1:30 is used to connect it to alternator for production
of sufficient voltage even at less bicycle speed. The setup system parameters are given
in Table 1.

It is obvious that paddle speed is always constant, so tomaintain the output voltage
a charge controller is mandatory that also improves the life of used battery value.
The typical charging time of battery capacity is around 6–8 h. Here a 1080 Wh of
battery taken that will be charged in approximately 8 h. At the end point, an inverter
is used to get the required AC supply.

GBPS Gear Gen
Converter Storage Inverter

To Load

Fig. 1 Block diagram of GBPS

Table 1 Parameters of GBPS
system

S. No. Parameter Value unit

1 Gym bicycle 90–110 rpm

2 Ratio of gearbox 1:30

3 Battery capacity 12 V 90 Ah

4 Generator output 12 V 50 A

5 Inverter rating 1 kW

6 Power convertor 12 V 10 A
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Charge
Controller Inverter

Battery
PV Generation Array

  Load

Fig. 2 SPV-based power generation

2.2 SPV System

The solar modules are used to convert sunlight to electric power. A solar cell does
not have any movable parts and needs less maintenance and long life [14]. To reduce
the land requirement, roof can be used for installation of solar panels.

A typical SPV-based power generation system is shown in Fig. 2. At gym center
rooftop, 50 kW solar modules can be installed that is considered here in this work.

2.3 On-Site and Off-Site Solar Power Generation

The on-site plant here means solar system considered with land required for instal-
lation of solar panels, and off-site means land and battery is not considered. The
performance evaluation of solar plant is done with and without GBPS.

In on-site solar photovoltaic power plant, the land cost is considered while in off-
site SPV plant there is no land cost. Off-site SPV power plants can be used without
battery and land. In this work, the effects before and after installing the GBPS with
SPV system are evaluated.

The combined power developed by GBPS and solar plant is used to fulfill the load
demand. During the weekend and night, low power output of GBPS is considered
here that is more in peak hours more output is a better option to meet load demand.
The power capacity of overall system can be increased as per demand.

3 Experimental Investigation

It is obvious here that pedal system is operated by human efforts. Due to gearbox
arrangement, alternator speed will vary linearly with pedal speed. The speed of
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Fig. 3 Voltage developed with speed

alternator will be 1500 rpm at pedal speed of 50 rpm that can be increased by putting
more effort and consequently more voltage can be produced.

3.1 Electrical Response of GBPS

The voltage produced by alternator is directly proportional to speed of padel, and
there is a chance of small fluctuations. The charging time of battery can be reduced
at the highest speed of alternator around 3000 rpm. The variation of output voltage
with speed is shown in Fig. 3.

The emf developed by alternator can be expressed as given in Eq. (1)

e = B × l × v (1)

3.2 Electrical Power from GBPS System

The normal timing of exercise at gym centers is 05:00 am to 09:00 am and 05:00 pm
to 09:00 pm. Total time duration of above 8 h is sufficient to charge the battery fully.
The electrical power output can be doubled by connecting two batteries, and they
take same time to charge by GBPS system.

This power stored in the batteries is to be used for 24 h in case of power unavail-
ability from grid. The total electrical power developed by GBPS is 918 W by one
battery and 1836 W with two batteries considering 15% loss in battery. The cost of
one unit of GBPS system is shown in Fig. 1 is $900.

The amount of energy generated by such five numbers of GBPS units is
9.18 kWh/day, i.e., 3350.7 kWh/year and by ten numbers of units is 18.36 kWh/day,
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i.e., 6701.4 kWh/year. If such 100 units are combined, the amount of electrical energy
generated per day will be 183.60 kWh and per year 67,014.0 kWh.

3.3 Development of Solar Plant

For the design and development of a solar plant, solar modules (panel), battery,
inverter, controller and space (land) are required. To design of a 50 kWp solar power
plant, total amount of energy needs to be extracted from modules is 1560 kWh per
day and peak watt rating of modules is 249.6 kW.

The solar modules designed by TATA power of TP 250 series are selected for
solar plant design. The solar cells are monocrystalline Si wafer, and 998 modules are
required for 50 kWp solar plant.

The design of inverter mainly depends on peak demand, and as per requirement
batteries are selected considering loss in battery. Total 53 PV arrays are used for that
3850 m2 land is needed [15]. Total cost for 50 kWp solar plant is given in Table 2.

4 Result Analysis

In the present work, electrical power generation without emission is presented to
fulfill the load demand in the region suffering from power cut or power outage. The
performance of solar and GBPS integrated power generation system is analyzed.

In the present work, a 50 kWp solar plant with 20 numbers of GBPS systems is
considered. The load forecasted for 24 h is shown in Fig. 4.

In the integration, the contribution of power generated by GBPS is in the peak
hours with high load demand. Here SPV system is analyzed with and without GBPS.

Table 2 Cost of equipments S. No. Items Rate ($)

i SPV module 197,255

ii Installation frames 13,774

iii Installation labor cost 469

iv Hardware packing and freight 1719

v Inverters 8125

vi Design and management cost 313

vii Electrical items 10,000

Overall cost for off-site SPV plant 231,655

viii Land required 240,625

ix Storage battery 36,125

Overall cost for on-site SPV plant 508,405
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Fig. 4 Forecasted load for 24 h

4.1 SPV System Without GBPS for Load

From the forecasted load chart, it is clear that peak load is 50 kW at 12:00 pm to
01:00 pm, and minimum is 4 kW at 04:00 am.

The variation of power output of a 50 kWp solar plant along the load variation
is shown in Fig. 5. From the graph, it is clear that in noon time power generation
by SPV is good and enough to meet the demand. The load demand is highest at
01:00 pm. At certain time, SPV generation is more than load demand (10:00 am),
and during this period extra power can be used to charge the battery for future use.
To meet the peak load, GBPS is integrated with SPV and performance is shown in
Fig. 6.
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Fig. 5 Variation of SPV output with load for 24 h
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Fig. 6 SPV + GBPS power output with load demand

4.2 SPV System with GBPS

With addition of GBPS, the power demand from SPV is reduced in peak hours.
Figure 6 shows the variation of power generated by SPV+GBPS (50 kWp SPV and
20 GBPS units) with load during 24 h.

The extra power generated by GBPS can be utilized in off-peak hours. So the
integrated SPVGBPS system is capable ofmeeting load demand in peak and off-peak
hours.

4.3 Power Generation of SPV with GBPS in Off-Peak Hours

The availability of sunlight is changing from season to season and also depends
on geographical region. In North India, it is available from 07:00 am to 06:30 pm
during summer and 07:30 am to 05:00 pm during winter. SPV generation is best in
noon time. Figure 7 shows individual power generation by SPV and GBPS with load
demand in off-peak hours marked.

The energy stored in batteries with GBPS system is utilized in off-peak hours
(12:00 am to 06:30 am and 06:00 pm to 12:00 am). Figure 8 shows the demand and
power generated between 6:30 am and 06:00 pm by SPV and remaining demand
fulfilled by GBPS stored power. This analysis is for one system, and similar multiple
systems can be developed for load demand of a town, village, etc. This is a power
solution without emission.

This idea is useful in urban area also for reducing electricity bill and can be
connected to grid also. Still there are some villages facing lack of power supply as
per requirement that is also affecting the education of children residing there.
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Fig. 8 Utilization of surplus power of GBPS in off-peak hours

5 Conclusions

This work presented here is methodology with a bicycle pedal-based systemwith the
SPV system for generation of electric power. The generated power here is safe and
reliable and harmless for the civilization. The integration of GBPS and SPV system
is providing a solution to power crisis in rural areas that too without emission. A
solar PV system 50 kWp is with GBPS integrated. The total load is managed in peak
and off-peak hours by combining GBPS with SPV and saving the surplus power of
GBPS whenever it is available. It can easily be used with other renewable energy
sources too. The arrangement is good for the rural areas. The hardware setup for the
presented work is designed and developed at prototype level.
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Calculating Threshold Voltage Shift
for Shallow Implanted Short-Channel
MOSFET in Presence of High-K
Dielectric

Rajarshi Dhar, Payel Halder, and Arpan Deyasi

Abstract Shift of threshold voltage is analytically measured for shallow implanted
short-channelMOSFETconsideringHfO2 as dielectricmaterial.With suitable design
parameters, depletion width is made greater than implant depth, and Poisson’s equa-
tion is solved for threshold voltage computation under inversion condition. Simulated
findings are comparedwith the ideal results obtained for sheet charge approximations
and for different structural and doping parameters. For every design consideration,
corresponding implant depth is also computed as a function of substrate ion concen-
tration. Results are important for design of transistors under such doping condition
in the submicron region.

Keywords Threshold voltage shift · Shallow implant · Implant depth · Depletion
width · High-K dielectric

1 Introduction

In present day, ion implantation processed is favored for fabrication of low-
dimensional devices [1, 2]; but with the shrinking in the dimension of devices [3],
problems related to transistors falsely trigger themselveswith unwanted/noise signals
at the gate terminal. Many different techniques have been applied [4, 5] to prohibit
the undesired behavior of the transistors when incorporated in the VLSI circuit. In
present VLSI systems, local oxidation of silicon process (LOCOS) is being applied,
but for the future processes like the ULSI or the GLSI where the dimension is less
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than 1 µm, LOCOS technique is not going to work satisfactorily [6]. Therefore, the
need of novel techniques becomes the need of the hour [7, 8]. The trench isolation
process is one of those processes already reported in various literatures [9, 10] which
can satisfactorily overcome this problem so far.

For isolation of very high-voltage devices at the terminals/junctions, we have to
create larger separation between two consecutive devices, which is impractical from
the miniaturization of chip size point of view. In this context, the use of deep trench
isolation [11, 12] significantly reduces the device size, hence reducing the device
cost. Even though transistors are isolated in a circuitry by a deep trench structure,
they start to become connecting between themselves by virtue of inter-capacitance
property and thus greatly degrade the electrical performance of the circuit. The
quality of the trench sidewall (i.e., the silicon/trench interface) is also extremely
crucial in determining the reliability and leakage characteristics at interface [13, 14].
Interface quality is therefore experimentally evaluated bymeasuring the state density.
This density is directly dependent on the implant profile, whether shallow depth or
deep implant. In this context, it may be mentioned that if depletion region thickness
(approximate) is greater than the depth of implant, then it will be called shallow
implant; otherwise, it is called deep implant. Normally, deep implant is preferable in
order to increase the drain current density [15, 16], and henceforth, shallow implant
is less investigated.

The present paper examines the shift of threshold voltage in short-channel
MOSFET for shallow implant profile in presence of high-Kdielectric. Corresponding
implant depth is also measured with variation of structural and design parameters.
Computation is carried out using MATLAB® software. Novelty of the work lies in
the fact that deep implant is generally considered for MOSFET design in order to
achieve higher current density, but this also causes a possibility of burnout of the
devices. The present work nullifies the effect where shallow implant exhibits better
device control over threshold voltage. A few works on shallow implants are previ-
ously reported on bulk structure, and in the present work, effect is investigated on
micron domain. Result is compared with the approximated profiles obtained using
sheet charge density estimation.

2 Mathematical Formulation

Computation of implant depth begins with 1D Poisson’s equation where field and
potential profiles may be represented in the following forms

ξR1(z) = qNA

εsub
(Wdep −WI ) + qNI

εsub
(WI − z) (1)

φR1(z) = −qNA

εsub
(Wdep −WI )z − qNI

εsub

(
WI − z

2

)
(2)
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Fig. 1 Implant profile with
depth

whereWdep denotes thewidth of depletion regionwith corresponding doping concen-
tration NA, and WI indicates implant depth with NI as doping concentration. These
equations are for region 1 as indicated in Fig. 1.

In the region 2, corresponding electrical functions are written as

ξR2(z) = qNA

εsub
(Wdep − z) (3)

φR2(z) = qNA

2εsub
(Wdep − z)2 (4)

After computation of surface potential, final expression of threshold voltage may
be written as

VT = VFB + 2φF + 1

Cox

×
[
qDI +

√
2qεsubNA

(
2φF − qDIWI

2εsub

)]
(5)

Hence, the shift of threshold is given by

VT = q(NI − NA)WI

Cox

(
1− WI

2Wdep

)
(6)
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3 Results and Discussions

Using Eq. (5), threshold voltage shift is computed as a function of substrate concen-
tration for different internal and structural parameters. All the results are compared
with the ideal characteristics obtained for sheet charge estimation.

In Fig. 2, shift of threshold is plotted for different dielectric materials, and the
result is compared with that obtained for conventional SiO2. Simulated findings
showed that shift of threshold voltage increases with electrical permittivity and also
increased with substrate concentration. This is due to the fact that higher permittivity
increases the barrier potential, which enhances input voltage requirement to get
drain current at linear condition. This enhances shift. It is also noted that for SiO2

material, simulated results are almost similar to the ideal behavior obtained for sheet
charge approximation, but the result differs for high-K dielectrics and with higher
concentration.

Threshold voltage shift is also measured with different dielectric thickness, and
the result is plotted in Fig. 3. From the plot, it is seen that lower the thickness,
the shift decreases. From the result, it is found that for higher dielectric thickness,
shift is relatively large as oxide capacitance decreases, whereas for lower thickness,
reverse phenomenon takes place. Computations are carried out considering HfO2 as
the material.

Shift is also measured for different implant depth, and corresponding result is
plotted in Fig. 4. This is important in the context that this depth is taken in such a

Fig. 2 Shift of threshold voltage with substrate concentration for different dielectrics
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Fig. 3 Shift of threshold voltage with substrate concentration for different dielectric thickness

Fig. 4 Shift of threshold voltage with substrate concentration for different implant profile

way that it becomes less than the depletion depth. Design parameters are chosen in
that way.

Higher implant depth makes larger shift of threshold as it becomes compa-
rable with depletion width. This requires the need of depth profile measurement
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for different structural and internal design parameters. Figure 5 shows the implant
profile with substrate ion concentration, and it is independent of the permittivity of
the oxide material.

Figure 6 shows maximum depletion depth profile as a function of implant depth.

Fig. 5 Implant depth profile as a function of substrate ion concentration

Fig. 6 Maximum depletion depth as a function of different implant depth
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From the plot, it is seen that the higher the implant depth, the depletion depth
decreases. This is a turnout form shallow implant to deep implant, as reduction
of depletion depth indicates that it will become comparable at a particular magni-
tude. Also at larger depth, the value deviates from the ideal value obtained from sheet
charge approximation.

Figure 7 shows the transition from hi-lo to lo-hi structure with change of doping
concentration in the depletion region. Once it becomes comparable to the concen-
tration of hi structure, then depletion becomes almost negligibly small, and also
becomes constant with substrate concentration variation. Lowering depletion width
indicates that the structure is now at the threshold of deep implant.

Table 1 shows a comparative study for implant depth where works are carried out
for shallow implant profile. Table 2 contains the comparison for depletion depth.

Fig. 7 Maximum depletion width for different implant concentrations

Table 1 Comparative study
for implant depth

Data for implant
depth

Substrate
concentration
(m−3)

Implant depth (µm)

Arora [17] 7 × 1022 0.351

Present work 7 × 1022 0.355
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Table 2 Comparative study
for depletion depth

Data for
implant depth

Substrate
concentration
(m−3)

Implant depth
(µm)

Depletion
depth (µm)

Arora [17] 7 × 1022 60 0.361

Present work 7 × 1022 60 0.363

4 Conclusion

Simulated findings show that threshold voltage shift is higher for high-K dielectric
material compared to conventional material when shallow implant is considered with
hi-lo configuration. Also higher implant depth can turn the device from hi-lo to lo-
hi structure with suitable choice of design parameters. Thickness of the dielectric
material and background concentrations will play important role in tuning the device
characteristics.
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Healthcare Recommendation System

Rakesh Raja, Indrajit Mukherjee, and Bikash Kanti Sarkar

Abstract In the era of digitalization of information, big data plays an important
role in the field of healthcare industry. The reason is that it generates a huge amount
of digital data due to the digitalization of healthcare system. This digital data can
be compared with big data according to its characteristics and can be characterized
as ‘healthcare big data’. On analysing healthcare big data with various tools and
techniques, it helps healthcare providers to provide precise and relevant predictions
to the patients based on their medical history. The proposed model is an effort to
develop a personalized healthcare recommendation system to predict the relevant
recommendations to the healthcare providers for making healthcare decisions from
the big data generated by the healthcare industries.

Keywords Big data · Health care · Personalized health care · Collaborative
filtering · Prediction model · Linear regression · Decision tree · Bayesian
classifier · Survival analysis

1 Introduction

In the past few years, healthcare system gives rise to a tremendous amount of data
considered as healthcare big data as well as focuses on value-based treatment and
personalized health care due to the digitalization of the world. In general, healthcare
data means data related to health risks which incorporates electronic health records
(EHRs) such as digital version of patient’s information and medical history, doctor’s
prescription, diagnostic reports, biometric data and other health-related data. Due
to the volume and diversity of medical data, big data in health care is overwhelming.
By employing analytical tools on big data, it helps healthcare providers for healthcare
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decision-making with the aim of promoting health and preventing disease. To be
more specific, using big data analytical tools and techniques in health care has the
potential to improve the quality of care, lifestyle habits and reduce costs by identifying
associations and relationships between healthcare data [1].

The term ‘health’ refers to the condition of complete emotional and physical well-
being. Healthcare services have been characterized as a large number of administra-
tions rendered to people, families or networks by well-being administration experts
for advancing, keeping up or re-establishing well-being. The quality of healthcare
service helps people tomaintain this optimal state of health. The data stored in health-
care systems has enhanced during the last ten years, driving to be considered as big
data. There is an abundance of data prepared to be analysed [2].

The concept of healthcare big data refers to the electronicmedical records (EMRs)
created by digitization of information-too large and complex for traditional software
and/or hardware to make sense of [3]. According to author in [3], the healthcare
system has traditionally generated massive amounts of information by maintaining
medical records, compliance and regulative needs and patient care. This large amount
of knowledge holds the promise of supporting an excellent range of medical and
aid features, as well as clinical decision support, health management, monitoring of
diseases, health condition based on sensors, etc. [4–6]. For example, cancer diagnosis
requires petabytes of data from different sources to identify the patient’s condition
and potential for survival. In addition, the use of analytical tools and techniques on
big data in health care today reduces healthcare costs while improving the quality
of health care by underlining more customized and preventive care and ongoing
monitoring [7]. As according to the study of [8], big data analytics consists of a set
of analytical methodologies and tools like correlations, cluster analysis, regression
analysis, decision trees, neural network analysis, Bayesian analysis and so on.

Health information, however, needs to be open and accessible to everyone
concerned within the healthcare system to satisfy the above-mentioned healthcare
services. In this regard, according to the study of [9] high-level data integration,
interoperability and sharing among various healthcare providers are essential to
deliver high-quality, secure healthcare services to the patients they serve [9]. Big
data-driven methodology plays a critical role in the development of personalized
healthcare services. There are many diseases with risk factors that can be prevented
or have aminimumof risk indicators. Enlightening these characteristics of the disease
can help to reduce the burden of disease in personalized health care. However, the
possible aggregate of threat factors is so complicated and it is far impossible for a
medical doctor to completely examine it in real time at the time of patient inter-
action. Stakeholders associated with healthcare system take careful medical history
and perform particular research facility testing to work outpatient health and risk of
further disease.
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2 Motivation

In the era of digitalization of information, healthcare service shifts from disease-
centric version to a patient-centric version. Health practitioner’s decision-making
focused across the clinical expertise and information from medical proof and varied
tests in a disease-centric version. Alternatively, in a patient-centric version, patient
effectively takes an interest in their own consideration and acquires service focused
on individual desires and preferences knowledgeable by the usage of advice and
supervision of their healthcare providers. The proposed work is driven by patient-
centric version developing a customized risk profile for disease as well as health plan
and wellness plan for a personal.

3 Problem Statement

The three principle questions emerge in order to develop a patient-centric version
for personalized healthcare system:

• What are my prospects for disease development?
• How do I deal with them?
• Which health strategies can work best for me?

4 Methodology

This drawback can be addressed by collaborative filtering methodology, according
to the research study of Su et al. [10]. The fundamental rule of collaborative filtering
is that patients having similar health conditions are possible to possess similar char-
acteristics on different diseases. This statistic is then used to develop personalized
management system for health care in addition to generate predictions on different
diseases supported a group of other similar patients.

5 Proposed Model

Collaborative filtering approach is used for the development of a patient-centric
prediction model. The goal is to develop a general prediction healthcare recommen-
dation system to offer a recommendation for acting a specific interest with a purpose
to improve the health of patient, based totally on his health condition and information
from another patients’ history. The point of the proposal is to find which activities
individually affect the value of each parameter of health. The recommendation algo-
rithm proposed depends among the estimations of the health parameters and also the
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Fig. 1 Recommendation system for personalized healthcare

physical activities of the clients. The essential thought is to discover which physical
activities influence changes in the estimation of health parameters. The algorithm
continues to use this dependence to acknowledge the identical or similar health
situations that are found in any other person with similar characteristics. If there
is information in the clients’ history that once doing some physical activity their
health condition has progressed, the algorithm accepts this information and suggests
the activity to other clients with similar health issues. In order to accomplish this,
collaborative filtering and classification techniques are carried out so as to cluster
clients with similar characteristics in the proposed recommendation algorithm. Such
utilization of classified knowledge provides significant recommendations based on
prior information of patients with similar health conditions. As a result, this recom-
mendation system influences on enhancing the health condition, resulting in a better
lifestyle for the person. Figure 1 shows the recommendation system for personalized
disease prediction process.

6 Collaborative Filtering Methodology

The collaborativefiltering approach is used to construct amodel from the pastmedical
history of a patient as well as similar health scenario of other patients with similar
characteristics. This model is then used to predict the disease based totally on a group
of other comparable patients through constructing a personalized recommendation
system on the patient-centric version. Additionally, collaborative filtering approach
uses content-based filtering for communication between different patients and gener-
ating totally different recommendation and suggestion to the clients. This system
requires all time to monitor the condition of the patients and recommending possible



Healthcare Recommendation System 455

emergency services for their medical conditions. Also, the framework empowers the
patient to contact other individuals with comparative health condition and trade their
experience.

7 Recommendation Algorithm

The motivation behind recommendation algorithm is to present a suggestion for
playing out a particular activity so that it will enhance patient’s prosperity, in perspec-
tive on his given health circumstances and medical records of another patients’
history. In the scenario of health care, it also searches out which carrying activities
have an impact on the worth of every parameter of health care. The recommendation
algorithm presented belongs to the collaborative model of healthcare system [11].
Figure 2 shows the various stages of recommendation algorithm.

Phases of Recommendation Algorithm The recommendation algorithm for
personalized healthcare system comprises of four essential stages:

1. Classification of patients as per their diagnosis and separating all clients that do
not have a place with a similar class with the active patient.

2. Selection of patients closest to the active patient as per the health record with the
use of collaborative filtering.

3. Calculate the utility of the behaviour of active patientwith his comparable patients
while using their health profiles.

4. Recommendation generated by measuring the effectiveness of utility activities.

1. Categorization of patients according to diagnosis: The first phase of the recom-
mendation algorithm is to classify the patients according to diagnosis. Patients
having the similar permissible activities with the same diagnosis are classified to
cluster clients. We need expert knowledge in this stage in order to characterize
the classes and the membership conditions in those training. This knowledge
might be utilized by some classification rules as a training set so as to assign
unlabelled samples to classes.

2. Choice of the most comparable clients: The second stage of recommendation
algorithm is utilized to choose clients who have a place with a class similar to
the active client and are very similar in terms of their health state to the active

Classification of 
Patients

Selection of 
Similar Patients

Calculating 
Usefulness 

Recommendation
Engine

Recommendation Algorithm

Fig. 2 Phases of recommendation algorithm
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clients. The health information of the selected client would assist to obtain better
recommendations.

3. Estimate the value of the health parameters: The third stage of recommen-
dation algorithm is the most critical stage where we determine the utility of the
activities. During this stage for each comparable patient, we tend to calculate the
utility of every lifestyle activity of the active patient based on its present health
condition so that we can improve the value of the health parameters as well as
health care of an individual.

4. Generation of recommendations: This stage is concerned with recommending
the activity that most of the comparable patients consider to be the most valuable.

8 Clinical Prediction Model for Survival Analysis

Clinical prediction model is one of the most critical components of healthcare
analytics that has a massive effect on disease diagnosis and treatment. Survival anal-
ysis [12] aims at modelling the time to event data. The observation starts from a
particular starting time and will continue until the occurrence of a certain event.
The starting point for the assessment in the healthcare context is typically a formal
medical intervention such as referral to hospitalization, starting to take a specific
medication or a diagnosis of particular disease. The event of interest might be death,
discharge from hospitalization or any other interesting incident that can happen
during the observation period. The survival model in statistics can be applied to
predict the patient’s survival outcomes [13]. These outcomes can fall into any one of
these categories:

• Continuous outcomes
• Binary outcomes
• Categorical outcomes
• Ordinal outcomes
• Survival outcomes

These outcomes are shown in Table 1.

Basic Statistical Prediction Model
The well-known basic statistical models that are widely used in clinical data analysis
include:

Linear Regression
In clinical data analysis, linear regression is often employed in clinical cost prediction
and the estimation of some medical inspection.

Generalized Additive Model
To model the continuous outcomes in regression, the generalized additive model is
used. It is a variant of linear regression that can handle nonlinear distribution.
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Table 1 Categorization of
survival outcome

Outcome Method Application

Continuous
outcome

• Linear regression
• Generalized additive
method

• Medical cost
prediction

• Estimation of some
medical inspection

Binary
outcome

• Logistic regression
• Decision tree
• Bayesian model

• Disease diagnostic
• Prediction of
patient’s death or
risk

• Medical image
segmentation

Categorical
outcomes

• Polytomous logistic
regression

• Multiple disease
diagnostics

Ordinal
outcomes

• Bayesian classifier • Predict the
grade/severity of
illness

Survival
outcomes

• Survival analysis • Predict the time to
event of interest

Logistic Regression
Logistic regression is one of the most popular binary classification methods which
is widely adopted for clinical prediction tasks.

Bayesian Classifier
The main function of Bayesian classifiers is modelling probabilistic relationships
between the attributes set and the class variable. This approach is commonly studied
in the context of clinical prediction.

Decision Tree
Decision tree is a general learning technique that is utilized in a wide range of
healthcare diagnosis systems.

Polytomous Logistic Regression
Polytomous logistic regression is an extension of the basic logistic regression, which
is designed to handle multiclass problems. Polytomous logistic regression is used
when there is no predefined order among the categories.

9 Conclusions and Future Research

The aim of this study was to highlight the big data in health care which plays a crucial
role to improve the healthcare services. The systematic analytics of big data in health
care help healthcare providers to provide precise and relevant recommendations to
the patients based on theirmedical history. The proposedmodel is an effort to develop
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a personalized healthcare recommendation system to predict the relevant recommen-
dations to the healthcare providers for making healthcare decisions from the big data
generated by the healthcare industries. In the era of digitalization of information,
healthcare service shifts from disease-centric version to a patient-centric version.
The enormous data in health care has many challenges such as aggregating unstruc-
tured healthcare data from disparate data sources, privacy concern and security of
healthcare big data. These challenges can be the future studies to be addressed.
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Comparative Study of Logic
Performance of Hybrid CMOSFETs
at Deca-Nanometer Regime

Suchismita De, Suchismita Tewari, and Abhijit Biswas

Abstract Acomparative analysis is carried out to study the digital circuit behavior of
hybrid p-Ge/n-Si CMOSFETs, p-Si/n-InGaAs CMOSFETs as well as conventional
Si CMOS devices at channel length of 60, 30, and 20 nm. Extensive numerical
investigation is used to investigate the performance of the different inverter circuits
in terms of noisemargin low and high, rise and fall times alongside propagation delay.
Our studies show that hybridCMOSFET comprising Si nMOSandGe pMOSdevices
performs the best with respect to noisemargin high (NMH ), noisemargin low (NML),
and rise time (tr) compared to the hybrid CMOSET comprising InGaAs nMOS
and Si pMOS devices and the conventional CMOSFET. However, n-InGaAs/p-Si
CMOSFET yields the lowest value of fall time (tf) and time delay per inverter (td)
in relation to the values found in other two inverters. Our investigation reveals that
all the time parameters for both hybrid CMOSFETs show reduced value compared
to the conventional Si counterpart while noise margins show improvement for Si
CMOSFETs.

Keywords Fall time · Hybrid CMOSFET · Logic performance · Noise margin ·
Propagation delay · Rise time

1 Introduction

Researchers all over the world are continuously working on the improvement of the
performance of integrated circuits (ICs) over the past few decades. Considerable
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improvement has been achieved as a result of aggressive scaling down of device
dimensions as well as exploration of novel materials with high channel mobility
for the construction of CMOSFET inverters. Stacks of various new materials are
also being experimented with, apart from the conventional CMOS device with Si
channel nMOS and Si channel pMOS, in order to achieve performance improvement
in CMOS devices which will also bring about further extension of Moore’s law.

Among the high mobility channel materials that are being explored, Ge with
a hole mobility of around 1900 cm2/Vs and InGaAs with an electron mobility of
around 8450 cm2/Vs present themselves as an attractive choice for p-channel and
n-channel materials, respectively. Work has also been done with the combination
of these materials using InGaAs channel nMOSFET and Ge channel pMOSFET
so as to bring about a considerable enhancement in their performance [1, 2]. The
digital behavior of hybrid n-InGaAs/p-Ge CMOS inverters has been reported in [3,
4]. Notably, in such hybrid CMOSFETs, the electron-to-hole mobility ratio is almost
10. As a result, in order to attain the VTC curve with symmetry in such inverters,
the optimum width ratio of pMOS and nMOS devices (Wp/Wn = r) would be equal
to 10. This design leads to a larger chip area when compared with conventional Si
CMOS inverters in which the optimum ratio r is 3. This problem has been addressed
in our previous work [5] by constructing a hybrid CMOS device incorporating a
Ge pMOSFET and a Si nMOSFET where r = 1 and hence occupying the least
chip area possible for improved logic performance. The advantage of outstanding
electron mobility in InGaAs has also been taken into account by constructing a
CMOS amplifier consisting of InGaAs nMOSFET and Si pMOSFET in our previous
work [6] as a contender to the conventional CMOSFET. In this case, Si has been
used for the pMOS device instead of Ge due to its considerable suppression of short-
channel effects like lower DIBL in contrast to Ge, which leads to a higher output
resistance and also low leakage. Although there have been many reports regarding
digital performance of hybrid CMOSFETs, a comprehensive investigation on various
hybrid CMOSFETs at different gate lengths have not been reported.

In this paper, the digital performance of such hybrid devices is investigated, and
a comparative analysis of two different hybrid CMOSFETs comprising Si channel
nMOS and Ge channel pMOS devices, InGaAs channel nMOS and a Si channel
pMOS devices is performed and compared to a Si CMOSFET at three different
channel lengths, e.g., 60, 30, and 20 nm. The performance analysis is conducted
in terms of noise margins, rise and fall times as well as propagation delay of a
single-stage inverter.

2 Device Structure and Simulation Setup

A comparative analysis of the logic performance of a hybrid CMOSFET consisting
of Si nMOSFET andGe pMOSFET, a hybrid CMOSFET comprising InGaAs nMOS
and Si pMOS device, and a conventional CMOSFET comprising Si nMOS as well as
pMOS device is carried out. The corresponding device schematics are illustrated in
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Fig. 1a–c, respectively. The detailed process flow for theGe pMOSFETmay be found
in [7] and the elaborate process flow for realization of the InGaAs MOSFETs on Si
substrate with Al2O3 box layers is described in [8]. The Si CMOSFETs may also be
realized using the direct wafer bonding technique, as was demonstrated successfully
by Tagaki et al. in [3]. In this study, three channel lengths viz 60, 30, and 20 nm are
considered.

ATLAS fromSILVACO [9] is used for simulation of the three differentMOSFETs.
In the simulation, the interface-trapped charge density (Dit) has been considered to be
1 × 1012 eV−1 cm−2 for Ge/high-k interfaces as per experimental findings reported
in Ref. [10], as well as for the In0.7Ga0.3As/high-k interface, as per experimental
findings reported in Ref. [11], whereas in case of high-k/Si interface the Dit value

Fig. 1 Cross-sectional view of CMOSFETs comprising a Si nMOSFET and Ge pMOSFET,
b InGaAs nMOSFET and Si pMOSFET, and c Si nMOSFET and Si pMOSFET
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is considered as 1 × 1011 eV−1 cm−2. The source/drain (S/D) contact resistance is
considered as 82 � µm [12] for Ge pMOS device, 93 � µm [13] for In0.7Ga0.3As
nMOS device, and 30 � µm [14] for Si nMOS and pMOS devices, respectively.
In order to take into account carrier recombination events in Ge, InGaAs, and Si
channels, the Shockley-Read-Hall (SRH) and Auger recombination models have
been employed. The inversion carrier mobility is a function of multiple parame-
ters which include carrier concentration in the channel, temperature, horizontal and
vertical electric fields, surface roughness between oxide and semiconductor, etc.
Importantly for low band gap semiconductors such as Ge and InGaAs, band-to-
band tunneling and trap assisted tunneling current play vital role in determining
the total drain current. To capture all these physical effects, the relevant models
are invoked in the present simulation. Since the channel thickness of both Ge and
InGaAs MOSFETs is comparable with the exciton Bohr radius of the corresponding
material, quantum-mechanical effects impact the current voltage characteristics of
such devices. Hence, quantum effects are included while simulating Ge and InGaAs
channel MOS devices. However, the quantum-mechanical effects are not significant
for Si channelMOSFETs having channel thickness above 5 nm.Hence, in the present
study quantum effects are not taken into account while simulating Si devices. For the
computation of carrier concentration distributions, Fermi–Dirac (FD) statistics has
been used. An important phenomenon in case of InGaAs MOSFETs is the velocity
overshoot effect and has been included by invoking energy balancemodel for InGaAs
nMOS device simulation. At the circuit-level investigation, mixed-mode simulation
is performed using SILVACO to extract various parameters related to digital circuit
applications for three aforesaid CMOS inverters in push–pull configuration. All the
nMOS and pMOS devices comprising CMOSFETs have the capacitance equivalent
thickness (CET) of 2.3 nm, 1 nm, and 0.8 nm for Lg = 60 nm, 30 nm, and 20 nm,
respectively, following ITRS roadmap [15]. The work functions of the gate materials
of n- and p-MOSFETs are tuned such that the threshold voltage values of 0.2 and −
0.2 V may be set for n- and pMOS devices, respectively.

3 Results and Discussion

In order to study the logic circuit behavior of the three different CMOS devices, our
device simulation framework has already been validated in our earlier publications
[5, 16] by making a comparison of the transfer characteristics of Ge device that has
been simulated, with the experimental characteristic curve at Lg = 30 nm [6], as
well as that of the InGaAs device at Lg = 60 nm [17]. The three different devices
are named as follows for future reference: CMOS1—hybrid CMOSFET consisting
of a Si nMOS and a Ge pMOS devices, CMOS2—hybrid CMOSFET comprising
InGaAs channel nMOS and a Si channel pMOS devices, and CMOS3–CMOSFET
comprising Si channel nMOS as well as pMOS devices.

First of all, the voltage transfer characteristic (VTC) curves of the three different
devices are studied, and the corresponding results for the devices with channel length
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Fig. 2 Comparison of a VTC curves and b peak gain of CMOS1, CMOS2, and CMOS3 inverters
at a channel length of 20 nm

of 20 nm have been plotted as shown in Fig. 2a. Also the peak gain obtained from the
corresponding VTC curves for the three different devices has been plotted as shown
in Fig. 2b. The most symmetric VTC curves for all the three devices are plotted
which has been obtained at a device-width ratio (Wp/Wn) of 1 for CMOS1, 5 for
CMOS2, and 3 for CMOS3, as the symmetry of a VTC curve is dependent on the
effective carrier mobilities in the nMOS and pMOS devices, respectively, consti-
tuting the inverter which has been calculated to obtain the above Wp/Wn ratios. It
can be observed from Fig. 2 that the sharpest VTC curve is obtained for CMOS1
followed by CMOS3, and finally, the VTC curve of CMOS2 has the least sharpness.
The gain of the inverter is expressed as [(gmn + gmp)/(gdn + gdp)] [18], where gdn/p
and gmn/p denote the output conductance and transconductance of n/pMOS devices,
respectively. This gain is an indication to the amount of steepness of the VTC curve.
Due to the highermobility of holes in theGe pMOSdevice, it yields a larger transcon-
ductance (gmp), which in turn results in the gain being enhanced and hence the high
sharpness of VTC curve in CMOS1 as compared to CMOS3. On the contrary, in case
of CMOS2, a very high electron mobility in the InGaAs nMOS device resulting in
a high value of gmn is however compensated by the high output conductance (gdn)
of nMOS device, thus producing a reduced gain and hence less sharpness than both
CMOS1 as well as CMOS3. This trend has been followed by the devices having
channel lengths of 30 nm and 60 nm as well. The low noise margin (NML) and
high noise margin (NMH ) of all the three devices for the three different channel
lengths have been compared as plotted in Fig. 3a, b, respectively. Here, it can be
observed that since the devices having the most symmetric VTC curves pertaining
to their corresponding optimumWp/Wn ratios are considered, the values of NML are
almost equal to the values of NMH for all the three devices. It can be seen that the
noise margins follows the same trend as explained above with CMOS1 possessing
the highest value followed by CMOS3 and CMOS2. Next, a train of pulse with a
frequency 5 GHz and amplitude 1 V in case of devices with Lg = 20 and 30 nm
and 1.3 V in case of the device with Lg = 60 nm is fed to the input of the different
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Fig. 3 Comparison of a noise margin low (NML) and b noise margin high (NMH ) of CMOS1,
CMOS2, and CMOS3 inverters for channel lengths of 20, 30, and 60 nm

inverters, and the corresponding output waveforms have been obtained using mixed-
mode simulation. The comparison of rise time (tr) as well as fall time (tf) between
the three different devices for a channel length of 20 nm has been plotted as shown
in Fig. 4a, b, respectively.

As the rise times are controlled by the pMOS devices, it can be seen clearly that
CMOS1 has the least tr followed by CMOS2 and CMOS3, which is attributed to the
higher hole mobility of Ge in the pMOS device in CMOS1 as compared to the Si
pMOSdevices inCMOS2andCMOS3, respectively.However, it can be observed that
tr of CMOS2 is lower than that of CMOS3. This occurs due to the reduction in tr with
the increase in Wp/Wn ratio which is 5 in case of CMOS2 and 3 for CMOS3. Since
the width of the pMOS device increases, the channel resistance reduces resulting in
a reduction in RC time constant and hence the obtained results. The fall times on the
other hand are controlled by the nMOS devices, and it can be clearly seen that the
lowest tf is possessed by CMOS2 which can be attributed to the higher mobility of
InGaAs in the nMOS device, whereas both CMOS1 and CMOS2 has similar values
of tf as the width of both the Si nMOS devices are same. The comparison of the
rise times as well as the fall times for the different devices for all the three channel
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lengths have been plotted as shown in Fig. 5a, b, respectively. It can be seen that the
above trend has been maintained for the devices of all the channel lengths. Also the
propagation delay per inverter (td) is calculated which is given by (tr + tf)/2. The
values of td for the different devices for three different channel lengths are shown in
Fig. 6. One can easily observe that td follows the same trend as found for tr and tf.
Finally, a comparative study of the logic parameters of CMOSFETs in our work is
done with those of other research groups for channel length of 30 nm as shown in
Table 1.

Here, Ref. [16] reports the logic parameters of a CMOSFET comprising of an
InGaAs nMOSFET and a Ge pMOSFET, whereas Ref. [19] shows the logic param-
eters of a TFET inverter as well as a CMOS inverter. It is evident from Table 1 that
our proposed hybrid devices perform better compared to earlier reported devices in
terms of digital device parameters.

Fig. 6 Comparison of time
delay per inverter of
CMOS1, CMOS2, and
CMOS3 inverters for channel
lengths of 20, 30, and 60 nm
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Table 1 Comparative study of logic parameters of different CMOSFETs at channel length of 30 nm

Parameters Different CMOSFETs

This work Ref. [16] Ref. [19] TFET
inverter

Ref. [19] CMOS
inverterCMOS 1 CMOS 2 CMOS 3

NML (V) 0.43 0.39 0.409 0.283 1 0.17

NMH (V) 0.429 0.4 0.41 0.281 0.6 0.16

tr (ps) 0.596 0.81 1.44 1.6 125.00 600.00

tf (ps) 1.12 0.041 1.12 0.5 1524.00 900.00

td (ps) 0.858 0.426 1.28 1.05 824.5 750.00

4 Conclusion

The comparative study of two different hybrid devices comprising Si nMOSFET
and Ge pMOSFET (CMOS1) and InGaAs nMOSFET and Si pMOSFET (CMOS2)
with reference to a conventional Si CMOSFET (CMOS3) has been presented at gate
lengths of 60, 30, and 20 nm. Our analysis reveals that the highest values of noise
margin low, noisemargin high aswell as peakgain are obtained forCMOS1 in relation
to those found for CMOS3 and CMOS2 with all the three channel lengths. While
computing the rise time of the inverters, it has been observed that CMOS1 possesses
the least rise time followed by CMOS2 and CMOS3, whereas in case of fall time,
CMOS2 has the least value while CMOS1 and CMOS3 have similar values which are
higher than that of CMOS2. Furthermore, with respect to the time delay per inverter,
it is found that CMOS2 outperforms the rest followed by CMOS1 and CMOS3. Our
comparative analysis suggests that hybrid CMOSFETs comprising high mobility
channel materials prove themselves as promising candidates for improved digital
circuit performance for deca-nanometer technology nodes.
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Student Performance Prediction Using
Classification Algorithms

Akash Ranjan, Rohit Raj, Aman Deep, and Kishore Ku Senapati

Abstract Education has become an important medium for every individual to
achieve excellence in their life. A better and consistent performance in study makes
the journey to the excellence easy and achievable. So, in today’s competition-driven
world, consistent performance has become a big concern for every student out there.
Students who are performing poorly in their courses need to get proper guidance at
an early stage. To aid in identifying such students, we have proposed a framework
based on classification algorithms that classifies and predicts the performance of
the students based on their past academic records. The algorithm first learns about
the previous performances of the students and subsequently, uses it to predict the
future performance. We first train the algorithm through the dataset comprising of
the performance records of more than 100 students and then use the model to predict
the future performance. Automatic feature selectionmethod has been used to process
the data so as to provide input to the classification algorithms in order to predict the
student performance. On applying the classification algorithms, it was observed that
C4.5 showed a better accuracy of 86% than Naive Bayes algorithm, that had an accu-
racy of 70%. This proposed model will help in the early detection of weak students,
decreasing dropout rates, reducing educational pressure on students and increasing
the skill set of students.

Keywords Data mining · Classification algorithm · C4.5 · Naive Bayes

1 Introduction

In every student’s life, the most important phase is education. New technology helps
in effective learning and provides teachers with the tools to support each and every
student with their performance even when the number of students is large. Grades
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reflect the overall performance of students and represents how well a student has
grabbed the knowledge comprehended the and lesson taught in a course. So it is very
important for any students to get a proper guidance and support to pass with good
marks and do well in class.

In this paper our aim was to predict the grades of the students and identify
those who need proper guidance and support at an early stage. To achieve this,
previous performance data of the students were retrieved and then algorithms were
applied. Data mining, which is an important machine learning tool used for iden-
tifying patterns and inferring knowledge by training on datasets, has been used to
extricate the relevant data from a vast set and use it for further processing. In educa-
tional data mining, prediction techniques are used to speculate the performance of
the student. Processes such as regression, classification and estimation of density
have been used in the course of predicting the student performance.

Classification is an information mining process that groups objects from a collec-
tion into labelled target classes and categories. The objective of this function is to
precisely predict the objective class for each case in the dataset. The classification
method is divided into two phases-training and testing based on a bifurcated dataset
datasets model: first is for training the model and the second is for testing the model.
The model is trained by comparing the predicted class against the actual class in the
training dataset. Classification has numerous applications in client division, business
demonstrating, showcasing, credit examination, and biomedical and sedate reaction
displaying.

One of themost basic and essential classification algorithms inmachine learning is
k-nearest neighbours. The k-nearest neighbour belongs to supervised learning model
and has a great application in different fields like pattern recognition, data mining
and intrusion detection. Another type of supervised learning algorithm is “support
vector machine” (SVM) used for both regression and classification purposes. In this
computation, every datum is point in m space dimension (where m is equal to total
features) and is plotted with the estimation of each part being the estimation of a
specific request [1].

Bayesian classifiers are factual classifiers that are represented as chart structure.
A few Bayes calculations have been created, among which Bayesian and gullible
Bayes are the two fundamental procedures.

A computational model known as artificial neural network (ANN) is based on
the structure and components of natural neural frameworks. Information that travels
through the framework impacts the structure of the ANN due to the fact that a neural
framework changes—or learns, based on the data fed and yields accordingly [2].

For numerical prediction, the most important methodology is regression. The
goal of this methodology is to accomplish an element of the free factors that permits
processing the contingent desire for a reliant variable for expectation and anticipating
practices subject to the minimization of a particular sort of error by means of an
iterative technique. Generally classification and regression trees (Truck) abide by
these undertakings.
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2 Background Study and Related Works

The accomplishment of machine learning is affected by numerous factors on a given
task. The portrayal and nature of themodel information are above all else [3]. Feature
subset determination is the way towards recognizing and expelling however much
insignificant and repetitive data as could reasonably be expected. At times, precision
on future classification can be improved; in others, the outcome is an increasingly
conservative, effectively interpreted portrayal of the target concept. Decision tree
calculations, for example, C4.5 can once in a while over fit preparing information
(data), bringing about vast trees.Most of the time, evacuating insignificant and excess
data can result in C4.5 creating smaller trees. C4.5 produces decision trees which can
be utilized for classification. It is an augmentation of ID3 algorithm. To choose the
attributes for splitting in C4.5 calculations, the ideas of information gain and entropy
are utilized. It is the standardized (normalized) data gain (contrast in entropy) that
helps in selecting the feature for split. The attribute having the highest normalized
information gain is selected. The C4.5 calculations at that point continue by consid-
ering the remaining sub-records having the next highest standardized (normalized)
information gain.

The performance prediction of students has been a popular area in the research
field of recent years. Mustafa Agaolglu conducted the research on predicting the
performance of instructor. They have used different analysis algorithms for predicting
the instructor performance. Their results show classifier which is the best algorithm
to predict the performance of instructor is C4.5 [4]. Galit gave a contextual analysis
that utilizes student information to break down their learning conduct to foresee the
outcomes and to caution understudies in danger before their end of the year tests [5].

Halees depicted that data mining is also helpful in improving the learning process
which can focus on perceiving and isolating factors relating to the learning system
of students [6].

Shaleena and Shaiju Paul directed an examination on anticipating the student
performance by utilizing decision trees, class irregularity and cost touchy arrange-
ment strategy. They found the significant elements and connections that lead to a
student to pass or fall flat. They said a few elements are connected with the student
disappointment [7].

Pandey and Pal [8] examined 600 students from different schools and applied
different classification algorithms which can predict that the new enrolled students
will score good marks or not.

3 Proposed Methodology

The implementation of the proposed framework was separated into five phases. In
the first phase, the database, that include the information about marks and previous
performance was collected from the students. After collecting the data, extraneous
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Fig. 1 Processing model

informationwas removed and different algorithmswere applied to extract the relevant
attributes present in the given dataset. These were the second and third phases respec-
tively. In the fourth stage various, classification algorithms were used to classify and
predict the future performance of the students. In the last stage, their accuracies were
compared for better analysis in future work. The flowchart of these stages is shown
in Fig. 1.

3.1 Data Processing

Thedatabase containedmore than100 records, eachhaving attributes like name, state,
gender, 10th marks, 12th marks, Jee mains, 1st SGPAmarks, 2nd SGPAmarks, label
of 3rd sem, attendance. The sample of original datasets is shown in Table 1.

Co-relation-based attributes selection algorithm is used to select the relevant
attributes for the classification methods. A good component subset contains compo-
nents which are strongly associated with the class, but should not be correlated
with each other. CFS evaluates the relationship of nominal qualities, so numerical
attributes are discretized. The final construct of correlation-based feature selection
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does not rely upon any explicit information transformation—all that needs to be
provided is a method for estimating the connection between any two factors. So, the
technique could also be applied to many supervised classification issues, together
with numeric class.

The temporal minimum redundancy (TMRMR), which is maximum relevance
feature selection approach, deals with multivariate transient information without any
prior past information. The proposed technique is assessed on datasets dependent
on maximum and minimum relevance redundancy criteria. The algorithm for its
implementation is as follows.

After applying co-relation-based feature selection algorithm, the datasets
containing only relevant attributes are shown in Table 2.
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Table 1 Sample dataset before processing

Name State Gender Att.
%

10th
%

12th % Jee
mains
marks

1st
sem
GPA

2nd
sem
GPA

Label

Ankit Bihar Male 92 96 94 160 7.28 7.3 H

Sumit Jharkhand Male 97 95 98.50 150 7.62 7.27 H

Ajay Up Male 93 95 91.2 174 8.03 8.73 H

Shreya Jharkhand Female 86 96.7 90.6 151 8 7.6 M

Sameer Delhi Male 70 95 92.3 113 7.45 6.8 L

Table 2 Sample dataset after processing

Attendance 10th 12th Jee mains marks 1st sem GPA 2nd sem GPA Label

92 96 94 160 7.28 7.3 H

97 95 98.5 150 7.62 7.27 H

93 95 91.2 174 8.03 8.73 H

86 96.7 90.6 151 8 7.6 M

70 95 92.3 113 7.45 6.8 L

Table 3 Comparative study of different publication with their accuracy

No. Authors Algorithm used Accuracy (%)

1. Adhatrao et al. [12] C4.5 75.145

2. Osmanbegovic and Suljic [13] Naive Bayes 76.65

3. Pierrakeas et al. [14] C4.5 83.75

4. Pierrakeas et al. [14] Naive Bayes 82.89

5. Al-Shawakfa et al. [15] C4.5 87

6. K. K. Senapati, Akash Ranjan, Aman and Rohit Raj C4.5 87.4

3.2 Implementation of Classification Algorithms

After selection of the relevant attributes, the filtered datawas classified throughNaive
Bayes and C4.5 classification algorithms.

Based on the Bayes’ theorem, Naive Bayes is very efficient in classifying the
model. The datasets are mutually independent but Naive Bayes performs very well
under this assumption [9, 10].

C4.5 develops the classification model as a decision tree. This procedure is
implemented recursively [11].

After passing the dataset containing relevant attributes as an input to C4.5 algo-
rithm, we get a decision tree as output which can be used for predicting the perfor-
mance of the testing dataset. Fig. 2 shows the decision tree returned by C4.5 after
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Fig. 2 Decision tree generated by C4.5

processing the input dataset.

4 Experiments and Results

The dataset for our experiment includes the details of undergraduate students enrolled
in 2016 and 2017. The dataset contains the performance of all students in the final
semester examination. The dataset also contains the previous academic records such
as 10th marks, 12th marks, and Jee main marks. In each semester there are 5 theo-
retical and 3 sessional papers. Combining the grades of all papers, the final GPA is
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(a) 

(b) 

Fig. 3 a Result analysis of C4.5. b Result analysis of Naive Bayes

calculated. For training purpose, we have used the dataset of 2016 batch students and
predicted the results of 2017 batch students. After getting the actual final grade of
2017 batch students, it was compared with predicted result. The comparison graph
of original versus predicted for the sample of the first 50 students is shown below in
Fig. 3a, b respectively.

We evaluated the accuracy of both the algorithms and compared their efficiency
it was found that C4.5 has classified 87.4% of the instances correctly, whereas Naive
Bayes has classified only 70.6% of the instances correctly, as shown in Table 4.
According to this result, C4.5 can help in a better way to predict the student perfor-
mances. Through this result, instructor can easily get the predicted grade which will
help them to give proper support and guidance to weak students.

Our algorithm was implemented in JAVA 1.8 and runs on Intel Core i3 1.70 GHz
CPU, 4 GB RAM with AMD Radeon HD 8750 M GPU having 4 GB of memory.
The machine learning simulation tool which we have used is WEKA with version
3.7.0 written in Java developed at the University of Waikato, New Zealand [3].

Table 4 Predictive
performance of classifiers for
dataset containing 150
instances

Algorithm Correctly classified
instances

Prediction accuracy

Naive Bayes 106 70.6

C4.5 132 87.4
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5 Conclusion

This paper proposes the implementation of different classification algorithms for
predicting students’ performance. In most of the cases, attendance and GPA played
an imperative role in accomplishing students’ performance.

The implementation of our model in universities is manageable because it is
easy to collect marks of the student rather than their socio-economic data from an
administrative point of view. Our result shows the decision tree which can help
in the identification of the major factors affecting the performance. By identifying
these factors, students can be warned earlier in the degree program. In future, we
plan to gather more training samples and consider other factors which can affect the
performance of the students.
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Effect of Integrated Competency
Management and Human Resource
Development at the Level of Efficiency
of Workforce

Thaya Madhavi and Rajesh Mehrotra

Abstract The successful running of an establishment is only dependent on trust
and competence infused in its employees. In this context, competence management
has a key function to take part in with the business front of any establishment. For
the viability of any organization, the latter as the ultimate responsibility to pour
in enough confidence and competence among these employees going on various
sections of the institutions might finally contribute to success of the organization
in the business field. The operational and behavioral facets of employees have to
be satisfied by implementing competency management by providing training and
updating their skills. Human resource policies and practices as well as competen-
cies of human resource play a tangible role to reap competitive advantage in the
field. The concept of competency is a vital organ of human resource management
presenting a groundwork to analyze workforce practices and bring them near to
the management attention in the organization. This report discusses an innovative,
vibrant and proactive approach to the consolidation of human resource development,
competency management and knowledge management to attain the best execution
for an efficient organization’s business performance in combination with strategic
business needs at the right direction for its winner. Further, it may also form one of
the success factors for the organization by contemplating enhancement of a work-
force sufficiently through the development of human resources and management of
competencies.
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1 Introduction

In the present world class, business has emerged on account of trade, the principle
of service oriented and commercial organization with the concept of gaining ground
faster in the world trade and in the development of updated technology. Unlike a
business trend prevailed upon in themarket twodecades ago, the present-day business
management has been looking forward for short-term earnings and thus becomes
more flexible, efficient and customer friendly. In their attempt to implement modern
technology, they are in one away, setting apart their workforce [1].

Nohria et al. [2] have surveyed over two hundred companies at a span of ten years
andmade viable suggestions for their successful survival. They have noticed that they
do possess aligned culture, implementing plans successfully and have concentrated
strategy. In addition to the above, they are found to be having, committed leadership,
the industry growth oriented and quick to transform through mergers. The authors
suggested the partnership package in the industry thatwould advance the organization
well. By the end of 1980, competence management has been debated exhaustively
in the instruction of its successful implementation in the governing body.

It is a fact that human competence seeks of intellectual and human capital [3]. To
differentiate between the two, the human capital is the capability of the employees
in any arrangement for self-promotion of skills, whereas human-based capital, soci-
etal capital and structural capital are involved in intellectual capital. The human
capital research and its consideration of knowledge management go hand in hand
while solving competency approach-related problems. The skills, the stimulus and
emotional states are the three components of human capital, as presented in Fig. 1.

Someof the researchers likeUlrich, Beeker andGerhart, andLake have researched
on by trustingmain emphasis on skills through forecasting, coordinating, monitoring
and training of workforce. Further, they have found that blending of the conven-
tional employee developmental activities with training methods and approach is a
confrontation set by the organization asks for varying key position of human resource
management.

Fig. 1 Origin of human
capital
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2 Viable Integration of Development of Human Resource
and Management of Competency

A wide research work was carried out by organizations in particular on the effect of
competencies and new theories adopted to streamline the prototype in the company
management. Structure included was described with reference to its visualiza-
tion, strategy and proficiency management of a company that gives limitations and
guidance for the development of employees in the establishment.

An integrated and streamlined system of competent management and human
resource development has been reflected in Fig. 2. This model provides focus areas,
essential theories combined into a rational unit.

2.1 Management of Competency

What does competency mean? The word competency takes its origin from a Latin
word ‘competentia’ meaning ‘having the right to speak’. The competency manage-
ment concept was traced back to 1970 in human resource management. The main
thrust for competencymanagement is the combination of strategic visionwith human
resource planning in an organization. It is used mainly to analyze the quantitative
and qualitative competencies of working employees at present in the organization. Its
main aim is to compare the levels of requisite competencies of employees to achieve
set targets.
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Fig. 2 Efficient organization of competency management and human resource development
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Fig. 3 Behavioral skill
ABILITY ETIQUETTE

REACTIONRESULT

The competition involves public rather than produce, and the core of the issue
is the capability of concerning the organization. Competence refers to an ability of
employees to do a job, whereas competency refers to the skill and knowledge of an
employee to accomplish a work fruitfully. Competence is termed as a task-related
concept. Figure 3 shows that competency speaks of the etiquette of an employee [4].

2.2 Competency Types

(a) Specific Competencies
These are the attributed skilled employeeswho are to carry out while performing
a work. They are the person’s work obligations on specific functions. They are
company’s employees with outstanding accomplishments or knowledge. These
capabilities are otherwise identified as hard skills.

(b) General Competencies
To achieve coveted result, the employee is needed to act within the framework
of the organizational surroundings [5]. Competencies such as team making,
decision making, leadership issues and communication are treated as soft skills.
McClelland [6] postulated behavioral competency approaches of employees.
Boyatzis [5] in 1982has provided adefinition andpublicized thewordbehavioral
competency. The work he has carried out shows that many components are
accountable to differentiate much successful and fewer thriving presentations.
The components were individual character, experience, motives and behavioral
characteristics. The author had distinguished performance competencies from
threshold competencies.

2.3 Outline of Competency

It is a mix of human resource strategies and competencies which forms a support for
evolving different processes of human resources. Tools of the framework are band
matrix, competency dictionary, assessment tools and competency profile [7].

Referring to the glossary of competency, it is a deposit of competencies for an orga-
nization. It is depicted in image 4. This type of competency is essential for executive
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Fig. 4 Dictionary of
competency
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level employees and operative level employees at diverse actions commonly called
as competent level, whereas observable action indicates the level of competencies
needed at that particular juncture.

A further step in competency mapping is to trace back the needs of competency
is otherwise called band matrix mapping. Profile of competency dictates the range
of human resource processes involving career management, performance manage-
ment, selection and attributes of training. Everywork has its competency profile fixed
with certain proficiency scale to be identified with the sale. A practical assessment
method has been evolved for every line of work through competition management
practices for employees, which would prove for its practical approach, reliability
for its implementation and viability. Assessment of efficiency or suitability through
competency is a part and parcel while selecting a prospect for a job through perfor-
mance management or developmental process. In this, skill gaps can be identified in
the process of assessment, steps taken to fulfill the openings through the conduct of
training program to its employees. Further the development in that area can be done
through training.

3 Competent Human Resource Management

The strategies allocated through human resource management are a lengthy process
for attaining results for the evolution of business in an organization in a right way.
It supplies all the required conditionalities for achieving laid down policies over the
form of personnel involved, their capability to handle the task, right step in recruit-
ment observance of safeguards while recruitment, rewards and engage outsourcing
management. Human resource management and organizational strategy work hand
in hand. Involvement of top management affairs in organizational strategy is a must
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in which human resource strategy will take sufficient lead. The success of any orga-
nization needs involvement of human resource management to act as an important
role in the business front. Further, human resource management requires the full
obligation on its shoulders as it affects the integral processes for the ultimate winner
of the business organizations by the merger of all the subsystems. Bringing closure
of the subsystems based on competency and subsystem based on performance under
one roof paved the path for achieving the results [2].

Bratton and Gold [8] have said that human resource management has aimed at
two principles of which one is an enhancement of employee performance and the
other organizational level development. Human resource management is confronted
with certain challenges in the marketplace. The challenges being confronted by the
human resourcemanagement in themarket are strategically based on human resource
management, the management anticipating frequent changes in its establishment
and finally management seeking personal guidance and support of human resources
management. While reviewing traditional practices of human resource management,
it has been emphasizing main thrust on quantity if the workforce and the nature
of people being recruited. The workforces so taken in have the obligation to meet
the labor requirement. The organization’s success is primarily dependent on the
impositions of competency development over the targets fixed and the prerequisite
proposed for its achievement at the organizational stage.

3.1 Human Resource Development as a Base for Knowledge
Management

The experience and competencies of the present and past employees have a bearing
on the company’s functioning. The human resource development programs have a
direct impact on employees to further their personal accomplishments. Besides that,
the employees have amoral duty to raise their capabilities and update their knowledge
and know-how through practical experience for the welfare of the system they work
for [2]. It is equally significant that it develops core competency of the system that
would be a vision of the company. Human resource development programs have
an important part to play in providing valuable information to the organization on
business matters based on ability.

3.2 Impact of Performance Management

The concept of performance management has come to be realized in the business
market since 1970. The exponents of the performance management have suggested
that the latter has been felt at different levels of functioning, such as organizational
level, process and job level [9]. Personal level performance is reflected in the job
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level, achievement of the work suggests the process layer, and the whole system is
concerned with organizational level. Different levels of organization acquire varied
levels of performance output. It is a mix of various factors contributed to the success
of the organization. Ives et al. [10] have pointed out certain contributory factors.
This limits the growth of organization, roles to be played, processes to be watched
over, the nature of culture, the physical environment prevailing in the system and
finally human factors and guidance they seek from the institution. The standard to
be employed stipulates the nature of competencies and motivation of employees
in the workplace. In the corporate sector, top management has the final say on the
performance indices and empowerment of management tools in sub-areas which
influence productivity and growth. Kaplan and Norton’s scorecard is an indicative
of utilization of monitoring tool that enhances the efficiency of employee which
introduced balanced scorecard which is utilized as a monitoring tool. It identifies the
targets andwork out the problems, easily. In this scorecard, two types of indicators are
pronounced.One is result indicators and the other performance indicators. In thewake
of strategic planning, the analysis of core competencies has been undertaken that
helps in bettering the overall competency and growth strategies of the corporation.

3.3 Personal Level Competence

Mapping of personal competencies has a strong character taking on. Companies are
assessing the primary competencies of employee keeping in view of their earlier
performance, so that estimation of individual competencies has become a critical
issue in the performance front. Adult learners have masterminded the ownership
trait through assessment process. In fact, they have better access to competencies
and planning of performance which require a strict point of concentration and indi-
vidual point of exertion. Competencies and job profile are thoroughly investigated by
probing individual targets set for them. To summon an example, the sales manager
is not simply to oblige to possess the complete story of the merchandise and its price
tag, but he should likewise possess the technique to convince the customers through
business tactics which help to sell away the merchandise. Competency mapping is
always at the receiving end to face the challenges in the market and redress the same
on time if it is so. Competencymanagement can also resolve problems through delib-
eration with the help of identifying techniques or discussions keeping in view of the
company’s vision and the prevailing strategies. Personal competencies are studied in
various ways. Further, mapping of individual bases competences can claim propriety
of the organization to have a review of its key areas of strength and weakness as a
whole. The importance of mapping and the result realized have a prominent role to
play in the business field [3].

Competencies are not only evaluation of personal accomplishments and abili-
ties, but more of deep involvement in the operation. The process is undermined by
drawing of current and future plan for HRD. The process starts with self-assessment
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of accomplishments by employees’ current level, but it may not be so up to the level
of the change of outplay.

Company’s vision and strategy, assessment, company level competence, the scope
of competence and development plans can be visualized both at the level of individual
and organization [3]. Top management has an important part to play in the compe-
tency assessment for which the tools, systems and principles have been prepared
to maintain a grip over competencies at corporate level and to achieve further
advancement in the area.

4 Human Resource Development

Development of human resource constitutes the main framework to benefit the
employee while enhancing their skills, attitudes and abilities. HRD has an obligation
to increase the share of better quality employees so that the institute will achieve their
commitment toward the customers. The HRD practitioner has the committed obliga-
tion to get the employee multi-skilled in the order of existing competency and make
the employee play a vital part in the welfare of the system [11]. It is quite a combined
phenomenon of competence building even though it may not include all facts and
figures while implementing competency management. The introduction of human
resource development includes notification of scope of performance, such as perfor-
mance of task, implementation of competency decision, focus on character improve-
ment, promotion of new products, innovation of new fields of surgical procedure and
scope for enhancement of employment prospects for prospective nominees.

Boudreau andRamstad [12] have visualized that the investment in human resource
strategymight lead to establishment of organization on firm footing. Human resource
development activity if accomplished at right perspective employeeswould be able to
improve their quality work life (QWL) that ultimately increases the business produc-
tivity of the organization. The enhancement of quality work life for employees can
be judged by the collective competencies of employees, which includes teamwork,
leadership and various prospects. The organization’s environment is guiding factor
in which position and strategy-based competency could vest the evaluation while
reviewing the operation of the employee. It is therefore important for creating work-
place order. An interlinked relation amongQWL, human intercourse, human relation
development and business realization of objects exists [12, 13].

4.1 Strategic Planning for Human Resource Development

HRDis otherwise considered for extensionof knowledge.McClelland [14] has under-
taken research into the issues of the topic and is of the opinion that the organization
usually does not involve items related to developmental activities while attributing
competency strategies. The primary function of human resource management is to
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assist strategic management. In this, the ability of employee knowledge will be
assessed reported and well met. The HRD mechanisms are confined to many areas
and some involves interaction, part play, assessment of achievements prospective
development, change of tariffs, net worth and enrichment of job, etc. These would
increase the competency of employees. These mechanisms may vary according to
the prevalence of internal environment, the organization size, the commitment and
guidance extended by the top level management. The significant role played by HRD
has been realized very fast in the business area in the existing circumstances which
is now difficult to draw a strategic plan on HRD for a long period.

4.2 HRD Criterion and Tendency

The employees learn and gain experience through HRD and prepare the grounds for
better prospects for future sustenance in the business field. Burgoyne and Hodgson
[15] have tabulated the above concept. Therefore, an employee selects such a task that
would give good result in the future.Vast changes have taken place in the field ofHRD
in the past two decades. Some, such, changes attributed to conduct internal training
programs in the organization focused primarily on the strategy-oriented topics. These
topics include management and leadership development, performance consultation,
learning design, proactive learning, career and performancemanagement and training
assessment.

4.3 Developmental Activities Through HRD

It is a system that promotes the capability among employees of an organization. It
includes strategy competence, determination, development needs, identification and
assessment of competencies and discussion on development as appearing in Fig. 5.
The levels of need analysis include development areas, competence region, levels
of competence required, current competencies, its results and summary obligations
[2]. A wide range of assessment of competence areas has led to tactful planning
for enhancement of functioning. HRD works on diverse planning processes, work
review, change of work allotment, review of competencies and present competence
areas. The backing and cooperation of top management extended are necessary to
continue blending in the developmental activities in the system. The organizational
activities are limited to support extended by the team rather than individual-based
performance [16].
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Fig. 5 Developmental
stages of human resource
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5 Interrelationship Among Human Resource Development,
Competence and Knowledge Management

Knowledge-based management is correlated with competency management. It has
two areas of operation. One dealing with well-planned knowledge of management
and other the spread of knowledge through the competence process. Further knowl-
edge management can be acquired through codification and personalized strategy.
Codification is meant for information storage in computer and utilized several times,
to produce faster and cheaper products and services. Communication through people
network and advice to specific problem resulting in revision of premium services
are included in personalization. The strategy of codification targets at information
system, personalization strategy, deals with shifting of skills and experts constantly
in the purview of information between two individuals [2].

Worthy organization generates, promotes and deals in knowledge-based issues.
Active teams work in this field and encourage staff in this field of competencies
by involving new strategies. This sustains an impact on the behavior of employees.
It identifies the required competency to bring out strategies with success. Specific
viewpoints will be taken up in competencemanagement supported by the right cause.
In this problem set, organizational level will be addressed and discussed in HRD. The
specialists in human resource development are termed as practitioners who are moti-
vated by educational prospective, professional knowledge and external networks. The
top management has the real challenge to identify the skills of employees, enhance
and build a core competency for the welfare of the organization.
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6 Conclusion

In HRD, field competency mapping helps in hiring of talented person for a job
through filtration among core competencies and elimination of the unqualified appli-
cants is another attribute. It also helps in placing the qualified candidate in the suitable
department from the date of recruitment. HRD helps the management to survive in
the industry with efficient and well-qualified staff and manager. Though competency
is incorporated into HRM with the basic aim of acquisition, vision and communica-
tion strategies and goals, it could be sufficiently applied in the field. It is seen that in
the present-day scenario many organizations are looking for a selection of subsystem
based on competencies. It is also opined that the blending of competence manage-
ment, knowledge management and human resource development better results has
emanated for successful business performance compared to the age old practices
adopted earlier in much better business performance as compared to the age old
traditions followed. Despite all the above requirements possessed by an organiza-
tion, it needs employees sincerity and commitment toward business which are the
successful factors for the development of business with the organization.
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Predicting Type 2 Diabetes Using Logistic
Regression

Neha Prerna Tigga and Shruti Garg

Abstract Type 2 diabetes is possibly going to be the most significant plague in the
history ofmankind. Ifwe bring all the diabetic people fromaround theworld together,
it can form the third-largest nation in the world. Lately, the predominance of diabetes
has altogether expanded in India by 13%. While diet and change in the art of living
are the foundation to control type 2 diabetes, most of the patients in the long run
require medications to control glucose and related health problems. Therefore, early
diagnosis and treatment are important to restrain from future complications. This
study uses logistic regression, a popular machine learning classification algorithm
to predict the risk of type 2 diabetes among individuals. The aim of this study is
to improve prediction so that the logistic regression algorithm can be used on any
dataset to give result with good accuracy. The Pima Indian Diabetes dataset is taken
for analysis, and RStudio is used to process and visualize the result. Our model is
showing pretty good prediction with an accuracy of 75.32%. This study will help the
future researchers to develop new interventions to reduce the prevalence of diabetes.

Keywords Type 2 diabetes · Machine learning · Logistic regression · Risk
prediction

1 Introduction

Diabetes is a condition that weakens the body’s capacity to process blood glucose,
also called as blood sugar. Without continuous and watchful administration, diabetes
can prompt development of sugars in the blood, which can lead to life-threatening
complications, including stroke and heart-related disease. Various types of diabetes
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can arise, and dealingwith the condition relies upon the type. Not all types of diabetes
come from an individual being overweight or living an unhealthy way of life. In fact,
some can have diabetes from a young age. Currently, over 425 million people are
living with diabetes [1].

Diabetes is quickly picking up the status of a possible plague in India with nearly
72.9million diabetic individuals presently determined to have the disease. According
to the reports from Indian Diabetes Federation (IDF) Atlas (7th Edition) 2017, India
(72.9 million) is the second-largest country with diabetes prevalence after China
(114.3 million) bagging the first place [2]. India right now faces a risky future in
connection to the potential load that diabetes may put upon the nation. Numerous
impacts influence the growth of this ailment all over India, and finding of those
variables is important to further change when confronting health challenges. So
what are the variables at present influencing diabetes in India that are making this
issue so outrageous? The cause of diabetes in India is based on multiple factors
and incorporates hereditary variables combined with natural impacts, like obesity
related with rising comfort in quality of life, stable urban relocation and change in
the standard of living. Rajadhyaksha in [3] said that there is a need for building
a robust disease management system by engaging all medical and related health
experts, patients and caretakers to triumph over this epidemic. Diabetes prevalence
by wealth bracket is shown in Fig. 1. However, even with the prevalence of diabetes
in India, there are no national but a few multi-driven studies being carried out on the
predominance of diabetes and its associated problems [5].

Different types of diabetes that can develop are:

• Type I diabetes: This is also known as juvenile diabetes, and this type happens
when the body is unable to build insulin. Individuals with type I diabetes depend

Fig. 1 Diabetes in India, by wealth bracket [4]
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on insulin, which implies they should take insulin shots every day to manage their
blood sugar level.

• Type 2 diabetes: This is also called as hyperglycemia. Type 2 diabetes affects the
manner in which the body utilizes insulin. While the body still makes insulin,
different from that in type I, the cells in the body do not react to it as productively
as they once did. This is predominantly the most acknowledged kind of diabetes,
as per the National Institute of Diabetes Digestive and Kidney Diseases, and it
has solid connections with being obese.

• Gestational diabetes: This type manifests in females amid pregnancy when the
body can turn out to be less susceptible to insulin. Gestational diabetes does not
happen in all females and settles down subsequently after childbirth [1].

Some common symptoms of diabetes are:

• Frequent urination.
• Feeling thirstier.
• Always hungry—despite the fact that you are eating.
• Extreme tiredness.
• Blurred vision.
• Slow healing of cuts and wounds.
• Unplanned weight loss—Despite the fact that you are eating more (Type 1).
• Pain or numbness of hands or legs (Type 2).

From the past few years, researchers have been creating and using different algo-
rithms and toolkits for analysis. Machine learning and data mining are the most
popular and tremendously growing research areas in the field of diabetes and health
care. Wu [6] applied improved k-means cluster algorithm, and logistic regression
algorithm got 95.42% accuracy, which was 3.04% higher accuracy than the rest.
Patil [7] proposed Hybrid Prediction Model (HPM) which is based on basic k-means
clustering algorithm and seeks to validate the chosen class label of provided data and
obtained an accuracy of 92.38%.

Meng [8] did a study comparing the accuracy of decision tree, logistic regression
and artificial neural network, out of which decision tree algorithm gave the best accu-
racy of 77.87%. Tapak [9] compared the traditional classification methods (logistic
regression and Fisher linear discriminant analysis) and four machine learning classi-
fiers (neural networks, support vector machines, fuzzy c-mean and random forests),
among which the performance of support vector machine was the highest with an
accuracy of 98.6%. Kavakiotis [10] reviewed different machine learning and data
mining algorithms and tools used for research in the area of diabetes. The study
concluded that 85% of research were on supervised learning and rest 15% research
were on unsupervised learning. Out of all, support vector machine (SVM) was the
most popular algorithmused in the field of diabetes.Wang [11] proposed an improved
electromagnetism-like mechanism (IEM) algorithm and compared it to the ninemost
widely used feature selection and classificationmethods and determined that the IEM
algorithm is superior to all when it comes to accuracy and kappa index. Orabi [12]
applied decision tree technique to predict age as it relates to diabetes incidents with
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an accuracy of 85%. Perveen [13] did a study comparing the ensemble techniques
(AdaBoost and bagging) using J45 decision tree as the base learner to predict the
risk of an individual getting diabetes. The result showed that AdaBoost is better than
bagging as well as standalone J45 decision tree.

Although many of the researchers worked in this field and found accuracy more
than 90%, there is a chance of overfitting because of high accuracy rate. Overfitting
occurs when the model tries to adapt too much to the training data. In other words,
the model tries to learn the training data and fits really well to the dataset. The
problem with overfitting is that when a new value is added to the dataset, the model
misbehaves and is unable to classify because it is so well fitted to the training data
[14].

The description of upcoming sections in this paper is as follows: Sect. 2 includes a
brief description of logistic regression. Result and discussion are discussed in Sect. 3.
And lastly, in Sect. 4, conclusion is presented.

2 Methodology

Logistic regression is a technique ofmachine learningwhich has borrowed its concept
from statistics. It is the most commonmachine learning algorithm after linear regres-
sion. In various numbers ofways, linear regression and logistic regression are compa-
rable. But themajor distinction lies in theway they are used. Linear regression is used
for prediction of values, whereas logistic regression is used in task related to classi-
fication. Logistic regression is named after logistic function (also called as sigmoid
function) which is the base of this method. Figure 2 shows architecture of logistic
regression [15].

where 1, x1, x2, x3, …, xn are the input variables. c, w2, w2, w3, …, wn are the
model coefficients. y is considered to be the predicted output.

Logistic regression computes the weighted sum of the input variables and runs
it through a special function known as logistic function or sigmoid function which
produces an output y. Here, the output is taken in binary or in terms of 0/1 or −1/1.

Fig. 2 Architecture of
logistic regression [15]
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Fig. 3 Logistic regression [12]

y = logistic(c + x1 ∗ w1 + x2 ∗ w2 + x2 ∗ w2 + . . . + xn ∗ wn) (1)

y = 1
(
1 + (

e−(c+x1∗w1+x2∗w2+x3∗w3+···+xn∗wn)
)) (2)

The sigmoid/logistic formula is as follows:

y = 1

1 + e−x
(3)

Figure 3 illustrates S-shaped curve, and this symbolizes that the increase in the
input variable above 0 brings it the closer to 1 and the decrease in input variable
below 1 brings it closer to 0. So, if the value is greater than 0.5, then the outcome is
said to be positive (or 1); otherwise, the outcome is said to be negative (or 0).

The flowchart of work present in this paper is presented in Fig. 4.

3 Result and Discussion

3.1 Research Objective

Applying logistic regression algorithm to predict type 2 diabetes and verifying its
accuracy using test set results.
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Fig. 4 Flowchart of the study

3.2 Research Methodology

• Data Acquisition: The dataset used in this study is the very popular Pima Diabetes
dataset [16]. This dataset is from the National Institute of Diabetes and Digestive
and Kidney Disease. The target of this dataset is to determine whether a patient
has diabetes or not, considering certain estimations into the dataset. All patients
here are females of at least 21 years of age. There are total 769 patients with nine
parameters in this dataset. The parameters are shown in Fig. 5.

• Design and implementation: Tool used to construct this implementation is
RStudio. For coding and data visualization, R programming language is used.

• Description of algorithm: The point of logistic regression is to find the best fitted
line that fits the parameters we have in our dataset. Logistic regression is used to
predict probability. Here, the outcome parameter is considered to be the dependent
variable, and the rest are taken as independent variables. The outcome parameter
is in binary form of 0 or 1, where 0 means the person does not have diabetes and 1
means the person has diabetes. Here, in this study, we are predicting the possibility
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Fig. 5 Parameters used in the dataset

of an individual having type 2 diabetes based on certain variables. In order to train
the dataset, the entire sample is randomly divided into training set and test set in
the ratio 80:20, respectively. Logistic regression is fitted to the training set which
is then used to predict the test set results. Confusion matrix is shown in Fig. 6.
The following are the parameters for assessment of quality of classification. The
measured values of accuracy rate, error rate, sensitivity, specificity and precision
are shown in Table 1, and the formulas are as follows:

AcurracyRate = TP + TN

TP + TN + FN + FP
(4)

(b) Resultant Confusion 
matrix

(a) Confusion matrix
Terminology

Fig. 6 Confusion matrix

Table 1 Analysis of
confusion matrix

Measuring rates Percentage (%)

Accuracy rate 75.32

Error rate 24.68

Sensitivity 86

Specificity 55.56

Precision 78.18
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Fig. 7 Variable significance

Error Rate = FN + FP

TP + TN + FN + FP
(5)

Sensitivity = TP

TP + FN
(6)

Specificity = TN

TN + FP
(7)

Precision = TP

TP + FP
(8)

3.3 Discussion

In present study, logistic regression is applied to predict type 2 diabetes. For
successful application of the method, we need to know the significant importance of
each variable in dataset which is calculated by R function and given in Fig. 7.

Figure 7 shows that the variables Pregnancies, Glucose and BMI have the highest
significance value as compared to the rest. So, it can be stated that Pregnancies,
Glucose and BMI are highly significant in this dataset and have a greater impact on
predicting diabetes. Because Glucose and BMI are found most significant, graphs
are plotted in Fig. 8 for each training set and test set results. Here, the green region
predicts patients with diabetes, and the red region predicts patients without diabetes.
The green points represent patients with diabetes, and red points represent patients
without diabetes based on the Pima Diabetes dataset. It can be observed that majority
of red points are within the red region and majority of the green points are within the
green region. Therefore, it can be determined that this study has good predictions.
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(a) Visualisation of Training set results. 

(b) Visualisation of Test set results.

Fig. 8 Graph visualization

4 Conclusion

The aim of this study was to use logistic regression to predict diabetes for an appro-
priate result. From the result, it can be said that the prediction is pretty good with an
accuracy of 75.32% and error rate of 24.68%. Therefore, logistic regression can be
considered as a good predictor of diabetes. The accuracy of logistic regression will
improve with the increase in the number of independent variable to an extent that it
does not lead to overfitting. For future work, it is important to take hospital’s latest
data to predict diabetes for a more accurate result. The larger the dataset, the better
will be the prediction. Various researches are being carried out in the field of health
care and computer science as it relates to diabetes. This study is useful for people to
not only care for their health but also to establish a healthy way of life.
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FPGA Implementation of PICO Cipher

Nigar Ayesha and Bibhudendra Acharya

Abstract The rise in ubiquitous computing connecting resource-constrained
devices had led to the emergence of a sub-domain in cryptography called lightweight
cryptography. The algorithms in this domain target moderate security while satis-
fying the constraints set for a desired application. PICO is one of the lightweight SPN
ciphers suitable for low-area and low-power applications. In this paper, two hardware
architectures ideal for low-area footprint and lowpower are proposed. This comprises
a serial architecture and a reduced datapath architecture which are designed specif-
ically for reduced area and low-power applications while choosing trade-offs from
latency and performance. The results are evaluated for Xilinx FPGA platforms like
Spartan 3, Virtex 4 and Virtex 6. The synthesis and implementation of the proposed
architectures are performed using Verilog HDL in Xilinx ISE Design Suite 14.6. The
area footprint is estimated in terms of the slices, flip flops and LUTs. The power
consumption is estimated using XPower Analyzer for a clock frequency of 10 MHz.
The simulations for the proposed designs are verified using ISim Simulator. Further,
the area in terms of slices occupied is compared with the existing ciphers for Spartan
3 and Virtex 4 families.

Keywords PICO cipher · Security · Lightweight cryptography · Low-area ·
Low-power · Verilog · IoT · FPGA · SPN

1 Introduction

With the advent of Internet of Things (IoT), communication between devices and
wireless networks has reached unprecedented levels. The interaction of numerous
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tiny computing devices for pervasive computing is essential for various applica-
tions like smart homes, smart grid, smart cities, etc. [1]. Due to the huge data
exchange between these devices, security is essential at various stages of communi-
cation against possible security threats, hacks and breaches. However, there are no
fixed industry-accepted standards due to the heterogenous systems involved in the
interconnection. This has further led to challenges in imparting security to the IoT
systems which are compatible with various industry applications. The level of secu-
rity depends largely on the application and the significance of the communicating
network [2].

These security-sensitive applications also have constraints on the resources like
hardware footprint, power, energy, latency, performance, memory, etc. The same can
be said to be true for other resource-constraint devices like RFID tags, contactless
smart cards, sensor nodes, etc., where lack of security can lead to data infiltration
with severe consequences [3].

The conventional algorithms like Advanced Encryption Standard (AES) and Data
Encryption Standard (DES) are suitable ideally for satisfying security objectives
in desktop/server environments [4]. However, these algorithms have high power
consumption, memory requirements, processing speed and large area footprint. As
a result, they are not practical solutions for applications where resources are a major
constraint.

This resulted in a sub-domain of cryptography called lightweight cryptography.
The insatiable demands set on the design metrics, and security objectives have
resulted in making this domain a hot topic of research [5]. Each design is appli-
cation specific with choices in the selection of the type of cipher, number of rounds,
input plaintext size, key size, memory requirements, etc. A good lightweight cipher
should ideally be memory efficient, resource efficient, less complex operations, rich
security standards, high throughput, lower latency, low power/energy consumption
and resistance to popular attacks like meet-in-the-middle attack, biclique attack, etc.
[6]. However, it is not possible to satisfy all the desirable features and is often required
to choose trade-offs by prioritizing the desired features in an application. Hardware-
based security solutions are gaining popularity in recent times to meet the security
challenges with ultralow-area and power requirements [7].

Lightweight ciphers are generally classified as block ciphers or stream ciphers.
Further, block ciphers are classified as substitution–permutation networks (SPN) and
Feistel networks. PRESENT [8], RECTANGLE [9], LED [10], PICO [11], etc., are
examples for SPNswhich typically involve a chain of connectedmathematical opera-
tions. This comprises a combination of substitution layer and permutation layer with
key-scheduling operations in a single round. The Feistel networks include ciphers
like SIMON, SPECK [12], LiCi [13], PICCOLO [14], etc., which tend to operate
on one half section of the data per round and thus require additional rounds for
improving security in comparison with SPNs.

PICO is an SPN lightweight cipher which is ideal for low-area and low-power
applications with good performance in hardware as well as software. Setting low area
and low power as the chief constraints and trade-offs from latency and throughput,
two lightweight hardware architectures are proposed for this cipher. This includes
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a serial architecture and a reduced datapath architecture with memory-based key
scheduling.

In general, lightweight cryptography targets application-specific integrated
circuits (ASICs) which are followed by huge costs and long time to market. In
recent times, field-programmable gate arrays (FPGAs) are gaining popularity due
their reconfigurable fabric with scope for resource optimization. These are ideal for
testing prototypes and reduce the time to market with scope for possible upgradation
with the changing industry standards [15].

FPGAs contain arrays of programmable logic blocks with reconfigurable inter-
connects which facilitate the blocks to be connected with other logic gates. The logic
blocks can be programmed to perform various combinational functions based on
truth tables. In addition, logic blocks are composed of memory elements and flip
flops [16].

Structure of the Paper
The rest of the paper is organized as follows. Section 2 gives a brief overview of the
algorithm for PICO cipher. Section 3 describes the proposed hardware architectures.
Section 4 presents the hardware comparison of the results. Section 5 deals with the
discussion of the implemented results. Section 6 is the conclusion of the work.

2 Algorithm Overview

Figure 1 shows the block diagram of PICO cipher [11]. It is an SPN cipher with a
total of 32 rounds. It has an input of 64-bits plaintext and 128-bits key. Here input
plaintext,

Fig. 1 Block diagram of
PICO algorithm [11] Plaintext Key Register

Bit Shuffle

Cipher Text

Sub Column

K0 to K31i=0 to 31

 K32
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P = p63 p62 p61 . . . p0.

Add Round-Key
This performs the XOR operation with the 64-bits plaintext and the 64-bits sub-key.

SubColumn
The substitution is performed as per the 4 × 4 S-box values [11]. This is performed
similar to the column-wise substitution in RECTANGLE cipher.

Permutation Layer
This performs bit-wise permutation. In hardware, this can be accomplished by simple
wiring. Permutation in a cipher imparts diffusion and randomness [11].

Key Scheduling
The key scheduling is similar to the design in SPECK cipher. It is compact in
memory requirements and quite robust against attacks [12]. A total of 33 sub-keys
are generated of which 64-bits from the 128-bits are used.

For a given key,

K = k127k126k125 . . . k2k1k0
L0 = k31k30k29 . . . k2k1k0
M0 = k63k62k61 . . . k34k33k32.

The subkeys are generated as,

for j=0 to 31
L1=((Mj)⊕RCS(L0,3))⊕(L0)
Mj+1=((L1)⊕LCS(Mj,7))⊕j
L0=L1

End for

The subkeys generated are arranged as an array of 4× 16 bits and used in the add
round-key operation.

3 Proposed Architectures

3.1 Proposed Serial Architecture

Figure 2 shows the proposed serial architecture for an input datapath of 4-bits. The
initial 32 clock cycles are needed for loading of the 64-bits plaintext and 128-bits
key. The loading of the plaintext bits is done such that the bits to be substituted are
stored together. This is accomplished using proper comparators and FSM states as
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Fig. 2 Proposed serial architecture

shown in Fig. 3 to control the routing through the S-box. This accounts for the first
state S0. In the state S1, the XOR operation is performed with the plaintext bits and
the key. The required key bits are shifted with each clock cycle for a total of 16 clock
cycles. The desired plaintext bits are selected using decoding logic, and the XORed
result at each clock cycle is stored back into the registers.

In the next state S2, the substitution is performed by choosing the input from the
16, 4-bit registers using a decoding logic for a total of 16 clock cycles. The substituted
outputs are stored in the same registers. In the final state S3, the permutation of the

Fig. 3 FSM for the
proposed serial architecture
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substituted outputs is performed and the resultant output from the permutation layer
is stored. In this state, the subkey for the next round is also generated. This process
repeats for a total of 32 rounds to generate the desired ciphertext. The ciphertext is
output as 4-bits serially, and the total ciphertext requires additional 16 clock cycles.
It is to be noted that in all the case, the same registers are used in an attempt to
decrease the area overhead.

The whole operation requires 32 clock pulses for loading, 1056 clock cycles for
the intermediate operations in the 32 rounds, 16 clock cycles for the XOR at the end
of 32nd round and 16 clock cycles for receiving the serial output of the ciphertext
bits. Hence, the total process requires 1120 clock cycles.

3.2 Reduced Datapath Architecture with Memory-Based Key
Scheduling

Figure 4 shows the proposed hardware architecture targeting a reduced datapath.
The datapath width is reduced from 64-bits to 16-bits input and output width. This
design is thus suitable for FPGAswith a smaller number of IOBs. The key-scheduling
process involves a RAM module in which the key along with the subkeys is to be
initially stored in memory.

This is useful for resource-constraint devices with moderate emphasis on security.
Due to the absence of additional architecture to address the key scheduling, the area

2:1

64-bits RegKey Reg

P Layer

S1 S2 S16

Key Values
16

4 4 4

64

16

16

RAM 
Module

Address

16

8 clk 16

Key Values

Cipher Text

Plain Text

Fig. 4 Proposed reduced datapath architecture with memory-based key scheduling
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is drastically reduced [17]. However, the design is vulnerable to side-channel attacks
and is thus limited to applications with moderate to low security levels [18].

The hardware architecture consists of a multiplexer to choose from the input
plaintext bits to be loaded and the updated plaintext for the next round. This is
followed by the XORing of the corresponding key bits and the plaintext bits. The
results are stored in a 64-bits register which can operate as a shifter register/parallel
register. The substitution is performed by the 16 S-boxes in a column-wise manner as
per the original algorithm [11]. The substituted output is passed through the P-layer
which serves as the input for the next round.

In this design, a RAM module is incurred which has the respective key values
initialized in the memory. The desired values can be accessed through a counter
which serves as the address for the corresponding key values. An alternative design
for the same architecture can be designed using a ROMmodule or the inbuilt BRAM
resources in an FPGA.

4 Hardware Evaluation

The proposed architectures were designed using Verilog in Xilinx ISE Design Suite
14.6. The architectures were implemented for Post-Place and Route and the simula-
tions were observed in ISim Simulator. The power consumption was estimated for a
clock frequency of 10MHz using Xilinx XPower Analyzer. The results for hardware
utilization and power consumption for the proposed architectures are provided in
Table 1.

The results for the proposed architectures are presented for three FPGAs chosen
as the implementation platforms. The FPGAs considered are Spartan 3 (xc3s50-
5pq208), Virtex 4 (xc4vlx25-12ff668) and Spartan 6 (xc6vlx75tff484-3). The
synthesis of the proposed architectures was set with focus on area as the optimization
goal and optimization effort being high.

The hardware evaluation for the chosen FPGAs is analyzed based on area, perfor-
mance and power consumption. For an FPGA, slices are the chief metrics for evalu-
ating area. Performance is analyzed in terms of throughput and latency for the designs
under consideration. The values for throughput-per-slice give the relation between
the area and the performance.

Table 2 provides the area estimation of the FPGA implementation of some existing
ciphers. Figure 5 gives a comparison of area in terms of slices for Virtex 4 and Spartan
3 families. The comparison of dynamic power consumption for Virtex 6 family at
10 MHz frequency is presented in Fig. 6. The designs are referred as, This Work(S)
for the proposed serial architecture and This work (Rd) for the proposed reduced
datapath architecture in Figs. 5 and 6.
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Table 2 Area utilization of
some existing ciphers

Work Slices Fmax (MHz)

Spartan 3 xc3s50

SIMON [19] 399 135

XTEA [20] 254 62.6

Camellia [21] 318 125.8

F-FCSR-16 [22] 473 134

Virtex 4 xc4vlx25

ICEBERG [23] 575 247

SEA [23] 438 241

PRESENT [24] 192 284.3

Fig. 5 Resource usage
comparison of the proposed
architectures
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5 Discussion of Results

It can be observed that the area footprint is for the proposed architectures, thus suiting
lightweight applications. It can be inferred from Fig. 5 that the slices occupied are
almost equal for the two families as they both consist of four input LUTs. The area
reduction for the reduced datapath architecture is significant due to the absence of key
scheduling compared to the serial architecture. The serial architecture needs an FSM
to control the states and the processing of the intermediate states requires registers
to perform the column-wise and row-wise operations. Due to the non-uniformity in
the processing of bits, area overhead increased to some extent. However, in both the
proposed architectures, there is a drastic reduction in dynamic power, thus suiting
low-power applications. The performance is a trade-off for the serial architecture due
to the substantial increase in latency. Security is a trade-off for the reduced datapath
architecture due to the vulnerability to side-channel attacks.

6 Conclusion

In this paper, two lightweight hardware architectures for the PICO cipher were
proposed. The proposed serial architecture and reduced datapath architecture were
designed primarily for minimal-power and low-area footprint applications. The
principal trade-offs chosen for serial architecture included high latency and low-
performance, while the reduced datapath architecture hadmoderate latency and secu-
rity trade-offs. Further, there is scope for increasing the performance or decreasing
the area of the architectures by choosing a wider datapath for serial architecture and
utilizing the FPGA resources like BRAM. Alternative designs for the reduced data-
path architecture can be proposed with emphasis on performance, embedding the
key in ROM modules or BRAM modules for a given application.
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VLSI Implementation of ESF and QTL
Lightweight Ciphers

Nivedita Shrivastava, Bibhudendra Acharya, and Ajay Singh Raghuvanshi

Abstract In order to provide security in resource scare environment, various
lightweight ciphers are proposed. Many optimized architectural designs for these
ciphers are presented by several authors to enhance the compatibilitywith lightweight
domain. In this work, in order to provide security in lightweight environment, three
optimized hardware architectures of eight-sided fortress (ESF) and QTL ciphers are
proposed. Two architectures for ESF cipher are presented based on different S-box
generation techniques. RAM-based hardware design ofQTL cipher is also presented.
Designs are evaluated and compared in various FPGA platforms, on the basis of
resource consumption, performance and power requirement for their implementa-
tion. ESF architecture with RAM-based S-box requires least resource consumption
for its implementation.

Keywords Lightweight cryptography · Security · SPN network · QTL · ESF ·
Security

1 Introduction

In recent years, there is huge growth in various computing devices like smartphones,
smart cards, radio-frequency identification tags (RFID), etc. With the growing usage
of these ubiquitous devices and rapid advancement in Internet of things (IoT), there is
constant threat to security and privacy of the information and data of end users. These
devices are equipped with low-end microcontrollers, which have small word length
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[1]. They also use slow oscillators. There are limited power generation resources
available. As a result for enhancing performance various power optimization tech-
niques [2], novel transmission techniques [3] andmany energy harvesting techniques
[4] are used. This all leads to the requirement for lightweight primitives to provide
proper privacy and security in this constrained-resource environment.

A wide range of ciphers is introduced by various authors to combat the issue of
security and privacy. Along with traditional ciphers like advanced encryption stan-
dards (AES) [5] and data encryption standard (DES) [6] many other ciphers are
proposed in the field of lightweight cryptography. Lightweight ciphers are mainly
distinguished as Feistel network-based ciphers and substitution-permutation (SP)
network-based ciphers. In SP network-based ciphers, diffusion and confusion of bits
are performed. Due to the property of diffusion when aminor modification is made in
plaintext, huge variation is observed in cipher text. As a result of property of confu-
sion, there is increased complexity between the key and the plaintext. Some of the
popular SP network-based ciphers are PRESENT [7], KLEIN [8], RECTANGLE [9],
light encryption device (LED) [10], mCrypton [11], etc. Another type of lightweight
ciphers is known as Feistel ciphers. In these ciphers, encryption is performed on half
of the data, thus they require more rounds of encryption in order to provide proper
security. Some of the famous Feistel ciphers are PICCOLO [12], LBLOCK [13],
CLEFIA [14], SIMON and SPECK [15], TWINE [16], etc.

Various design strategies are proposed by different authors in order to establish
an optimum trade-off between resource requirements, power consumption as well
as to enhance performance of the designs. Some of the famous design strategies are
pipelined architecture, serial architectures, iterative designs, parallel architecture and
many more.

The major disadvantage of application-specific integrated circuits (ASIC) is the
need for special memory generators, which leads to increased cost of design. In the
case of field programmable gate array (FPGA), this problem is avoidable as block
random access memory (BRAM) is already present in the device. For applications
with massive computational requirement, registers are used for storing data. This
leaves BRAM unused. Block ciphers are considered perfect for such applications
[17].

In this work, a new hardware implementation of lightweight ciphers using BRAM
of FPGA is proposed. BRAM is used for storing data and subkey. It is also used
for designing substitution-boxes (S-boxes) of the architectures. With this approach
slices, look-up table (LUTs) and flip-flops are free to be used for any other applica-
tions. For designing hardware architectures, target algorithms are eight-sided fortress
(ESF) [18] and QTL [19] cipher. These are basically 64-bits Fiestel cipher with SP
network-based round function. For ESF cipher two designs are proposed based on S-
box implementation techniques. A change in resource consumption and performance
with the change in the implementation technique of S-box is observed. A BRAM
based architecture is proposed for the QTL cipher also. Two FPGA platforms are
used for implementation, comparison and evaluation of the designs.

This work is divided into six sections. Section 2 describes the basic algorithm
of QTL and ESF cipher. Section 3 describes the proposed hardware architecture
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of the both the ciphers. Section 4 presents the experimental methodology used in
this work. Section 5 illustrates results obtained and presents short discussion of the
results. Section 6 summaries the work in a short conclusion.

2 Algorithm Overview

2.1 ESF Cipher

ESF is a 64-bits Fiestel cipher with a key length of 80-bits. It performs 32 rounds of
encryption to generate cipher text. Figure 1 shows the basic algorithm of ESF cipher.
In each round of encryption the following operations are performed:

• Input of 64-bits is divided into set of 32-bits. Leftmost 32-bits of data are shifted
left with an offset of 7-bits. Rightmost 32-bits are processed via a round function
‘F’ which is described further.

• These rightmost and leftmost 32-bits are then XORed. Thereafter, the output of
this XOR operation is swapped with un-processed rightmost 32-bits.

• After completion of all the rounds, the final ciphertext is obtained. Least significant
bits (LSB) are obtained through right part, whereas most significant bits (MSB)
are obtained through left part of the architecture.

Round Function Figure 2 shows the steps involved in the generation of round
function, which is used to process rightmost 32-bits of ESF cipher. It is described as
below:

• Rightmost 32-bits of intermediate data are XORed with 32-bits of the subkey.

Fig. 1 Encryption process
of ESF cipher
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Fig. 2 Round function of
ESF cipher
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• In these 32-bits, substitution is performed by means of SERPENT S-boxes. These
are basically 4 × 4 S-boxes, i.e., they produce an output of 4-bits and they also
accept input of 4-bits. They are basically a set of eight different S-boxes, which
process data in parallel. There are various methods of designing S-boxes like
RAM-based S-box, Boolean S-box or LUT-based S-box.

• After substitution, permutation is performed by means of a permutation layer
(P-layer). ESF performs bit-wise permutation. It follows the principle used in
designing the permutation layer of PRESENT cipher.

2.2 QTL

QTL is an ultra-lightweight block cipher. It has a block length of 64-bits and can
work for a key length of both 64-bits and 128-bits referred as QTL-64 and QTL-128.
For the key size of 64-bits, 16 rounds are required, while for 128-bits, 20 rounds
of encryption are required. It is devoid of any key scheduling mechanism. Figure 3
shows the basic encryption process of QTL cipher. For a single round of encryption,
the following steps are followed:

• Master key of 64-bits is divided in set of 16-bits each and is represented as {K0,
K1, K2, K3}.

• For each set of 32-bits of plaintext, separate Fiestel transformation is applied.
For a single Fiestel transformation structure, rightmost 16-bits of plaintext are
XORed with subsequent leftmost 16-bits. These leftmost bits are first processed
through round function F1/F2. Thereafter, bits are swapped in the end of each
Fiestel transformation. The process is again repeated for a single round.

• At the end of single encryption round, round transposing is performed as shown
in Fig. 3.
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Fig. 3 Encryption process
of QTL cipher
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• For processing rightmost 32-bits of data, round function F1 is used, while for
processing leftmost 32-bits, F2 round function is used. These round functions
have separate sets of round constants and different S-boxes as well.

3 Proposed Hardware Architecture of ESF and QTL
Cipher

In this section, the proposed hardware architectures for both ESF and QTL ciphers
are discussed.

3.1 Eight-Sided Fortress

In this architecture, BRAM of FPGA is used to store processed intermediate data.
BRAM is also used to design S-box layer. ESF uses SERPENT S-boxes, which are
basically a set of eight different S-boxes. As shown in Fig. 4, two BRAMs are used to
store the data. Two clock cycles are required to read andwrite data fromBRAM. This
leads to a total latency of 63 clock cycles. For each round, subkeys are pre-generated
and stored in a separate RAM module. Subkeys are extracted and XOR operation is
performed with rightmost 32-bits of data. The result is then sent to another BRAM
for performing substitution.
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Fig. 4 Hardware architecture of ESF cipher with RAM-based S-box

Thereafter, diffusion of bits is performed using permutation layer. Leftmost 32-
bits are shifted by 7-bits and result is XORed with processed rightmost bits. After
completion of all the rounds of encryption, the ciphertext is obtained.

The architecture ofESF cipherwith a different technique of implementingS-boxes
is shown in Fig. 5. Separate BRAMs are used to store 64-bits of data and 32-bits
of the key. There are various ways of designing S-boxes. In this work, Boolean
expressions for all the eight S-boxes are derived and used to design the S-boxes.
As a result, S-boxes can be easily designed using basic logic gates, i.e., AND, OR
and NOT. XOR operation is performed with pre-generated subkey and rightmost
32-bits of data. Confusion of bits is performed using a set of Boolean S-boxes,
followed by diffusion through P-box. Again, XOR operation is performed between
these processed rightmost bits and seven-bits shifted leftmost bits. Thereafter, data
is swapped and again send to BRAM for storage.

3.2 QTL

As shown in Fig. 6, 64-bits master key is divided in the set of 16-bits subkey and
fed directly to the round functions F1 and F2. RT is a function used to perform
round transposition. In this function, 64-bits of input is divided in set of 16-bits,
and permutation is performed. After that bit-sets are again concatenated into set of
64-bits. Figure 7 shows round function for QTL cipher. 8-bits round constants for
both functions F1 and F2 are stored in a separate ROM module.
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Fig. 5 Hardware architecture of ESF block cipher with Boolean S-box

They are retrieved from ROM and XORed with rightmost 8-bits of intermediate
data. Then, another XOR operation is performed with the input key. Thereafter,
substitution is performed followed by permutation again followed by substitution.
For both the functions F1 and F2, a different set of S-boxes and round constants are
used.

4 Simulation Platform

4.1 Metrics

Various metrics are discussed to evaluate ciphers. For analysis of resource consump-
tion by the architectures; number of slices, LUTs and flip-flops are considered.
For power analysis dynamic, static and total power is considered at the operational
frequency of 13.56 MHz.
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Performance is evaluated using both latency and throughput of the architectures.
Throughput at themaximumoperational frequency is calculated according to Eq. (1):

Throughput = Block Size × FMax

Latency
(1)

Lowpower devices donotwork at themaximumoperational frequency. Theywork
at some lower operational frequency. For RFID tags, a frequency of 13.56 MHz is
used [20]. Throughput at 13.56 MHz (Thr*) is calculated according to Eq. (2):

Thr∗ = Block Size × 13.56MHz.

Latency
(2)

A derivedmetric throughput per slice (Thr*/slc) is used to analyze the relationship
between performance and resource consumption of the architecture. It is obtained
by dividing the throughput achieved at 13.56 MHz with the number of slices used in
the implementation of the respective design.

4.2 Environments

All the proposed architectures are designed and implemented in ISE design tool 13.6.
To analyze the architectures LUT-4 and LUT-6 FPGA platforms are used.

For LUT-4 FPGA, Virtex-4 (xc4vlx25-12ff668) is considered. While for anal-
ysis in LUT-6 FPGA, Virtex-5(xc5vlx50t-3ff1136) is considered. Power is estimated
using Xilinx XPower Analyzer tool. This tool gives static, dynamic and total power
consumed by the architectures.

4.3 Configurations

Three designs which are implemented and evaluated are summarized below:

A1 A RAM-based design of ESF cipher. This design stored subkeys and interme-
diate data in a separate BRAMmodule. S-boxes are also designed using BRAM
available in FPGA.

A2 Second RAM-based design of ESF cipher. BRAM is used to store processed
intermediate data only. S-boxes are designed using Boolean logic.

A3 RAM-based design of QTL cipher. This design uses BRAM for storing
intermediate data. Boolean S-boxes are used to perform substitution operation.
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5 Results and Discussion

Different FPGA platforms are used to implement and evaluate different designs. The
obtained results are shown in Table 1. Proposed architectures are compared with
hardware implementation of PRESENT cipher in the respective FPGA platform.
A4 shows the result obtained by the implementation of the base hardware design
of PRESENT cipher. A5 shows result obtained for optimized implementation of
PRESENT cipher.

It is observed that the number of flip-flops remains consistent for both the plat-
forms. Their number is reduced significantly on using BRAM for storage; as a result,
unused resources can be used for some other applications. Least number of LUTs
is required by A1 for Virtex-4 FPGA. On changing the implementation technique
of S-box from Boolean (A2) to RAM-based (A1), the number of LUTs is reduced
by 19.28%, while the number of slices is reduced by 20.67% in Virtex-4 platforms.
In the Virtex-5 platform, the number of slices is reduced by 14.67%. For Virtex-5
platforms, both A1 and A2 require nearly the same number of LUTs, followed by
A3, A5 and A4, respectively.

From Fig. 8, it is seen that QTL hardware architecture requires more area for its
implementation as compared to ESF hardware design. For both FPGA platforms,
the best throughput at a frequency of 13.56 MHz is given by QTL cipher. The best
result of throughput at the maximum operational frequency is given by A4 followed
by A3 for both the FPGA platforms.

Figure 9 shows a graphical illustration of Thr*/slc obtained for Virtex-4 and
Virtex-5 platform. For Virtex-4 platform best result is given by ESF architecture
with RAM-based S-box (A1). ForVirtex-5 FPGA,RAM-based design ofQTL cipher
(A4) gives the best trade-off between performance and resource consumption of the
architecture. As compared to A5, Thr*/slc is improved in A4 by 40.78%. Thr/slc*
for A1 is nearly 2.42 times as compared to A4 for Virtex-4 FPGA.

It is observed that the static power remains nearly constant for both the FPGA
platforms. Dynamic power shows variation as it depends on switching activity of the
architecture. Total power is simply the addition of static and dynamic power. Among
the proposed designs, for Virtex-4 FPGA, A3 shows the least power requirement,
while for Virtex-5 design, A1 shows least power requirement. Power analysis shows
that there is a significant change in the value of power consumption with the change
in the device used for the implementation of architectures.

6 Conclusion

In this work, hardware architectures of ESF and QTL ciphers are designed and
implemented in FPGA platforms. Results are evaluated and compared on the basis
of resource consumption, power consumption and performance of the designs in
different FPGA platforms.
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BRAM of FPGA is used for storing intermediate processed data. This makes
registers free to be used for any other purpose. In the case of ESF cipher, the impact of
changing S-box implementation technique in performance and resource consumption
is also presented. Least resource consumption is required by ESF architecture with
RAM-based S-box implementation. Best performance is given by RAM-based QTL
cipher in the Virtex-4 platform.

Further studies are required to design and compare other architecture of QTL
cipher with different S-box implementation techniques. There is also scope for
designing of serial and pipelined architectures of both QTL and ESF cipher.
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Optimal Allocation of AVR and DGs
in Distribution Systems Using HSA

K. R. K. V. Prasad and Kollu Ravindra

Abstract In recent years, distributed generation (DG) penetration in distribution
networks has increased at a high rate due to advancement in electricity markets.
Apart from serving loads locally, installation of DG offers several technical benefits
such as enhancement of voltage profile and reduction in network loss. Application
of automatic voltage regulator (AVR) along with DGs simultaneously placed will
further increase technical benefits. In this work, the impact of DG along with AVR
placement is analyzed with an objective to minimize network losses and voltage
deviation. The solution to the optimization problem is determined using harmony
search algorithm (HSA). Proposed approach’s efficacy is verified on a standard IEEE
69-bus distribution network.

Keywords Distributed generation · Automatic voltage regulator · Harmony search
algorithm

1 Introduction

Improved system operation with good voltage profile and minimum energy losses
can benefit both utilities and customer. Enhancement of voltage profile can be done
by placing AVRs, DGs, capacitor banks and resorting to reconfiguration and optimal
conductor selection [1–4]. The optimal placement of distributed generation (DG)
units is pivotal for planning engineers in distribution networks as improper allocation
of DG results in the higher fault currents, losses, and over-voltages. So it is essential
to examine the consequence of DG on distribution systems [5, 6]. Several researchers
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used evolutionarymethods such as simulated annealing [4], particle swarm optimiza-
tion [7], genetic algorithms (GA) [4], and artificial bee colony to solve optimization
problems in electrical networks [4]. In [8], GA is employed to optimally allocate
AVRs in a distribution network. Benefits can be maximized if DGs and other devices
like capacitors, AVRs are correctly integrated into the system.

Aim of this work is to find optimal sizes and corresponding locations for DGs
and optimal tap setting of AVRs and their locations in a radial distribution system by
employing HSA. Optimal allocation problem is solved subjected to the constraints of
maximumDG penetration limit, branch current limits, tap position of AVRs, injected
active and reactive power limits of DG units, and permissible bus voltage limits [9].

2 Problem Formulation

In this paper, the objective is to minimize distribution network active power loss and
enhance bus voltages. Generally, loss can be minimized by optimizing the currents
flows in the lines. Hence, DG and AVRs are placed optimally to mitigate power loss
and reduce voltage deviation.

2.1 Objective Function

In this work, minimization of loss index (f p) is chosen as an objective function which
is formulated as ratio of power loss with DG and/or AVR to the base case power loss,
where base case power loss means network power loss without DG and/or AVR

f p =
(

Nbr∑
i

PLwith_ DG/AVR
i

)
/

(
Nbr∑
i

PLbase
i

)
(1)

Optimization problem is solved adhering to the below constraints:

(i) Voltage constraint

Vmin ≤ V with_ DG/AVR
i ≤ Vmax (2)

(ii) Branch current limits (thermal limits)

Ii ≤ Icap (3)

(iii) DG power capacity constraint

PDG_ min ≤ PDGi ≤ PDG_ max (4)
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(iv) Tap settings constraint for AVR

Tmin ≤ T ≤ Tmax (5)

where PLwith_ DG/AVR
i represents the total real power loss with DG and/or AVR, PLbase

i
corresponds to the total real power loss with base case, Vmin is the minimum voltage,
Vmax is the maximum voltage, PDG_ min is the minimumDG power capacity, PDG_ max

is the maximum DG power capacity, Tmin is the minimum tap setting, and Tmax is the
maximum allowable tap setting.

Bus voltage deviation index (f v) of the system is computed as given in (6).
Minimization of f v can be chosen as objective.

fv =
(

nbus∑
i=2

(
V with_ DG/AVR
i − 1

)2
)

/

(
nbus∑
i=2

(
V base
i − 1

)2)
i = 1, 2, . . . , nbus (6)

where nbus represents a total number of nodes, f v denotes voltage deviation index,
which is formulated as the ratio of voltage deviation with DG/AVR to the voltage
deviation without DG/AVR.

2.2 Weighted Sum Approach

In this, multiple objectives ofminimization of f p and f v are combined to form a single
objective as shown in (7). Weights w1 and w2 are chosen according to distribution
network planner priorities. The overall objective function is optimized and a near-
optimal solution is found for DG and AVR placement problem.

f = w1 f p + w2 fv (7)

2.3 Automatic Voltage Regulator (AVR) Model

A model is defined to know the impact of AVR in a distribution network [10]. An
AVR is an autotransformer with tap setting control mechanism on its windings and
it is used to control distribution network voltages. AVR placed between buses A and
B with its initial tap setting as t and internal admittance (Y ) is shown in Fig. 1. AVR
is modeled as series and parallel admittances as represented in Fig. 2.

Modified AVR model when autotransformer tap setting is changed from t to t +
�t is shown in Fig. 3. An alternate way to replicate tap position variation is to adjust
the model shown in Fig. 3 by including imaginary injection currents IA and IB as
shown in Fig. 4. The fictitious injected currents are given by (8) and (9).
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Fig. 1 AVR model in branch

Fig. 2 π model
representation of AVR

Fig. 3 AVRmodel including
tap position variation

Fig. 4 AVR equivalent with
fictitious current injections

IA = (1 − (t + �t)) ∗ Y ∗ VB (8)

IA = (1 − (t + �t)) ∗ Y ∗ VB + (
(t + �t)2 ∗ Y ∗ VB

)
(9)

2.4 Harmony Search Algorithm

HSA is inspired by natural musical process searching to get an intact harmony. This
step-by-step efficient search process uses a stumble search. The workflow for HSA
is as follows [11, 12].

Step 1: Choose the objective function and identify decision variables subjected to
boundary conditions of the variables. Specify the algorithm parameters, viz. harmony
memory size (HMS), the memory consideration rate (HMCR), bandwidth (BW), the
pitch adjusting rate (PAR), and the maximum number of iterations required (itermax).
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Minimise f (x)
Subject to xiL ≤ xi ≤ xiu (i = 1, 2, 3, . . . , N )

(10)

where xiL and xiu correspond to minimum and maximum boundaries for decision
variables, respectively.

Step 2: Initialization the harmony memory (HM) using the following equation:

x j
i = xiL + rand ∗ (xiU − xiL) j = 1, 2, . . . ,HMS (11)

where rand corresponds to an arbitrary number generated between 0 and 1.
Step 3: In this step, a new harmony is improvised from HM. A new harmonic

improvised based on three norms: memory deliberation, pitch adjustment, and
random generation. Firstly, a uniform random number r is originated in the boundary
[0, 1]. If r is lower than the HMCR, the decision variable xnewi is originated by
the memory deliberation; otherwise,xnewi is randomly generated. Then, pitch adjust-
ment for xnewi is done with a probability of PAR if it is originated by the memory
deliberation. The pitch adjustment norm is shown below:

xnewi = xnewi + r ∗ bw (12)

Step 4: After originating xnewi , the harmony memory will be upgraded as follows. If
the fitness of the xnewi = (

xnew1 , xnew2 , . . . , xnewn

)
is better than the fitness of the least

fit harmony vector in the HM, subsequently it is incorporated in HM. Otherwise, it
is discarded.

Step 5: Repeat steps 3 and 4 for itermax number of times.

3 Proposed Approach

Step 1: Define loss as objective function, DG sizes and locations, tap changers and
locations as decision variables. Initialize HSA parameters and specify the IEEE
69-bus test system line and load data, constraints.

Step 2: Initialize harmony memory with solution vectors (DG sizes and locations,
tap changers and locations).

SV = [
DG1

1 DG
1
2 . . .DG1

N L1
1 L

1
2 L

1
3 . . . L1

N T 1
1 T 1

2 T 1
3 . . . T 1

N T L1
1 T L1

2 T L1
3 . . . T L1

N

]
(13)

Each solution vector in HM is evaluated by finding the objective function value
by running a load flow. Backward–forward sweep method is used to determine load
flows. Sort the solution vectors in HM based on their ascending order of functional
values.
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Step 3: Extemporize a new harmony.

Step 4: Upgrade the HM.

Step 5: Examine the termination criteria and stop.

4 Results

To verify the efficacy of the proposed approach, it is tested on an IEEE 69-bus system
which is a 12.66 kV system whose data is taken from [13]. HSA parameters chosen
for this work are: HMS = 50, itermax = 500, par = 0.3, HMCR = 0.95, w1 = 0.5,
and w2 = 0.5.

Four scenarios are simulated in this work.

Scenario I: System without DGs and AVRs (base case)
Scenario II: System with AVRs only
Scenario III: System with DGs only
Scenario IV: System with DGs and AVRs (proposed approach 1)
Scenario V: Multi-objectives with DGs and AVRs (proposed approach 2 based on
weighted sum approach)

DG penetration is limited to 50% in this work and all the DG units are assumed to
be operating at 0.8 pf lagging. Results obtained for the four scenarios are tabulated
in Table 1. Loss in the network for scenario I is 224.98 kW. The real power losses are
observed to be 205.52 kW for scenario II, 11.23 kW for scenario III, and 10.68 kW for
scenario IVusingHSA (proposed approach 1). FromTable 2, it is observed that power
loss is 11.87 kW for scenario IV solved using adaptive genetic algorithm (AGA) [14].
Comparing scenario IV, i.e., HSA andAGA; it is clear that power lossmitigationwith
HSA is greater than obtained with AGA. Results show that combining DGwith AVR
results in the highest power loss reduction. From Table 2, it is also interpreted that
power loss in scenario IV (AGA) is 11.87 kWwhen 5DGs and 15AVRs are deployed
in the network. But with scenario IV (HSA), 5 DGs and 4 AVRs are deployed in the
network reducing the loss to 10.68 kW. It can be concluded that proposed approach
1 based on HSA is superior when compared to the method based on AGA. Further,
the proposed approach 1 lead to the highest percentage of loss reduction which is
95.25 compared to other scenarios. From Fig. 5, it is evident that voltage profile of
the network has considerably improved due to simultaneous placement of AVRswith
DGs (scenario IV). Convergence characteristic of the algorithm is shown in Fig. 6.

Table 3 shows thatwhenmultiple objectives are chosen for optimization, then both
loss reduction percentage and voltage deviation minimization have increased when
AVR is employed. Similarly, Table 4 shows that when multiple objectives are chosen
for optimization, then both loss reduction percentage and voltage deviation mini-
mization have increased when DG is employed. Based on the results from Tables 1,
3, and 4, it is clear that an approach of simultaneous optimal placement of both DG
and AVR using a multi-objective approach will give better results.
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Fig. 5 Voltage profile of 69-bus system

Fig. 6 Convergence characteristic using HSA for scenario IV

Hence, the same is implemented (proposed approach 2—scenario V) and the
results are tabulated in Table 5 which vindicate the efficacy of proposed approach 2
giving the best compromised solution in terms of loss and voltage deviation reduction.

5 Conclusion

In this work, AVRs along with DGs placement are done on IEEE 69-bus system with
an objective to minimize energy loss. Optimal DG allocation problem, optimal AVR
allocation problem, and DG with AVR allocation problem are solved using harmony
search algorithm. Power loss reduction using the proposed approach 1, i.e., scenario
IV (HSA) is maximum when compared to scenario I, II, and III. Voltage profile has
considerably improved due to simultaneous deployment of DGs and AVRs in the
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network. Multi-objective approach of minimizing voltage deviation and loss reduc-
tion (proposed approach 2) to solve optimal simultaneous DG and AVR placement
problem gave good compromised solution.
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and G. Anjan Kumar

Abstract Nowadays, the entireworld is getting into automation of deviceswhich has
eased the life of people in many ways. Moving further into the world of automation
and building up an environment which will help the people in many ways such as
controlling appliances providing security and making home free from thefts and fire
accidents has been discussed in this paper. Here, a camera has been used for the
identification of the person and a gas sensor which senses the gas leakages if any in
the home and alerts the owner of the house regarding this. A temperature detecting
sensor has been used which detects any abnormal change in temperature and alerts
the user. ARM LPC2148 microcontroller is used here for controlling the sensor, and
it also sends an alert message to user. For connectivity between the user and system,
GSM module has been used in this process. PIR sensor has also been used to detect
any intrusion and LDR sensor for detecting any thefts.
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1 Introduction

The main aim of this system is to make home a safer place away from fire accidents
and thefts. Security is one ofmost concerned aspects of everyone. This systemenables
the user to identify any unwanted intrusion that occurs at home or any fire accident
that may arise due to short circuit or gas leakage. The mishap can be identified, and it
is reported to the user within minimum time to the user so that he can take necessary
measures to avoid any major circumstances. These days we have developed much
advancement in technology on IOT [1–3] platform through which we can control any
of the appliances be it at home, office or industries with the help of our smart devices
like phones and laptops even from large distances. This system is fully automated
with minimal manual instructions which make it fast, efficient and reliable. The
components used in this system are widely available and are of low cost which
makes it low cost effective and available to large part of people.

This system consists of ARM microcontroller [4, 5], GSM module [4, 6],
PIR sensor, temperature sensor, gas detecting sensor, camera and relays [7].
ARM LPC2148 microcontroller is user friendly and can be easily interfaced and
programmed with various output devices. GSM module is preferred over technolo-
gies like Bluetooth [6] andWi-Fi [1, 5] due to its long-range connectivity with better
speeds and efficiency due to its widespread coverage. Long-range connectivity is not
possible with Bluetooth and Wi-Fi.

Here, sensors are connected to microcontroller. GSM modem is connected to
the microcontroller which acts as a bridge between the user and the system at home.
Whenever any person tries to enter home, PIR sensor [8] senses it and camera captures
his face and sends it to the user. Based on the reply from the user whether the
person is known person or unknown, the system takes necessary actions. If the
person is identified as unknown person, then the system raises the alarm and alerts
the neighbours and it also sends message to police through GSM module. Thus, it
also provides surveillance along with safety from any fire accidents. GSM system
has high security infrastructure, which gives us maximum reliability where people
cannot monitor information sent or received.

2 Literature Review

Kodali and Jain [1] designed a systemwhich is used for home automation and intruder
detection. If any human movement is sensed near the entrance of home, the system
sends an alert message to user and also the user can raise the alarm to warn the
intruder and prevent him. Here, author implemented home automation in the same
system through which the user can control the appliances of the home like lights,
fan and AC through his mobile. Here, they sent the alert messages to user through
voice calls which can be replaced with SMS which can also include the picture of
intruder captured through camera installed in home.Kumar andKumar [2] designed a
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system which is used to control theft by using Raspberry Pi integrating with webcam
and motion sensor. Whenever any intrusion is detected or wrong pin is entered at
door lock, the webcam takes the image of the person and sends it to the user and
the user can take necessary actions. In other paper [3], they designed a low cost-
effective system which saves large amount of data and power. The system remains
idle when there is no motion, and it records only when there is an intrusion; thus, it
saves more data and consumes less power which makes it efficient and better. When
motion is detected, the captured video sensor data are stamped on image using image
processing techniques on Python platform. Data stored in local storage device, after
certain threshold, will be uploaded into the cloud along with data log created during
processing stage.

Sunehra [4] used PIR sensor and IR sensor with ARM7 microcontroller to design
a surveillance system to detect intrusion. They used GSM for connectivity between
user and system. Keshamoni and Hemanth [5] used MQ-2 (gas sensor) and LM35
(temperature sensor) to detect any gas leakages in the surroundings.When any change
is detected by one of the sensors, the siren is triggered and the user is warned. Vaidya
and Vishwakarma [6] provided a comparative analysis of the technologies like GSM,
Bluetooth and Wi-Fi. After ample research, they provided the comparative analysis
of each technology, its advantages and disadvantages. Author concluded that GSM
is preferable over other technologies like Wi-Fi and Bluetooth due to its long-range
connectivity and widespread coverage which enables us to control the devices even
when we are far away.

Recently, Gupta and Kumar [7] designed a system for the purpose of monitoring
and irrigation of plants using sensors. The data about the temperature and humidity
can be obtained from anywhere by using the Android mobile application as data
is uploaded to cloud. To avoid the events such as burglary or intrusion, Sahoo [8]
designed a system using PIR sensor to detect intruder and ESP8266 module to send
data to remote server. Here, GSM module is used to send text alerts to user when an
intrusion occurs.

3 Proposed System

The block diagram of our proposed safety and surveillance system is given in Fig. 1.
The sensors are connected to ARM LPC2148 microcontroller shown in Fig. 2.

ARM LPC2148 is a 32-bit RISC microcontroller. It has two UART ports, and it
works on a 5 V output DC supply. It also includes many features like I2C serial
interfaces and two SPI serial interfaces along with pulse width modulation (PWM)
unit, a real-time clock and can reach up to a speed of 60 MHz.

It has a vectored interrupt controller with configurable priorities and vector
addresses.

PIR sensor used to detect intrusion is shown in Fig. 3. PIR sensor is used to detect
intrusion by an unknown person. PIR sensor [9] senses the IR light radiating from
objects, and it also senses the movement of people in its range, and whenever an
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Fig. 1 Block diagram of ARM-based safety and surveillance system

Fig. 2 ARM LPC2148
microcontroller

intrusion occurs, it sends a signal to microcontroller which in turn sends an alert
message to the user about the intrusion. Depending upon the amount of IR radiation
that is emitted by body, it can differentiate between human and animal, so that it will
not send an alert message when any small animal like cat enters the house.

Here, a camera is installed in the system which is used to take the picture of the
intruder and send it to the user through microcontroller. If the intruder is a known
person to the user, then by instructions, he tells the system that he is a known person
and there is no harm. Then, the system which is initially given with pictures of user’s
family adds the picture of this person to the list of known persons. Due to this, if the
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Fig. 3 PIR sensor for
intrusion detection

same person tries to enter the house afterwards, the system will not warn the user
which is of much convenience.

To avoid fire accidents and gas leakages, temperature sensor is employed which is
shown in Fig. 4 and gas detecting sensor in Fig. 5. Initially, threshold value of temper-
ature is given to the system to which the system compares the recorded value. The
temperature sensor senses the temperature timely and sends the value to controller.
If the present value is higher than the threshold value, then it indicates an abnormal
increase in temperature which may be due to fire accidents like short circuit. The
smart home [10] system then immediately sends a warning message consisting of
detected temperature to the user. The user will send a message through GSM [11]

Fig. 4 Temperature sensor
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Fig. 5 MQ-2 gas detecting
sensor

after which the neighbours are alerted through the alarm [12], and it will send a
message also to fire department about the situation which may allow them to curb
the fire accident within scope.

AMQ2 gas detecting sensor is installed in the kitchen. If at any instant gas leakage
occurs, then the sensor sends signal to microcontroller which immediately sends an
alert message to user about the gas leakage, and also, it alerts the neighbours about
leakage.

GSMmodem is used for connectivity between the user and microcontroller. GSM
module is connected to microcontroller using an RS232 interface. RS232 voltage
levels are at ±12 V, whereas microcontroller input and output operate at 0–5 V;
hence, RS232 [13] is not compatible to microcontroller. Here, MAX232 [14] which
is shown in Fig. 6 is used to enable the communication between GSM module and
microcontroller. MAX232 converts the RS232 level signals to TTL level signals.
Hence, when any mishap occurs at house, the ARM microcontroller [15] then sends
an immediate message though GSM module to the user using IOT [16–20]. The
outgoing message contains information regarding mishap whether it is intrusion, fire
accident or gas leakage. It waits for user’s instruction to take necessary action. The
GSM module used is shown in Fig. 7.

GSMmodule consists of SIM800A for connectivity. It is a quad-bandGSM/GPRS
module that works on frequencies GSM850MHz; EGSM900MHz, PCS 1900MHz
and DCS 1800 MHz. SIM800A can meet most of the space requirements in user’s
applications, such as M2M, smartphone and other mobile devices and supports one
pulse width modulation (PWM) and pulse coded modulation( PCM). Our proposed
architecture is shown in Fig. 9.

4 Proposed System Architecture

Our working procedure is depicted in Fig. 8. The PIR sensor continuously checks
for the intruder when it is connected to the microcontroller. When the PIR sensor
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Fig. 6 MAX232

Fig. 7 GSM module
consisting of SIM800a
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Fig. 8 Flowchart for detecting intrusion using PIR sensor and surveillance camera

detects any infrared radiation which is of any human beings (i.e. the threshold value
of infrared radiation is assigned such that it is of humans), it sends a signal to ARM
LPC2148 microcontroller which in turn on the camera. The camera then takes snap
of the person and checks whether the person is actually an intruder or known person
using data which is already assigned given to the microcontroller. If the person is
an intruder, the microcontroller sends the image of the person using GSM module.
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Fig. 9 Architecture of the proposed system

It waits for the owner’s instruction. If the owner recognizes the person, he sends a
message to add the person’s image to database, and if the person is an intruder, the
microcontroller then sends message to police and neighbours, and it also switches
on buzzer alarm. The same conditions and procedure are followed for fire detection
and gas leakage (Fig. 9).

5 Advantages

Compared to the existing models, this system provides more features which are as
follows

• Provides more security.
• Includes safety and surveillance of home under same system.
• Contains minimal manual instructions making it more efficient and reliable.
• Can also be used for home automation of appliances.

6 Conclusion

We designed a cost-effective system based upon ARM LPC2148 microcontroller
which can be used for safety of the home from fire accidents and gas leakages. It
also provides theft control by informing the user whenever any intrusion occurs. The
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system can differentiate between a known person and an unknown person which
prevents sending an alert message when the person entered is known to the user.
The fast and efficient connectivity of GSM module enables the system to send an
immediate alert message to user even when he is far from home. With the help of
cloud storage, we can store the known person’s image in it and also store the video
recorded by camera during surveillance.

With the advent of the latest technology like LTE, we can get greater speeds and
better connectivity, which can be used in system for better efficiency. We can also
use the system to control appliances like light, fan, AC and other devices making the
system a fully home automated and security system.
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Attenuation of Millimeter Wave in Storm
Layers with Spherical and Non-spherical
Dust Particles

Swastika

Abstract In the present paper, an attempt has been made to estimate the attenuation
of millimeter wave from the layers of spherical and non-spherical dust particles. It
is observed that attenuation of millimeter wave is very much related to the extinc-
tion cross section of dust particles. The attenuation caused by the layers of spherical
and non-spherical dust particle increases with increasing frequency of operation for
different values of visibility. It is also found that the scattering cross section, absorp-
tion cross section and extinction cross-section have got important role to estimate
the loss due to scattering and absorption of millimeter wave.

Keywords Millimeter wave attenuation · Absorption cross section · Extinction
cross section

1 Introduction

“Effects of Sand and Dust Storms on Microwave Propagation.” S. C. Gupta [1]
“Theory of Microwave Remote Sensing.” Leung Tsang [2]. “Depolarization of MM
WBack Scattered from Sand and Dust Storms.” C. S. Rai and B R Vishvakarma [3].

2 Method

In order to consider the scattering effects ofmain constituents of sand and dust storms
such as sand, silt and clay, the consideration of outline structure of these components
of atmosphere should be observed. So considered length of communication link be
l, which contains the layers of different constituents of storms blown to the height of
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link because of dust storms. As the storm is assumed to contain three constituents,
the entire section is represented in the form of three layers in cascade. Further, the
layer with sand particle extends from Z = 0 to Z = l1, the layer of silty particle
extends from Z = l1, to Z = l2, and layer of clay particle extends from Z = l2 to Z
= l3. If ε1, ε2, ε3 and σ 1ext, σ 2ext, σ 3ext denote the permittivity and extinction cross
section of sand, silt and clay, respectively, then,

σext (Z) =
σ1ext for 0 ≤ Z < l1
σ2ext for l1 ≤ Z < l2
σ3ext for l2 ≤ Z < l3

where l1 + l2 + l3 = l.

3 Scattering from Dust Particles

In order to study dust particle’s scattering behavior which is considered as a dielectric
sphere, here energy balance concept over the surface of sphere surrounding the
scattering volume is utilized. H inc and Einc denote the incident magnetic and electric
field, andHsca and Esca denote the corresponding scattered fields. Total amplitude of
the fields at any point on the surface of the sphere can be given as

E = Einc + Esca

H = Hinc + Hsca (1)

As the problem is concerned with the flow of energy, Poynting vector must be
used. In this case, only the radial component of Poynting vector actually crosses the
surface of the sphere. In spherical coordinate system, if H (θ, �) and E (θ,F) denote
the magnetic and electric fields, then the radial component of the average Poynting
vector will be in the radial direction, the value of whichmay bementioned as follows:

SR = 1/2 Re
(
EθH

∗
� − E�H

∗
�

)

SR = 1/2 Re
[(
Eθinc H

∗
�inc − E�incH

∗
θinc

)

+ EθscaH
∗
�sca − E�scaH

∗
θinc

+ EθincH
∗
�sca − EθscaH

∗
θinc

+ E�incH
∗
θsca − E�scaH�inc

)]
(2)

From the observation of Eq. (2), it is found that the integral of first term on right
hand of equation is zero as it gives the net flow of energy in incident plane wave,
whereas second term when integrated gives the total scattered power (Psca) out of
the incident wave. The third term if integrated, fields (−Pext) and the integral of (SR)
yield the outflow of energy from the sphere.
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3.1 Extinction Cross section

From Eq. (2), it is evident that to maintain the energy balance, third term of the
equation must be equal in magnitude of the sum of absorbed and scattered energy.
Therefore,

Pext = Pabs + Psca = 1/2Re

π∫

o

2π∫

o

(Eθ incH
∗
φsca−

EφincH
∗
θsca + EθscaH

∗
φinc − EφscaH

∗
θ inc)

R2 sin θ dθ dφ (3)

Hence, the extinction cross section may be defined by

σext = −(
2π/k2

)
Re

∞∑

n=1

(2n + 1)
(
asn + bsn

)
cm2 (4)

where

asn = − μ1 Jn(X)[mX Jn(mX)]′ − μ2 Jn(mX)[X Jn(X)]
μ1h

(2)
n (X)[mX Jn(mX)]′ − μ2 Jn(mX)[Xh(2)

n (X)]′

bsn = − μ2m2 Jn(mX)[X Jn(X)]′ − μ2 Jn(X)[mX Jn(mX)]′
μ1m2 Jn(mX)[Xh(2)

n (X)]′ − μ2h
(2)
n (X)[mX Jn(mX)]′

Jn Bessel functions of first kind.
h(2)n spherical Hankel function of second kind.
m = √∈∗ Complex refractive index
μ1 permeability of internal medium
μ2 permeability of external medium
X 2 a/λ
K 2/λ

In this equation, asn and bs1 indicate the amplitudes of the field on the surface of
the sphere which are proportional to the amplitudes of the magnetic and electric
multi-poles induced by the incident wave, respectively. More specifically, as1 quanti-
fies the field distribution corresponding to induced magnetic dipole and as1 is related
to magnetic quadrupole. Similarly bs1 signifies the field distribution corresponding
to induced electric dipole, and bs2 corresponds to electric quadrupole. Under this
condition, it is quite logical that higher order multiples oscillations will be weakly
excited.All the higher order terms could be neglectedwithout significant loss in accu-
racy, excepting the terms as1 and bs1. Since 2 a/λ is small, compared to unity, Bessel
functions can be expanded in powers of (X) to find out the as1 and bs1 coefficients.
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Jn(X) = 2n
n!

(2n + 1)! X
n

(
1 − n + 1

(2n + 1)(2n + 3)
X2 + · · ·

)
(5)

The resulting value of asn and bsn can be written as

asn =
{
− j

22nn!(n + 1)!
(2n)!(2n + 1)!

x2n+1

μn
1 + μn+1

2

}
× {μ2 − μ1}

{
μ2

[
(n + 1) + (n + 3)m2

] − μ2
[
(n + 3) + (n + 1)m2

]

(2n + 2)(2n + 3)
X2

}

(6)

bsn =
{
J
22nn!(n + 1)!
(2n)!(2n + 1)!

X2n+1

μ1(n + 1) + μ2m2
n

}
× {

μ1 − μ2m
2
}

− {μ1[(n + 1) + (n + 3)m2] − μ2m2[n + 3) + (n + 1)m2]x2
(2n + 2)(2n + 3)

x2} (7)

In the above equation, X = 2 a/λ � 1, and thus, all the terms having X7 or higher
power can be neglected. The final expression for σ ext can be obtained as

Cext = (
4π/k2

)
(X)3

[

Im

(
ε − 1

ε + 2

)
+ 2/3(X)3Re

(∈ −1

∈ +2

)2
]

(8)

The calculated value of σext is shown in Fig. 1.

4 Non-spherical Particle

The scattering coefficients for particle which is not spherical can be obtained by
applying scattering amplitudematrix of small ellipsoidwhich approaches to spheroid
under the conditiona=bwherea,b and c are ellipsoid axes.Wecanfindout scattering
and absorption cross section for the dust particle which is spheroidal are2

σsca = (k4/6π)

∞∫

o

sin β

2
P(β)dβ

{|aθ |2

+ [1/2 cos2 θ ′ sin2 β + sin2 θ ′ cos2 β]|ar − aθ |2
+ 2[sin2 θ ′ cos2 β + 1/2 cos2 θ ′ sin2 β]
Re[aθ (ar − aθ )]} (9)
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Fig. 1 Extinction cross
section against frequency for
non-spherical dust particles
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σabs =
π∫

o

sin β

2
dβp(β)

{
bθ +

[
cos2 θ ′ sin2 β

2
+ sin2 θ ′ cos2 β

]
(br − bθ )

}
(10)

where

ar
εs − 1

1 + vd A2
, aθ = εs − 1

1 + vd A1
, br = klm(ar )

bθ = klm(aθ )

and

π∫

o

sin βp(β)

2
dβ = 1, A1 =

∞∫

o

ds

(s + a2)
Rs

A2 =
∞∫

o

ds
(
s + c2

)Rs

where, Rs = [(s + a2)(s + b2)(s + c2)]1/2 and

vd = abc

2
(εs − 1)

εs relative permittivity of spheroidal dust particle.
θ ′ –-θ
θ 0 ≤ θ ≤ –
β 0 ≤ β ≤ –

and,

σext = σsca + σabs (11)

5 Analytical Treatment of Attenuation

Waveswill be attenuatedwhen themicrowave andmillimeter wave pass through sand
and dust particles. This will be caused by two phenomena, scattering and absorption.
Considered N(a)da is dust particles number per unit volume of storm where radii
in interval a to a + da. Here extinction cross section of dust particles is σext, and
then, total removed power with incident Poynting vector Sr of dust particle volume
of single cross-sectional area is mentioned as
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dS

dl
= −Sr

∞∫

o

σextN (a)da

By denoting the integral in this equation by 	 (attenuation)

α =
∞∫

o

σextN (a)da and putting N (a) = nP(a) (12)

where particle’s number in unit volume of stock is n and P(a) probability density
function.

The attenuation for spherical dust particle is

α = n

∞∫

o

σext a
3 P(a)da nep/cm (13)

Similarly, for non-spherical dust particle (Fig. 2)

Fig. 2 Total loss with frequency for spherical dust particles
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α = n

∞∫

o

σextabc P(s)ds nep/cm (14)

where parameters a, b and c are denoted by s. The particle’s number n in unit value
of the storm is given by

n = 9.43 × 10−9

V y
(
4
3πa

3
) (15)

where V is the visibility in km, a radius of the dust particle, γ a constant = 1.07.
The value of 	 for spherical and non-spherical dust particle can be obtained by

combining Eqs. (12)–(15) (Figs. 3, 4 and 5).

αsph = 9.43 × 10−9

V r
(
4
3πa

3
)

∞∫

o

σexta
3 p(a)da (16)

αnon-sph = 9.43 × 10−9

V r
(
4
3πa

3)

∞∫

o

σext abc p(s)ds (17)

Fig. 3 Total loss against frequency for non-spherical dust particles
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Fig. 4 Total loss against visibility for spherical dust particles
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Fig. 5 Total loss against visibility for non-spherical dust particles
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The attenuation (	) taken as dB/km and Eqs. (16) and (17) are

αsph = 434 × 9.43 × 10−9 × 3

V r
(
4πa3

)

∞∫

o

σexta
3 p(a) da dB/km (18)

αnon-sph = 434 × 9.43 × 10−9 × 3

V r
(
4π abc

)

∞∫

o

σext abc p(s)ds dB/km (19)

6 Conclusion

Frequency for sand, silt and clay increases with increase in extinction cross section.
The value of extinction cross section, σext, for non-spherical dust particle is found to
be higher than the particle which is spherical for specified frequency and complex
dielectric constant. This is one new evidence that the extinction cross section directly
depends on the particle size and number of small particles in the atmosphere. The
suspended larger particles are ellipsoidal or spheroidal. Computational work is done
to observe the variation in attenuation with respect to frequency and visibility.
The attenuation calculations are based on the Rayleigh scattering. The attenuation
increases almost linearly with frequency, both for spherical and non-spherical dust
particles. The magnitude of attenuation increases with decreasing value of visibility.
This is because of the fact that decreasing visibility enhances the number of dust
particles in the storm. It has also been observed that non-spherical dust particles
offer enhanced attenuation as compared to spherical ones. The non-spherical model
for attenuation evaluation is in close agreement with the other reported work as
compared to spherical model. In study, the author has also referred Ghobrial and
Rafuse.
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VLSI Implementation of Tunable
Band-Pass Notch IIR Filter
for Localization of Hot spots in Proteins

Vikas Pathak, Satyasai Jagannath Nanda, Amit Mahesh Joshi,
and Sitanshu Sekhar Sahu

Abstract A tunable band-pass notch (BPN) IIR digital filter (including zero phase
filtering) is proposed by Ramachandran et al. in 2009 to detect the hot spot regions
in proteins. The hot spots are the locations of amino acids at which proteins commu-
nicate with each other to achieve biological functions. In this paper, the tuning tech-
nique of above BPN filter is modified as per the characteristics frequency of protein
functional group. The VLSI architecture of this tuned filter is developed and synthe-
sized using Artix-7 family FPGA. The implemented architecture performance is
compared with that obtained by MATLAB for FGF protein family. It is observed
that the hardware provides approximately 51 times faster results than MATLAB run
time.

Keywords IIR digital filter · IEEE-754 floating point standard · Proteomics ·
Protein hot spot detection

1 Introduction

Proteins are the fundamental elements of any living organism, which are generated
by combinations of different amino acids [1]. They are formed by a linear chain of
20-amino acids. Every amino acid in any protein sequence is denoted by a character.
The protein linear chains of amino acids are folded in a specific way to form complex
3-D structures. Proteins carry out their organic functions with the help of these 3-D
structures by making interactions with other proteins molecules called as targets.
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These protein-target relations are performed at specific active sites [2–4]. These
active sites are stabled using the various group of amino acids surrounding that site,
commonly known as hot spots. Alternatively, hot spots are also called as group of
few amino acids locations, responsible for the stability of protein-target interactions.
Finding the locations of these hot spots is very important in understanding the protein
functionality. Hence a reliable and efficient technique is required for detections of
these hot spot locations. In this paper, the hardware implementation of tunable band-
pass notch (BPN) digital filter is carried out, which is used for localization of hot
spot regions.

Literature review reveals that many researchers have explored several techniques
for detections of hot spot locations in the protein family. Initially, Short-Time
Discrete Fourier Transform (STDFT) [5] is used for analysis. But the computational
complexity of the transform based method is higher. Then Ramachandran et al. [6,
7] improved the computational complexity by using IIR narrow band-pass digital
filters. The inverse-Chebyshev IIR filters used by [6, 7] require higher filter order
(6–8), which results in lower selectivity. To achieve high selectivity with low filter
order, second-order band-pass notch (BPN) IIR filter is employed in [8, 9]. In these
papers, an automatic tuning approach for adjusting the filter coefficients of BPNfilter
is discussed, which required several steps (iterations) of any optimization technique.

In this paper, the iteration steps are reduced by directly designing the filter in the
form of an all-pass filter and computational complexity is further reduced by the
hardware implementation of BPN.

The paper is summarized as follows: Sect. 1 introduces the basic concept and
literature review of hot spot localization problem in protein. The RRM model and
filter based hot spots detection technique are detailed in Sect. 2.VLSI implementation
details of proposedBPNIIRdigital filter system is described inSect. 3.Various results
are given and discussed in Sect. 4. Finally, Sect. 5 concludes the paper.

2 RRMModel and Filter Based Hot Spot Detection

2.1 Resonance Recognition Model

The hot spots in any protein family is determined by resonance recognition model
(RRM) of protein-target interactions [10, 11]. According to the RRMmodel, protein
character sequence is first converted to a numerical sequence using EIIP (electron-
ion interaction potential) method. Various EIIP values of 20-amino acids are shown
in Table 1 [4–6], which represent the typical energy of the valence electrons in that
particular amino acid.

Then DFT (Discrete Fourier Transform) of these protein numerical sequences
belonging to same biological function is calculated, known as consensus spectrum
(Y (k)) and is represented by:
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Table 1 Amino acids of
protein sequence denoted by
EIIP values

Amino acid EIIP value Amino acid EIIP value

Aspartic acid (D) 0.1263 Alanine (A) 0.0373

Arginine (R) 0.0959 Lysine (K) 0.0371

Phenylalanine (F) 0.0946 Histidine (H) 0.0242

Threonine (T) 0.0941 Proline (P) 0.0198

Cysteine (C) 0.0829 Glutamic (E) 0.0058

Serine (S) 0.0829 Valine (V) 0.0057

Methionine (M) 0.0823 Glycine (G) 0.0050

Glutamine (Q) 0.0761 Asparagine (N) 0.0036

Tryptophan (W) 0.0548 Isoleucine (I) 0.0000

Tyrosine (Y) 0.0516 Leucine (L) 0.0000

Y (k) = |X1(k)X2(k) . . . XM(k)| (1)

where X1, X2, …, XM represents the DFTs of M-proteins related to that protein
family.

A distinct peak in the plot of Y (k) versus amino acids locations, signifies the
characteristics frequency (ω0) of that functional group of proteins. Figure 1 shows
the Consensus spectrum of FGF (fibroblast growth factor) protein family, which
shows the normalized ω0 = 0.9. All proteins of the same biological functional group
interact with their targets at ω0. Hot spots are the locations in a protein sequence
(denoted by EIIP values), where the ω0 is leading.

Fig. 1 Consensus spectrum
of FGF protein family
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2.2 Hot spot Region Detection Using Digital Filters

As described in the earlier section according to the RRM model, once the charac-
teristics frequency of protein family is determined, then hot spots locations are the
regions in the equivalent numerical sequence of any protein where ω0 is prevailing.
So to determine the hot spot locations in any protein sequence, those characteristics
frequency components are to be selected among the various irrelevant frequencies
present in protein numerical sequence. This can be easily obtained by passing the
protein sequence through narrow band-pass or band-pass notch digital filter by tuning
that filter for characteristics frequency. Then peaks in the plotted filtered output will
signify the hot spot location of that particular protein of interest.

Higher selectivity (for effective localization of hot spots) and lower filter order
(offers fewer computations for effective hardware implementation) of any digital
filter are desired. Out of the two choices of FIR or IIR digital filters, IIR digital
filtering approach is preferred in this paper because it requires low filter order to
achieve higher selectivity. A delay is introduced at the filtered output due to the
protein sequence. Computation of this delay is very important to facilitate the correct
output. This computation is not very simple for IIR digital filter, and it will be very
Large for FIR filters. Zero phase filtering (detailed in Sect. 12.5 of [12]) is the simple
solution for removing this delay.

The complete digital filter based system (including zero phase filtering) for hot
spot region identification is shown in Fig. 2. The character sequence of proteins is first
of all converted to numerical sequence S[n] using the EIIP method. Then according
to zero phase filtering, this numerical sequence is passed to F(z) filter, and then the
filtered output is reversed (using R) and applied again to same filter F(z) to eliminate
the delay introduced by the first filter. The second filter output is then again reversed
to get the final filter output P[n]. The energy of P[n] is computed as follows:

EP [n] = |P[n]|2 (2)

The peaks in this energy plot represent the hot spot location in that particular
protein for its interaction with the target of that protein functional group.

Fig. 2 Filter based hot spot
detection system EIIP 

Conversion F(z)Protein 
Sequence

S[n] R

F(z)REnergy 
Calculation

P[n]
EP[n]

Hot-Spot 
Sequence
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2.3 Tuning of Band-Pass Notch IIR Digital Filter

Initially, an inverse-Chebyshev IIR narrow bandpass digital filter was used by [6, 7]
and then subsequently second-order bandpass notch (BPN) filter was proposed in
[8]. The transfer function F(z) of BPN is derived from all-pass filter A(z) as follows:

FBPN(z) = 1

2

[
(1− d0)

(
1− z−2

)
1+ d1z−1 + d0z−2

]
(3)

where, d0 and d1 are the filter coefficients. The determination of these filter coeffi-
cients is the main concern here. In [8] d0 and d1 were calculated using 1-dimensional
optimization approach like the golden section search, which requires 32-iterations.
These calculations were further simplified using a second-order least-squares poly-
nomial in [9]. All these efforts made by [8, 9] requires more computational time and
more hardware for calculation of these filter coefficients. This computational time
and hardware requirement is reduced in this paper.

Vaidyanathan [13] proposes an all-pass filter based anti-notch filter (ANF) (which
is equivalent to BPN filter) for exon region identification in DNA sequence, whose
filter response is given by:

FANF(z) = 1

2

( (
1− R2

)(
1− z−2

)
1− 2R cos θ z−1 + R2z−2

)
(4)

Any standard IIR digital filter is represented by:

F(z) = b0 + b1z−1 + b2z−2

1+ a1z−1 + a2z−2
(5)

By comparing Eqs. (3), (4) and (5),

b0 = −b2 = 1− R2

2
= 1− d0

2
, b1 = 0 (6)

a1 = d1 = −2R cos θ = −(
1+ R2

)
cosω0, a2 = d0 = R2 (7)

where R is the pole radius of F(z) transfer function and ω0 (in radian) is the desired
normalized frequency (char. Freq. of protein family group) of which filter has to be
designed.

Here R determines the selectivity of the BPN (ANF) filter, which should be closer
to unity for good selectivity. Assuming R = 0.992, the filter coefficients are given
by:
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Fig. 3 The magnitude
response of BPN filter tuned
for the FGF protein family

∣∣∣∣ ba
∣∣∣∣ =

∣∣∣∣0.007968 0 −0.007968
1 1.984064 cosω0 0.984064

∣∣∣∣ (8)

It is clear from these filter coefficients that here all coefficients except d1 (a1)
are constants and a1 is only depending on ω0, which can be easily calculated using
finding the ‘cos’ function rather than longer calculations in [8, 9]. Hence BPN (ANF)
filter can be easily designed and tuned just by varying theω0 for any particular protein
family functional group and pass the protein sequence of that protein family for hot
spot region detection. The magnitude response of BPN filter tuned at ω0 = 0.9 for
the FGF protein functional group is shown in Fig. 3.

3 Hardware Implementation of Band-Pass Notch Digital
IIR Filter

3.1 Implementation of Band-Pass Notch IIR Filter System

Block diagram (Data-path) of the system used for hot spot region identification is
shown in Fig. 4, in which two anti-notch filters are used and tuned according to
characteristics frequency of particular protein family. For reading the filter output in

ANF1

Controller FSM

LIFO1 ANF2 LIFO2
Filter_in

a1_char_frq_filt_coeff

Rst

Clk
Filter_en

LF1_in
LF1
_out

LF2_in Filter_out

Filt1_en Filt2_en
Rd_LF1

Wr_LF1
Rd_LF2

Rd_LF2
Empty_LF1

Empty_LF2

Filtering_done Valid_Filter_op

32 3232 32

Fig. 4 Block diagram of ANF including zero phase filtering
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reverse order two last in first out (LIFO) blocks are used. In LIFO block one RAM
and two counters are used for writing to and reading from the block RAM.

Controller FSM is used for providing various control signals to LIFO and ANF.
External filter input is directly applied to ANF1 and its output is written to LIFO1.
Then after reading from LIFO1, its output is applied to ANF2. LIFO2 is written
by the ANF2 output. Final band-pass notch filter output is supplied after reading
from LIFO2. Two control output signals ‘valid_filter_op’ and ‘filtering_done’ are
generated from controller FSM.

3.2 Controller FSM

Various control signals for reading and writing into LIFO and enabling and disabling
of ANF are supplied from controller FSM (as shown in Fig. 5). Here S1, S3, S5,
S7 states are the main states and S2, S4, S6, S8 states are the extra states used for
providing synchronization between LIFO read & write and ANF enabling signals.
S1 is the power on reset state in which all internal control signals like filt_en to
ANF1 &ANF2, Rd_LIFO&Wr_LIFO to LIFO1 & LIFO2 and external signals like
valid_filt_op & filtering_done are cleared to zero. This is a Mealey FSM diagram,
in which inputs are written on transition arrow and various outputs are written side

S1
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S5

S7

S2

S4

S6

S8

Rst

Filter_en=1
Filter_en=0

Filter_en=0

Filter_en=1

Filt1_en=1

LF1_wr=1

LF1_wr=0

Filt1_en=0

Mux_demux_s=1
LF1_rd=1
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LF2_wr=1

LF1_Empty=0
LF1_Empty=1

LF1_rd=0

Filt2_en=0

LF2_wr=0
LF2_rd=1

Valid_filt_op=1

LF2_Empty=0

LF2_Empty=1

Valid_filt_op=0

LF2_rd=0

Filt_done=1

Fig. 5 State diagram of controller FSM
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by side of the transition line. Proposed hot spot filter is activated using external
filter_en signal and FSM comes out of reset state to S2 for filter_en = ‘1’. During
this transition filt1_en signal is set to ‘1’ and then FSM transit to S3 state. LIFO1 is
enabled for writing after S2 state. There is one state difference between filt1_en and
wr_LIFO1 signals due to the latency of one clock pulse of ANF.

FSM remains in S2 state until filter_en=’1’ and comes to extra S4 state before
which writing to and reading from LIFO1 is disabled and enabled respectively and
ANF1 is disabled. Then FSM unconditionally comes to state S5. During this transi-
tion, ANF2 is selected and LIFO2 is enabled for writing. In S5 state ANF1 output
values (written to LIFO1) are read in reverse order from LIFO1 and again applied
to ANF2 & filter output is written into LIFO2, until LIFO1 is empty. Then FSM
comes to S6 extra state. During S5 to S6 transition, reading from LIFO1 is stopped
and ANF2 is disabled. After this FSM comes to state S7. In S7 state final hot spot
filter output values are supplied after reading (in reverse order) from LIFO2, which is
indicated by valid_filt_op = ‘1’. For this LIFO2 is disabled and enabled for writing
and reading respectively before coming into S7 state. The FSM remains in S7 state
until LIFO2 is empty, after which it comes into state S8. LIFO2 is stopped from
reading, valid_filt_op = ‘0’ (for indicating that output on the output data bus is not
valid) and filt_done= ‘1’ (for representing that hot spot filtering is complete) before
coming into S8 state. This filt_done signal remains ‘1’ for single clock pulse, then
FSM comes to reset state, and all control signals are reset again and then hot spot
filter FSM wait for another set of filter inputs.

3.3 VLSI Realization of IIR ANF

Band-pass notch IIR digital filter can be realized either by direct form-I structure or
by direct form-II structure according to filter coefficients of Eq. 8. In this paper, direct
form-II structure is considered for hardware implementation because it requires only
two delay elements as compare to four delay elements of direct form-I structure.

Here there is a requirement of real data type because filter input (Protein EIIP
numerical sequence) and filter coefficients are of real values. For representing these
real values, fixed point or floating point arithmetic can be used. But in this paper
32-bit single precision IEEE 754 floating point standard [14] is used due to its higher
range and more precision as compared to fixed point arithmetic.

VLSI architecture ofANF IIRfilter (according to direct form-II structure) is shown
in Fig. 6. In this architecture, the b1 filter coefficient is skipped because in Eq. 8 b1 =
0. The main components of IIR digital filter like adders and multipliers (represented
by AD&M respectively in proposed architecture) are implemented according to the
IEEE 754 floating point standard [15]. Two delay elements (registers) D1 and D2 are
used. Then finally these components are combined to make the VLSI architecture
according to direct form-II structure of IIR ANF.

The overall clock frequency of any hardware DSP system is determined by critical
path delay, which is the delay provided by particular longest path in that system. The
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Fig. 6 VLSI architecture of
IIR ANF
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maximum clock frequency will be equal to a inverse of this delay and responsible
for performance of any VLSI system. The critical path of IIR filter is shown by red
dotted line.

Theoretical Critical path delay (T) is equal to 3TA + 2TM, where TA and TM

are propagation delay of adders and multipliers units respectively. So the maximum
operating clock frequency is equal to 1/(3TA + 2TM).

4 Results and Discussion

4.1 Simulation Result

Protein benchmark datasets are easily available on various online databases like PDB
(protein data bank) [16], and Swiss-Prot [17]. The online alanine-scanning energetics
database (ASEdb) [18] of protein hot spots locations according to alanine-scanning
mutagenesis (ASM) practical method is prepared. In order to validate the proposed
design, human basic fibroblast growth factor (‘bFGF’) protein (with PDB ID ‘4fgf’
and Swiss-Prot ID ‘P09038’) of FGF protein family is used for hot spot region
identification. The filter coefficient a1 is calculated and applied to the ANF hardware
system according to char. freq. (ω0) = 0.9 for FGF family. The proposed design
is simulated using Xilinx Isim simulator, whose waveform for “bFGF” protein is
shown in Fig. 7. This waveform clearly signifies that filter output can be sampled for
valid_filt_op= ‘1’ and after that filtering_done= ‘1’ to indicate filtering is complete.
Various LIFO control signals are also shown.

Filter input passes three times through S2, S3 and S4 states plus some extra states.
Therefore the total number of clock cycles (M) required to complete this filtering
process is equal to 3 * N + 8, where N is the length of the filter input sequence. So
total computational time of hardware filter is equal toM * T, where T is the critical
path delay of the filter system. To validate the design, the complete hot spot ANF
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Fig. 7 Simulation waveform for FGF protein functional group

system is also implemented on MATLAB software. Then MATLAB computational
time is also calculated by evaluating the average CPU time over 100 runs for each
protein example sequence using ‘tic’–‘toc’ commands. Several assumptions aremade
during MATLAB simulations like a fresh MATLAB session is started, an intel (R)
core I3@2.53 GHz processor with 4 GB RAM is used and no other work is done on
the CPU during this simulation

For “bFGF” protein sequence (N = 146 and critical path delay T = 39.817),
computational times of hardware and MATLAB simulation (of BPN filter) are
17.84μs and 910μs respectively (as detailed in Table 2). Therefore hardware imple-
mentation of BPN IIR digital filter speeded up the computation for hot spot region
detection by 51-times compared to its MATLAB simulation.

Hot spot locations are detected for ‘bFGF’ protein example, which are shown as
similar plot for MATLAB and hardware implementation in Fig. 8a, b respectively.
Same hot spot locations (24, 96 and 103) as of reported in literature [5, 7] and ASEdb
data base [18] are detected (detailed in Table 2). Some other new hot spot locations
like 5, 16, 37, 48, 59, 70, 80, 113 and 124 are also identified except those well known
locations of ASEdb data.

Table 2 Comparison of the proposed hardware architecture of BPN filter method with previous
literature for ‘bFGF’ data

Parameter Hot Spot Locations Computational Time (μs)

MATLAB Simulation of STDFT Transform
based technique [5]

24, 96, 103 3764.3

MATLAB Simulation of Filter based
technique [7]

24, 96, 103 393.7

MATLAB Simulation of IIR BPN Filter based
technique (proposed in this paper)

24, 96, 103 910

Hardware simulation of IIR BPN Filter
(proposed in this paper)

24, 96, 103 17.84

ASEdb Data [18] 24, 96, 103, 140 –
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Fig. 8 Detection of Hot spot locations for human bFGF protein using a MATALB, b hardware
implementation

4.2 Synthesis Result

The proposed BPN filter system is synthesized using Xilinx ISE 14.4 by considering
the Artix-7 FPGA family (xc7a100t-2-csg324 device). FPGA resource utilization of
the proposed design is shown in Table 3, which clearly indicates very less hardware
is required. Summary of various FPGA hardware blocks used are detailed in Table 4,

Table 3 FPGA resource
utilization of proposed design

Parameter Used Available % Utilization

Slice registers 291 126,800 0

Slice LUTs 3264 63,400 5

Fully used LUT FFpairs 113 3442 3

Bonded IOBs 101 210 48

BUFB/BUFCTRLS 1 321 3

DSP48E1 Blocks 16 240 6

Block RAM/FIFO 2 135 0
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Table 4 Summary of FPGA
hardware blocks for proposed
design

Name of H/W unit Number of H/W blocks

Multipliers (24 * 24 bit) 8

Adders/subtractors 48

Registers 8

Latches 38

Comparators 18

Multiplexers 278

XORs 14

FSMs 1

RAM (256 * 32 bit) 2

Fig. 9 RTL Schematic of
the proposed design

which clearly shows that two block RAM and 1-FSM is used (as per our design).
Minimum clock period and maximum clock frequency of the proposed design

is 39.817 ns and 25.11 MHz respectively. Top level RTL schematic of the hot spot
filter is shown in Fig. 9, which indicates the various inputs and outputs signals of the
proposed design.

5 Conclusion

Hardware implementation of tunable BPN IIR digital filter system (including zero
phase filtering) is carried out in this paper, which is used for localization of hot
spot regions. Hardware filter results are validated through MATLAB implementa-
tion. Hardware BPN filter requires 17.84 us computational time as compared to
910 us of MATLAB software implementation; i.e., hardware filter is 51 times faster
compared to its MATLAB simulation with similar hot spot locations for ‘bFGF’
protein sequence.
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Smart Data Logger for Solar and Wind
Power Generation

Sujoy Mondal, Ashoke Mondal, and Shilpi Bhattacharya

Abstract As solar and wind power generation systems are becoming more and
more popular owing to the depleting fossil fuels, smarter monitoring systems with
precision data logging are an active area of development. The data accumulated
are very useful if analyzed properly, and hence, the data logged so far need to be
accurate without significant error. In this paper, a smart design and implementation
of a microcontroller-based data acquisition system are presented to monitor solar
irradiance and speed of wind as these are the primary parameters deciding power
generation in a solar–wind hybrid power plant. A pyranometer is used as a solar radi-
ation sensor, and an anemometer senses wind speed. Temperature (solar insolation)
and generated power have also being logged. A relationship has been tried to develop
among the key parameters and dependent variables.

Keywords Anemometer · Data logging · Pyranometer · Solar insolation

1 Introduction

Energy is indispensable for the survival of surrounding life. The conventional sources
of energy like coal, oil or gas are being used commonly to provide energy. Depletion
of these conventional fossil fuels as projected in major studies and surveys predicts
reserves will run short in 50 years, gas reserves are only enough for 70 years, and
coal reserves are consumed away completely in 200 years. Exhaustion of the energy
reserves from conventional sources has led to the rise in exploitation of renewable
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energy sources primarily solar and wind. Both these renewable energy availabilities
depend on geographical and meteorological conditions. The PV power scenario is
expanding at a rapid pace and is considered one of the major sources of renewable
energies because of its abundance. Also, because of the increasing popularity of
micro-grid systems and the clean power being easily fed to electrical grid, PV-based
power plants are gaining utmost importance [1–10]. So, the profitability of such
a power plant and their implementation in various locations are an important area
of research [10–14]. PV and wind power installations however operate in outdoor
locations which are not confined to definite environmental conditions. PV modules
of different makes or technologies work differently and deliver different irradiance
[15–17].

Quantity of solar power generation in a PVplant depends on solar insolationwhich
generally is guided by the geographical location of the PV unit. On the other hand,
wind energy-based power plant also depends on the wind speed which definitely
is governed by the coordinates of the region selected for such a plant. Generally,
nowadays, hybrid power plants based on solar and wind power are set up for more
reliability. In remote areas, these hybrid power systems, generally based on renewable
energy sources such as wind and solar, play significant roles. The optimum use of
these renewable sources depends on several climatic factors of a region. The solar
irradiation and wind speed are the primary parameters governing the energy output
from a hybrid wind–solar power plant. The availability of power continuously from
such a system also depends on the said parameters. In view of that, a smart data
acquisition system to monitor these parameters continuously in real time to operate
such a hybrid power system effectively is an active area of interest owing to the
growth in power generation through renewable sources.

Owing to these factors, online measurement and recording of solar irradiance and
wind speed are of utmost importance to study the feasibility for setting up or extension
of a solar, wind or solar–wind hybrid power plant at a certain geographical location.
This paper presents the development and testing of a smart data logger to be used in a
solar–wind hybrid power plant. The proposed data acquisition system is based on an
AVR processor taking inputs from pyranometer and anemometer for solar irradiation
(W/mt2) andwind speed (m/s). The board is programmed to store the loggeddata in an
external as well as internal memory. Microcontroller-based data acquisition systems
have also been attempted in [18]. Several data acquisition systems were developed
to record and constantly monitor the important meteorological data of a specific
location such as wind speed, solar irradiation, humidity and temperature. Moreover,
important electrical parameters of significance such as voltage and current generated
from photovoltaic and wind turbine generator-based power systems [19–25].

2 Proposed System

Figure 1 shows the block diagram of the proposed smart data logging system. An
ARM processor is central to the data acquisition system. The system consists of two
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Fig. 1 Block diagram of the proposed system

sensors, solar insolation and wind speed. A calibrated pyranometer shown in Fig. 2
has been used to convert the solar irradiance into corresponding analog signal.

The built-in ADC of the processor samples and converts the electronic signal into
digital word and stores in the memory (SD card) with time stamp. A real-time clock
module is used to keep track of the current time. Themeasured data of solar insolation
and wind speed need to be logged with respect to the respective current time they
were captured. The real-time clock is being generated from RTC (Dallas). Similarly,
output of anemometer which is proportional to the wind speed is also logged through
another built-in ADC and stored in the memory. Both the samplings are done at a
slow rate of 1 sample/min. This rate is quite adequate to have an idea about the
environmental conditions. In order to continuously record the data through the day
without any interruption in backup, power supply has been provided with 12 V 7AH
power supply battery. The charging of the battery has been controlled through the

Fig. 2 Pyranometer module
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processor and transformer and a switch (MOSFET) to prevent overcharging and
deep discharge. A keypad and OLED display are used to obtain information about
the present date, time, value of the measured parameters, solar insolation and wind
speed. The data from SD card could be dumped into PC/laptop through UART (serial
port). The data obtained so far could be drawn as plot using proper software. The
system consists of anAVRmicrocontroller (ATmega328) alongwith other peripheral
circuits. The main objective of the proposed system is to read two sensor data and
store it to a SD card memory. However, there is another 1kByte of in systemmemory
is available as backup memory. Pyranometer and anemometer sensors are used to
measure solar irradiance and wind speed, respectively. Both the sensors output are
voltage type. The sensor output voltages are measured by microcontroller (MCU)
ADC unit. A RTC module is used to capture the time instant which also finds data
sampling interval. The status about system time, date, memory, sensor data all are
displayed through aGLCD.ASDcardmodule attached toMCU throughSPI protocol
to store the data in micro SD card (Fig. 3).

3 System Algorithm

The system works in three different modes: Normal mode, system date/time update
mode and PC interface mode. System Date/Time Update Mode: If the menu button
(M) is pressed during power-on reset (PWR-RST), this mode will be activated
wherein the date and time settings can be updated. PC Interface Mode: If the up (U)
and down (D) keys of the keypad are pressed during PWR-RST, the processor works
in PC interface mode. In this mode, the content of SD card is transferred directly
to PC through a PC data logger software (software implemented in C++). Normal
Mode: Unlike previous modes on PWR-RST, MCU operates in the normal mode.
In the normal mode, the system starts with initialization of the MCU ports, regis-
ters, counter and flag values. At first, MCU reads the battery voltage to control the
MOSFET-based buck converter operated in PWM mode. To prevent deep discharge
and overcharging of the battery, two threshold voltages, respectively, 11.8 V and
14.75 V are used. A real-time clock module (RTC) is constantly monitoring to keep
track of sampling intervals of sensor data. In this prototype module, MCU gets trig-
gered after each one minute of interval. Figure 3 depicts the complete work flow of
the system software. First, the sensor data in terms of analog voltages are read by
MCU, and then, it is converted by proper scaling factor associated to each sensors.
The scaling factors provided by the makers are specified in Table 1. Thereafter, the
values are written to SD card in the data format as in Fig. 4. All the sensor data, time,
date, SD card status are updated to OLED display after each second.
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Fig. 3 System software flow diagram

4 Results and Discussions

The results obtained are as depicted in Figs. 5 and 6. Figure 5 indicates the voltage
obtained from the solar panelwhich is correlatedwith the solar irradiance inwatt/mt2.
The generated voltage and the solar irradiance are recorded during a span of 8 am
to around 4 pm. This sample data were recorded on March 1, 2018. Figure 6 shows
the battery voltage correlated with solar irradiance (watt/mt2) and wind speed (m/s)
recorded continuously on 23rd and 24th of August 2018 consecutively. The experi-
mental microcontroller unit and electronic controller unit are shown in Figs. 7 and 8
respectively.
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Table 1 System components

Parameters Specifications

Pyranometer Input: +12 V (Bias)
Output range: 0–2 V
Sensitivity: 1 mV = 1 W/mt2

Anemometer Input: +12 V (Bias)
Output range: 0–2000 mV @ 0–100 mt/s Sensitivity: 20 mV @ 1 mt/s

Battery 12 V, 7 AH, C-10

RTC Dallas-3231

OLED display 128 × 64 pixel (0.96 in.)

Keypad 1. RESET
2. MENU
3. UP
4. DOWN

Microcontroller ATmega328

MOSFET IRF540/9540

Micro SD card 4 GB

Fig. 4 Data format for memory card

Fig. 5 Solar irradiation (W/mt2) and voltage (V)

The blue and orange colored plots represent solar irradiance and wind speed,
respectively.
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Fig. 6 Solar irradiation (W/mt2) and wind speed (mt/s) battery voltage (V)

Fig. 7 Microcontroller unit
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Fig. 8 Hardware setup

5 Conclusion

As a hybrid power plant based on solar and wind is gaining popularity in renewable
energy-based power generation sector, a data acquisition system is designed and
implemented here for continuous monitoring of environmental parameters. These
parameters are measured and displayed as well as recorded and stored in a SD card
or PC for further analysis. This smart data logger is capable ofmonitoring specifically
the solar irradiance and wind speed and displays the same on an OLED display. The
data acquisition system is so designed to operate with power from themains, whereas
it is also capable of working successfully during power outage.
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Deep Learning-Based Alzheimer Disease
Detection

Swathi S. Kundaram and Ketki C. Pathak

Abstract Deep learning methods have gained more popularity recently in medical
image analysis. Thiswork proposes a deep convolutional neural network (DCNN) for
Alzheimer’s disease classification usingmagnetic resonance imaging (MRI) samples.
Alzheimer disease (AD) is an irreversible neurological brain disorder; its early symp-
toms are memory loss and losing thinking abilities called cognitive functions. The
accurate diagnosis ofAlzheimer’s disease at an early stage is very vital for patient care
and conducting future treatment. Deep learning techniques are capable of learning
high-level features from dataset compared to hand-crafted feature learning methods
such as machine learning techniques. The proposed method classifies the disease
as Alzheimer’s disease (AD), mild cognitive impairment (MCI) and normal control
(NC). Spyder software obtained fromanaconda bundlewithKeras library andTensor-
flow backend on GPU is used to model DCNN. Experiments are conducted using
ADNI dataset and output classification result showed 98.57% accuracy compared to
other studies. Our approach also enables us to expand this methodology to predict
for more stages of disease classification.

Keywords Alzheimer’s disease · Convolutional neural network · Deep learning ·
MRI · Neurological disorder

1 Introduction

Alzheimer’s disease (AD) is a progressive neurological brain disease,which is caused
due to the damage of nerve cells in parts of the brain [1]. It begins with the loss of
memory, difficulty in speaking language and other cognitive functions making a
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Fig. 1 Proposed deep learning flow for classification of Alzheimer’s into AD, MCI and NC

patient unable to perform day-to-day life activities. In particular, [1] researchers
found that AD is not only common cause of dementia but eventually leading to death
of people, which become a remarkable focus in research (Fig. 1).

According to Alzheimer’s association, it is the sixth leading cause of death in the
USA[2]. A survey [3] stated that there will 131.5 million people living with dementia
worldwide and most of them with age greater than 65 has higher rate of risk with
this disease. The brain region including thinking ability, memory, reasoning of the
patient wrinkle up and shrinks in the hippocampus area. This is the main cause of
suffering from AD. The visualization of AD and healthy brain shown in Fig. 2 gives
the idea that memory and language muscles have diminished. Genetic mutation is
another cause for AD; estimated to affect about 1% or less than 1% people [4].

An early diagnosis of this disease becomes crucial and requires good clinical
assessment based on patient’s medical history, several neuropsychological tests
such as mini-mental state examination (MMSE), neuropsychiatric inventory ques-
tionnaire, clinical dementia rating and other pathological evaluations [6]. In addi-
tion to these clinical methods, there many other techniques to detect AD such as
biomarkers, cerebrospinal fluid (CSF) analysis, brain imaging includemagnetic reso-
nance imaging (MRI)/positron emission tomography (PET), analysing proteins in
blood.

Fig. 2 Brain cross-sectional
to visualize difference
between healthy brain and
Alzheimer brain [5]
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Traditional approach for classification of AD to assist diagnosis was to generate
feature wavelets using discrete wavelet transform (DWT) method. This does not
give detection of disease; machine learning algorithms are required to do further
processing [7].

Machine learning approaches are best for accurate classification of AD [8]. Most
popular among these approaches is support vector machine (SVM). Rathore et al.
[9] proposed a framework uses feature-based ranking method with SVM to classify
the disease as AD and healthy controls (HC). SVM is used to build predictive clas-
sification models, which extracts informative features, high dimensional from the
MRI [9]. However, this requires handcrafted features of brain structures, which is
laborious and time consuming leading to need of experts advice.

An alternative family of machine learning methods is deep learning algorithms.
Deep learning algorithms perform automatic feature extraction without human inter-
vention. Due to the availability of more number of hidden layers, deep learning
approaches learn the high-level representation from the raw data. This is the reason
behind its popularity in the computer vision domain. Ortiz et al. [10] discussed many
deep learning architectures for early diagnosis of AD. Convolutional neural network
(CNN) are inspired from human visual cortex and learns the features from simple
edges to more complex edges from the dense hierarchical structure. It is building
block of convolution and pooling layers. Convolutional layer provides the feature
maps bymultiplying the input imagewith the kernel, and pooling layer down samples
the image keeping the similarity features [11]. This stimulated many neuroscience
researchers to find their solution to the problem associated with neuroimaging. Shi
et al. [12] describedmultimodal classification ofADwith four classes. Staked autoen-
coders (SAEs) are used for feature learning for bothMRI and PET. These features are
fused and trained using SVM, which achieved very less accuracy compared to other
available multimode classification. Cui et al. [13] addressed sequential analysis of
MRI image along time axis by measuring the longitudinal progression. Multi-layer
perceptron (MLP) is used for spatial features, and to train these features, recurrent
neural network (RNN) is used. However, such algorithm requires rigid segmentation
as a preprocessing task. The accuracy achieved is 89.69% in two-way classification
as AD and NC. Islam et al. [14] proposed a DCNN model for four classes. In this,
five DCNNmodels have trained and output features are fused to get the prediction of
disease. The uniqueness of this approach is that every model gives various features
different from one another making the model generalized for unseen data prediction
with accuracy 93.18%.

There are many works available on CNN method for detection of AD. Gunawar-
dena et al. [15] addressed the problem for pre-detection of AD for three classes
with accuracy achieved is 84.4%. Combination of CNN and RNN is a new approach
for AD diagnosis proposed by Liu et al. [16]. 3D PET images sliced into 2D images
which trained by CNN and RNN are used to classify the CNN features with accuracy
91.2% for one-vs-all of three classes. Khvostikov et al. [17] used fusion of struc-
tural MRI and mean diffusivity-diffusion tensor imaging (MD-DTI) on hippocampal
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ROI region for AD diagnosis. Wang et al. [18] proposed an eight layer CCN for
with different types of activation functions and pooling operations for two classes,
achieved accuracy is 97.65%.

In this work, a framework-based DCNN is implemented for detection of AD,
which uses three layer of CNNmodel for three classes—AD,MCI andNC. Thiswork
does not use any rigid segmentation for grey matter (GM) of the data. Experimental
evaluation is performed in terms of accuracy and loss on both training as well as
testing dataset. The rest of the papers describes themethodology and implementation
in Sect. 2, experiments and results discussion in Sect. 3 and conclusion in Sect. 4.

2 Proposed Methodology

Figure 1 shows the flow of proposed methodology which consists of two steps,
preprocessing and network training. The detail description is in the following
sections.

2.1 Data Preprocessing

Medical images when acquired from any imaging equipment are in Digital Imaging
and Communications in Medicine (DICOM). After acquisition, they need to be
converted into proper format (JPG, PNG, TIFF, etc.) for further processing. In our
work, we have converted MRI samples into JPEG slices in MATLAB tool. Pixel size
of each sample is reduced to 8-bit from 14-bit size by rescaling to 255. Processed
slices for each class are shown in Fig. 3.

Fig. 3 JPEG slices for each diagnosis class after preprocessing (left: AD, centre:MCI, right: NC)
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2.2 Network Architecture

Convolutional neural networks (CNN) are inspired from human visual system. The
visual system has small number of neuron cells sensitive to a specific field, i.e., some
neurons in the brain fired only in the presence of edges in particular orientation. Such
operation is depicted in CNNs. The functioning of convolution layer is to automati-
cally extract features maps from the input images by using element-wise multiplica-
tion with filter along entire image. Pooling layer is generally used to avoid overfitting
problem, i.e., when network memorizes the data instead of generalization. Rectified
linear unit (ReLU) activation is used to fire the neuron or to determine the output of
neural network. Feature maps are extracted with combination of several such Conv-
ReLU-Pool operations and reach the final single or multiple fully connected layers.
The detail operation of proposed architecture is as follows.

Our proposed model shown in Fig. 4 is an ensemble of three blocks; each of the
individual blocks has several layers performing three basic operations, which are:

• Convolution
• ReLU activation
• Max pooling

The architecture consists of three sets of convolutional and max pooling layers,
followed by a flattening convolutional layer features, then two fully connected
layers and finally a softmax/sigmoid classifier. Output has three classes, which are
Alzheimer disease (AD), normal control (NC) andmild cognitive impairment (MCI).
The input for architecture is a 256× 256 gray scale image, which passes through the
first convolutional layer with 32 featuremapswith filters having size 3× 3, a stride of
one, and pooling is made zero with ReLU activation function. The image dimensions
change from 256× 256× 1 to 254× 254× 32, according to the dimension formula
given below:

n[l] = (
n[l−1] + 2p[l−1]− f [l]

)
/s[l] + 1 (1)

where n is the size of input image or previous layer image, p refers to padding and s
refers to stride, l refers to current layer, and F refers to the filter size. Then, the network
applies max pooling layer with a filter size 3 × 3 and a stride of one. The resulting

Fig. 4 Architecture of proposed model
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Table 1 Specification of
proposed model

Layer name Output shape Parameter number

Conv2D_1 254, 254, 32 896

ReLU 254, 254, 32 0

Max Pooling_1 84, 84, 32 0

Conv2D_2 82, 82, 64 18,496

ReLU 82, 82, 64 0

Max Pooling_2 27, 27, 64 0

Conv2D_3 25, 25, 128 73,856

ReLU 25, 25, 128 0

Max Pooling_3 8, 8, 128 0

Flatten_1 8192 0

Dense_1 256 2,097,408

ReLU 256 0

Drop out 256 0

Dense 3 771

Softmax 3 0

Total Params 0 2,191,427

Trainable 0 2,191,427

Non trainable 0 0

image dimension reduced to 84 × 84 × 32. Next, there is a second convolutional
layer with 64 feature maps having size 3 × 3 and a stride of 1, so image dimensions
reduced to 82 × 82 × 64. Then again max pooling with filter size 3 × 3, dimension
reduces to 27 × 27 × 64. Next, third convolutional layer with 128 feature maps
having size 3 × 3 and stride 1, dimension reduces to 25 × 25 × 128, and with max
pooling, the dimension reduced to 8× 8× 128. Then, total parameters obtained are
8192 by flattening.

The fifth layer is a fully connected convolutional layer with 256 feature maps each
of size 1× 1. Each of the 256 units is connected to all the 8192 (8× 8× 128) in the
fourth layer. The sixth layer is a fully connected layer with 256 units. Finally, there
is a fully connected softmax output layer with 10 possible values corresponding to
the digits from 0 to 9. Specification of the proposed model shown in below Table 1.

3 Experiments and Results Discussion

3.1 Dataset

The dataset used in thiswork obtained fromAlzheimer’s disease neuroimaging initia-
tive (ADNI) [19]. Dataset consists of 110 AD, 105 MCI and 51 NC subjects, where
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each subject contains 44 to 50 sample of images. Out of which 110 AD subjects are
collected from Horizon Imaging Centre [20]. There are total of 9540 images used
for training the network and 4193 images for testing. Data augmentation on images
is done with rescale operation.

3.2 Hyper Parameters

Deep learning approaches advocate solving the problem end to end rather breaking
the problem into different parts. Due to which it fails to interpret the reasoning
behind the result obtained; because of the unknown work done by the collective
neurons behind the dense structure of network. Hence, to improve the performance
of the model, the following parameters are available for tuning.

• Loss function
• Optimizers
• Layers
• Drop out
• Epochs
• Augmentation

The loss function is the guide to the terrain, telling the optimizer when it is moving
in the right or wrong direction. Optimizers shape and mould the model into its most
accurate possible form by futzing with the weights. Dropout is used to prevent the
network from overfitting by disabling the neurons on purpose; which is done with
some probability; normally 0.2 probability drop is preferred. Data augmentation
artificially increases the size of training set to avoid regularization of the network.
By tuning the number of layers and epochs, accuracy of the model can be increased.

3.3 Experimental Setup and Evaluation

Proposedmodel is implementedwith theKeras librarywith Tensorflow backend. The
experiments are conducted on laptop with 8 GB RAM of Dell Intel Corei7. Model
is trained on NVIDIA Ge Force 540 M GPU with 8 GB memory. Relu activation is
applied for each neuron of CNN. Output is classified as AD, MCI and NC. There
are total of 9540 images are used for training the network and 4193 images for
testing. Loss function used is binary cross-entropy. Batch size taken is 10. Optimizer
used are Adam, SGD (lr-0.0001, decay-0.00001), Adagrad, Nadam, SGD, Adadelta,
Rmsprop. Drop out is kept 0.2 probability. Dense activation function used is softmax.
Network is trained for 10 epochs.

Table 2 shows the results of the proposed DCNNmodel. Performance is evaluated
in terms of accuracy and loss for training as well as validation set. Loss gives the
best knowledge of how fit is the model. Out of all the optimizers, Adagrad proved to
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Table 2 Performance of proposed framework

Optimizer Training accuracy Training loss Validation accuracy Validation loss

Adagrad 0.9857 0.0386 0.8772 0.3907

give best accuracy with less loss because it does not need manual tuning of learning
rate as it makes small updates for frequent parameters and big updates for infrequent
parameters. The accuracy versus epoch and loss versus epoch graph for both training
and validation set is shown in Fig. 5. It is seen that for training set as the accuracy
reached 98.57% loss is dropped down to zero. This gives the measure of progression
during training period of the model. While the validation set gives the measure of
the quality of the model. Validation accuracy has reached 87.72%, which describes
that with 87.72% accuracy model can predict the detection on new data.

We have experimented our dataset on different optimizers with same setup
discussed at the beginning of section C. Though the highest accuracy is achieved
by adam, adadelta and nadam which can be depicted from Table 3, but the validation
loss is constantly increasing; i.e., the model is starting to fit on noise and is beginning
to overfit. This ultimately loses the model’s ability to predict on new data.

Performance comparison of proposed model with other approaches along with
techniques and data modalities is explained in Table 4. Among all the approaches,
our proposed model has achieved accuracy as high as 98.57% without any pre-learnt
features.

A sample illustration of Conv-ReLU-Maxpool operations on single jpeg image
with size of 320 × 240 × 3 is shown in Fig. 6. Single feature with filter size of
3 × 3 is extracted using convolution operation shown in Fig. 6b. Relu activation

Fig. 5 Accuracy and loss for
training set and validation set
for 10 epochs with Adagrad
optimizer using proposed
model is shown

Table 3 Performance of proposed framework for different optimizers

Optimizer Training accuracy Training loss Validation accuracy Validation loss

SGD 0.9156 0.1853 0.8637 0.2698

Adam 0.9870 0.0384 0.8881 0.6613

Adadelta 0.9947 0.0145 0.8739 0.8607

Nadam 0.9877 0.0353 0.8691 0.8733

Rmsprop 0.9742 0.0808 0.8894 0.4834

SGD-0001 0.7238 0.7550 0.7550 0.5714
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Table 4 Performance comparison of proposed framework with other approaches

Approach Technique Classification Modalities Accuracy (%) Dataset

Islam et al.
[14]

DCNN 4 class
(AD/cMCI/MCI/NC)

MRI 93.18 OASIS

Liu et al.
[16]

DCNN-RNN 3 class (AD/MCI/NC) FDG-PET 91.2 with AD
versus NC
89.9 with MCI
versus NC

ADNI

Shi et al.
[12]

SAE & SVM 4 class
(AD/ncMCI/cMCI/NC)

MRI + PET 0.53 ± 0.47
with SAE
0.47 ± 0.18
with SVM

ADNI

Ruoxuan
et al. [13]

MLP-RNN 2 class (AD/NC) MRI 89.69 ADNI

Proposed DCNN 3 class (AD/MCI/NC) MRI 98.57 ADNI

 

     
(a) Jpeg image size  

320 × 240 × 3 
(b) Convolution operation 

318 × 238 × 1 
(c) Relu activation 

318 × 238 × 1 
(d) Max pooling  
158 × 118 × 1 

(e) Conv-maxpool-Relu-
max pool 

34 × 25 × 1 

Fig. 6 Illustration of Conv-ReLU-Maxpool operations on sample jpeg image

and size reduction of image using maxpool operation is emphasized in Fig. 6c, d.
Another interpretation shown in Fig. 6e is the whole operation of Conv-Maxpool-
ReLU-Maxpool. From the illustration, one can visualize how the feature maps are
produced by the CNN model and also how feature sizes are reduced in every layer
of operation. This experiment is conducted on Spyder software with Keras library.
Images are visualized with the help of computer vision library.

4 Conclusion

In this work, we have presented a framework based on deep convolutional neural
network for Alzheimer’s disease detection in terms of accuracy. We have achieved
98.57% accuracy on our dataset without using any handcrafted features for training
the network. Validation accuracy achieved is 87.72%. Experimental data is obtained
fromADNI, and total 13,733 images from 266 subjects are used. Further studies will
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focus on achieving performance parameters such as specificity, sensitivity, recall
and F1-score by improving the DCNNmodel. Therefore, another experiment can be
implemented to test the prediction of disease by tuning hyper parameters. As a future
enhancement, we will use support vector machine to classify the DCNN features.

Acknowledgements We express our gratitude towards Horizon Imaging Centre for providing us
the offline raw dataset for AD.
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Novel Low-Complex 4 × 4 and 16 × 16
Intra-prediction Architecture for Error
Concealment for H.264

Ketki C. Pathak, Anand D. Darji, and Jignesh N. Sarvaiya

Abstract There are various advanced video-displaying instruments which are
responsible for producing high-resolution video data. Due to damaged disk like
DVD or other media player, there is huge probability of distortion occur in repro-
duced video data. Error concealment technique is at decoder side, which has been
developed to recover the damaged or lost region by utilizing temporal/spatial redun-
dant information using intra/inter-mode prediction. This phase of intra-prediction
mode decision in H.264/AVC intra-frame coder consumes more time with high
computational complexity due to iterative process of prediction. Now, for real-time
application the novel VLSI architecture for intra-prediction was developed which
reduces redundancy and high number of memory access. This proposed architec-
ture is implemented for all nine modes, and novel architecture is processing for 4
× 4 as well as 16 × 16 block size for intra-prediction modes. The proposed hard-
ware design is implemented in VHDL with target device vitex6 (xc6vlx75t-3ff484).
This proposed method provides rearrangement of intra-prediction equations, which
reduced computational complexity by reducing gate count, and also minimizes iter-
ative process by 29 clock cycle for one macroblock retrieval. Compared to state of
the art, the proposed architecture reduces computational complexity.

Keywords Intra-prediction modes · Error concealment · Spatial prediction ·
Computational complexity · Block size
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1 Introduction

Video compression system utilized in many applications like consumer electronics
and cellular phones, but it is very difficult to apply in video teleconferencing or M-
Health system. Technological development makes high-throughput and low compu-
tational complexity and highly efficient video coding standard.Due to some advanced
features like spatial and temporal predictions, the compression efficiency is better
compared to other preceding standard like JPEG 2000.

There are three basic building blocks, namely intra/inter-prediction, trans-
form, and entropy coding/decoding which are responsible for bit stream compres-
sion/decompression as shown in Fig. 1. Intra-prediction is used to find residue error
within the same frame, while inter-prediction is used to find the residue from previ-
ously encoded frame. Most efficient prediction mode calculation is challenging task
as it requires various intra/inter-prediction mode calculation in H.264.

Due to almost similar value of neighboring pixel along the local edges within
the frame, it is easy to reconstruct or predict the lost pixel or erroneous pixel using
intra-predictionmode calculation. The extrapolationmethod is used to perform intra-
prediction between previously encoded pixel and pixel that is to be reconstructed. Bit
rate can be reduced by accurate prediction of current pixel from neighboring pixels.
Prediction error can be minimized if we can able to predict the lost or erroneous pixel
exactly or nearer to original pixel. This error is called prediction error or residual
error [2], which can be further minimized using reconstruction loop.

There are various hardware architectures implemented and suggested for H.264
intra-prediction block [3, 4]. Due to high-resolution video sequences, the reproduc-
tion of same quality video at decoder side in real-time scenario for various N × N
intra-prediction algorithms is one of the challenging issue = 4, 8, 16, 32…modes of
intra-prediction. The FPGA-basedVLSI architecture suggested byAbhilash et al. [5]
utilize parallel processing of three modes without planar mode calculation for 720p

Fig. 1 Block diagram of H.264 vocoder [1]
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Fig. 2 Luma 4 × 4 block to
be predicted
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(1280× 720) and 1080i (1920× 1080) HD resolution videos, as planar mode calcu-
lation required more area and time to process planar mode. Hsia et al. suggested
central-based calculation of planar mode, and they obtained 239 clock cycles to
process entire 16 × 16 intra-prediction mode calculation [6]. Xu et al. introduced
a power-efficient architecture which emphasized on data reused and decomposition
techniques to implement intra-prediction [3]. Nadeem et al. [4] have evaluated some
modified equations of planar mode calculation and suggested some partial data path
which was overlapped between 4 × 4 and 16 × 16 mode calculation. Thus, they
were able to achieve area reduction due to decrement in redundancy in addition
operation in real-time HD video sequences of 1080p and 4k × 2k resolution videos.
Milca et al. has suggested 1080 p for 4k × 4k resolution with 94 MHz operating
frequency with 629 Mb/s throughput [2]. There are certain architecture suggested
for optimization in data flow mechanism in VHDL programming for baseline intra
prediction architecture [7]. There are some optimization of parallel mechanism [8]
for intra mode calculation for FPGA implementation is also suggested [7–10]. Some
of research papers based on Fast mode intra prediction architecture by skippingmode
formulation have been suggested to reduce delay to improve speed of operation as
well as complexity reduction [11–15].

The organization of paper is as follows. Basics of intra-frame coding for H.264
video standard is covered in Sect. 2, which is followed by proposed intra-prediction
architecture implementation procedure covered as Sect. 3. Synthesized results and
performance evaluation are described in Sect. 4. This section ensures the high perfor-
mance of proposed VLSI architecture in terms of complexity reduction as no of clock
cycle is reduced to 29. Section 5 is concluded with summary of proposed architecture
with its achievement in performance improvement facts.
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2 Basics of Intra-frame Coding

Inter-frame and intra-frame coding are two methods of redundancy compression that
have been used to good effect in the development of video processing [16]. It is also
possible to extract information about differences between spatially nearby pixels
at a given instant in time. Spatial redundancy between predicted pixel and original
pixel is reduced bymeans of intra-frame coding which is applicable within the single
frame. This process of intra-frame coding makes large areas. If successive frames are
highly correlated, then there is lack of temporal redundancy; at that time, intra-mode
prediction is best suitable choice. The intra only uses spatial prediction, and inter
uses temporal prediction that is in between the frames. The prediction taken within
the frame is called I frame. The prediction taken from past is called P frame, and if
from future frame is called B (bidirectional frame).

2.1 Detail Analysis of 4 × 4 Prediction Modes

The smallest macroblock in H.264 standard is 4× 4 luma macroblock (MB). Predic-
tion accuracy is inversely proportional to size of macroblock, smaller the size of
MB gives better prediction accuracy. There are basically three regions in any images
like smooth region, edges, and texture regions, and small MBs are most suitable for
texture- and edge-based regions.

To predict any mode the basic arrangement is shown in Fig. 2. The region indi-
cated as p1 to s1 till p4 to s4 is predicted block (PB). The samples above this PB is
called above reference samples which are t1 to t8 samples. The samples left to PB
left samples which are l1 to l8. DC mode and planar mode equation is formed based
on the availability of left most reference samples or tom most reference samples.
Remaining angular diagonal modes are calculated as per the availability of neigh-
boring pixels. While calculation of any prediction mode among 9 modes, if there
is unavailability of any samples, this vacant samples can be replaced by available
samples by directly copying samples at that position. In each 4 × 4 sub macro
block is predicted using total eight directional prediction modes and pure DC mode.
The directional prediction modes are known as pure vertical mode, pure horizontal
mode, diagonal down left mode, diagonal down right mode, horizontal down mode,
vertical left mode, horizontal up mode and vertical right mode. Weighted average
of the prediction samples can be used for calculation of direction mode. The mean
of all other directional samples is used to calculate DC mode. There are total nine
angular intra modes are available in 4 × 4 luma blocks [1]. Overall architecture to
calculation intra prediction modes is shown in Fig. 3.

The equations of 4 × 4 sub macro block for few prediction modes like Pure
vertical mode, pure Horizontal mode, Diagonal down left mode with reference to
Fig. 2 is shown in Eqs. (1), (2) and (3) respectively [1]:

(1) Vertical
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Fig. 3 Overall block
diagram for intra-prediction
mode

p1 = q1 = r1 = s1 = t1
p2 = q2 = r2 = s2 = t2
p3 = q3 = r3 = s3 = t3
p4 = q4 = r4 = s4 = t4

(1)

(2) Horizontal

p1 = p2 = p3 = p4 = l1
q1 = q2 = q3 = q4 = l2
r1 = r2 = r3 = r4 = l3
s1 = s2 = s3 = s4 = l4

(2)

(3) Diagonal down left
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p1 = (t1 + 2t2 + t3 + 2) >> 2
p2 = q1 = (t2 + 2t3 + t4 + 2) >> 2
p3 = q2 = r1 = (t3 + 2t4 + t5 + 2) >> 2
p4 = q3 = r2 = s1 = (t4 + 2t5 + t6 + 2) >> 2
q4 = r3 = s2 = (t5 + 2t6 + t7 + 2) >> 2
r4 = s3 = (t6 + 2t7 + t8 + 2) >> 2
s4 = (t7 + 3t8 + 2) >> 2

(3)

2.2 Intra 16 × 16 Prediction Modes

Larger macroblock size is best suitable for smooth and flat areas which do not
contain much of the information, and the variation in pixel intensities is very gradual.
Compared to 4 × 4 MB, it requires total four directional prediction modes which
can be calculated with the help of top reference samples and left reference samples
of current MB. Compared to 4 × 4 MB, few bits are needed to encode 16 × 16 MB,
and it produces large value of residuals. Again compared to 4 × 4, there are some
common modes like horizontal mode, vertical mode, DC mode, and planar mode,
which are shown in Fig. 4 .

As depicted in Fig. 4, we can evaluate vertical mode from upper most samples PB
(x; −1) with x = 0,…, 15 and horizontal mode from left most neighboring samples
PB (−1; y) with y = 0,…, 15. DC mode can be calculated by using the available left
most samples and upper most samples which is calculated as shown below Eq. (4).

Fig. 4 16 × 16 prediction
modes (8)
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DC =
15∑

x=0

PB(x,−1) +
15∑

y=0

PB(−1, y + 16) >> 5 (4)

The planar mode is calculated using following Eqs. (2–4).
Pure horizontal mode is calculated as Eq. (5)

H mode =
7∑

x=0

(x + 1) × (P(8 + x,−1) − P(6 − x,−1)) (5)

Pure vertical mode is calculated as Eq. (6)

V mode =
7∑

y=0

(y + 1) × (P(−1, 8 + y) − P(−1, 6 − y)) (6)

Angular modes are calculated as following series of Eqs. (7)–(10). The parameter
A1 is computed by summing input prediction pixels PB (15; −1) and PB (−1; 15)
and by performing right shift on the sum as presented in Eq. (7):

A1 = 16 × PB (−1, 15) + PB (15,−1)); (7)

While parameters A2 and A3 are calculated as Eq. (8) and Eq. (9) by referring to
parameters H and V:

A2 = (5 × H mode) � 6; (8)

A3 = (5 × V mode) � 6. (9)

Three parameters A1, A2, and A3 and Clip1 function are used for computing
planar mode prediction pixels as Eq. (10).

PB(x, y) = Clip1(A1 + A2(x − 7) + A3(y − 7) � 5 (10)

2.3 Selection Criteria for Mode Selection

For accurate prediction, some of the criteria have been decided according to avail-
ability of the neighborhood macroblock for precision of mode decision of intra-
prediction. Following Table 1 suggests the selection criteria for mode selection for
4 × 4 macroblock size. Table 2 shows the selection criteria for mode selection of 16
× 16 block size.
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Table 1 Availibility of 4 × 4 luma prediction mode (8)

Prediction mode for 4 × 4 luma block Available reference samples to predict the
mode

DC mode predicted None of the reference samples available

Horizontal mode predicted
DC mode predicted
Horizontal up mode predicted

Left reference samples available and top
reference samples not available

Vertical right mode predicted, vertical left mode
predicted, DC mode predicted, diagonal down left
mode predicted

Top reference samples available, left
reference samples not available

All modes can be predicted Both top reference samples and left
reference samples available

Table 2 Availibility of 16 × 16 luma prediction mode (8)

Availability of neighboring MBs Available 16 × 16 luma prediction modes

None of the reference samples available DC mode predicted

Left reference samples available, top reference
samples not available

Horizontal mode predicted, DC mode predicted

Top reference samples available, left reference
sample not available

Vertical mode predicted, DC mode predicted

Both reference samples available All modes predicted

2.4 General Architecture for Intra-predication

The general architecture for intra-prediction is shown in Fig. 5. There are two buffers
used. One of them is used for storing top reference samples for vertical mode predic-
tion and other one is used for storing left reference samples for horizontal mode
prediction. Both these buffers are considered as Block RAM (BRAM). For different
mode calculation, any of these BRAM can be extracted as per the equation described
in Section C of Sect. 2. The best mode is selected through multiplexer as shown in
Fig. 5. Left register array and upper register array are used to store previously coded
and reconstructed neighboring pixels of 4 × 4 luma block in current MB.

Fig. 5 General architecture
for intra-prediction
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3 Proposed Architecture

In this proposed architecture shown in Fig. 6, the prediction of lost macroblock is
correctly predicted using available prediction mode by considering available left or
upper most reference samples. We have considered two macroblock sizes 4 × 4 MB
and 16 × 16 MB in this proposed architecture. this architecture, we have utilized the
concept of block-wise prediction in which reconstructed pixels are responsible for
prediction of the next blocks. So, in this proposed hardware architecture, the input
neighboring pixels are applied through demultiplexer to array registers which store
the initial values. As in (see Sect. 2), common parts calculations are stored in register
and using adder and shifting operations. All the related equations are implemented
and stored in registers. In mode calculation, some of the equations are identical that
are directly used from array registers.

According to the availability of both the left reference samples and top reference
samples, 4 × 4 luma block can be predicted using 161 clock cycles. Clock cycles
required for preprocessing and performing available 4× 4 luma predictions based on
the availability of neighboring 4× 4 luma blocks for a 4 × 4 luma block are given in
Tables 2 and 3.As described above, 4× 4 having ninemodes from that calculations of
horizontal, vertical planar and DC is same as in intra 16× 16. They are implemented
using simple adders and shifter. Here, compared to existing architecture [2] proposed
architecture used D-ff which automatically reduced delay and hardware.

Planar mode implementation is different in both 4 × 4 MB and 16 × 16 MB.
Planar mode implementation for 16 × 16 MB required data path planning to avoid
multiplication operation to minimize the computation time and prediction process
complexity. The organized planar mode prediction equations for initial block 0 in a
MB are shown in Fig. 7.

Fig. 6 Data path for
proposed 4 × 4 and 16 × 16
luma prediction modes
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Table 3 Clock cycle analysis one macroblock for 4 × 4 modes

Available modes No. of clock cycle for mode operation

Processed Compute + Output [16] [10]

Horizontal (0) 1 17 17 17

Vertical (1) 1 17 17 17

DC (2) 3 19 20 21

Diagonal Down left (3) 2 18 18 24

Diagonal down right (4) 3 19 18 24

Vertical right (5) 2 18 19 23

Horizontal down (6) 2 18 19 23

Vertical left (7) 2 18 19 22

Horizontal up (8) 2 18 18 20

Total 162 CLK cycles 165 CLK cycles 191 CLK cycles

Fig. 7 Planar mode
calculation for one 4 × 4
block (9)

To perform the planar mode prediction for 16 × 16 MB, the total block size
is divided into 4 × 4 MB. Then, the further calculation of common equation like
horizontal, vertical, and DC equation implementation is done with available left and
top reference samples, and predicted pixel values are stored in temporary registers.
For each row, pixels are predicted, adds the value c, and stores the result momentary
registers. Then, it follows for next consecutive rows to predict the pixels and always
adds the value c. This process continues for whole 16 × 16 MB.
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4 Proposed Intra-prediction Selection Method

In this proposed algorithm, the novel approach is implemented in such a way that
the delay is reduced and complexity is minimized by demultiplexer usage. In this
proposed algorithm, the common mode equations are stored in register array, and
then, it is fetched from array using adder and shifter. DC and planar modes are
implemented using Fig. 7 by considering availability of neighboring pixels for both
kinds of intra-prediction mode calculation like 4 × 4 mode and 16 × 16 mode. In
error concealment algorithm, the lost pixel can be predicted by considering bestmode
among all the predicted modes, and that mode is replaced as a concealed block in
the image. This can be performed by Sum of Absolute Difference (SAD) calculation
which predicts optimized best mode as shown in Fig. 8 and Eq. (9).

4.1 Sum of Absolute Differences (SAD)

In H.264 standard, there is prediction unit (PU) before transformed unit (TU). The
main purpose of prediction unit is to calculate best prediction mode based on all
directional mode, DCmode, and planar mode evaluation. This best mode calculation
is done as SADwhich is the absolute difference between available reference samples
and samples which is predicted. The minimum value of SAD is suggested as a best
mode for that particular angular and DC as well as planar modes. As a startup point,
we can consider any an arbitrary mode, then there is a comparator unit which is used
to compare the absolute difference as computational valued for the selected arbitrary
mode with current mode which is to be predicted.

The decision of best mode depends on this computational cost. If this absolute
difference is minimum, then current mode is to be considered as one of best modes
among all the modes. This procedure is performed as a parallel processing for all
modes, and then, final comparator makes a decision of final best mode among all
other modes. Equation for calculating SAD for particular block is described in Eq.
(11). In this equation F(i,j) is original pixel value and P(i,j) is the predicted pixel
value. SAD architecture is shown in Fig. 8.

Fig. 8 SAD architecture
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Fig. 9 Example of SAD (10)

SAD =
N∑

i=0

N∑

j=0

|F(i, j) − P(i, j)| (11)

Here, in Fig. 9 small example ofworking algorithm is described inwhich predicted
mode values are compared with original MB, and then, absolute difference should be
taken and one of the mode is selected which has minimum distance. Main advantage
of SAD is that it is required only addition and difference between the pixel values.
Algorithm is proposed which optimizes design metrics such as performance and
quality.

5 Experimental Analysis

5.1 Result Analysis of Implementation

From careful analysis in Table 3, it is observed that in intra-prediction for 4 × 4
macroblock size, if both neighbors are available then for oneMB total 162CLKcycles
are needed to implement the proposed architecture. Here, For MATLAB analysis,
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Table 4 Clock cycle analysis
for one marcoblcok for 16 ×
16 modes

Available
modes

No. of clock cycle for mode operation

Processed Compute +
output

[16]

Horizontal (0) 1 257 257

Vertical (1) 1 257 257

DC (2) 4 260 273

Plan (3) 52 308 340

Total 57 CLK
cycles

1082 CLK
cycles

1127 CLK
cycles

coastguard frame sequence is considered in which one frame [144 × 176] has total
1584 MBs from which 1504 MBs have both neighbors, so 1584 × 162 = 2,56,608
CLK cycles are needed and for intra 16 × 16 has total 99 MBs from which 79 MBs
have both neighbors, so 79× 1082= 85,478CLKcycles are needed to implement the
whole frame. As shown in Tables 3 and 4, intra 4 × 4 algorithm used just 1% LUTs
and slice registers, while in intra 16× 16 has 3%utilization of LUTs, respectively. So,
hardware utilization is reduced with increase in speed from the overall architecture
shown in Fig. 3; all the related modes with respect to their block sizes and their
mathematical equations modes for 1 MB are implemented.

VHDL simulation results are shown in Fig. 10 for horizontal mode, Fig. 11 for
vertical mode, Fig. 12 for DC mode and Fig. 13 for planar mode for 4 × 4 intra
predictions for H.264 standard.

Fig. 10 Output waveform for horizontal mode (4 × 4)

Fig. 11 Output waveform for vertical mode (4 × 4)
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Fig. 12 Output waveform for DC mode (4 × 4)

Fig. 13 Waveform for planar mode

Table 5 Device utilization for vertex 6 for 4 × 4 block size

Available modes LUTs
available-(46,560)

Slice register
available-(93,120)

Global CLK buffer
available-(32)

Horizontal 14 (0%) 72(0%) 2

Vertical 14 (0%) 72(0%) 2

DC 86 (0%) 87(0%) 2

Diagonal down left (3) 85 (0%) 94(0%) 2

Diagonal down right (4) 211 (0%) 156(0%) 2

Vertical right 220 (0%) 191(0%) 2

Horizontal down 220 (0%) 191(0%) 2

Vertical left 134 (0%) 127(0%) 2

Horizontal up 127 (0%) 120(0%) 2

Total 1111 (1%) 1110 (1%) 18
(5%)
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Table 6 Device utilization for 16 × 16 block size

Available modes LUTs
available-(46,560)

Slice register available-(93,120) Global CLK buffer
available-
(32)

Horizontal 89 (0%) 384(0%) 2

Vertical 91 (0%) 384(0%) 2

DC 412 (0%) 422(0%) 2

Plan 3707(7%) 2113(2%) 2

Total 4229 (9%) 3303 (3%) 18 (5%)

Table 7 Comparison of performance parameter of proposed architecture

Available modes All modes (4 × 4)
(proposed)

All modes
(16 × 16)
(proposed)

[7] [2]

LUT 1111 4229 4358
(4 × 4)
1951
(16 × 16)

4465
(4 × 4)

Max frequency
(MHZ)

113 111 130 118.03

Throughput 2270 772 122
(4x4)
177
(16 × 16)

629

Clock cycle 162 57 272
(4 × 4)
188
(16 × 16)

48

Clock cycle analysis for One Macroblock (MB) is demonstrated for 4x4 Modes
in Table 3 and 16 × 16 Modes in Table 4. It shows that, we need less clock cycle
compared to architecture suggested in reference [16] and [10].

Device utilization of one Macroblock (MB) is demonstrated for 4 × 4 modes and
16 × 16 modes in Tables 5 and 6 respectively.

6 Conclusion

We have implemented 4 × 4 and 16 × 16 block sizes for intra-prediction architec-
ture. By comparing device utilization and memory organization of architecture, 4 ×
4 block architecture is more memory efficient compared to 16 × 16 block architec-
ture. The hardware design is based on a novel organization of the intra-prediction
equations which reduced computational complexity and reduced iterative process
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by reducing processing 29 cycles compared to suggested architecture in [16]. We
have also proposed optimization in throughput improvement and operating frequency
compared to [2, 7] and [15]. Compared to other architectures like [11–13], we have
alsomaintained the reconstruction of image without skipping anymode of operation.
It also supports real-time video encoding sequences for higher resolution like 4k ×
4k for 30–60 fps also.
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Genetic Algorithm-Based Image
Watermarking Using Multiple Location

Divya Paikaray and Abhijit Mustafi

Abstract The process of image watermarking is used to digitally mark the image
before storing or transmitting to other agents. For preservation of the original content,
sometimes the log data of the image or document being used is also required. This
paper mainly aims at the development of an algorithm which embeds a watermark to
an image which can be used for its copyright preservation issues or patent issues. The
paper aims at development of an algorithm which remains unaltered in most adverse
situations. An image is made of pixels and anything which is being embedded into
an image will invariably be made of pixels. Any bulk embedding process which
aims at a particular section of an image can be easily targeted or altered by several
filtering techniques. But in this paper, the concept that the fundamental entity of any
image is pixel is being used. This helps us to embed the required image with much
more secured process. Moreover, the process of locating the sections for embedding
is also determined by the machine itself which makes it much safer reason being
if allocation of the section would have been done by use of any algorithm, there
are chances of decoding that algorithm, which would eventually reveal the position
of the watermark. But since this entire process is automated by machine itself, the
probability of any such decoding becomes nil. Platform used for this is MATLAB.
Wavelet transform is used for development of the program because of its higher
efficiency in case of digital domain.
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1 Introduction

The process of watermarking is used extensively for digital signature of the docu-
ments of any nature. With the increase in advancement of technology, the security
issues pertaining for preserving the ownership of documents have also increased.
There are cases of copyright violation with documents and many other products. To
counter these cyber-insurgencies, digital watermarking was introduced. But most of
the algorithms are prone to alteration and most of the cases can be either decoded
or back-engineered to decode the embedding technique and further removal of the
watermark from the document. Then, there is another issue of noise and filters that
are either intentionally applied to the document or image while transmission or get
interfered while transmission. These noise and filter also tend to alter the original
watermarking of the document which makes the decoding or retrieval of the water-
mark at receiver side problematic, in some cases impossible. Therefore, there is need
for a robust watermarking which is immune to most of the attacks, noise and filters.
The main purpose of embedding is not just to embed the image with a signature but
also its successful retrieval at the receiver end when needed. In this paper, there-
fore an approach to robust watermarking is made, so as to make it immune to such
unwanted interference in the transmission medium along with higher immunity to
the cyber-attacks which aim to alter the content intentionally.

2 Background

For digital images, manywatermarking algorithms are designed to get a robust image
which will be immune to attacks. Many transformations are used for embedding
process. Historically, for the embedding process, discrete Fourier transformation
(DFT) was used, but due to some drawbacks, discrete wavelet transformation (DWT)
is being used for more good results. The previous papers are described as follows:-

Dehghan proposed in [1] an image watermarking scheme which is based
on wavelet coefficients and variance. The paper provides two methods, namely
METHOD 1 and METHOD 2. M1 uses wavelet coefficients in low pass scale to
embed watermark into the image, whereas inM2 variance of each block is calculated
and first N blocks with higher variances are selected for watermarking. In decoding
process, both original image and received images are transformed and corresponding
coefficients are divided. The ratio of majority is compared, and if the value exceeds
the set threshold, then value encoded is ‘1’ else it is ‘0’. Strength factor a= 1.01 and
a = 1.025 is found out by experiments.

Liu proposed in [2] a scheme of watermarking which is based on distributed
discrete wavelet transform (DDWT) for image. In this, it involves the transfer of
original data using DDWT technique from spatial domain to frequency domain and
after that the image which is to be embedded in the four sub-bands is in the frequency
domain. The embedded data in this is assigned to the spatial coefficients due to
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which it prevents attack that is cropping, etc. In this, the performance is improved
so that the image remains robust and immune against several geometric attacks that
are scaling or rotation and several non-geometric attacks that are Gaussian noise,
contrast adjustment, and sharpening.

Ellinas proposed in [3] an algorithm which is based on embedding of image in
wavelet domain and edge detection. In this, the embedding image is embedded into
the sub-band coefficients that are present on the edge. The watermark image is then
embedded on the coefficients that are selected around edges, and for good watermark
strength, a different scale factor is chosen.Kimdeveloped in [4] awatermarking algo-
rithm using wavelet transform. In this approach, coefficients of all sub-bands were
utilized to embed the watermark into whole image. For the selection of coefficients,
level adaptive threshold scheme is used. In this, scale factor is selected on basis
of decomposition level of selected coefficients. Sridhar proposed in [5] a technique
based on watermarking in wavelet domain using merge image. The watermarking
is performed on the mixed-up image. It has separated the original image into two
matrices for the intermixing of images, and then, watermarking has been done on the
shuffled image. Khanna has proposed in [6] a method to watermark the image which
is proposed to be immune to most of the attacks listed in the paper. The common
attackswhich are listed in the paper are transformation like rotation, shearing, scaling
and translation. Other than transformation, filtering, such as Gaussian filter blur and
image sharpening, is also one of the major attacks on the watermark of the image.
Other than geometrical transformation there is noise that either intentionally or unin-
tentionally gets added to the image which may affect the watermarking of the image.
Basic noises are like duplicating and removing lines or column of the image or
cropping. Compression of image also sometimes results in the interference with the
watermark of the original image. The paper has extensively studiedmajor areaswhich
affect the watermark decoding process. One of the attacks that neutralizes most of
the watermarking algorithms is that chopping or decomposing the image in small
fragments and then rearranging them which results in retrieval of the original image,
but since the image was broken into various pieces, there are chances of breakdown
of the watermarking too, which would not have got rearranged the same way it was
embedded. This method is known as content modification. Watermarking is not only
used for copyright issues, but can be used to store certain other information which
may be required at the receiver end. The proposed method has two levels of discrete
wavelet transformation unlike other watermarking algorithms which use only one
layer of transformation. The proposed method uses singular value decomposition
because any change in their values is invisible to the naked human eyes. Firstly, a
second-level DWT is applied to get approximation of the detailed component. Then
singular value decomposition is performed on those components. Similar operation
is performed on the watermarking image and embedding of the watermarking is
done on the main image. The paper also proposes the use of genetic algorithm for
obtaining the optimal value of the scaling factor of the watermark. The values of the
parameters are obtained experimentally. The algorithm has been used to watermark
three images of 512 × 512 size each, with a watermark of 128 × 128 size. The
efficiency of the watermarking is tested using the peak signal-to-noise ratio value
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for each of the images. The paper concludes with major focus on the usage of the
watermark and its efficient embedding into the host image with minimal deviation
from the original content. Genetic algorithm was used for optimization of the entire
process which makes a trade-off between image quality and the peak signal-to-noise
ratio of the original image. The image thus obtained from this algorithm is supposed
to be immune to most of the geometrical attacks and noise while transmissions.
Hurrah has proposed in [7] a method to watermark the image using DCT and DWT
for different purposes. In this image watermarking method, the image is embedded
into all three components that are red–green–blue (RGB) of the colour image using
the transformation that is discrete cosine transform (DCT) domain. In this (DCT),
discrete wavelet transform is then used for fragmenting the image into the sub-bands
from each of the sub-band of the three colour image. For ensuring better security of
the watermark, multiple encryptions are used. Experimental results show that even
after subjecting the image to two simultaneous attacks, the affect on image of this
attack is very low, which is confirmed from the several parameters such as peak
signal-to-noise ratio, BCE, NCC and BER. According to the proposed algorithm,
first the watermark image is encrypted by using Arnold transform and then by the
chaos encryptionmethods. This adds to double layer of the encryption before embed-
ding. Data embedding is done firstly by dividing the original image into (RGB) red,
green and blue components. Now to extract the four frequency bands, we apply
the DWT. Now we use the component that is the LL components of each discrete
wavelet transform transformed, and for embedding 4 × 4 sub-block is used. Then,
the block-level DCT is used to transform each 4 × 4 sub-block. The data extraction
involves similar process by applying an extraction algorithm which gives us about
the sector where embedding was done. After extraction, the techniques that are used
for retrieving the image are chaos encryption and inverse Arnold. The paper claims to
have developed a watermarking technique that is robust for colour images in hybrid
transform domain. The ratio of security is enhanced by using multiple encryptions.
The results were compared for all geometrical and signal processing attacks.

3 Proposed Framework

A robust image watermarking algorithm has been proposed. The watermarking has
beendone inwavelet domain.Thewatermarked imagehas been embedded inmultiple
locations in the original image. The watermarking done is invisible to the human
naked eyes so that it cannot be easily destroyed. For the multiple locations, genetic
algorithm is used to get the optimized location and with minimum root-mean-square
error (RMSE) of the image. So that there will be less distortion in image and the
resulted image will be of good quality. The whole process is explained further:
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3.1 Embedding of Watermark Image

In this, the watermarked image is to be watermarked in the host image in a different
location. For this, the wavelet decomposition is done on both the images and the
image that is to be embedded is divided into specific parts, and embedded into
different locations.

3.2 Extraction of Watermark Image

After the invisible watermarking, the original image becomes immune to different
attacks. To extract the watermark image, we need to find out the entire wavelet
coefficients which are located in different location fulfilling all the conditions. By
the process of concatenating the entire wavelet coefficient which is at a different
location and resizing it, we apply inverse wavelet for reconstruction, so as to get the
watermark image.

3.3 Embedding at Different Multiple Location

For embeddingor inserting thewatermark imageon theoriginal image, thewatermark
image is being divided into no. of parts that the user wants to. So that much different
location is also required for the embedding process. The multiple locations are found
through genetic algorithm keeping few of the constraints in mind.

• Firstly, the different parts of image should not overlap each other while getting
embedded into the original image/host image.

• Secondly, the watermark image wavelet coefficients should not exceed the last
portion of the host image wavelet coefficients.

3.4 Genetic Algorithm

In this for the good result of finding locations, a heuristic method is used known as
genetic algorithm.Genetic algorithm is used here to find different locationswhere the
different parts of watermark image are to be embedded. It gives the better results by
giving the root-mean-square error (RMSE) minimum. So that there will be minimum
distortion after embedding the watermark image. Finally, the result gives a good
image with less distortion and minimum root-mean-square error (RMSE).
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Fig. 1 Before embedding

4 Experimental Results

The result of the proposed algorithm is efficient enough and gives a very effective
result. By applying this algorithm better, genetic algorithm has given better locations
as per requirements by keeping the root-mean-square error minimum and a good
quality of image. Here, Fig. 1 represents the original image. After the embedding
process keeping all the constraints or condition in the algorithm, the image produced
is represented in Fig. 2. The extracted image is shown in Fig. 3 which is extracted
from the original image after embedding. Figure 4 represents the process of finding
an appropriate location. The results are as follows (Fig. 5).

A tabular comparison for the algorithm by varying scaling factor has been given
below. The algorithm has been executed for a range of scaling factor, and corre-
sponding root-mean-square error value has been generated. The trend of varying
RMSE value can be used to find optimum scaling factor (Tables 1 and 2).

5 Conclusion

An approach is made to develop an algorithm which implements the watermarking
of an image with providing immunity with respect to the geometrical and filtering
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Fig. 2 After embedding

Fig. 3 Extracted watermark
image

attacks. The robustness of thewatermarking is ofmajor concern alongwith optimized
use of the watermark, which is ensured using genetic algorithm to reduce net error in
the image. The variation between host image and embedded image is being compared
using PSNR and is confirmed to be within acceptable limits.
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Fig. 4 Genetic algorithm finding location
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Fig. 5 Values of variables
used

Table 1 Fragmentation k = 2 Scaling factor (α) Root-mean-square error

0.2 0.2953

0.4 0.2678

0.6 0.2641

0.8 0.2556

Table 2 Fragmentation k = 4 Scaling factor (α) Root-mean-square error

0.2 0.3235

0.4 0.2613

0.6 0.2592

0.8 0.2542
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Controller

Payel Pramanick, Sayanika Bandyopadhyay, and Chanchal Dey

Abstract Goal of this paper is to study the role of fuzzy rule-based supervisory auto-
tuner designing for proportional-integral-derivative (PID) controller. Initial tuning of
the conventional PID controller is performed through standard relay tuning method-
ology. The proposed fuzzy supervised auto-tuner works toward the performance
enhancement during closed-loop operation through continuous updating of the PID
tuning parameters. This online gain modification scheme is so designed that it
attempts to provide desired transient and steady-state behavior. Proposed fuzzy auto-
tuner is designed by a fuzzy rule set which is developed from the understanding of an
experienced process operator. Performance of the reported controller is substantiated
through simulation experiment and compared with the classical PID controller with
the help of different performance measures—settling time, integral absolute error,
percentage overshoot, and integral-of-time multiplied absolute error. Closed-loop
responses and the performance indices clearly justify the superiority of the proposed
controller compared to conventional PID controller.
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1 Introduction

To control complex industrial process loops, a number of control methodologies have
been developed over the last 50 years. But, till date, the majority of the industries use
simple proportional-integral-derivative (PID) controller for plant control applications
[1]. Due to its simple structure and satisfactory performance, PID controller is still
widely accepted in industrial applications. Easy understanding and clear function-
ality along with its cost-effective performance make it indispensible for closed-loop
process control applications. Due to its simple structure, PID controller is usually
suitable for first- and second-order processes. However, most of the industrial plants
deal with the higher-order processes and nonlinearities [2] are also present in their
behavior. Due to change in ambient condition and aging, controller parameters get
changed over prolonged operation. Presence of dead time also worsen the efficacy
of the controller by delaying its control action, and hence dead time is considered
as one of the most arduous dynamic elements that naturally occur in any physical
system.

Hence, the conventional PID controller with their linear functionality is not
capable enough to regulate such processes with their fixed settings. As the process
operating condition changes, PID controller’s tuning parameters should be updated
so that desirable performance can be ensured throughout the transient and steady-
state operating phases. In this context fuzzy logic controller [3] seems to be quite
appropriate as it can incorporate desired amount of nonlinearity in its behavior with
a competently designed rule base. A number of research findings are reported for
designing fuzzy controller for controlling processes with nonlinear and dynamic
nature. Nomura et al. [4] proposed a technique where a controller is tuned itera-
tively by minimizing a cost function calculated from the difference of the fuzzy
controller output and desired output provided by set of training data. This method
of tuning may be effective for control system with time varying in nature, but its
application is restricted due to unavailability of a particular set of training data.
According to Yoshida et al. [5] gain tuning methodology is suitable for first-order
processes with dead time where empirical relations involving process parameters are
used to calculate the membership functions (MFs) for input and output variables.
For higher-order processes, control performances provided by this technique are not
adequate. In order to eradicate overshoot due to accretion of control action in a PI type
fuzzy controller Lee [6] proposed two intensified versions of classical PI type fuzzy
controller. Transient response of a second-order linear system including integrating
element is remarkably improved by this scheme. But authors in [7] have clearly
showed that the controller proposed by Lee [6] is almost similar to a conventional
fuzzy PD type controller.

Here, in the proposed methodology, classical PID controller is not been replaced
by a fuzzy controller. Rather a fuzzy rule-based expert tuner is designed to modify
the tuning parameters of a conventional PID controller during closed-loop operation
depending on the instantaneous process operating conditions. Thus, a supervisory
fuzzy expert tuner is incorporated alongwith the classical PIDcontroller in the control
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loop. PID controller is initially tuned by using standard relay tuning methodology
[8]. Depending on the knowledge of an experienced process operator two fuzzy
tuners are reported here consisting of 25 and 9 rules. Depending on the instantaneous
process operating condition fuzzy tuner provides a gain updating parameter which
will modify all three parameters of the PID controller so that desirable closed-loop
response can be achieved during set point tracking as well as load recovery phases.

Rest of the paper has three sections. In Sect. 2, the proposed fuzzy supervi-
sory PID tuning scheme is described with its various designing parameters (scaling
factors, membership functions, and determination of rule base). In Sect. 3, simulation
results for two second-order dead time processes are presented and the conclusion
is provided in Sect. 4.

2 Proposed Fuzzy Supervised PID Tuning Scheme

Standard mathematical form of PID control action is given by Eq. (1)

u(t) = kp

[
e(t) + τd

de(t)

dt
+ 1

τi

∫ t

0
e(τ )dτ

]
. (1)

where

e(t) = ysp(t) − y(t) is the process error
u(t) = Control signal
kp = Proportional gain
τd = Derivative time
τi = Integral time.

Equation (1) can be written as,

u(t) = kpe(t) + kd
de(t)

dt
+ ki

∫ t

0
e(τ )dτ (2)

where kd = kp × τd , ki = kp/τi .
PID tuning is nothing but fixing three parameters kp, ki, and kd so that one can

achieve desired process response during set point change and load varying phases.
Moreover, the controller should exhibit robust behavior in case of process model
uncertainties and presence of measurement noise. Most of the available tuning rela-
tions are designed either targeting toward improved set point tracking or enhance load
rejection performance. In addition, if they are considerably robust then performance
is not found to be satisfactory and vice versa.

To avoid this incompetence up to certain extent, fuzzy rule-based auto-tuner is
reported here which will provide a gain updating parameter α at every sampling
instant for updating of the proportional-integral-derivative terms of a classical PID
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Fig. 1 Block diagram of Fuzzy supervisory tuner for PID controller

controller. Schematic diagram of the proposed fuzzy tuned PID (F-PID) controller
is depicted in Fig. 1.

Here, our goal is to achieve better performance during closed-loop operation by
fuzzy tuned PID controller (F-PID) compared to classical PID controller. To ascertain
the requirement, following gain updating relations are defined for individual gain
parameters of PID controller

k ′
p = kp(1 + k1|α|), (3)

k ′
i = ki(0.3 + k2α), (4)

k ′
d = kd(1 + k3|α|). (5)

k ′
p, k

′
i, k

′
d are the modified tuning parameters of F-PID controller. Here, the gain

updating parameter A is obtained from the fuzzy rule base involving 9 rules and 25
rules, respectively. Here, the fuzzy tuner is developed based on the knowledge of a
process expert.

In Fig. 1, input to the fuzzy gain tuner is error (e) and change of error (�e)
and depending on the value of e and �e expert designed rule base is employed
to provide the gain updating parameter, i.e., α which further modifies the tuning
parameters of the PID controller as given by Eqs. (3)–(5). Here, 3 {Negative(N),
Zero(Z), Positive(P)} and 5 {Negative Big(NB), Negative Small(NS), Zero(ZE),
Positive Small(PS), Positive Big(PB)} fuzzy sets are considered for defining input
variables— error (e), change of error (�e), and gain updating parameter α. Inputs to
the fuzzy gain tuner as shown in Fig. 1 are normalized error and normalized change
of error instead of their physical values.

A. Scaling factor
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Here, the values of error (e) and change of error (�e) are mapped within the interval
[−1, 1] with the help of scaling factors. Suitable values are to be chosen based on
the knowledge about the system under control and sometimes through trial and error
for achieving the desired process response. Other than optimization-based approach
there is no standard method for selection of the scaling factor. Output of the fuzzy
tuner is the gain updating parameterα which is fed to the conventional PID controller.

B. Membership function

Gaussian type membership function is used for error (e), change of error (�e), and
gain updating factor (α) within the interval [−1, +1] for both the cases with 3 and 5
membership functions (MFs) as depicted in Figs. 2 and 3, respectively.

Rule base: The fuzzy rule bases consisting of 25 and 9 rules is designed based
on the expert’s knowledge. To have a clear understanding regarding the rule base

Fig. 2 Membership
functions with three fuzzy
sets

e, ∆e, α

Fig. 3 Membership
functions with five fuzzy sets

e, ∆e, α
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designing strategy, a typical under-damped response of a second-order process is
provided here as shown in Fig. 4. Formations of the rule bases for some specific
operating points are discussed in the subsequent section:

1. For operating point ‘a’, to have lower overshoot and smaller settling time, the
controller gain is required to be small. For this operating phase,where the error (e)
is positive big (PB), but change of error (�e) is negative big (NB). To obtain satis-
factory response under such situation controller gain is required to be reduced,
and hence the gain updating parameter is resulted with the property NB, i.e., α
is negative big. So, the rule has the form—If e is PB and Δe is NB then α is NB.
Such gain alteration is expected to provide improved performance.

2. For operating point ‘b’, where the process output is producing an overshoot, i.e.,
error (e) is negative big (NB) and change of error (�e) is negative big (NB).
To restrict the process, overshoot controller gain should be large but in opposite
direction, and hence the value for gain updating factor α should be positive big
(PB) as depicted in the rule base as shown in Fig. 9. The corresponding gain
modification rule is given by—If e is NB and Δe is NB then α is PB.

3. At point ‘c’, error (e) is negative small (NS) and change of error (�e) is positive
small (PS), that means the process is moving toward the set point and under
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such operating condition one can reduce the value of control action to avoid any
possible undershoot in the subsequent operating phases. As a result, the value
for gain updating parameter is chosen as negative small (NS) which signifies that
there will be reduced control action as given by the rule of the form—If e is NS
and Δe is PS then α is NS.

4. At steady-state condition, i.e., at point ‘d’ when both error (e) and change of
error (�e) are almost close at zero, controller gain should be small to avoid
any possible chattering behavior. Hence, under such operating phase, the gain
updating parameter must have zero value as defined by the rule—If e is ZE and
Δe is ZE then α is ZE as depicted in the rule base of Fig. 6.

Hence, in similar way, the entire rule base (Figs. 5 and 6) for providing the
appropriate gain updating factor (α) for the conventional PIDcontroller can be framed
so that one can expect an improved closed-loop response may be achieved due to
F-PID compared conventional PID controller.

The nature of the gain surface with 9 and 25 rules for all possible operating phases
is shown in Figs. 7 and 8, respectively. This surface is found to be highly nonlinear in
nature. Depending on the process operating condition, gains of the PID parameters
get modified as per the nature of this gain surface.

Fig. 5 Fuzzy rule base with
9 rules for computation of α ∆e/e N Z P 

N P Z N 

Z Z Z Z 

P N Z P 

Fig. 6 Fuzzy rule base with
25 rules for computation of α ∆e/e NB NS ZE PS PB

NB PB PS ZE NS NB

NS PS PS ZE NS NS

ZE ZE ZE ZE ZE ZE

PS NS NS ZE PS PS

PB NB NS ZE PS PB
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Fig. 7 Surface view for α

with 9 rules

Fig. 8 Surface view for α

with 25 rules

3 Simulation Results

Here, result of simulation studieswill be representedwith two second-order processes
for F-PID, i.e., fuzzy expert-tuned PID controller along with classical PID controller.
For clear assessment among two controllers, performance indices, such as percentage
overshoot (%OS), settling time (ts), integral time absolute error (ITAE), and integral
absolute error (IAE), are evaluated and their values are provided in Tables 1 and 2.
Here, IAE and ITAE are considered because only by observing response curves are
always not sufficient to assess various responses. Robustness of the proposed scheme
is evaluated with the same rule bases for two different process models where dead
time is perturbed by +50% from its nominal value.
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Table 1 Performance analysis for Model I

Type of
controller

Performance measurer

Dead time (s) Rule base Settling time (ts
s)

% Overshoot IAE ITAE

PID 0.2 5.20 35.70 1.81 6.92

F-PID 9 6.80 1.00 1.57 6.80

25 4.50 0.00 1.50 6.68

PID 0.3
(+50%
perturbed)

5.50 48.66 2.09 8.33

F-PID 9 7.20 4.62 1.64 8.00

25 3.00 0.00 1.53 6.80

Table 2 Performance analysis for Model II

Type of
controller

Performance measurer

Dead time (s) Rule base Settling time (ts
s)

% Overshoot IAE ITAE

PID 0.2 10.20 63.16 4.26 41.92

F-PID 9 14.50 25.90 3.50 37.06

25 14.90 22.17 3.37 34.09

PID 0.3
(+50%
perturbed)

14.60 77.31 5.13 53.46

F-PID 9 14.20 30.38 3.65 38.73

25 15.70 22.69 3.41 34.76

For simulation study, two second-order process models are considered as
described by the following relations

Model I : G1(s) = e−τ s

(s + 1)2
. (4)

Model II : G2(s) = e−τ s

S(S + 1)
. (5)

PID controller is initially tuned using relay tuning methodology [8] and tuning
parameters for Model I and Model II are given by

kp1 = 4.15, ki1 = 3.19, Kd1 = 1.34 (Model I) (6)

kp2 = 2.08, Ki2 = 1.16, Kd2 = 0.92 (Model II) (7)

For both, the process models as described by Eqs. (4) and (5), i.e., for Model I
and Model II, dead time is considered as τ = 0.2 s. Response of Model I with PID
and F-PID consisting of rule bases with 9 and 25 rules along with the control action
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Fig. 9 PID and F-PID responses of Model 1 (nominal) using 9 fuzzy rules

are depicted in Figs. 9 and 10. To study the robust feature of the reported controller
under parametric uncertainty, dead time of the Model I is considered to be 50%more
from its nominal value. Corresponding closed-loop responses for Model I with 9 and
25 fuzzy rules are depicted in Figs. 11 and 12, respectively. During simulation study,
at the beginning, unit step set point change is applied and after reaching the desired
steady state, load disturbance is applied at t = 8 s for Model I and t = 17 s for
Model II.

Once load disturbance is applied, PID takes longer time to recover but more
aggressive recovery is found for F-PID resulting significant impact in the perfor-
mance measures as the value of %OS, ts, IAE, ITAE are more for PID compared to
that of the F-PID (shown in Table 1). Similar nature of performance improvement
can also be found from the closed-loop responses provided by the perturbed model.
In addition, it is also observed that performance of supervisory fuzzy PID controller
(F-PID) is improved by increasing the number of fuzzy rules from 9 to 25 and it is
reflected by the values of performance measures that are described in Table 1.

The second-order process represented by Eq. (5), i.e.,Model II has a pole at s = 0,
this leads to oscillatory behavior of the process and existence of dead time makes
the system more difficult to control. Initial setting of PID controller for this model is
given by relation (7). Conventional PID controller fails to perform satisfactorily for
this kind of oscillatory process. Figures 13 and 14 show the responses of the Model
II for dead time τ = 0.3 s. In case of F-PID with rule bases consisting of 9 and
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Fig. 10 PID and F-PID responses of Model 1 (nominal) using 25 fuzzy rules
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Fig. 11 PID and F-PID responses of Model I (perturbed) using 9 fuzzy rules
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Fig. 12 PID and F-PID responses of Model I (perturbed) using 25 fuzzy rules
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Fig. 13 PID and F-PID responses of Model II (nominal) using 9 fuzzy rules
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Fig. 14 PID and F-PID responses of Model II (nominal) using 25 fuzzy rules

25 rules responses get improved considerably compared to classical PID controller.
Performance enhancement of F-PID is demonstrated from the value of performance
indices as shown in Table 1.

Figures 15 and 16 show the responses of the perturbed Model II with the dead
time τ = 0.3 s (i.e., +50% perturbed). Performance of PID and F-PID is evaluated
using rule bases consisting of 9 and 25 rules, and the corresponding performance
measures for this perturbed model are shown in Table 2. From the responses, it is
clearly visible that the proposed supervisory fuzzy tuned PID controller (F-PID)
provides considerable improvement with +50% perturbed dead time, i.e., justifying
its stronger robust feature compared to conventional PID controller.

4 Conclusion

In this paper, fuzzy supervisory expert tuners are designed with 9 and 25 fuzzy rules
for online updating of the PID tuning parameters. Limitation of the conventional PID
controller is augmentedwith the help of fuzzy expert tuner where the rules are framed
based on the knowledge of experienced human operator. From the simulation results,
it is clearly visible that the proposed F-PID controller provides superior performance
to achieve improved set point tracking of input and faster load rejection compared to
the conventional PID controller. It is further observed that the proposed fuzzy tuner
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Fig. 15 PID and F-PID responses of Model II (perturbed) using 9 fuzzy rules
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Fig. 16 PID and F-PID responses of Model II (perturbed) using 25 fuzzy rules
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performs considerably better with larger rule base. Moreover, their performance is
found to be more robust under model uncertainty. In the future, there is scope to
verify the efficacy of the reported scheme on other process models and to evaluate
its performance in real time.
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Smart Racking and Retailing Using IOT

Neha Mishra and Anup Kumar Keshri

Abstract This paper describes about smart racking and retailing using IOT. Hence,
it focuses on retailers to understand their challenges and the way IOT can help
them overcome these challenges. Nowadays, we find that inventory management has
become a very complex problem. Not only the store owner as well as the customer
sometimes faces a lot of problems in searching products in store. To solve this
problem,we use IOT technologywhichwill resolve both the retailer’s and customer’s
problem.With the help of this system, the owner can maintain inventory information
smartly. The system will also be helpful for the customers to search products easily
in store and may know the details of the product such as product’s availability in
store, its price, and similar items. Hence, this will increase more and more customer
to the store owner.

Keywords T-slot · Actuator · Arduino · Load cell · HX711module · Creo

1 Introduction

Internet of things includes devices that can connect to the Internet serving the purpose
of sending as well as receiving information or data. Thus, devices which can be
monitored from a remote location are known as an IOT device. Generally, in general
stores or shopping mall, the retailer needs a round for checking the stock position or
the quantity of products left. Hence, it requires man power. Thus, with the inclusion
of IOT, this work can be done automatically through smart racking and retailing, as
IOT is a system of interconnecting computing devices. IOT includes various types of
sensors. Each sensors includes an individual IP address, which are then connected to
a network for sending and receiving information or data. By adopting IOT retailers
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may become experience-based retailers and can do business smartly. It combines the
online and in-store experience of the customers to the retailers.

Many of the times when a customer requires a product and he is not able to search
the product, he inquires the retailer and then, finally, the retailer after searching
informs the product is out of stock. So, this can be considered as a loss in time for
customer as well as to the store owner.

This research is all about designing an automated system using IOT that helps
in doing business smartly. To design a Smart Rack which will automatically replace
an empty rack by a filled rack. Further, to regularly update stock position as per the
customer picks up or put a product back to the rack. And when the rack goes out of
stock a warning message will be sent to the retailer as well as to the main branch
from where the products are supplied. So that, after receiving warning message, the
main branch can immediately send the stock of products to the required store.

2 Methods and Material

Acommonproblem faced by the store owner nowadays is increased sales and reduced
operational cost. Whereas customers also face problems such as searching products
in the store, and all on a sudden occurrence of unavailability of the product maymake
a loss to the customer according to the profit he would earn on final bulk shopping.
Suppose, in a city, there are ten general stores under same branch and the main
branch announces offers on any particular day or on any festive seasons. To avoid
rush in stores, smart rack should be implemented so that, as soon as the front rack
gets empty, it could be automatically replaced by the filled rack behind. To further
improve the technique, weight sensors are used on the racks which may regularly
update the quantity of the product to the store owner. If the product is reduced to
threshold value then immediately a warning message is generated to the retailer’s
desk as well as to the main branch to refill the products (Fig. 1).

Materials or the hardware components required for implementing the system
includes t-slot, actuator, Arduino Uno, load cell, HX711 load cell amplifier module.

Fig. 1 System architecture
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T-slot: A t-slot is a framing system which consists of lengths of square or rectan-
gular extruded aluminum profile and is great for assembly. It has t-shaped groove on
each side (Fig. 2).

Actuator: An actuator acts as a motor which converts energy into torque to move
or to control a mechanism or a system to which it is incorporated. Thus, it runs on
electric or pressure (Fig. 3).

Arduino Uno: It is an open-source microcontroller board which controls whole
process (Fig. 4).

Load cell: A transducer that transforms a pressure into electrical output. A load
cell consists of strain gauge which deforms when pressure is applied on it, generating
an electric signal on deformation. The signal generated is in few millivolts (Fig. 5).

Fig. 2 T-slot aluminum profile

Fig. 3 Linear actuator

Fig. 4 Arduino Uno
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Fig. 5 Load cell

Fig. 6 HX711

HX711module: Acts as an amplifier to amplify the value obtained from load
cell. Analog to digital converter. Hence, known as hx711 load cell amplifier module
(Figs. 6 and 7).

A customer enters a store and starts shopping.
The customer picks up a product.
As soon as he picks up a product left is calculated and is counter checked with

the set threshold value.
If he put back the product, then again the stock position is updated.
As soon as the product left goes below the threshold value, then immediately and

automatically the empty rack is replaced by the filled rack arranged behind.
And, at the same time, a warning message is generated to the retailers desk and

to the main branch as well.
To further enhance the working of the rack, amodule is designed on Creo software

for proper functioning of the rack (Figs. 8 and 9).
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Fig. 7 Flow diagram

Fig. 8 Designed on Creo
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Fig. 9 Flow diagram representing rack movement on above module
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1. Start 
2. initialize: rack X at state A

rack Y at state D
3.     check weight
4.     if weight > 0

Continue shopping
5. else
6. move: FVA with rack X from state A to E

BVA with rack Y from state D to F
7.    Now move UHA from state A to D 
8.    Move: FVA with rack X from state E to B 

BVA with rack Y from state F to D 
9. place: rack X on DHA at state B

rack Y on UHA at state D
10. move: FVA at state G

BVA at state H
11. move:  UHA with rack Y from state D to A

DHA with rack X from State B to C 
12. arrange products on empty rack X
13. check wt. on X
14. if wt. on X = maximum 

move BVA from state H to C
15. lift and take rack X from state C to F with BVA
16. check weight on Y
17. End

3 Discussion

For the implementation of this paper objective, a proper algorithm is made to define
the automaticmovements of the rack. Size andweight of all the hardware required are
also kept inmind for smooth functioning of the system so that it would be quite useful
to the retailers as well as the customers. Features of all the hardware components
will be kept in mind according to the retailers’ perspective and also customers view
point. Therefore, such materials will be used so that efficiency of the system will be
maintained for a longer period of time.

Kalange et al. [1] In this paper, the author has made use of RFID tags on the
product, i.e., radio frequency identification tag which gives information about the
product to RFID reader and it gives the information to the arduino. The author has
also used load cell which gives data to Hx711 and it further provides data to the
arduino. Arduino further processes these information and through wifi module saves
it to cloud. Smart phone used by the customer can easily access the cloud to retrieve
information of the product as the RFID tag provides all the information related to
the product such as expiry date, availability in store, nutrition, price, and profit. This
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application automatically manages the inventory system which is very efficient to
the store owner as well as to the customer in economic manner.

Hwangbo et al. [2] In this era of modernization, online retail has influenced busi-
ness very deeply. Even though online retail has influenced the customers view, offline
retail is still most important for a large proportion of popularity. Thus, the author
has made use of technologies such as sensors, indoor positioning, vision, augmented
reality, and interactive interface which drastically improved the retail shops service
quality. Indoor positioning system (IPS) is a systemsimilar to a sensorwhich observes
the natural position of objects and people around the building. Facial recognition is a
technique for identifying a person from a digital image or video frame from a video
source. It is a part of biometrics as it has the advantage of mass identification in
public places.

Author has introduced various IOT products, including smart hanger working on
sensor technologies, smart CCTV based on indoor positioning and facial recogni-
tion, and smart mirror based on augmented reality and digital signage. Thus, the term
“Internet of Everything” is a perfect definition to Internet of things. Dave Evans, who
originated the concept of IoE, defined IoE as “the intelligent connection of people,
process, data and things.” Thus, Iot focuses on machine-to-machine (M2M) commu-
nications. The author has tried to investigate persuasive marketing and customer’s
experience on use of various technologies. Hence, the author has gone through a case
study. Therefore, smart retailing will change customer behavior.

4 Conclusion

Smart rack can be very useful to retail industry as it can store all perishable items
as well as non-perishable items. Regular updation of stock position will be also
very helpful for the retailer as well as the customer through proper invoicing. Thus,
smart rack will reduce man power resulting in the reduction of effort as well as
time of the customers and retailers. Therefore, it will be feasible to use and so user
friendly. Searching the products in the store will get easier. Also the product details
can be easily observed through proper invoicing. Web-based application will handle
multiple branches of shops all together.
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Fuzzy Rule-Based Supervisory PID
Auto-Tuner for TRMS Process

Sayanika Bandyopadhyay, Payel Pramanick, and Chanchal Dey

Abstract The main concern of this paper is to study a strategy of fuzzy rule-
based supervisory auto-tuner designing for proportional integral derivative (PID)
controller and its performance evaluation on a two rotor multi-input multi-output
system (TRMS). TRMS is considered to be a simplified helicopter model with two
dynamic motions, i.e., the movements of yaw and pitch. Here, we have designed
a fuzzy auto-tuned PID controller toward achieving desired response during yaw
and pitch movement for TRMS model. Controlling of MIMO process is always a
challenging task due to the interaction between its individual degree of freedom.
So, the proposed controller design should be in such a way as if any drift in one
degree has minimum effect on other, and overall, the system should provide stable
behavior. Hence, conventional PID controller with defined tuning parameters usually
fails to execute a satisfactory close-loop response in such cases. To overcome this
limitation of PID controller, two fuzzy rule-based gain tuners are incorporated for
two separate PID controllers responsible for controlling the direction and speed of
the motors responsible for yaw and pitch motion. From simulation results, it can
be clearly substantiated that the proposed scheme is superior to conventional PID
controller to track the desired trajectory and reject the disturbance.

Keywords TRMS · Model · MIMO system · PID controller · Nonlinear control ·
Fuzzy auto-tuner
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1 Introduction

In recent years, interest in designing intelligent controller for aeronautical systemshas
steadily increased. Modern control schemes which provide satisfactory performance
for aerospace problems are not found to be enough fruitful in various process control
applications. Ordinary PID controllers still dominate this region for its simple and
straightforward tuning strategy. Due to strong dynamics and nonlinearity of TRMS,
conventional PID controllers cannot provide acceptable control performance during
desired trajectory tracking and disturbance rejection phases. TRMS is considered to
be a miniaturized and simplified model of a helicopter which is a highly coupled
nonlinear system [1]. It is also regarded as a benchmark MIMO system for perfor-
mance evaluation of control laws. Conventional PID tuning with fixed setting is
not found to be adequate for controlling the system having such complex dynamics
resulting in unacceptable control performance [2].

To overcome such limitation related to the static nature of conventional PID
controller with linear behavior, the controllers based on fuzzy logic have been exten-
sively used in such purposes [3, 4]. Desired extent of nonlinearity may be easily
incorporated in a fuzzy controller to counteract the process nonlinearity. Moreover,
fuzzy gain scheduling [4] technique is quite effective for controlling processes like
TRMSwith strong interaction. By combining the benefits of evolutionary computing
tools with fuzzy controller [5], their performance can be made further superior than
their conventional approaches. In [6], nonlinear cascade-based control technique is
used for controlling TRMS. Here, we have designed fuzzy supervisory expert auto-
tuner for conventional PID controller. This fuzzy rule base expert tuner modifies the
PID tuning parameters with the help of a gain tuning parameter during close-loop
operation, i.e., online in nature. Fuzzy rule base comprising of 49 rules is arranged
based on the knowledge of an expert in terms of desired performance of a TRMS
process. As a result what is expected that the online gain tuning feature of the PID
controller should be capable to provide satisfactory trajectory tracking and unwanted
disturbance rejection performance compared to conventional PID settings. The supe-
riority of the designed tuning scheme as expressed by its controller performance
indices is clearly substantiated in the detailed simulation study.

2 TRMS Description

Twin rotor multiple input multiple output system (TRMS) is an electro-mechanical
setup in laboratory scale designed by Feedback Instruments Ltd for performing
control experiments. The mechanical section of TRMS consists of two rotational
components (main or pitch rotor which enables vertical positioning and tail or yaw
rotor responsible for horizontal positioning) placed on a beam along with a counter-
balance. The beam is pivoted on its base so that it is free to rotate in both its horizontal
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Fig. 1 TRMS control unit

and vertical planes. The voltage input to TRMS is limited to the range ±10 V. The
entire assembly is attached to the tower allowing for safe experimentation (Fig. 1).

TRMS setup comprising of four main components:

1. PC with control system algorithms
2. DAQ device acting as an interface between the PC and external environment
3. The process under control, i.e., TRMS
4. Sensors for angular speed and position measurement.

3 TRMS Schematic

TRMS is a plant which is termed as TITO process as it is a two-input two-output
system. Figure 2 presents a simplified schematic of the TRMS.

The control actionu1 is applied to the pitchmotor responsible formotion in vertical
plane, and the control action u2 is applied to the yaw motor resulting motion in the
horizontal plane. There is always significant amount of coupling effects between
these two motions and its one of the key features of TRMS as shown in Fig. 2. So,
to avoid the coupling effect, a decoupler is required to be introduced in the control
loop. Decopuler will be responsible to reduce the coupling effect, i.e., the interaction
between yaw and pitch motion of the TRMS.

4 Block Diagram Analysis of MIMO process

A typicalmultivariable systemblock diagram is shown in Fig. 3. Each of the variables
shown in this diagram is a vector, and each block represents matrix transfer function.
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Fig. 3 Feedback connection for a two-input two-output process

So, there are two inputs and two outputs. Set points, outputs, manipulated inputs,
and the disturbance input are

r =
[
r1
r2

]
; y =

[
y1
y2

]
; u =

[
u1
u2

]
; l = [l]

The controller, process, and disturbance matrices are
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Gc(s) =
[
gc11(s) gc12(s)
gc21(s) gc22(s)

]
,

Gp(s) =
[
g11(s) g12(s)
g21(s) g22(s)

]
,Gd(s) =

[
gd1(s)
gd2(s)

]

It is to note that if there is no coupling effect, then two SISO controllers will be
capable to ensure the desired response from such a system, and hence, the controller
transfer function will be

Gc(s) =
[
gc1(s) 0
0 gc2(s)

]

where gc(s) and gc2s) are two controllers responsible for independent yaw and pitch
motion. The relationship between inputs (both manipulated and disturbance) and
output is

y(s) = Gp(s)u(s) + Gd(s)l(s) (1)

But, in reality, there will be a strong interaction between the yaw and pitchmotion,
and hence, we need a decopuler to minimize it. Hence, the choice of an appropriate
decoupler is an important aspect for MIMO process. The relationship between the
output vector and the process input vector is

y(s) = Gp(s)D(s)u∗(s). (2)

For a TITO process,

[
y1(s)
y2(s)

]
= Gp(s)D(s)

[
u∗
1

u∗
2

]

where Gp(s)D(s) is a 2 × 2 transfer function matrix (Fig. 4).

5 Proposed Control Approach

Here, a supervisory fuzzy expert tuner consisting of 49 rules is designed which will
modify the tuning parameters of the two PID controllers involved for controlling
TRMS process. The fuzzy tuner will modify the individual tuning parameter for
PID controller with the help of a gain updating parameter α based on the process
operating condition. Schematic diagram along with the designed fuzzy-tuned PID
controller is shown in Fig. 5.

In our proposed scheme, inputs are given to the fuzzy inference system are error
(e) and change of error (�e), and depending upon the values of e and �e, some
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rules are defined by expert that will provide the gain updating parameter, i.e., α

which further modifies the parameters of PID controller. Here, seven fuzzy sets (NB
NM NS ZE PS PM PB) are considered for error (e), change of error (�e), and
gain updating parameter (α) where ZE represents zero, NS is negative small, NM is
negativemedium,NB is negative big, PS is positive small, PM is positivemedium, and
PB represents positive big. To make this scheme independent of process, the values
of error (e) and change in error (�e) are normalized according to their maximum
and minimum values.

Here, the main concern is to achieve better performance in system response
for fuzzy-tuned PID controller (F-PID) compared to conventional PID controller.
To ascertain the requirement, the following gain updating relations are defined for
individual gain parameters of PID controller.
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k
′
p = kp(1 + k1α) (3)

k
′
i = ki(1 + k2α) (4)

k
′
d = kd(1 + k3α) (5)

where k
′
p, k

′
i, k

′
d are the modified tuning parameters of F-PID controller. Here, the

gain revising parameter α is obtained from 49 fuzzy rule bases.
Membership function: The two inputs of TRMS, error (e), and change of error

(�e) are defined by some membership functions (MF) which lie within a common
interval (−1, 1) as shown in Fig. 6. Similarly, the gain updating parameter, α, is also
defined by some membership functions, in the interval of (0, 1) as depicted in Fig. 7.

Scaling factor: Here, the values of actual outputs, i.e., error (e) and change of error
(�e) are mapped within the interval [−1, 1] with the help of scaling factor Ge and
G�e. Based on the knowledge about the system under control, some suitable values
are chosen and sometimes through trial and error for achieving the desired control
response.

Fig. 6 Membership
functions for error (e) and
change of error (�e)

Fig. 7 Membership
functions for gain updating
factor (α)
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Fig. 8 Step response of a second-order system

Rule base: To construct the fuzzy rule base, 49 rules are designed based on the
human knowledge. To have a clear understanding regarding the rule base designing
strategy, a typical under-damped response of a second-order process is provided
here as shown in Fig. 8. Some rules for formation of such rule base for some specific
operating points are discussed in the subsequent section:

1. For operating point ‘a’, to have a lesser overshoot and smaller settling time, the
gain of the controller is required to be small. For this operating phase where the
error (e) is positive medium is (PM) but change of error (�e) is negative big
(NB). To obtain satisfactory response, controller gain is required to be reduced,
and hence, the gain updating parameter is resulted with the property NS, i.e., α
is negative small. So, the rule has the form—If e is PM and Δe NB is then α is
NS. Such gain variation is expected to provide improved performance.

2. In case of the operating point ‘b’ where an overshoot is observed in the process
output, i.e., error (e) is negative medium (NM) and change of error (�e) is
negative big (NB). Theway to lower the process overshoot, controller gain should
be large but in opposite direction, and hence, the value for gain updating factor α
should be negative big (NB) as shown in the rule base Fig. 9. The corresponding
gain modification rule is given by—If e is NB and Δe is NB then α is NB.

3. At point ‘c’, error (e) is negative medium (NM), and change of error (�e) is
positive medium (PM) that means the process is moving toward the set point,
and under such operating condition, we can maintain the same value of control
action to avoid any possible undershoot in the subsequent operating phases. As
a result, the value for gain updating parameter is chosen as zero (ZE) which
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Fig. 9 Fuzzy rule base with 49 rules

signifies that there will be no change in control action as given by the rule—If e
is NM and Δe is PM then α is ZE.

4. At steady-state condition, i.e., at point ‘d’, when both error (e) and change of error
(�e) are almost zero, the controller gain should be small to avoid any possible
chattering behavior. Hence, under such operating phase, the gain updating param-
eter must have zero value as defined by the rule—If e is ZE and Δe is ZE then α

is ZE depicted in the rule base of Fig. 9.

Hence, in similar way, the entire rule base (Fig. 9) for providing the appropriate
gain upgrading factor (α) for the PID controller can be framed so that an improved
close-loop response can be expected from F-PID compared to conventional PID
controller.

In Fig. 10, the nature of the gain surface for all possible operating phases is shown.
It is observed that this surface is highly nonlinear in nature. Depending on the process
operating condition, gains of the PID parameters get modified as per the nature of
this gain surface. So, for TRMS process through close inspection of its behavior,

Fig. 10 Variation of alpha
(α) with error (e) and change
of error (�e)
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the desired amount of nonlinearity can easily be incorporated in designing the gain
surface to ensure improved trajectory tracking and load rejection behavior.

6 Simulation Results

In simulation study, performance of our proposed F-PID, i.e., supervisory fuzzy
expert-tuned PID controller along with conventional PID controller is evaluated on
the TRMSmodel. Here, the performance of F-PID and PID has been studied for yaw
and pitch control separately, i.e., for one degree of freedom. Simulation study is also
performed to justify the efficacy of the proposed scheme onMIMO process, for both
yaw and pitch simultaneously, i.e., for two degrees of freedom motion control. In
case of two degrees of freedom experimentation, the performance of the controller in
presence as well as absence of decoupler has also been studied. From the responses
as well as performance indices, it is clearly visible that F-PID is capable to perform
more satisfactorily during trajectory tracking and load rejection phases compared
to convention PID tuning. Moreover, interaction between yaw and pitch motion is
found to be less sensitive in case of F-PID compared to conventional PID controller.

Pitch and yaw responses along with control action due to step excitation for PID
and F-PID are depicted in Figs. 11 and 12, respectively, with a dead time of 0.1 s.
Here, duringperformance evaluation, nodecoupler is used for bothPIDandF-PID.To
study the robust feature of the controller under parametric uncertainty, the dead time
of the process is taken to be 50%more from its nominal value, and the corresponding
responses for yaw and pitch are shown in Figs. 13 and 14, respectively.

Fig. 11 Comparative study of pitch response for PID and F-PID for dead time 0.1 s without
decoupler
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Fig. 12 Comparative study of yaw response for PIDandF-PID for dead time0.1 swithout decoupler

Fig. 13 Comparative study of pitch response for PID and F-PID for dead time 0.15 s (+50%
perturbed) without decoupler

FromFigs. 11 and 12, it is found that during load changing phases of yaw and pitch
motion, PID takes longer time to recover than F-PID, and thus, there is a significance
impact in the performance measures as the values of ITAE is more for PID compared
to that of F-PID for both pitch and yaw control (shown in Table 1). In the presence
of decoupler, yaw and pitch responses are shown in Figs. 15 and 16. With +50%
perturbations in dead time responses are shown in Figs. 17 and 18. The subsequent
performance indices are listed in Table 2.
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Fig. 14 Comparative study of yaw response for PID and F-PID for dead time 0.15 s (+50%
perturbed) without decoupler

Table 1 Performance indices during yaw and pitch motion without decoupler

Dead time (s) Performance index

System Controller IAE ITAE

0.10 Pitch PID 9.70 357.30

F-PID 7.87 147.80

Yaw PID 11.88 259.50

F-PID 11.46 240.30

0.15 (+50% perturbed) Pitch PID 9.99 398.10

F-PID 7.97 157.90

Yaw PID 11.51 266.40

F-PID 11.02 241.70

7 Conclusion

This paper addressed the designing of a supervisory expert fuzzy-tuned PID
controller for TRMS during both one and two degrees of motion control. Perfor-
mance of the reported scheme is also evaluated in the presence of perturbation in
process dead time value. To evaluate the load recovery feature, disturbance signal is
applied during yaw and pitch motion separately. Initially, the system identification
toolbox helped to understand the dynamics of the twin rotor MIMO system (TRMS).
Identified model is found to be a highly coupled nonlinear system. Both the yaw and
pitch dynamics are identified separately, i.e., one degree of freedom structure. Later,
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Fig. 15 Comparative study of pitch response for PID and F-PID for dead time 0.1 s with decoupler

Fig. 16 Comparative study of yaw response for PID and F-PID for dead time 0.1 s with decoupler

yaw and pitch model with their interacting behavior is also identified for studying
two degree of freedom structure. To reduce the interaction between yaw and pitch
motion, decoupler is designed. From the simulation results, it is clearly visible that the
proposed F-PID controller provides superior performance to achieve stable tracking
of inputs compared to the conventional PID controller. In future scope, we have a
plan to verify the performance of the reported scheme on a real-time TRMS setup.
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Fig. 17 Comparative study of pitch response for PID and F-PID for dead time 0.15 s (+50%
perturbed) with decoupler

Fig. 18 Comparative study of yaw response for PID and F-PID for dead time 0.15 s (+50%
perturbed) with decoupler
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Table 2 Performance indices during yaw and pitch motion with decoupler

Dead time (s) Performance index

System Controller IAE ITAE

0.10 Pitch PID 7.98 348.00

F-PID 7.65 180.30

Yaw PID 4.74 204.80

F-PID 3.90 94.98

0.15 (+50% perturbed) Pitch PID 8.40 398.50

F-PID 7.75 187.30

Yaw PID 5.02 238.10

F-PID 3.93 99.18
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Utilizing Cooperative-MIMO
for an Event-Based Data Transmission
in a Wireless Sensor Network
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Abstract An efficient use of energy is a challenging task in battery-constrained
WSN. Cooperative-MIMO (CMIMO) where the nodes cooperatively transmit data
packets to the base station (BS) is an efficient way that leads to huge energy savings.
But still there exists a problem of selection of receiver node by the multiple transmit-
ters. This can be overcome by using an effective selection strategywhich ensures end-
to-end connectivity as well as lifetime enhancement. In this paper, an Event-driven
data transmissionRoutingProtocol (EDTRP) is proposed for routing and central node
(CN) selection. In EDTRP, only the nodes which detect an event are involved in the
communication process. If the data sensed by the individual node is above a threshold
value of the particular physical attribute in concern, then only the transmitter of that
node is switched on. This avoids unnecessary data transmission leading to energy
savings. The proposed work shows a significant improvement when compared to
the non-cooperative-MIMO scheme such as LEACH and Improved Vice-LEACH
(V-LEACH). EDTRP shows an improvement of almost 211% compared to LEACH
and 171.30% compared to Improved V-LEACH in terms of half-lifetime.
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1 Introduction

A wireless sensor network (WSN) has varied application in industrial as well as
commercial domain.AWSN is defined as a network of small battery powered devices
called as nodes that can communicate the information gathered from a monitored
field to each other as well as distant sink through wireless links. It provides a user
the capability to implement, perceive, and respond to the events and circumstances
in a defined environment. A sensor node is the core module of WSN. It is a device
which senses the environment and converts the physical attributes into a formwhich is
suitable for analysis and interpretation of the environment [1]. As the nodes of aWSN
have strict energy constraints, design of an energy-efficient WSN has always been a
challenge to the researchers. The nodes perform three basic operations: sensing, data
processing, and communication. Of the three basic operations, the communication
process is responsible for maximum energy consumption, thus in order to make
optimal use of energy, efficient communication techniques should be used. Many
researches were proposed to achieve high stability in network along with preserving
the energy for communication in network.

The Cooperative-MIMO (CMIMO) is one of the approaches that can be used to
improve the energy efficiency of a WSN without compromising other performance
metrics. In a CMIMO system, several nodes each equipped with an antenna coop-
erate among themselves to form a multi-antenna node [2]. In Fig. 1, the basic steps
involved inCMIMOhave been explained. In first step, all the nodes at the transmitting
end communicate cooperatively by synchronizing and exchanging their information
among themselves. The second step represents the transmission of information using
a MIMO technique. The nodes at the transmitting end transmit distinct symbols at
the same time interval with the help of a Vertical-Bell Laboratories Layered Space-
Time (V-BLAST) transmission. Basically, in a general transmission, a single symbol

Fig. 1 Communication steps in CMIMO
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would be transmitted over the channel at each interval of time. But, in the case of
V-BLAST, each transmitting antenna transmits its own independent coded substream
of data and the symbols or data are grouped into frames. Finally, in the third step, the
nodes at the receiving end communicate cooperatively by exchanging the received
information or messages. This is done in order to decode the received symbol.

The rest of this paper is organized as follows. In Sect. 2, related work relevant to
our work has been discussed. In Sect. 3, the proposed model is discussed which aims
in improving the lifetime of the network by introducing data transmission based on
event detection. Section 4 discussed the simulation results of this model. Finally,
Sect. 5 concludes the paper along with an insight on directions and scope for future
work.

2 Related Work

Till date, an immense research has been done which aims at enhancing the perfor-
mance of WSN by implementing the concept of CMIMO. In this section, we have
discussed the models and algorithms which have been extended and applied to
cooperative-MIMO systems.

In [2], the authors have proposed an Event Clustering Routing Protocol (ECRPC)
for WSN, which modifies the clustering process based on the energy. The authors
have compared the energy requirement of the nodes in ECRPC with that of Adaptive
Routing Protocol with Energy-Efficiency and Event Clustering for WSN (ARPEES)
and it is found that ECRPC outperforms ARPEES.

Clustering is a technique that facilitates healthy cooperation among the nodes
of a WSN. Various clustering techniques such as Low Energy Adaptive Clustering
Hierarchy (LEACH) [3], Hybrid Energy-Efficient Distributed Clustering (HEED)
[4], and Threshold sensitive Energy-Efficient sensor Network (TEEN) [5] have been
proposed. Several variants of the LEACH protocol have also been proposed which
shows enhanced performance. The authors in [1] have proposed an improved version
of LEACH called as ….V-LEACH protocol, in which instead of choosing the CH
periodically, it selects vice CH during the selection of CH and saving a large amount
of energy. Dhankhar [3] has presented a detailed analysis of LEACH, LEACH C and
HEED protocol. Comparison between them is done in terms of cost of sensor nodes,
in order to determine the best energy saving routing protocol and has been concluded
that the performance of HEED is better compared to the other two. The authors in [4]
propose a model for cooperative multiple-input single-output (CMISO) scheme and
analyze the cluster lifetime by considering the transmission distances of each cluster.
Jain and Pachouri [5] have proposed an algorithm inwhich if a base station (BS) fails,
then a new BS is established with least computation cost by employing a LEACH
and Threshold sensitive Energy-Efficient sensor Network (TEEN) algorithm. Chen
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and Zhao [6] have proposed a greedy approach in order to maximize the network
lifetime by taking residual energy under consideration. They have developed amodel
which utilizes both channel state information and residual energy information.

The LEACH protocol operates into stages and each stage comprises of two phase:
setup phase and steady-state data transmission phase. In the setup phase, clusters are
organized in which the CH selection is done on a random basis. In steady-state data
transferral phase, each CH gathers the packets from its cluster members, aggregates
them, and then transmits the aggregated data to the BS. In Improved V-LEACH
protocol, there is an alternate CH which will work after the main CH has lost all
its energy and is dead. It considers minimum distance and maximum energy for the
selection of CH as well as the alternate CH. But, this protocol does not consider the
concept of performing aggregation on the redundant data generated from the closely
spaced sensor nodes.

To overcome the shortcomings of the non-cooperative-MIMO scheme such as
LEACH, Improved V-LEACH, there exists a need to propose a system which effec-
tively selects the CHs and improves the network lifetime by introducing the concept
of event detection with hard and soft thresholds during communication in network.
In our proposed protocol called the Event-driven data transmission Routing Protocol
(EDTRP), the CH is the central node (CN) whose selection is based on a parametric
approach which considers the parameters:

• Probability
• Residual energy.

The packet transmission to the sink is based on event detection. The node’s trans-
mitter is switched on only if the value of the sensed data is greater than the hard
threshold. The concept of hard and soft thresholds is discussed in detail in Sect. 3.
This restricts the transmission of unnecessary data which leads to energy savings.

3 Network Operation and the Energy Model
of the Proposed Protocol

3.1 Network Operation

The proposed model is based on event-driven data transmission scheme. As shown
in Fig. 2, 100 nodes are distributed randomly over an area of 100 m × 100 m. The
base station (BS) is located at the center of the network area.

The nodes are categorized based on their functionality. The CNs perform aggrega-
tion and also participates in the intercluster communication in addition to the sensing,
and the remaining nodes which perform the basic sensing operation are known as
the normal nodes (NN). The nodes are organized into clusters with each cluster
having a central node (CN). The CN selection is done on the basis of probability
and residual energy level. The cluster members are chosen based on the minimum
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Fig. 2 Wireless sensor network with 100 nodes and BS

distance between each normal node to CN. The number of bits sensed by each node
is denoted by “bdata”. All the nodes as well as the BS have a single antenna and both
the node as well as the BS are assumed to be static. The sensing parameter used in
this model is temperature.

The operation of the proposed scheme takes place into rounds. Each round consists
of CN selection, data gathering, data aggregation, data broadcasting, and data trans-
mission phase. The communication between the nodes as well as the BS is divided
into intracluster, intercluster, and longhaul communication phase.During intracluster
communication phase, after sensing an event, the data collected by the normal nodes
is shared among the cluster members and the nominated CNs perform aggregation.
During the intracluster communication phase, the sharing of data takes place only
with its cluster members. Now, if the distance of the CN to BS is within the threshold
distance, then only the data is communicated directly to the BS. But, if CNs are
located at a far distance from BS, then communication takes place cooperatively via
several CNs to the BS. This takes place during the intercluster communication.
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3.2 Energy Model

We have considered the energy model used in [2]. The energy consumption during
communication in wireless sensor network includes three parts: transmission, recep-
tion, and aggregation. The energy consumption for transmitting bdata bits is given by
Eq. (1):

ETrx(bdata, d) =
{

bdata × Eelec + bdata × E f s × d2, d < d0

bdata × Eelec + bdata × Emp × d4, d ≥ d0
(1)

The energy consumption during reception of bdata bits by CN is given by Eq. (2):

ERcx(bdata) = bdata × Eelec (2)

The amount of energy required byCN in order to aggregate the data in each cluster
is:

EDataAgg(bdata) = bdata × EDAgg (3)

Here,Eelec is the amount of energy demanded by sensor node to transmit or receive
per bit data, d0 is the threshold distance, EDAgg indicates the energy required for per
bit aggregation, Efs and Emp depend on the transmitter amplifier model used and d
is the distance between the transmitter and the receiver and they are related by the
following equation:

d0 = (Efs/Emp)
1/2 (4)

The probability equation considered for CN selection in the proposed model is
same as LEACH [3], which is given by (5):

T (n) =
{
p/((1 − p) × (r mod(1/p))), if neG

0, otherwise
(5)

In each round, all the nodes generate a random number between 0 and 1. All those
nodes having the maximum remaining energy level and generated number less than
the threshold values T (n) are elected as CN. After CN selection, the cluster formation
will be done on the basis of minimum distance between CN and normal nodes. Each
of the nodes is going to sense the event data continuously and store those data on
the memory of the sensor. The nodes having the sensing value greater than the hard
and soft threshold are only allowed to cooperatively transmit the data to CN and the
number of such nodes is denoted by nTh.
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Table 1 Simulation
parameters

Symbol Parameters Values

m*m Network field 100*100

bdata Data packet size 500 bytes

d0 Threshold distance 87.7058 m

p Probability of a node to become
CN

0.2

n Total number of nodes 100

BS location (50, 50)

Einitial Initial energy of sensor node 0.5 J

Eelec Energy dissipated per bit to run the
circuit

50 nJ/bit

Efs Propagation through free space 10 pJ/bit/m

Emp Propagation through multipath 0.0013 pJ/bit/m4

rmax Maximum number of rounds 7000

Hard Threshold—It is a threshold value for the sensed attribute, beyond which
NN only transmits data information to CN by turning on its transmitter, only if the
sensed value is in the range of interest.

Soft Threshold—This is a small variation in the value of the sensed attribute,
which activates the node to turn on its transmitter.

The other non-triggered nodes will remain in sleep mode. The CN aggregates the
data received by the triggered normal nodes of their cluster. Each of theCNbroadcasts
their residual energy, location information, and its identity among the nodes. The CN
whose location is closer to BS, further forwards the aggregated data to BS. But, if
the CN are located at a far distance, i.e., beyond the threshold distance defined in
Table 1, then communication to BS takes place via several CN. The shortest path
selection is done only after the formation of the CN and the same path will be used
for further event data communication. In this model, there is no need to wait for the
next transmission period.

4 Results and Discussion

The results obtained are based on the energymodel discussed in the previous section.
MATLAB (version 15.0) has been used as the simulation tool which provides an effi-
cient way to compare the performance of the network with LEACH and Improved
V-LEACH. The result obtained here depends upon certain parameters listed in
Table 1.
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Fig. 3 Comparison of alive nodes per rounds for different percentage of nTh

Basedon thediscussions of the previous section, the following results are obtained.
Lifetime of the proposed protocol is evaluated and is compared to that of LEACH
and Improved V-LEACH. Here, lifetime is defined in terms of number of rounds
till which half of the nodes becomes dead viz. also called as the half-lifetime of the
network. The total number of rounds till all the nodes become dead has also been
shown and compared graphically.

Figure 3 provides comparison of alive nodes per rounds for different percentages
of nTh. Figure 4 indicates comparison of dead nodes per rounds for different percent-
ages of nTh. The EDTRP model with nTh is 10% has the highest network lifetime
as compared to other two cases. In terms of half-lifetime, when nTh is 50% show
significant improvement of 12.7% over the case where nTh is 100%. But, nTh is 10%
shows an improvement of 29.93 and 15.30% when compared to the half-lifetime of
nTh is 100% and nTh is 50%. The case with nTh is 10% saves a large amount of energy
by eliminating the transmission from unwanted nodes.

Figures 5 and 6 provides the comparison of the proposedmodel (EDTRP)with nTh
is 10% to the existing non-cooperative-MIMO scheme (LEACH and Improved V-
LEACH). The above result indicates that the EDTRP model provides better lifetime
as compared to LEACH and Improved V-LEACH. The EDTRP model with nTh is
10% has the highest network lifetime as compared to all other cases.
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Fig. 4 Comparison of dead nodes per rounds for different percentages of nTh

In Table 2, we have compared the half-lifetime of EDTRP with nTh is 10% with
that of LEACH and Improved V-LEACH. And, it shows an improvement of 211 and
171.30% when compared to the half-lifetime of LEACH and Improved V-LEACH
respectively.

5 Conclusion and Future Work

In this paper, the lifetime of the proposed scheme has been compared to LEACH
and Improved V-LEACH. In EDTRP, only the sensor nodes which have significant
information after the preliminary phase of sensing are involved in the communi-
cation process. Thus, the proposed model supports an event-based packet selection
and transmission. From the above results, certain conclusion has been drawn. First,
he proposed a model which provides an improvement in the network lifetime as
compared to LEACH and Improved V-LEACH by incorporating event-based node
selection as well as residual energy and minimum distance criteria for selection of
the CN. Second, the EDTRPmodel with nTh equal to 10% has the maximum lifetime
compared to the other two cases with nTh 50% and 100%.
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The abovework can be extended to large network area. In a large network area, the
hard threshold value has to be set for each cluster separately since the event detected
in each part of a network has a significant difference. For smaller network area as
in EDTRP, only a single threshold value is considered which is same for the entire
network.
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Table 2 Improvement of
proposed scheme over
LEACH and improved
V-LEACH

Protocol Half-lifetime
(rounds)

All dead nodes
(rounds)

LEACH 1701 2098

Improved
V-LEACH

1950 3131

nTh = 100% 4072 4889

nTh = 50% 4589 6590

nTh = 10% 5291 6640
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Rapid Modeling of a Fast-Steering
Mirror Assembly from Time Response
Data

Mahua Pal, Dhiman Biswas, Anusree Das, Kumardeb Banerjee,
and Bivas Dam

Abstract A systematic approach for a rapid modeling of a fast-steering mirror
(FSM) assembly from its time response data is presented here. The FSM assembly
comes with integrated piezo-actuators and pick-off sensors for a two-axis tip-tilt
motion of the mirror. The step response data is acquired in a digital storage oscil-
loscope and analyzed to generate a mathematical model of the FSM assembly. The
modeling method is compared with results obtained by existing methods reported in
literature for its correctness. The frequency response of the model is then generated
inMATLAB and compared with the actual frequency response of the FSM assembly
to verify the correctness of the model.

Keywords Fast-steering mirror · Frequency response · Time response analysis ·
System modeling · Validation

1 Introduction

Two-axis FSM assemblies driven by piezo-actuators are used widely in laser beam
steering applications [1–4]. Design of an FSM controller for precise pointing of a
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laser beam in presence of atmospheric jitter requires an accurate mathematical model
of the FSM assembly. This paper proposes a rapid modeling of an FSM assembly by
driving the piezo-actuators by a low frequency square wave and acquiring angular
displacement of the mirror assembly from the integrated position pick-off sensors.
The input drive comes from an Arbitrary Waveform Generator from M/S Agilent
Technology; the response is acquired in a DSO from M/S GWINSTEK Inc.

Experimentally determined mathematical models of one-axis and two-axis FSM
assemblies are as documented in [5] and [6], respectively. Here, the fast-steering
mirrors are the heart of a Laser Jitter Control (LJC) test bed. Ignoring the negligible
cross-coupling between the two axes, the functional block diagram of the FSM
assembly is illustrated in Fig. 1.

The transfer function of the FSM and PSD is reported as:

GFSM(s) =
(

ω2
n

s2 + 2ξωns + ω2
n

)

GPSD(s) = 1

sτd + 1

The position sensing devices (PSDs) aremodeled as first-order systems to account
for the time lag τd in the command circuitry to the mirror and the detection circuitry.
As stated in [5], value for τd was determined by comparing the step response of the
experimental system to a simulated step response using the mathematical model, and
adjusting τd until the simulated and actual step responses matched.

The FSM model is thus characterized by a pair of complex conjugate poles
resulting in a damped oscillatory response. As reported in [5, 6], the transfer function
coefficients are determined from the frequency response of the combined FSM-PSD
modules.

The work reported in [7] uses the experimentally obtained frequency response
of the FSM module to obtain a MIMO linear time invariant model of the same
using subspace-basedmultivariable system identification algorithm [8].However, the
method is computationally intensive and not suitable for any fast modeling process.

Fig. 1 Block diagram of
two-axis FSM
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Another approach [9] proposes a linear least square estimator that uses the
frequency response data to estimate the system parameters. Once again the compu-
tational complexity involved does not make it suitable for any fast modeling
process.

The FSM module [10] with built-in piezo-actuators and integrated position pick-
off sensors reported in this work comes with a piezo-actuator driver from M/S
piezosystem jena [11]. Analysis of the time response data shows that the FSM
responsematcheswith those documented in [5] and [6].However, it encounters a dead
time that reduces the stability and limits the speed of response of the system. Instead
of adopting the computationally intensive system identification method described
in [8], a relatively simple method for parameter estimation of the FSM assembly
from time response data is presented in this paper. Existing modeling methods for
second-order systemswith dead time from their time reaction curves [12–14] are later
used to validate the model obtained by using the method proposed in this work. The
proposed algorithm can be embedded in the FSM controller unit for a fast in-system
modeling of the FSM assembly.

2 Experimental Setup

The experimental test bench comprising of an FSM assembly, piezo-driver (d-Drive),
and a laser source are mounted on an optical bread board shown in Fig. 2.

The test-bench components are:

Fig. 2 Experimental Setup



686 M. Pal et al.

2.1 Fast-Steering Mirror Assembly

A two-axis FSM of PSX x/2 series [10] is used in the experimental setup. It is char-
acterized by a maximum angular displacement of ±4 mrad and a resonant frequency
of 3500 Hz.

2.2 Digital Drive (D-Drive) Module

The FSM assembly is driven by a piezo-actuator digital drive module (d-Drive) from
M/S piezosystemjena [11] with in-built function generator, noise injector, digital PID
controller, a display module and a serial interface for PC connectivity. The d-Drive
has the MOD input and the MON output with special features mentioned below:

2.3 Modulation Input: MOD

The motion of the actuator can be remotely controlled using this input. The control
signal applied through the MOD input must be in the range of 0 to +10 V. In this
test procedure, signal from a function generator is used to feed the MOD input.

2.4 Monitor Output: MON

With a specific command, different signals can be taken out from the MON output.
The voltage range of the signal taken from MON is scaled to 0 to +10 and can be
monitored in an oscilloscope. In this test procedure, the signal from the integrated
pick-off sensor of the FSM is monitored.

2.5 Arbitrary Waveform Generator (AWG)

AnAWG,Agilent 33220A fromM/S Agilent Technology is used to generate the input
drive for the MOD input of the d-Drive unit.
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2.6 Digital Storage Oscilloscope (DSO)

A 70 MHz, two Gs/s, two-channel DSO, GDS-2072A from M/S GWINSTEK Inc is
used to acquire the response data from MON output of the d-Drive unit for storage
and analysis.

The FSM assembly is first driven by an unipolar square wave of amplitude 2 V
and frequencies 5 Hz, 10 Hz, and 15 Hz, respectively, to generate and acquire the
step response data. Later, it is driven by a sinusoid whose frequency is varied from
1 Hz to 1000 Hz, whence the frequency response is determined.

3 Modeling Methodology

To generate the time response data of the FSMassembly, we first program the d-Drive
to work in open-loop mode, thereby bypassing the in-built digital PID block. The
block diagram of the working setup is illustrated in Fig. 3.

From the acquired time response data in the DSO, we obtained the values of
dead time, peak voltage, and peak time using the on-screen cursors and from these
values, we calculate the system parameters (ξ andωn) of an equivalent under-damped
second-order system. The model so obtained is simulated in MATLAB and its step
response is compared with the actual response to check the correctness of the model.
The model data are then used to estimate the system parameters based on two-points
and three-points of the step response as reported in [13] and [14] to corroborate the
results obtained by our approach.

The actual open-loop frequency response is obtained by driving the FSMassembly
by a sinusoid whose frequency is varied from 1 to 1000 Hz, and acquiring the
angular tilt of the mirror position from the MON output of the d-Drive, and then
comparing it with drive input on the DSO for amplitude and phase measurement.
The acquired frequency response is again compared with the MATLAB generated
frequency response of the second-order mathematical model of the FSM for model
validation.

Fig. 3 Functional block diagram of the d-Drive setup
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4 System Identification

The time response performance indices (PIs) for a squarewave drive at three different
frequencies are listed in Table 1, for an x-axis drive. The y-axis drive yields an almost
identical result.

The time response plots stored for measuring of the PIs for a 15 Hz input drive
are illustrated in Figs. 4 and 5.

From the time response data, the model of the FSM assembly turns to be second-
order plus dead time system with a transfer function of:

Table 1 Time response data

Freq (Hz) Peak response
Vpp (Volt)

Steady-state
voltage
V ss(Volt)

Dead time td
(ms)

Peak time tp
(ms)

% Peak
overshoot %
Mp

5 2.32 2 0.53 2.45 16

10 2.32 2 0.53 2.45 16

15 2.32 2 0.53 2.45 16

Fig. 4 Open-loop FSM output with an input of 0–2 V square wave of freq. 15 Hz, in finding td
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Fig. 5 Open-loop FSM output with an input of 0–2 V square wave of freq. 15 Hz, in finding tp

Gcl(s) = Ke−τ s

(
ω2
n

s2 + 2ξωns + ω2
n

)
(1)

From the % peak overshoot data:

Mp = 100
Vpp − Vss

Vss
= 0.16 = e

−πξ√
1−ξ2 (2)

whence, the damping ratio is

ξ = 0.5 (3)

From Fig. 4, the dead time,

td = 0.53 ms (4)

As observed from Fig. 5,

tp + td = 3.08 ms (5)

Hence, the peak time is
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tp = 2.45 ms (6)

As tp = π

ωn(1−ξ 2)
1/2

we get

ωn = 1451 rad/sec (7)

The DC gain

K = Vss

Vin
= 1 (8)

Hence, the overall system transfer function takes the form:

GFSM(s) = (
e−0.00053s)( 2.1052 × 106

s2 + 1451s + 2.105 × 106

)

GFSM(s) = (
e−0.00053s

)( 14512

s2 + 1451s + 14512

)
(9)

Step response of the model as given in (9) is MATLAB platform gives a plot as
illustrated in Fig. 6. The parameters obtained from the plot are: dead time of 0.5 ms,
peak time of 2.5 m, and %peak overshoot of 16%. The model time response is a very
close match to the actual time response shown in Figs. 4 and 5.

Fig. 6 Model step response
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In line with [13] parameter estimation of any second-order model using two-
points or three-points of step response is tried out from the MATLAB generated
step response data of (9). The same parameters along with the dead time are also
estimated from the same response data using the method documented in [14].

4.1 Parameter Estimation Based onTwo- or Three-Point
of Step Response [13]

From the step response curve, we find t1, t5, t9 which are the time past the dead
time at which the step response attains 10%, 50%, and 90% of its final (steady-state)
value, respectively, for the first time. The dead time is taken to be 0.53 ms.

t9 = (2 − 0.53) = 1.47 ms (10)

t5 = (1.42 − 0.53) = 0.89 ms (11)

t1 = (0.866 − 0.53) = 0.336 ms (12)

Next, we calculate α and β which are both functions of damping ratio ξ:
For three-point method,

α = t9 − t1
t5

= f (ξ) = 1.2472 (13)

For two pont method, β = t9
t1

= f (ξ) = 4.375 (14)

The inverse correlations give ξ as functions of α and β as:
For three-points,

ξ = (
0.4646 × 10−8

)
e6.4075α + 0.605α − 0.2 = 0.55 (15)

For two-points,

ξ = 0.1354β + (
2.1586 × 10−4

)
e0.462β = 0.58 (16)

For three-points, the time constant T is found out by taking average of Tt1, Tt5,
Tt9 given as follows:

Tt1 = t1
0.0137ξ 2 + 0.07267ξ + 0.4445

= 6.87 × 10−4s (17)



692 M. Pal et al.

Tt5 = t3
0.03922ξ 2 + 1.09678ξ + 0.548

= 7.65 × 10−4s (18)

Tt9 = t9
−0.0469ξ 2 + 5ξ − 0.983

= 8.3 × 10−4s (19)

Hence,

T = 7.63 × 10−4s and ωn = 1

T
= 1310rad/s (20)

T . F3_pt = 1.71 × 106

s2 + 1441s + 1.7 × 106
e−0.00053 (21)

Similarly for two-point method, we obtain

Tt1 = t1
0.0137ξ 2 + 0.07267ξ + 0.445

= 6.84 × 10−4s (22)

Tt9 = t9
−0.0469ξ 2 + 5ξ − 0.983

= 7.73 × 10−4s (23)

Hence,

T = 7.28 × 10−4s and ωn = 1

T
= 1373 rad/s (24)

T . F2−pt = 1

T 2s2 + 2T ξs + 1
e−θs (25)

T . F2−pt = 1.89 × 106

s2 + 1593s + 1.89 × 106
e−0.00053 (26)

Estimated model parameters as shown in (21) and (26) are a near match of those
reported in (9).

4.2 Parameter Estimation Based on Two- or Three-Point
of Step Response [14]

From the step response curve, we find yp, the first peak, and get a direct estimate of
ξ using the formula:

ξ =
√

[ln(yp − 1)]2

π2 + [ln(yp − 1)]2
= 0.5 (27)
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It then computes the inflection point coordinates (yi, ti) and a second point (y2,
t2), where y2 and t2 are correlated to ξ as:

y2 = 1.8277 − 1.7652ξ + 0.6188ξ 2 (28)

t2 = 3.4752 − 1.3702ξ + 0.1930ξ 2 (29)

From these data, the three-points estimates of T and θ are:

T = 6.8259 × 10−4s and ωn = 1

T
= 1465rad/s (30)

θ = 0.532 ms (31)

The two-points method uses the points (yi, ti) and (yp, tp) and the corresponding
estimates are:

T = 7.0337 × 10−4s and ωn = 1

T
= 1421rad/s (32)

θ = 0.545 ms (33)

Estimated model parameters as given in (30–31) and (32–33) are even a closer
match of those reported in (9).

Table 2 gives a comparative list of the parameter estimates in line with methods
given in [13] and [14] and the method proposed in this work. However, our method
has a limitation that it cannot be applied for critically damped and over-damped
systems.

Table 2 Comparison list of
parameter estimates

Methods [13] ωn (rad/s) ξ θ (ms)

Two-points method 1373 0.58 –

Three-points method 1310 0.55 –

methods [14]

Two-points method 1421 0.5 0.545

Three-points method 1451 0.5 0.532

Our method 1451 0.5 0.53
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5 Model Validation

As discussed in the modeling methodology, we generate the model bode plot in
MATLAB and compare it with the bode plot generated from the actual frequency
response of the FSM assembly in x-axis.

The FSM assembly is driven by a fixed amplitude (0 to +2 V) sinusoid whose
frequency is varied from 1 to 1000 Hz and the steady-state output is compared with
that of the input in the DSO to ascertain the input to output amplitude ratio and phase
relationship. The amplitude ratio is then converted to dB, and along with the phase
information, are used to generate the bode plot (Fig. 7).

The −3 dB bandwidth (BW) for the actual response is 251 Hz and that for the
FSM model is 270 Hz.

To have a closer look at the magnitude and phase errors between the actual
response and FSM model response, the magnitude and phase errors are listed in
Table 3. It is observed that up to 100 Hz, the magnitude errors are within 0.5 dB;
however, the phase error gradually increases to about 6.5°. Since standard laser
beam steering loops aim at a BW of around 50 Hz, the FSM model obtained is a
good approximation of the actual FSM transfer function.

Fig. 7 Bode plots of FSM model and actual FSM unit
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Table 3 Error between
actual and model responses

Freq. (Hz) Magnitude error Phase error

10 0.5 0.8

20 0.0 1.3

30 0.1 2.9

40 0.0 3.8

50 0.1 4.7

60 0.1 5.4

70 0.2 6.0

80 0.2 6.4

90 0.1 6.5

100 0.0 6.5

175 1.4 6.7

180 1.4 6.1

182 1.3 5.8

185 1.5 5.4

190 1.6 4.6

195 1.6 3.9

200 1.7 3.1

300 1.7 2.3

500 0.9 7.0

700 1.2 21.8

900 2.7 26.5

1000 2.7 28.1

6 Conclusion

This paper presents a simple, fast, and accuratemethodology formodeling a two-axis
FSM assembly from its time response data. The transfer function parameters for the
FSM model and actual system closely match each other.

The magnitude and phase errors in frequency responses of the actual FSM and
its model at higher frequencies are due to the fact that we have identified the FSM
as a second-order plus dead time model. Fitment of a higher order module from the
frequency response data, as reported in [8], might have resulted in a more accurate
model of the FSM.However, keeping inmind the computational complexity involved
in the process and the control bandwidth requirement in typical laser beam steering
systems, the second-order plus dead time model obtained from the time response is
fairly accurate for designing the controller.
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RF Front-End Band-Pass Filters for GPS
Receiver

Prashant Kumar Singh, Rajesh Kumar Patjoshi, and Anjini Kumar Tiwary

Abstract The RF front end for Global Positioning System (GPS) receiver generally
composedof an antenna, band-passfilter, and lownoise amplifier (LNA).This chapter
illustrates the filter parameters and provides comprehensive review of GPS filter with
design methods. As the GPS system works on L-band frequencies, so it is difficult
to employ lumped or discrete components in the designing of the RF filters, due to
their inability to work in microwave frequency. So, these filters are realized by using
transmission line components. In this chapter, microstrip technology is used for the
realization of band-pass filter, which is good for low-power application as well as
the advantages like onboard integration with active component, easier fabrication,
and low cost. Full-wave EM simulators are used to validate the results of band-pass
filter structures.

Keywords GPS receiver · Band-pass filter ·Microstrip · Coupled line · Radial stub

1 Introduction

Today, Global Positioning System (GPS) became a vital part of our daily life, which
is used for location positioning and navigation. The Navigation Satellite Time and
Ranging (NAVSTAR) popularly known as GPS is a satellite-based system, which
provides the location and time information over the earth to the GPS receiver. Beside
the US-based GPS system, there are various satellite navigation systems operating
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around the globe and some are under development, such as Global Navigation Satel-
lite System (GLONASS, Russia), Galileo Positioning System (European Union),
BeiDou Navigation Satellite System (China), Quasi-Zenith Satellite System (QZSS,
Japan), and Indian Regional Navigation Satellite System (NAVIC, India) [1].

The GPS includes three segments, namely space, control, and user segments. The
space segment comprises of the orbiting GPS satellites in space, which transmits
the signals having the ranging and data information. These signals are received
and processed by the user segment (i.e., GPS receiver) for navigation, timing,
surveying, and other uses. Nowadays, a vast range of users like civilians, farmers,
scientists, pilots, surveyors, and the military are using GPS receivers. However, the
control segment looks on the monitor, command, and control of the GPS satellite
constellation.

The GPS satellites receive the signals from the command segment in S-band
frequency and transmit the navigational signals in L-band frequency. The GPS user
segment (GPS receiver) is designed to receive and process these L-band signals.
The ionospheric delay limits the use of lower frequency signals; however, rain (or
ice or fog) attenuation limits the use of higher frequencies. Hence, L-band signals
are preferred for the satellite navigation systems. The frequencies allocated for the
use of radio navigation satellite system in L-band are 1164–1300 MHz (lower L-
band) and 1559–1610 MHz (upper L-band) [2]. The lower L-band comprised of
L5 (1164–1189 MHz), L2 (1215–1239.6 MHz), E5 (1164–1215 MHz), E6 (1260–
1300 MHz), G3 (1189–1214 MHz), G2 (1237–1254 MHz), B2I (1179–1203 MHz),
and B3 (1256–1280 MHz). The upper L-band comprised of L1 (1567–1587 MHz),
E1 (1559–1591 MHz), G1 (1593–1610 MHz), and B1I (1553–1569 MHz). Out of
these, L1, L2, and L5 bands are allocated for GPS.

Each GPS satellite transmits data on two carrier frequencies at 1575.42MHz (L1)
and 1227.60 MHz (L2). The GPS L1 signal is used for the civilians; however, GPS
L2 signal is reserved for the military receivers. The modernized GPS signals include
three more civilian signals, namely L1C, L2C, and L5. The career frequency for L1C
and L2C signals are the same as is for L1 and L2, respectively. The difference is in
coding scheme. However, an extra carrier frequency at 1176.45 MHz is allotted for
L5 signal.

The GPS transmission at multiple bands needs multiband receiver at ground.
Nowadays, many of the systems like mobiles, vehicles, laptops have inbuilt GPS
receiver system in addition with many more different applications like GSM (Global
System forMobile Communication), GPRS (General Packet Radio Service),WLAN
(Wireless LAN), WIMAX (Worldwide Interoperability for Microwave Access),
Bluetooth. Even, the system combining the GPS and other navigational systems
like GLONASS constellations is advantageous [3] to cope with the difficulties found
due to the terrain variations (urban/mountainous areas), satellite visibility, interfer-
ence, etc. This discussion leads to the requirement of dual or multiband antenna and
filter at the receiver unit.

This chapter covers a detailed literature overviewof the single andmultibandband-
pass filter (BPF) for RF front-end of the GPS receiver. Initially, a fundamental GPS
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receiver architecture is discussed with its block diagram and components. Further,
microstrip BPFs for RF front-end is discussed followed by the filter parameters.

2 GPS Receiver

2.1 Receiver Architecture

With the escalation of technology, various receiver designs are developed for GPS
receivers. One of the basic receiver structural designs is shown in Fig. 1. Fundamental
GPS receiver comprised of antennas, RF front-end (low-noise amplifier (LNA), RF
Filter, andMixer), intermediate frequency (IF) section, demodulator,microcontroller,
power supply, memory, and data display.

The L-band signal transmitted from the GPS satellites reaches to the receiver end
with extremely low power. These signals are right-hand circular polarized (RHCP).
Accordingly, the receiver’s antennas must be capable to process these fainted signals
and also beRHCP. Theminiaturization,multiple bands, and reduction in higher-order
modes are essential for emerging and rapidly developing communication system. To
achieve these requirements, microstrip antenna [4, 5] is a good choice. After the
reception of the GPS signal through the antenna, these signals required amplification
as the available signal strength at the GNSS receiver is about 0.14µVpeak [2] buried
in noise. This needs amplification up to 1 V with minimum distortion, which can be
achieved by using LNA.

Even enhanced signal-to-noise ratio (SNR) is considered in receiver; however, the
in-band and out-of-band interferences deteriorate the receiver performance. The in-
band interference is due to the third-order harmonic of the high gain LNA. However,
the out-of-band interference is due to the second- or third-order harmonic of signals
of RADAR, cellular base stations, etc. Hence, low gain LNA is used after the antenna
to minimize the in-band interference; however, the out-of-band interference can be
rejected by using RF filter. There are two different plans to connect the RF filter in the

Fig. 1 Basic building block
of GPS receiver
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receiver unit. This filter may be connected before or after the LNA having different
pros and cons.

The RF filter connected before the LNA improves the selectivity of the receiver;
on the other hand, this configuration also increases the undesired noise figure. Filter
connected after LNA depicts good selectivity with less degradation in noise figure.
Further, the RF output from the filter will be mixed with locally generated signal
to down-convert the frequency in single or multiple stages. This mixing and down-
conversion are further explained in the next section. Thereafter baseband extraction
and data display are done through the demodulation and microcontroller units.

2.2 Superheterodyne Receiver

There are several receiver architectures available, out of which superheterodyne is
most common. The block diagram, shown in Fig. 2, depicts the working of a super-
heterodyne or superhet receiver. It works on the heterodyning (mixing) principle and
gives a superior performance compared to its counterparts like tuned radio frequency
receiver (TRF Receiver) which gives its name as superheterodyne receiver.

The tuned circuit picks up the desired band-pass signal centered on carrier
frequency f RF and outputs it to the mixer. A local oscillator, which generates a
signal of frequency f LO, is fed to the mixer along with the received signal (f RF) and
produces a set of different frequencies like f LO + f RF and f LO − f RF. However, the
choice of oscillator frequency has to be carefully taken as the intermediate frequency
(IF) at mixer’s output is pre-decided. There are two choices available for oscillator
frequency which are either f LO = f RF + f IF (preferred) or f LO = f RF − f IF. For
a received signal of frequency f RF, mixer produces two frequency components of
f IF and f IF + 2f RF. Of these, the signal of frequency f IF is passed and the higher
frequency is rejected by the IF filter. However, if an undesired signal at frequency
f RF + 2f IF is received and is passed through mixer, then it produces two signals at
f IF and 2f IF + 3f RF, where the filter will stop higher frequency and pass the lower
frequency leading to reception and processing of an unwanted signal. This interfer-
ence is called as adjacent channel interference (ACI), and the frequency f RF + 2fIF
is called image frequency. To get rid of the problem of image frequency, there is a
need of BPF centered at fRF, before the mixer stage to reject the image frequency.

The discrete or lumped inductor and capacitor cannot be used for the designing of
the above-said BPF, as above 1 GHz frequency, the component size becomes compa-
rable with the signal wavelength. Hence, these filters need distributed components

Fig. 2 Superheterodyne
receiver
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like waveguide and transmission lines. The filters designed for the microwave/RF
frequencies are known as microwave RF filters. The RF filters for GPS application
are discussed in the next section.

3 RF BPF for Front-End GPS Receiver

The applicability of BPF in receiver is already discussed in the last section. The
increasing demand of the handheld system requires the miniaturize components with
low cost and lightweight. The GPS receiver system comes into various forms like
solo GPS system, cell phone unit (multiple applications). This needs the designing
of single narrowband BPF as well as wideband or multiband BPF.

As the signal power available at the GPS receiver unit is very low, the components
used at the front-end should be low-power device. The microstrip technology gives
a better solution to overcome these limitations as is useful for low-power application
and provides onboard integration with active component, easier fabrication, and low
cost. To achieve above-said requirements, numerous design methods are proposed
[6–17].

The microstrip dual-mode BPF [6] is designed using rectangular ring resonator
coupled structure. The narrow pass-band region is controlled by coupling mecha-
nism; however, the out-of-band performance is improved by electronic band gap
(EBG) effect of the multiple defected ground structure (DGS). In order to improve
the selectivity and miniaturize, the size of the BPF for GPS receiver application, a
portion within the square patch resonator, is etched out [7]. This perturbation is used
to improve the selectivity of the filter by generating transmission zeros in stop-band
area. A dual-band band-pass filter [8] with low loss and compact size is devel-
oped for dual application GPS and wireless local area network (WLAN). This filter
utilizes diverse quarter-wave resonator with short at one end using via and open at
other end. In order to achieve compactness and good out-of-band performance, some
more configurations developed using stepped impedance resonators (SIR) [9–11] and
DGS structures [10]. Incorporating the GPS band few compact diplexers [13, 14]
is also investigated. Recently, an advanced multiband BPF [15] is developed using
the concentric resonators, which is also reconfigurable. A narrowband BPF [16] for
GPS receiver application is implemented using DGS resonator. The designed minia-
turized BPF rejects the second and third harmonics using stepped impedance DGS
resonator. In addition, open stubs are used for the improvement of rejection level and
widening of stop-band by creating two independently adjustable transmission zeros.
These band-pass filters with technology used, applications, operating frequencies,
fractional bandwidth (FBW), out-of-band region, and size is shown in Table 1.

Here, the design methods for two different planar BPF configurations [17, 18]
are discussed in details. The first BPF is designed using the concept of coupled
microstrip lines and J-inverter [17] for the operational frequency of 2.5 GHz with
1 GHz bandwidth. In this chapter, the same configuration is used for designing of the
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Table 1 Some GPS BPFs available in the literature

S. No. Operating frequency (GHz) FBW (%) Stop-band (GHz) Size (mm × mm)

[6] 2008 1.575 5.0 >4.8 –

[7] 2008 1.575 3.3 >2.4 19 × 19

[8] 2008 1.575/5.7 4/4 >8 25 × 14

9] 2009 1.575/2.4 6/3.8 >8 21.16 × 30.14

[10] 2010 1.57/2.4 3/7 >4.5 –

[11] 2011 1.57/5.35 3.2/2.9 >8 –

[12] 2012 1.59/1.82/2.44 6.6/4.4/3.8 >4.5 19 × 21.8

[13] 2013 1.575/5.8 6.35/3.45 >11 –

[14] 2015 1.575/2.4 4.4/3.5 >4.5 62 × 32

[15] 2018 1.2/1.5 (GPS) 4.5/9 (GPS) >3.5 30 × 18

[16] 2014 1.615 18 >5.5 33 × 27

[18] 2015 1.58 3.2 >11 16.7 × 17.5

BPF for GPS. However, the next discussed narrowband BPF configuration for GPS
application [18] utilizes the combination of high-pass section and low-pass section.

3.1 BPF Using Coupled Lines

The FR-4 substrate (thickness, h = 1.6 mm; dielectric constant, εr = 4.4; and loss
tangent, tan δ = 0.016) is chosen for this BPF configuration. The simulation is done
using IE3D software for the verification of the design.

The conventional asymmetric parallel-coupled line filter is shown in Fig. 3. Here,
the modified compact symmetrical coupled band-pass filter [17] configuration is
explained. The compactness is achieved by means of shifting the lower right half
portion of the conventional structure to the upper half right half as shown in Fig. 4.

The FBW of 15%, center frequency of 1.57 GHz, and pass-band ripple of 0.1 dB
are chosen specifications for the Chebyshev-type BPF design. Utilizing the concept

Fig. 3 Conventional
asymmetric parallel-coupled
line BPF

Fig. 4 Modified compact
symmetrical BPF [17]
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of J-inverter LPF prototype is transformed into BPF using Eq. (1–5).

J01
Y0

=
√

� × �

2 × g0 × g1
(1)

Jj, j+1

Y0

∣∣∣∣
j=1 to n−1

= � × �

2 × √
g j g j+1

(2)

Jn,n+1

Y0
=

√
� × �

2 × gn × gn+1
(3)

(Zoe) j, j+1

∣∣
j=0 to n

= 1

Y0

[
1 + Jj, j+1

Y0
+

(
Jj, j+1

Y0

)2
]

(4)

(Zoo) j, j+1

∣∣
j=0 to n

= 1

Y0

[
1 − Jj, j+1

Y0
+

(
Jj, j+1

Y0

)2
]

(5)

where Jj, j+1 and Y 0 are admittance inverter parameters and characteristic admittance
of input/output lines, respectively. The element values of Chebyshev low-pass proto-
type for the chosen specifications are g0 = g6 = 1.0, g1 = g5 = 1.1468, g2 = g4 =
1.3712 and g3 = 1.9750. Knowing the values of the even-mode (Zoe) and odd-mode
(Zoo) impedance of the strips (by using Eqs. (1–5)), the dimensions of the strip width
Wj, j+1 and gap sj, j+1 can be obtained from the given graph [19].

The correction factor dj, j+1 (0.165 h; h is the thickness of the substrate) is incor-
porated in the calculation of the length of the microstrip lines, which is quarter
wavelength at center frequency. The design parameters of the filter are shown in
Table 2. The simulation result of this filter is shown in Fig. 5. The simulations result
shows the band-pass region centered at 1.575 GHz frequency.

Table 2 Design parameters
of BPF shown in Fig. 4

J 0 1 2

Jj, j+1/Y0 0.4533 0.1879 0.1432

(Zoe)j, j+1 82.93 � 61.16 � 58.18 �

(Zoo)j, j+1 37.60 � 42.37 � 43.86 �

Wj, j+1 0.512 mm 0.688 mm 0.704 mm

sj, j+1 0.104 mm 0.32 mm 0.416 mm

dj, j+1 0.264 mm 0.264 mm 0.264 mm
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Fig. 5 S-parameter
characteristic of the modified
parallel-coupled BPF

3.2 BPF Using Shorted Stub

In this configuration, RT/Duroid RO5880 is used as the substrate material; however,
same IE3D simulator is used for the verification. The substrate used has the dielectric
constant of 2.2, height 1.57 mm, and the loss tangent 0.0009.

The conventional designs of the BPF aim for good in-band characteristics (pass-
band) and ultra-wide stop-band alongwith compact sizes. The use of parallel-coupled
resonators and coupled branch resonators for the implementation of BPF increases
the circuit size. In this section, a compact BPF is designed using a low-pass filter
(LPF) alongwith two short-circuited stubs embeddedwithin the 50µm line as shown
in Fig. 6. A radial stub loaded structure is used in order to improve the out-of-band
characteristic of the filter. The radial stub can be analyzed by a series combination
of inductor (Lr) and capacitor (Cr) given by:

Fig. 6 Compact BPF for GPS application



RF Front-End Band-Pass Filters for GPS Receiver 705

Table 3 Parameteric values
of BPF in Fig. 6

S. No. Parameters Length (mm)

1 ri 0.6

2 ro 8.5

3 w1 4.84

4 w2 0.4

5 lv 7

6 l2 2.42

7 l3 3

8 lh 0.8

9 s 0.3

Lr =
[
120πh

θr c

][
ln

ro
ri

]
(6)

Cr = θr r2oεeff
240πhc

(7)

where h = dielectric thickness, β = phase constant, θ r = Spanning angle of radial
stub, c = speed of light, εeff = effective dielectric constant, ri = inner radius of stub,
and ro = outer radius of radial stub, respectively. Initially, a LPF is designed using
radial stub loaded coupled line structure using the design equations [20–23] for θ r

= 135°. The dimensional parameters [18] are as shown in Table 3.
Further, some portions of the 50 µm transmission line are etched out and a short-

circuited transmission line implanted into the etched portion of on both sides of the
LPF section as shown in Fig. 6. This shorted transmission line (via) attenuates some
specific frequencies from DC to some frequencies of pass-band, which makes its
characteristic look like that of as band-pass filter.

The stop-band has been enhanced by positioning transmission zeros in the stop-
band while a transmission pole in pass-band allows its operation as a BPF with ultra-
wide stop-band. Figure 7 shows a narrowband BPF characteristic for GPS receiver
with 3 dB bandwidth (pass-band) from 1.559–1.610 GHz. This filter shows a very
good operability of up to 11 GHz.

4 Conclusion

In this chapter, initially GPS system is introduced. Further, after the discussion of
the applicability of microstrip filter in GPS receiver system, two different methods
of implementation of BPF for GPS are elaborated. The first design comprises of
parallel-coupled line and shows a wide pass-band bandwidth of 15%, and the second
configuration shows narrow pass-band of only 3.2%. Comparing the two configu-
rations each has their advantages and disadvantages. In terms of compactness and
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Fig. 7 S-parameter
characteristic of the BPF
shown in Fig. 6

wideband operability, obviously second configuration is better. However, the fabrica-
tion is much easier in case of the first configuration. A performance table of different
available BPFs for GPS receiver is compiled in Table 1.
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Comparative Study of Parameter
Estimation Methods for a Single Diode
PV Module

Kollu Ravindra and S. M. Sulthana

Abstract In recent years, deployment of solar photovoltaic generation units has
increased due to advancement in PV technologies and dwindling costs. Modeling
of a PV module is important to know the impact of a PV system both economically
and technically from maximum power point tracking perspective. A single diode
model is used which is accurate enough and simple to model PV module behavior.
In this work, meta-heuristic harmony search algorithm (HSA) is used to estimate
the PV module parameters under standard test conditions (STC). Comparison of
HSA-based extraction method with analytical and iterative-based Newton–Raphson,
Gauss Seidalmethods is done. Rootmean square error (RMSE) is used as an accuracy
indicator for the parameter extraction methods. Two mathematical models are used
to estimate parameters under varying irradiance and temperature conditions. Results
show that HSA-based extraction method accurately extracts parameters of a PV
module.

Keywords PV module · Parameter extraction · Harmony search algorithm

1 Introduction

Depleted fossil fuels, pollution due to fossil fuels burning and emissions led to
the increase in renewable energy sources-based generation worldwide. Solar PV
energy is being used extensively to serve the increased demand of electrical energy.
Photovoltaic (PV) generation is an important renewable source of energy in theworld
due to several merits such as

• Emission and pollution free
• Abundantly available with no cost on fuel
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• Less maintenance and related costs
• Feeding the loads locally there by reducing T&D losses
• Easy installation, no noise
• Unattended operation.

For evaluation of the performance, better understanding of the I-V and PV charac-
teristics is necessary. Therefore, for optimization of the PV system during planning,
accurate modeling is an important tool. This accurate modeling results in optimal
dimensioning of PV power plants maximizing benefits. The accurate modeling can
help in describing specifications for the power conditioning equipment [1]. Analyt-
ical method by Kishore [2] estimated single diodemodel parameters using simplified
equations, whose accuracy is questionable due to the assumptions made in simpli-
fying equations. Kashif et al. [3] used Newton–Raphson method to extract single
diode model parameters and Chatterjee et al. [4] used Gaussian iteration method
to extract parameters. Since the I-V equation is nonlinear finding explicit solutions
is difficult. Brano and Ciulla [5] used an analytical method based on generalized
reduced gradient for PV module parameter extraction. Kebir [6] provided a review
of various parameter extraction methods such as analytical, numerical and meta-
heuristic artificial bee colony (ABC) algorithm and concluded that ABC algorithm
convergence speed is fast and it accurately estimates the PV module parameters
compared to numerical and analytical methods. Shongwe and Hanif [7] compared
performance of iterative method and method-based maximum power point matching
for parameter extraction. It is shown that iterativemethod based onGaussian iteration
performs better than other methods. Also, five models are compared to account for
variation in irradiance and module temperature on PVmodule performance. Ishaque
and Salam [8] used differential evolution to extract single diode module parameters.

2 Problem Formulation

The objective of this work is to extract the parameters of a PV module accurately for
accurate modeling, simulation and control studies. Single diode and two diode-based
models commonly used to model a solar PV module. In this work, one diode-based
equivalent circuit model is used because it is simple and accurate. The basic circuit
of one diode model is shown in Fig. 1.

Where Iph is the solar photocurrent, Is corresponds to diode reverse saturation
current, Rp is the shunt resistance current, I output current, V is the PV module
output voltage, and Rs is the series resistance.

By connectingNs number of cells in series amodule is formed the I-Vcombination
of nonlinear equation acquired as

I = IPh − Is

{
exp

(
q(V + Rs ∗ I )

AKTNs

)
− 1

}
−

(
V + I ∗ Rs

Rp

)
(1)
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Fig. 1 Basic circuit of solar
module

where Is reverse saturation current of diode, q corresponds to electron charge (1.602
× 10−19 Coloumbs), A represents diode ideality factor, K is Boltzmann constant and
its value is (1.38 ×10−23 J/K), and T is temperature in Kelvins.

2.1 Analytical Method

Analytical method [2] is discussed in this section where five unknown parameters
of single diode model are extracted. These parameters can be found from points
depicted on the curve shown in Fig. 2.

By considering known points from the characteristic curve and substituting in (1)
and solving the following equations are written. Under open-circuit point condition
and short-circuit conditions (1) is rewritten as (2) and (3).

0 = Iph + Is .

(
exp

(
Voc

Vt . A

)
− 1

)
+ Voc

Rp
(2)

Isc = Iph + Is .

(
exp

(
Rs . Isc
Vt . A

)
− 1

)
+ Rs . Isc

Rp
(3)

Fig. 2 Characteristic
curve—analytical method
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Derivate of (1) with respect to V is taken and considering open-circuit condition,
below equation is obtained

dI

dV

∣∣∣∣
I=0

= −Is

(
1

Vt . A

(
1 + dI

dV

∣∣∣∣
I=0

Rs

)
exp

(
RsVoc

Vt . A

))
− 1

Rp

(
1 + dI

dV

∣∣∣∣
I=0

Rs

)

(4)

Under short-circuit condition, the equation is written as

dI

dV

∣∣∣∣
V=0

= −Is

(
1

Vt A

(
1 + dI

dV
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V=0

Rs

)
exp

(
Rs Isc
Vt . A

))
− 1

Rp

(
1 + dI

dV

∣∣∣∣
V=0

Rs

)

(5)

Since the derivate at maximum power point is zero, an equation is obtained as

− Imp

Vmp
= −Is

1

AVt

(
1 + Imp

Vmp
Rs Io exp

(
Vmp + ImpRs

Vt A

))
− 1

Rp

(
1 − Imp

Vmp
Rs

)
(6)

Making some approximations leads to simplified expressions which are given
below

Rs = Rso − AVt

Is

(
exp

(
− Voc

Vt . A

))
(7)

Rp = Rpo (8)

Iph = Is

(
exp

(
Rs . Isc
Vt . A

)
− 1

)
+ Isc

(
1 + Rs

Rp

)
(9)

Is =
(
Isc − Voc

Rp

)(
exp

(
− Voc

Vt . A

))
(10)

A =
(
Vmp + ImpRso

) − Voc

Vt

{
ln

(
Isc − Vmp

Rpo
− Imp

)
− ln

(
Isc − Voc

Rp

)
+ Imp(

Isc− Voc
Rpo

)
} (11)

where Rso and Rpo are series resistance and shunt resistance under open-circuit
conditions, respectively, Imp and Vmp are maximum current and maximum voltage,
respectively, and Vt is equal to KT/q.
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2.2 Newton–Raphson Method

Equation (1) is transcendent in nature, hence, iterative methods such as Newton–
Raphson method [3] is used to solve the equation and find parameters Iph, Is, A, Rs,
and Rp of the single diode model. The initial values for Iph, Is, A, and Rp are given
by (12) to (15)

Iph = (Rs + Rp)/Rp Isc (12)

Is =
Isc − Voc

Rp

exp

(
Voc
Vt
A
Ns

)
− 1

(13)

A = Kv − Voc
Tn

NsVtn

(
Ki
Iph

− 3
Tn

− Egap

kT 2
n

) (14)

Rp = Vmp
Vmp + ImpRs

Vmp Imp − Vmp Is exp

( Vmp+ImpRs
Vt
Ns
A

)
+ Vmp Is − Pmp

(15)

The flowchart of iterative N-R method is shown in Fig. 3.

2.3 Harmony Search Algorithm

HSA is inspired by natural musical process searching to get an intact harmony. This
step by step efficient search process uses a stumble search. The workflow for HSA
is as follows [9, 10].

Step 1: Formulate the objective function and identify decision variables subjected
along with boundary conditions for the variables. Specify the algorithm parameters,
viz. harmony memory size (HMS) or the numbers of solution vectors, the memory
consideration rate (HMCR), bandwidth (BW), the pitch adjusting rate (PAR), and
the maximum number of iterations required (itermax).

Minimise f (x)

Subject to xiL ≤ xi ≤ xiU (i = 1, 2, 3 . . . N ) (16)

where xiL and xiU correspond to minimum and maximum boundaries for decision
variables, respectively.

Minimization of RMSE [13] is chosen as objective in this work which is given by
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Fig. 3 Flowchart of N-R
method Start 

Input Voc, Isc, Vmp,Imp, 
Kv, Ki. Initialize Iph, 
Is,A,Rp and Rs (0.01 
Ω)

Error> 
tolerance 

End 
Yes 

No 

Solve (1) by N-R method 
.Error = abs(Pmaxc-Pmaxe) 

Rs=Rs+0.01 

RMSE =
√√√√(

1

N

) N∑
i=1

( fi (V, I, x))2 (17)

Objective function for single diode model is formulated using (1) where x is a
solution vector given by [Iph, Is, Rs, Rp, A].

f (V, I, x) =
(
I − Iph + Is

(
exp

(
q

(
V + (I Rs)

ANskT

))
− 1

)
+

(
V + (I Rs)

Rp

))

(18)

where N is the number of experimental I-V values.
Step 2: Initialization the harmony memory (HM) using the following equation:

x j
i = xiL + rand ∗ (xiU − xiL) j = 1, 2, . . . ,HMS (19)

where rand corresponds to a random number generated between 0 and 1.
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Each solution vector in HM is evaluated by finding the objective function value
(18). Sort the solution vectors in HM based on their ascending order of functional
values.

Step 3: In this step, a new harmony is improvised based on three norms: memory
deliberation, pitch adjustment, and randomgeneration. If r the randomnumber gener-
ated between 0 and 1 is lower than the HMCR, the decision variable xnewi is origi-
nated usingmemory deliberation; otherwise, xnewi is randomly generated. Then, pitch
adjustment for xnewi is done with a probability of PAR if it is originated usingmemory
deliberation which is shown below:

xnewi = xnewi + r ∗ bw (20)

Step 4: After originating xnewi , the harmony memory will be upgraded as follows.
If the fitness of the xnewi = (

xnew1 , xnew2 , . . . , xnewn

)
is superior to the worst vector in

memory, then replace it with the new harmony in HM. Otherwise, it is discarded.
Step 5: Replicate steps 3 and 4 for itermax number of times.

A. Models to account for variations in irradiance (G) and temperature (T )

Model 1 [11]:

Is = Isn

((
T

Tn

)3
)
exp

((
qEgap

nk

)(
1

Tn
− 1

T

))
(21)

Iph = (Iphn + KidT )

(
G

Gn

)
(22)

where Isn, Tn, and Iphn correspond to Is, T, and Iph values at STC condition.
Model 2 (proposed model):
In the proposed model, apart from variations in I and Iph are given by (21) and

(22), variations in Rp are also considered given by (23).

Rp = Vmp
(
Vmp + ImpRs

)
Vmp Iph − Vmp Is exp

(
Vmp+ImpRs

NsVt A

)
+ Vmp Is − Pmax

(23)

3 Results

With the aim of verifying the proposed method based on HSA for parameter extrac-
tion and models, KC200GT module [12] is used to evaluate and test whose param-
eters are given in Table 1. Analytical, Newton–Raphson and HSA-based extraction
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Table 1 Datasheet
parameters of KC200GT

Parameters KC200GT

Isc 8.21 A

Voc 32.9 V

Vmp 26.3 V

Imp 7.61 A

KI 0.00318 A/°C

KV −0.123 V/°C

Ns 54

methods are used to extract parameters of single diode model. Then, the extracted
parameters are used to plot the I-V curve for the PV module. The lower and upper
ranges of the five parameters chosen for the HSA-based extraction method are
tabulated in Table 2.

The comparison of current vs. voltage curves at STC obtained using analytical,
iterative, and meta-heuristic methods is shown in Fig. 4. Table 3 shows the RMSEs
calculated and parameters extracted from analytical, iterative, and meta-heuristic
methods. From Table 3, based on calculated RMSEs and parameters extracted by
using analytical, iterative, and meta-heuristic methods, it is concluded that proposed
method based on HSA (meta-heuristic technique) is the best method which gives
least error at STC.

Results with G = 1000 W/m2 and T = 50 °C:

Table 2 Upper and Lower
range of solar cell parameter

Parameters Lower range Upper range

Rs (�) 0 0.5

Rp (�) 0 500

Is (nA) 0 0.1

A 1 2

Iph (A) 0 10

Fig. 4 I-V characteristics of KC200GT at STC
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Table 3 Parameter extraction
of KC200GT using different
methods

Parameters Analytical N-R HSA

RMSE 0.560 0.2381 0.0215

Rs (�) 0.2278 0.309 0.25731799

Rp (�) 136 194.003059 196.02646

Io (A) 2.096e-9 2.1143e-09 0.7637e-009

A 1.075 1.075559 1.035175476

Iph (A) 8.22 8.223281 8.1809206

Table 4 Extracted
parameters and RMSE of
single diode model (1 and 2)
at S = 1 kW/m2, T = 50°C

Models HSA model 1 HSA model 2

RMSE 1.4573 1.3446

Rs (�) 0.25731799 0.25731799

Rp (�) 196.026460 49.1150

Io (A) 9.72482e-010 9.72482e-010

A 1.035175476 1.035175476

Iph (A) 8.260421 8.260421

As it is concluded in the previous section that HSA gives more accurate results
when compared to analytical and iterative N-R technique; hence, proposed model
2 and model 1 are used along with meta-heuristic technique HSA and results are
compared which are presented in Table 4. The I-V characteristics are shown in
Fig. 5.

A convergence characteristic of the algorithm is shown in Fig. 6.

Fig. 5 I-V characteristics of KC200GT with G = 1000 W/m2 and T = 50 °C
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Fig. 6 Convergence characteristic of HSA algorithm for parameter extraction

4 Conclusion

The work has been carried out to extract the parameters by using analytical, itera-
tive (N-R), and HSA (meta-heuristic)-based extraction techniques. From this work,
it is concluded that HSA is more accurate technique compared to analytical and
iterative techniques as the RMSE error between the simulated I-V curve and exper-
imental I-V curve is small. Proposed model accounting for variations in irradiance
and temperature leads to less RMSE error compared to the existing model.
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Estimation of MMW Attenuation in Dust
Storms Under Rayleigh Approximation

Swastika

Abstract It is found that frequency under Rayleigh approximation the scattering
cross section dominates over absorption cross section. It is clearly found that scat-
tering cross section, absorption cross section and extinction cross section increase
with increasing frequency. It is further observed that the loss due to scattering
and absorption increases with increasing frequency and decreases with increasing
visibility; this is corroborated with the fact that increasing visibility decreases the
number of particles present in the unit value of storm. It may therefore be concluded
that with the advent of communication engineering and due to enhance superiority
of millimeter wave over infrared. The millimeter wave has finite contribution in
communication engineering. It is imperative for us to investigate the other useful
characteristics of millimeter wave under adverse atmospheric condition which will
be considered as the milestone in the area of communication.
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Sand and dust causing attenuation is a problem in utilization of millimeter wave.
They arise problems in terrestrial and space communication. The signals get attenu-
ated when it passes through the medium which has precipitations as sand and dust
particles. These particles cause absorption of energy and also cause scattering of
energy out of beam which are two phenomena for attenuation.

2 Method

Absorbed energy gets converted into heat. Dust particles do oscillatory movement
as ions and energy will be radiated in all directions when it comes under the influ-
ence of incident wave. This causes attenuation which depends on size and particles
concentration. In terms of scattering and absorption cross section of a single particle,
the attenuation theory can be explained.

3 Scattering from Dust Particles

Here, scattered fields and incident fields are indicated as Esca Hsca and Einc H inc.
Total amplitude fields amplitude at some point on the surface of the sphere which
can be mentioned as

E = Einc + Esca

H = Hinc + Hsca (1)

If the problem is related with the energy flow, then Poynting vector must be used.
So only radial component of Poynting vector crosses sphere surface. The magnetic
and electric fields is indicated as H (θ, �) and E (θ, �) in spherical co-ordinate
system then the radial component of the average Poynting vector will be in radial
direction, the value of which may be given by

SR = 1
/
2Re

(
Eθ H

∗
�−E�H

∗
θ

)

SR = 1
/
2Re[

(
Eθ incH

∗
�inc−E�incHθ inc

)

+ (
EθscaH�sca − E�scaH

∗
θsca

)

+ (Eθ incH�sca + EθscaH�inc + E�incH ∗θsca −E�scaH∗�sca)] (2)
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From Eq. (2), the integral of first term on right-hand side of the equation is zero
as it gives the net flow of energy in incident plane wave, whereas second term when
integrated gives the total scattered power (Psca) out of incident wave. The third term
if integrated yields (−Pext), and the integral of (SR) yields the out flow of energy
from the sphere.

4 Absorption Cross Section

The ratio of total absorbed energy per second to the energy density of the incident
wave is defined as the absorption cross section, and it can be written as

σabs = −Re
∫ π

o

∫ 2π
o SR R2 sin θdθdφ

E2
o

2ηo

(3)

where ½ E2
o

ηo
is mean energy flow of incident wave per unit area.

5 Scattering Cross Section

It is defined as the ratio of the total scattered energy per second to the energy density
of incident wave. The total scattered power of spherical dust particle is given by

Psca = 1/2Re

π∫

o

2π∫

o

(EθscaHφsca − EφscaH
∗
θsca)

R2 sin θ dθ d� (4)

and scattering cross section σ sca is

σsca = 2π

K 2

∞∑

n=1

(2n + 1)|asn|2 + |bsn|2cm2 (5)

where asn and b
s
n indicate the amplitude of the field on the surface of the sphere which

are proportional to the amplitudes of the magnetic and electric multiples induced by
the incident wave.
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6 Extinction Cross Section

From Eq. (2), it is evident that to maintain the energy balance, third term of the
equation must be equal in magnitude of the sum of absorbed and scattered power.
Therefore,

Pext = Pabs + Psca

= −1
/
2Re

π∫

o

2π∫

o

Eθ incH
∗
φsca − EφincH

∗
θsca

+ EθscaH
∗
φinc − EφscaH

∗
θ inc)R

2 sin θdθdφ (6)

Similarly the extinction cross section may also be defined as

σext = Re
2π

K 2

∞∑

n=1

(2n + 1)(asn + bsn)cm
2 (7)

and the resulting value of asn and bsn can be written as

asn =≡ j
22nn!(n + 1)!X2n+1

(2n)!(2n + 1)μ 1n+μ2n+1

{
μ2 − μ1 − μ2{(n + 1) + (n + 3)m2} − μ1(n + 3) + (n + 1)m2

(2n + 2)(2n + 3)

}

bsn = j
22nn!(n + 1)!
(2n)!(2n + 1)!

X2n+1

μ1(n + 1) + μ2m2n
|μ1 − μ2|

− μ[(n + 1) + (n = 3)m2] − μ2m2[(n + 3) + (n + 1)m2]
(2n + 2)(2n + 3)

X2

In the above equation, X = 2πa/λ is a very small quantity as compared to unity,
and therefore, all the terms having X7 or higher power can be neglected. The final
expression for σ ext can be obtained as

σext = λ2

2π
x3(C1 + C2X

2 + C3X
3) (8)

where
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C1 = σε2

(ε1 + 2)2 + ε22

C2 = σ

5

ε2(7ε21 + 7ε22 − 4ε1 − 20)

[(ε1 + 2)2 + ε22]2

+ ε2

15
+ 5

3

ε2

2ε
1 + 3)2 + 4ε22

C3 = 4

3

(ε1 − 1)2(ε2 + 2)2 + ε22[2(ε1 − 1)(ε1 + 2) − 9] + ε42

[(ε1 + 2)2 + ε22]2

And ε = ε1 − j ε2
The derivation of Eq. (8) is based on the concept of Rayleigh scattering from

dielectric sphere where dust particle has been assumed to be a dielectric sphere with
small circumference. The method may be adopted to derive the expression for next
which will be similar to Eq. (8). The slab of particles, a model followed by Vande
Hulst and accordingly the forward scattering amplitude are written as [S(O, D)]
extinction cross section (σ ext) of dust particle is given by

σext = 4π

K 2
Re[S(O.D)]

where K = 2π

λ
(9)

The scattering amplitude S (O, D) can be defined as

S(O, D) = J X3(M1 + M2X
2 + M3X

3 + M4X
4 + M5X

5 + M6X
6 + M7X

7 . . .
)

(10)

where

M1 = m2 − 1

m2 + 2

M2 = M1

[
3

5

(
m2 − 2

m2 + 2

)
+ 1

30
(m2 + 2) + 1

6

(
m2 + 2

2m2 + 3

)]

M3 = − j
2

3
M2

1

M4 = M1

⎡

⎢
⎣

3

350

(
m6 + 20m4 − 200m2 + 200

)

(m2 + 2)2
+ 2

225

(m2 + 2)

(3m + 3)

⎤

⎥
⎦

+ 1

315
(m2 + 2)(m2 − 2) − 5

42

(
(m2 + 2)

(2m2 + 3)2

)

M5 = − j
4

5
M2

1

(
m2 − 2

m2 + 1

)
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andm= nr − jn1 is complex refracting index of the spherical particle which is related
to complex dielectric constant by the relation,

ε1 = n2r − n2i , ε2 = 2nrn; (11)

Neglecting the terms having X7 and higher power of X in Eq. (10), one has

S(O, D) = j X3M1 + j X5M2 + j X6M3 (12)

The real part of S (O, D) is given by

Re [S(O, D) = X3 Im(M1) + X5(M2) + X6 Im(M3) (13)

The imaginary partsM1,M2 and M3 are found to be

ImM1 = 3ε2
(ε1 + 2)2 + ε22

Im(M2) = 3

5

ε2(7ε22 + 7ε22 + 4ε1 − 20)

[(ε1 + 2)2 + ε22]2
+ ε2

30
+ 5

6

ε2

(2ε1 + 3)2 + 4ε22

and

Im(M3) = 2

3

(ε1 − 1)(ε1 + 2)2 + ε22[2(ε1 − 1)(ε1 + 2 − 9) + ε42

[(ε1 + 2)2 + ε22]2
(14)

Combining Eqs. (12), (13) and (14)

σext = 4π

K 2
X3 3ε2

(ε1 + 2)2 + ε22
+ X2 3

5

ε2(7ε21 + 7ε22 + 4ε1 − 20)

[(∈1 +2)2+ ∈2
2]2

+ 5

6

ε2

(2ε1 + 3)2 + 4ε22
+ ε2

15
+ X3 2

3
(15)

Solving Eq. (15)

σext = λ2

2π
x3(C1 + C2X

2 + C3X
3) (16)

where C1, C2 and C3 have the same values as in Eq. (8). It can be observed that the
value of extinction cross section (σ ext) obtained by using the concept of Rayleigh
scattering and Van de Hulst’s slab model gives the same value.
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7 Scattering Cross Section Based on Dipole Radiation
Concept

Apart from the two concepts discussed earlier, the evaluation of extinction cross
section (σ ext) can also be made using the dipole radiation concept. It is well known
that for a � λa the far zone scattered field from the dielectric sphere is the same as
that radiated by a small electric dipole of total strength P0. Thus, for such cases, a
spherical dust particle with a radius (a) much smaller than the wave length of incident
plane wave and characterized as a dielectric sphere with complex dielectric constant
� = �i – j �2 is considered. If the incident electric field is considered as E1 = E–jk

o e
x
0,

then uniform electric field over the extent of dust particle can be given by EOaZ . It
may be emphasized that polarization produced by uniform static field in dust particle
is same as would be produced in dielectric sphere. Therefore, the dipole polarization
P per unit volume in the sphere is obtained from the solution of Laplace equation
and is given by the relation.

P = 3

∣∣∣∣
ε − 1

ε + 2

∣∣∣∣εoEoaz (17)

The total dipole moment PO of dust particle is obtained as obtained as

Po = 4

3
πa3P

= 4πa3
(

ε − 1

ε + 2

)
εoEoaz (18)

Now the value of scattered field Ex of a dielectric sphere is attributed to the
radiation of small electric dipole Po; therefore, it will be imperative to obtain the
radiation field of a small dipole which as follow.

The vector potential A is given by

A = μo I dl
e− jkor

4πr
az (19)

Further in terms of components in spherical coordinates the vector potential A is
modified as

A = μo I dl

4πr
e− jkor (ar cos θ − aθ sin θ) (20)

Then, the electric field in terms of vector potential A can be found by the relation

E = − jωA + �� . A

jωμo ∈o
(21)
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Combining Eqs. (20) and (21), one has

E = j Zo I dl cos θ

2πko

(
jko
r2

+ 1

r3

)
e− jkor ar − j Zoldl

4πko

sin θ

(
k2o
r

+ jko
r2

+ 1

r3

)
e− jkoraθ (22)

Now for r larger than the wave length λO, Eq. (22) is modified to

E = j Zo I dl sin θe jkor ko
4πr

aθ (23)

It is observed from Eq. (23) that the current element ldl is equivalent to the time
derivative of the dipole moment such that

q = jl

ω
or Idl = − jωPo (24)

Thus Idl may be replaced by jωPO for the far zone radiated field. Thus, the far
zone scattered field (E) can be written as

Es = −ωZokoPo sin θe− jkor

4πr
aθ (25)

Since far zone-radiated field of small electric dipole is same as scattered pattern of
a small dielectric sphere, Eq. (25) must characterize the scattered field of a dielectric
sphere.

Now in sand and dust storms where the particles are in far zone of each other,
the far field approximation of the scattered field is valid. Therefore, Eq. (25) can be
utilized to obtain the scattered power of dust particles which are characterized as a
dielectric sphere. Hence, total scattered power (Ps) for dust particles can be obtained
by using Eq. (25) as

Ps = 1

2
γ 2
o

π∫

o

π∫

o

|Es |2r2 sin θdθdφ = ωk2o Zo|Po|2
12π

(26)

Substituting the value of PO from Eq. (18), (26) one has

Ps = 4π

3
a3(Koα)4γo|Eo|2

∣∣
∣∣
ε − 1

ε + 2

∣∣
∣∣

The scattering cross section (σ s) is defined as
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σs = Ps
P1

= Ps
1
2γo|Eo|2

= 8

3
πa2(koa)4

∣∣
∣∣
ε − 1

ε + 2)

∣∣
∣∣ (27)

where

P1 = 1

2
γo|Eo|2

In the similar fashion, the time average absorbed power is given by

Pa = 1

2
Re

a∫

o

2π∫

o

π∫

o

E J ∗
pr

2 sin θdφ = 2

3
πa3ReE J ∗
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Dividing Eq. (28) by incident power density, one can obtain the absorption cross
section as follows:

σa = Pa
P1

= 12πa2(koa)

∣∣∣∣
ε − 1

ε1 + 1

∣∣∣∣

2
ε2

(ε − 1)2 + ε22
(29)

Now, the extinction cross section (σ ext) which is the sumof scattering cross section
(σ s) and absorption cross section (σ a) can be given by

σext = σa + σs

= [8/3πa2(koa)4 + 12πa2(koa)
ε2

(ε1 − 1)2 + ε22
]
∣∣∣∣
ε − 1

ε + 2

∣∣∣∣

2

(30)

This extinction cross section can be utilized to quantify the attenuation of the
signal while propagating through the sand and dust storms.

8 Analytical Treatment of Attenuation

The millimeter wave gets attenuated if its medium contains dust and sand particles.
If N (a) da be the number of dust particles per unit volume of storm with radii in the
interval a to a + da. Let dust particle’s extinction cross section is σ ext, then the total
power removed from the wave with incident Poynting vector Sr by the dust particles
in volume element of unit cross-sectional area and thickness d is given as
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dSr
dl

= −Sr

∞∫

o

σextN (a)da (31)

If the integral in this equation is denoted by � which signifies the attenuation,

then

∞∫

o

σextN (a)da = α

and Eq. 7. (31) modifies to

dSr

dl
= −Srα (32)

Integrating Eq. (31), one gets.

Sr = Soe
− ∫

αdl

where S0 indicates the amplitude of incident Poynting vector. In general the dust
particles are never uniformly distributed over an extended region of storm. Therefore,
N (a) and (�) are the function of distance l along the path.When the particles are very
small in comparison to wave length as they are in sand and dust storms, it turns out
that the attenuation is directly proportional to concentration, irrespective of particle
size distribution. Therefore, the attenuation can be written as

α =
ω∫

o

σextN (a)da = Nσextnep/cm (33)

where mono-dispersed particle size distribution is assumed; i.e., all the particles are
of the same size. Also, it is assumed that there are no mutual interactions among the
particles due to their wide separations. Now combining Eqs. (16) and (33), one has
based on Rayleigh scattering

α = Nλ2

2π
X3(C1 + C2X

2 + C3X
3) (34)

The total volumeof particles in unit volumeof the storm is definedby the following
relation suggested by Samin and Ghobrial [9].

Volume of particles per unit volume of storm = 9.43x10−9

V r

Then number of spherical dust particles per unit volume of storm can be given by

N = 9.43x10−9

V r x 4π
3 a3

(35)
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where V = visibility in km. a = radius of the particle and γ = a constant = 1.07.
The value of attenuation can be obtained by combining Eqs. (34) and (35). Thus,

α = 9.43x10−9

V r 4π
3 a3

λ2

2π
X3(C1 + C2X

2 + C3X
3)Np/cm (36)

If the attenuation is taken in dB/km, then Eq. (36) will be modified to,

α = 4.34 × 9.43x10−9 × 3λ2X3

V γ × (4π)α3

(
C1 + C2X

2 + C3X
3
)
dB/km (37)

The value of attenuation based on the dipole radiation concept can also be obtained
by combining Eqs. (30), (33) and (35). The resulting equation is given by

α = 434x9.43 × 10−9 × 3

V γ × (4π)a3
8/3πa

2(koa)4

+ 12πa2(koa)
ε2

(ε1 − 1)2 + ε22

∣∣
∣∣
ε − 1

ε + 1

∣∣
∣∣dB/km (38)

9 Numerical Computation

Using Eqs. (3), (5) and (8), the values of σ ab, σ sca and next have been calculated based
on Rayleigh scattering as a function of particle size, permittivity and frequency. The
data thus obtained are shown in the formof graphs in Figs. 1. The data on various cross
sections based on dipole radiation concept, Eqs. (27), (29) and (30) are also shown
in these figures. Similarly, using Eqs. (37) and (38), the value of attenuation has been
calculated as a function of frequency and visibility for different sample (sand, silt
and clay). The calculated values are shown in the form of graphs in Figs. 1, 2 and 3.

10 Discussion of Results

In order to examine the variation of absorption cross section, scattering cross section
and extinction cross section with frequency calculations were made using Eqs. (3),
(5), (8), (27), (29) and (30) for sand, silt and clay which are supposed to be the main
constituents of the storms. The calculated data for σ abs, σ sca and next are shown in
Fig. 1a–c for different particle size of three constituents. It is observed that values
of various cross sections calculated from both the methods of analysis show a good
agreement.
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Fig. 1 Variation of cross
section with frequency

Fig. 2 Variation of cross
section with frequency

Some computational works are done to find the variation in attenuation with
respect to frequency, visibility and particle size and expressed it by using Eqs. (37)
and (38). The concept of Rayleigh scattering (a� λ) is used for developing equations
for estimating the attenuation. Fig. 2 shows the attenuation variation with frequency
for different visibilities; it is observed as frequency increases for given values of
visibility attenuation increases linearly.

The change in higher frequency is said to be due to deviation from the assumption
(a � λ) on which the Rayleigh scattering is being derived from. The emphasis is
given that particle’s scattering cross section depends (2�a/λ)4. At lower frequency
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Fig. 3 Variation of attenuation with frequency for different visibilities

that is at longer wavelength, scattering is very weak. This is supported from the data
shown in Fig. 1.

According to Rayleigh scattering theory, the particles radius is very much less
than the free wavelength. If frequency is increased, then the wavelength reduces.
Thus, at higher frequency, the radius of the particle may be comparable to free
space wave length and the back scattering cross section approaches the geometrical
cross section (�a2). This may cause enhanced back scattered power resulting into
significant increase in attenuation which has been observed in this paper. This is
further supported by the radiation concept in which the particles are supposed to
radiate as dipole when they are exposed to incident electromagnetic radiation. In
this case, the intensity of radiation from particle (dipole) depends directly on the
frequency of exciting field. Thus, the increase in frequency is found to increase the
scattered reduction on which ultimately enhances the overall loss of energy.
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Fig. 4 Variation of attenuation with visibility for different frequencies

So in general the attenuation due to sand and dust particle depends heavily in the
maximum particle radius, frequency The concept of Rayleigh scattering as well as
dipole radiation could be used to predict the loss due to attenuation at lower frequency
side the prediction will be associated with a large deviation due to inherent limitation
of the assumptions used in the Rayleigh scattering.
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Solar Power and Water Quality
Monitoring Using Wireless Sensor
Network with ZigBee

V. Leela Vathi and V. Aravind

Abstract Nowadays, renewable energy power generation is playing a main role
in which solar power is widely used. Maximum power point tracking controller
(MPPTC) improves the efficiency of solar power system. Providing better quality
drinking water to public is a challenge due to pollution in the ground water and
contamination even during distribution. Hence, water quality monitoring (WQM) is
required. This paper mainly concentrates on developing a flexible, reliable wireless
sensor network (WSN)-based WQM across a wireless sensor zone fed by MPPT-
controlled solar PV system.

Keywords MPPT ·WSN ·WQM

1 Introduction

Solar power prevents maintenance and is pollution free, but installation cost is high
[1], and a power conditioner is also required for load interface. MPPTC operation
[2] maximizes the output power, irrespective of irradiation, temperature, and load
characteristics.

WQM [7, 8, 10] is essential for the planet. It consists of spatially distributed
autonomous sensor to monitor water parameters [14, 15]. A survey on WQM is
given in [11, 12], WSN concept in [4, 8], and its application for real-time WQM is
considered in [3, 6, 9]. WSN based on PV energy harvesting system is given in [5].
The application of ZigBee is given in [13].

In Sect. 2, WSN technology is considered, and in Sect. 3, Zigbee technology is
explained. Section 4 demonstrates proposed block diagram of the system. Results
and discussions are given in Sect. 5. Conclusions are described in Sect. 6.
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Fig. 1 Structure of a sensor node

2 WSN Technology

The structure of WSN sensor node is shown in Fig. 1; it consists of base station,
Arduino microcontroller, a transceiver, and sensors for WQM. Power is supplied
from solar panels.

3 Zigbee Technology

Figure 2 shows the block diagram of ZigBee module and various layers of Zigbee.
It consists of three nodes: Routers, coordinators, and end device.

Fig. 2 Block diagram of ZigBee technology
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4 Proposed Block Diagram for Domestic Applications

The block diagram of sensor node fed by solar panel is as shown in Fig. 3, which
includes three sensors, Arduino microcontroller, solar power module and XBee
block. The data processed by the Arduino is transmitted through these modules
to coordinator [9] as given in Fig. 4.

Solar PV panel converts light energy available during sunlight into electrical
energy to charge the battery and also simultaneously supply voltage to the system.
When there is no sunlight, battery supplies voltage to the connected system. For
the sensing of solar panel voltage and current, battery voltage, current and system
voltages, and current sensors are used.

Fig. 3 Block diagram for MPPT solar charge controller and sensor node

Fig. 4 Block diagram of coordinator
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Fig. 5 Synchronous buck converter

Lead acid battery contains sulfur acid coagulated electrolyte so that it cannot spill
out. It is made of plates, lead, and lead oxide solution with 35% of sulfur acid to 65%
of water ratio.

Charge controller is used for limiting the rate of electric current that is added to
or drawn from the batteries. It is used from preventing overcharge and protecting
against over voltage as they reduce the battery performance and life span that leads
to risk and is also used for preventing deep discharging. MPPT algorithm is used to
match closely PV voltage with battery voltage.

The buck converter is a DC-DC converter used in power management. Figure 5
shows the block diagram of synchronous buck converter. MOSFET 1 conducts to
charge the inductor by transferring energy from the input. When the switch control
is off, MOSFET 2 switch turns on, and it provides a current path for the inductor
when discharging. MPPTC with buck-type DC-DC converter controlled by Arduino
microcontroller is used.

The pin diagram of AT mega328 microcontroller is shown in Fig. 6. XBee PRO
module and its pin diagram used for wireless transmission of data are shown in Fig. 7.

5 Results and Discussion

Figure 8 shows the MATLAB simulation results of the voltages of PV module,
inverter, LC filter, and transformer output.

Hardware configuration is illustrated in Figs. 9 and 10 shows the voltagewaveform
from solar panel and gate pulses to MOSFET is given in Fig. 11.

The energy collected from solar panels is stored in battery with the help of charge
controller. To use power from solar to domestic loads, inverter is necessary.



Solar Power and Water Quality Monitoring … 741

Fig. 6 Pin configuration of AT mega328 microcontroller

Fig. 7 XBee PRO module and its pin configuration

Transformer of 230v/12-0-12v is used in reverse connection to boost the voltage
to drive the loads and isolate the inverter circuit from load fluctuations.

Sensor nodes placed at different locations collect data and transmit to base station.
Figure 12 shows hardware setup of sensors. Figures 13 and 14 illustrate nodes placed
on overhead tanks.

Electrical conductivity, pH, and temperature values which represent the water
quality are displayed in the serial monitor. Figure 15 shows the values obtained at
one sensor node and data collected fromvarious nodes is transmitted through Internet.

After switching ON the power, sensors placed inside the water collect the data.
Data center receives the water quality data and processes the data.
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Fig. 8 Simulink waveforms of voltages at different units

Fig. 9 Hardware
configuration

Fig. 10 O/p voltage
waveform from solar panel
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Fig. 11 Gate pulses to
MOSFET

Fig. 12 Implementation of
sensor node

In the map view, two locations, Pragathi Nagar and Bachupally, are displayed
along with the water quality parameters as shown in Fig. 16. The obtained values
are compared with the minimum permissible values. If the values fall beyond the
permissible levels, water is not recommended for drinking. The values of water
quality parameters obtained in this work are approximately equal to values in the
literature [9], but the performance of the system is improved with solar MPPTC.

6 Conclusions

WSN is developed for WQM. Various water quality parameters are analyzed by
applying the above model. ZigBee technology is used for data transfer between base
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Fig. 13 Node1 placed on
overhead tank

Fig. 14 Node 2 placed on
overhead tank

station and sensor nodes. Power to the system is supplied from solar power module
through MPPTC. Inverter circuit and transformers are used to give supply to AC
appliances. It is useful for domestic and agriculture applications.
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Fig. 15 Arduino IDE serial monitor

Fig. 16 GUI Web page
displaying real-time data

References

1. Trishan E, Patrick LC (2007) Comparison of photovoltaic array maximum power point
techniques. IEEE Trans Energy Convers 22(2):439–449

2. Anshul G, Srinivas NVNS (2010) Implementation of MPPT solar charge controller with power
Psoc. J Cypress Perform Document No. 001–54121, 1–14

3. Menon KAU, Divya P, Ramesh MV (2012) Wireless sensor network for river water
quality monitoring in India. In: 2012 IEEE third international conference on computing,
communication and networking technologies (ICCCNT’12), Coimbatore, pp 1–7

4. Amruta MK, Satish MT (2013) Solar powered water quality monitoring system using wire-
less sensor network. In: 2013 IEEE international mutli-conference on automation, computing,
communication, control and compressed sensing (iMac4s), Kottayam, pp 281–285

5. Li Y, Shi R (2015) An intelligent solar energy-harvesting system for wireless sensor networks.
Springer EURASIP J Wireless Commun Netw 179:1–12

6. WongBP,KerkezB (2016)Real-time environmental sensor data: an application towater quality
using web services. Elsevier Environ Modell Software 84:505–517



746 V. Leela Vathi and V. Aravind

7. Malika Haroon, Szwilskib Anthony (2016) Towards monitoring the water quality using
hierarchal routing protocol for wireless sensor networks. Procedia Comput Sci 98:140–147

8. Kageyama T, Miura M, Maeda A, Mori A, Lee SS (2016) A wireless sensor network platform
for water quality monitoring. In: IEEE international conference on sensors, pp 1442–1444

9. SowmyaC,NaiduCD, PrasadR (2017) Implementation ofwireless sensor network for real time
overhead tank water quality monitoring. IEEE 7th international advance computing conference
(IACC), pp 546–551

10. Mane V, Medsinge P, Chavan A, Patil S (2017) Water quality measuring system using wireless
sensor network. Int Res J Eng Technol 4(2):1926–1930

11. Bokingkito Jr PB, Llantos OE (2017) Towards Monitoring the water quality using hierarchal
routing protocol for wireless sensor networks. Procedia Comput Sci 124:698–705

12. Pule M, Yahya A, Chuma J (2017) Wireless sensor networks: a survey on monitoring water
quality. J Appl Res Technol 15(6):562–570

13. Suryawanshi V, Khandekar PM (2018) Design and development of wireless sensor network
(WSN) for water quality Monitoring using Zigbee In: 2018 IEEE second international
conference on intelligent computing and control systems (ICICCS),Madurai, India, pp862–865

14. Srivastava S, Vaddadi S, Sadistap S (2018) Smartphone based system for water quality analysis.
Springer Appl Water Sci 8(130):1–13

15. Chen Y, Han D (2018) Water quality monitoring in smart city: a pilot project. Elsevier Autom
Constr 89:307–316



Designing and Implementing a Fully
Differential Amplifier Using Current
Conveyor of Third Generation

Pooja Gupta, Rajeev Kumar Ranjan, and Vijay Kumar Verma

Abstract The emerging current mode devices are being familiar because of their
absolute linearity and larger constant bandwidth as compared to the presently avail-
able voltagemode devices. This paper emphasizes the designing of a two-stage differ-
ential amplifier ofwhich the highgain stage constitutes a currentmirror converting the
differential current wisely to an output current which is single ended. The advantage
of having higher output impedances in filter with active current mode elements can
facilitate easier cascading of additional filters. These cascading on outputs of active
devices can indeed improve filter responses to a greater extend which is not possible
while using passive elements. The idea of designing a differential amplifier using
active current conveyor blocks is pronounced widely because of their low compo-
nent count, lower output impedances, higher input impedances, higher bandwidth,
gain, and accuracy. Moreover, this differential amplifier with current mode devices
exhibits greater reduced voltage excursion in sensitive nodes, lesser power usage,
better accuracy and bandwidths, lower harmonic distortions, and excellent phase
matching output gains. The simulations here are carried out using Cadence/PSpice.

Keywords Analog signal processing · Current conveyors · Voltage and current
source · Amplifier · CMOS device
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1 Introduction

The currentmode devices have paved itsway after the undoubted rule of voltagemode
circuits formore than four decades in designing and innovation of linear andnonlinear
circuits. Potential advantages of simpler circuitry, higher slew rates, inherently wider
bandwidths, and lower power consumptions have made the current mode circuits to
receive a considerable attention [1–3]. The operational transconductance amplifier,
the four-terminal floating nullor [4], and the current feedback operational amplifier
are popular realization of current mode devices employing current conveyors.

Moreover, the enhancements in analog circuit and systems are due to the
improving quality of the active elements. Recent years have shown tremen-
dous increase in the growth of electronically controllable active elements. Signal
processing applications have also foundmany advantages [3, 5–8]. The current mode
devices also exhibit single-parameter control of input resistances, voltage gains [9,
10], transconductance, and trans-resistance. A fully differential amplifier is basically
a balanced output difference amplifier which specializes in providing lower distor-
tions in output and higher voltage swing. These are widely employed in many of
the high-performing analog integrated circuits. These fully differential amplifiers
are seen to have various advantages over the amplifiers with single-ended outputs.
These amplifiers provide larger output voltage swing and are very less susceptible
to common mode noises.

The use of CCI was prevalent and then came the second-generation current
conveyor, namely the CCII where one of the input terminals named “Y” has high
input impedance, and this factor turned to be a disadvantage once the CCII was used
in an instrumentation amplifier to handle the differential signals. This disadvantage
overpowered the advantages of higher dynamic ranges, greater bandwidth, better
linearity, and lower power consumption with respect to the voltage mode counter-
parts [11, 12]. Most of the current conveyor applications were also limited because of
the use of current mirrors which have an inaccurate current following action which
was then resolved on introducing floating current source (FCS) [4]. Then came the
third-generation current conveyor (CCIII) [13] which was implemented much later
[13, 14] and this was again followed by controlled current conveyor III (CCCIII) for
realizing the floating resistance using the intrinsic resistance of the input X terminal
which is controlled by the DC bias current.

This paper is precisely organized into sectionwhere the second section emphasizes
on the prevailing literature and the studies accounting the proposed work. The third
section comprises of the proposed method and well describes the operation of these
circuits and the active devices. The fourth sectionof the paper discusses the simulation
results, parameters of the proposed design, and the performance of the proposed
approach. The last section well summarizes all the main results of this paper.
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2 Proposed Work

A CMOS-based differential current controlled CCII [15] can be easily integrated
conveniently as it comprises of CMOS transistors. But the CMOS translinear circuit
is difficult to fabricate and it has restricted practical applications [16]. The current
controlled differential voltage current conveyor (CCDVCC) can be used to fabricated
numerous analog circuits [17], which retain the benefits of electronic tunability and
availability of the differential signal at the input port.

Here, we try proposing a novel design of both current- and voltage-controlled
fully differential amplifier using third-generation current conveyors. Further, the
characteristics of this proposed design are studied and employed for implementing
differential amplifier using computer-based simulation software. These requests are
accomplished using either by using propelled advances or adapting newdesign proce-
dures [18]. These days the voltage buffers are integrated with differential amplifier
and flipped voltage follower [19] to achieve higher input impedance. Cascading of
differential amplifiers helps achieving a much higher gain.

In the research work done by [12, 20–23], both second- and third-generation
current conveyors were presented incorporating CMOS in translinear loop, and it
was optimized on the basis of static and dynamic operation. Herencsar et al. [24]
and Alaybeyoglu et al. [25] developed a novel application of gain-variable third-
generation current conveyor (GVCCIII) and Z-Copy current differencing buffered
amplifier (ZC-CDBA), respectively, using third-generation current conveyor, and
they further suggested designing of useful proposed active element in analog signal
processingbesides the other topologies in the literature [26].However, the researchers
recommend the design of filterswhich can operate at higher frequencies inmicrowave
range. Previous studies further suggested that the enhancement techniques have to
be developed to further increase the bandwidth, to reduce the output offset current
errors and static power dissipation by designing of low biasing currents, and to
operate in low supply voltages [27]. In this regard, the researcher attempts to design
and implement a fully differential amplifier in both current- and voltage-controlled
mode using current conveyors.

3 Current Conveyors and Its Three Generations

The “current conveyors” are one of the inventions that happened to be by chance, and
these have today benefited the electronic circuits and systems widely. As the history
prevails that in late sixties when A. S. Sedra working on the design of programmable
instruments under the supervision of Prof K. C. Smith, discovered a circuit which
couldprecisely convert voltage to current using abipolar transistors. This circuit again
was employed in designing of voltage-controlled waveform generator. However,
simultaneously they came up with the realization of a new three-port network which
was then termed as the “current conveyor.” It is basically a current follower which
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has a defined unity gain, along with the added advantage that here that the voltage at
one of the input terminals is even conveyed to the other input terminal. This invention
initially did not receive popularity but later on it was realized that the use of current
instead of voltage as active parameter finds better accuracy, higher usable gain,
and better bandwidth due to the reduction of voltage excursion at sensitive nodes.
Further, a lot many numbers of modifications and improvements were made to the
newly discovered current conveyor for bringing up new generations and variations.

The various generations of current conveyors, namely CCI, CCII, and CCIII are
being used for performing different applications like the oscillators, multifunction
and universal filters [17], in differentiators, integrators, and many more. The absence
of a dominant pole in low-frequency region makes its fundamental frequency limit
much higher [17]. This is again an added advantage over voltagemode. Subsequently
the designing of current mode devices encounters difficulties as the count of the
diode-connected transistors probably increases. Further the PMOS current mirrors
in the CC cannot be used directly because of the current following action which then
results in an extremelywide response in frequency [14]. Therefore, the research these
days focuses in improving techniques in order to achieve lesser power consumption
along with lower supply voltages and adaptable features of high frequency and slew
rate [28].

The basic third-generation current conveyor (CCIII) [16] is a current-sensing unit
in floating or grounded terminal. Later, a number of CCIII and its variants were
developed in the literature [29, 30]. A third-generation CC is typically represented
as (Fig. 1).

The matrix equation for an ideal third-generation current conveyor is

Fig. 1 Ideal third-generation current conveyor. Source Adopted from Feki and Masmoudi [23]

Fig. 2 Circuit configuration of the CCIII. Source Adopted from Ismail and Soliman [14]
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Fig. 3 CMOS implementation of CCIII
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Here, the positive Iz denotes the non-inverting CCIII+ and negative current Iz
denotes the inverting CCIII-, respectively, where the currents are all flowing into the
nodes. The port X and Y carries a negative current gain that enables the use of the
circuit as an integrated floating current-sensing device. The figure below shows the
circuit configuration of CCIII+. CCIII as shown in Fig. 3 can be obtained using the
same principle. The wider bandwidth and better performance of these implementa-
tions have made this new building block to be very demanding for many applications
[14] (Fig. 2).

3.1 Advantages of Third-Generation Current Conveyors

The advantages of CCIII include high linearity, low gain errors, and wider frequency
responses. Moreover, the cascading of CCIII is easier with other circuits because of
its high output impedance at the Z-terminal devoid of additional active elements. In
addition, the impedances at X and Y terminals of the CCIII are low. CCIII can be
used as input cell of probes and current-sensing units. They have shown significant
appearances in many applications as they can provide the current in the floating
terminal as well.

The third-generation current conveyor-based inductances and simulators are being
widely used in designing of current mode circuits like active filters and can be
used further in the realization of equivalent circuits. Furthermore, CMOS current
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conveyors are more suitable in many high-frequency applications with wide oper-
ating range and excellent frequency responses [14]. CCIII can be made to realize
equivalent biquad as well.

3.2 CMOS Implementation of CCIII

The figure below shows the CMOS implementation of CCIII.
All the transistors in the figure are biased in saturation region for precise circuit

operation. The performance of the circuit is adversely affected whenever there is a
decrease in the device threshold voltage and supply voltage of CMOS. This brings
into picture the reduced dynamic range, more low noise margins, and increased prop-
agation delay. This usefulness and simpler circuit make the incorporation of CMOS
current conveyors as an emerging class of effective performance analog circuit design
based upon current mode approaches. This study emphasizes the designing of fully
differential amplifier using third-generation conveyor, and the proposed designworks
toward increasing the gain–bandwidth product and reduction in power consumption
in analog circuit. Additionally, this paper deals with current conveyor-based design
criteria for the low power operational transconductance amplifier. Here, the CCIII is
used for the control on replacing the input bias current (Ibias). Cadence simulation
platform is used for the performance analysis on Microwind layout which shows the
high-frequency application of the proposed circuit.

3.3 Current and Voltage Mode Design

Attainment of high bandwidth and impedance levels can be achieved appropriately
by using current and voltagemode design in order to develop high performing analog
circuits. The proposed design of CCIII can be evaluated in terms of its performance
by calculating the current and voltage levels at each node. In order to achieve a better
signal-to-noise ratio, we need to use a higher supply voltage [31]. The parasitic
capacitance in transistors results in lower power consumption and improved speed
due to its charging and discharging mechanism at the nodes. This mechanism starts
once the supply voltage is distributed to the nodes. Many others like the log domain
filter and switched current filters can make use of this model. But anyhow this model
is not found to be useful in areas which require higher linearity. The current mode
operations need to be incorporated with linearization techniques to decrease the
nonlinearity introduced due to device mismatching and other phenomenas.

In order to obtain high performance in analog circuits, the current and voltage
mode design is an appropriate approach toward attaining high bandwidth and
impedance levels. The performance of the proposed FDACV-CCIII design is on the
basis of the voltage and current levels at every node that includes input and output
node. Commonly, the supply voltage is considered to be higher for attaining suitable
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signal-to-noise ratio (SNR) [31]. Also, the parasitic capacitance of the transistors
utilized is charged and then discharged once the supply voltage gets distributed to
the nodes, which decreases the power consumption and improves the speed. In this
manner, it is possible to obtain greater speed and lower power consumption in the
voltage and current mode approaches [32]. This model can be applied in switched
current filters, log domain filters and also in nonlinear current and voltage mode
circuits. However, in case of device mismatches, which leads to the nonlinear oper-
ation and generates distortion, they cannot be used in applications which require
high linearity. Hence, linearization technique is introduced in current mode oper-
ation to decrease the nonlinearity. Moreover, by this approach, voltage swing is
also not disturbed. These characteristics aid in possessing zero input impedance,
infinite output impedance, and a constant current gain. Also, the current amplifica-
tion will result in a high level of static power consumption; therefore, the current
gain of ideal current mode circuits is set to unity. This constant current gain up
to large frequency range enables current and voltage mode circuits to be used for
high-frequency applications.

The circuit proposed here is implemented using 0.45 nm CMOS technology.
Replacing the input bias current increases the gain–bandwidth product and reduces
the power consumption which is the basic need of today’s analog circuit. The
following figures illustrate the current mode and voltage mode current conveyor
implementation in CMOS, respectively (Figs. 4 and 5).

Fig. 4 Fully differential current mode current conveyor implementation in CMOS
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Fig. 5 Fully differential voltage mode current conveyor implementation in CMOS

3.4 Current and Voltage Mode Design

In this study, the design of fully differential amplifier in third-generation conveyor
is done, and the proposed design will increase gain–bandwidth product and reduce
power consumption in an analog circuit. In addition, this paper deals with current
conveyor-based design criteria for the low power operational transconductance
amplifier (current and voltage mode). Its transconductance has been controlled by
using third-generation current conveyor, replacing input bias current (Ibias). The
performance is obtained through Cadence simulations (circuit layout-DSCH2 and
Microwind3) which show the usability of the proposed circuit for high frequen-
cies. The proposed FDACV-CCIII circuit is implemented using 0.45 nm CMOS
technology. Replacing input bias current increases the gain–bandwidth product and
reduces power consumption which is the basic need of today’s analog circuit (Figs. 6
and 7).

The layout designs for proposed FDACV-CCIII are shown in Figs. 8 and 9. The
layout depicts the series connection ofCMOSdevices for input power supply applied.
Further, this layout design contains 19 CMOS transistors for cascade signal trans-
mission. The layout design is developed in the DSCH2 software, and further, it is
converted into Verilog file and implemented in the Microwind3 software. Perfor-
mance evaluation of the proposed FDACV-CCIII is carried out using the application
of Microwind3, and the determination of impedance levels, transfer characteristics
of current and voltage mode, evaluation of magnitude and bandwidth of the proposed
FDACV-CCIII are carried out.

The CCIII has a variable voltage gain by changing the resistors R and RL. The
voltage gain can be theoretically computed as:
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Fig. 6 Circuit for current
mode current conveyor

Fig. 7 Circuit for voltage
mode current conveyor

β = RL

R

Assuming that the output resistances of the transistors M15–M18 are equal to
Ro, the resistances seen at input and output terminals of the CCIII at mid-frequency
region can be found as follows:

RX = 1
ro13+ro19
ro13r19

+ gm15
ro
2 (gm13 + gm19)|

∼= 2

gm15ro(gm13 + gm19)
, (1)

RY = ro13ro19
ro13 + rO19

, (2)

RZ = ro10ro16
ro10 + rO16

, (3)

where roi and gmi are the output resistance and transconductance of the ith CMOS
transistor, respectively.
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Fig. 8 Transient response
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Fig. 8 (continued)

Fig. 9 Impedance at X over frequency

The current transfer characteristics are given by

β = gm3gm6gm7 + gm4gm5gm8

gm5gm6(gm3 + gm4)
∼= 1 (4)

if gm5 = gm7 and gm6 = gm8
The impedance level at Y node can be ensured by employing good biasing sources

showing high resistances as:

Zy =
(

ro1

1 + gm1ro1
+ Ribias1

)
||
(

ro2

1 + gm2ro2
+ Ribias2

)
∼= Ribias1

Ribias2
(5)
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Impedance level at port X,

Zx = 1

gm3 + gm4 + ro3+ro4
ro3ro4

∼= 1

gm3 + gm4
(6)

Impedance level at port Z is typically high, and it is given as,

Zz = ro7ro8

ro7 + ro8
(7)

The transconductance of the ith CMOS transistor can be obtained by the below
equation as follows:

gm = √
β ID (8)

where β denotes the current gain of the transistor and ID represents drain current.
The transconductance from drain to source for the transistor is represented by the

equation as follows,

gds = λID (9)

gmb = gmγ

K
(10)

In which λ denotes channel length modulation parameter and the drain current,
ID and K is given by

K = Vt − Vt0

γ
+ √

β ID,

in which Vt and Vt0 represent the voltage at time t and t0, respectively. Hence, the
impedance levels at the ports X, Y, and Z can be determined by Eqs. (5), (6), and (7).
Further, the transconductance of each terminal of each transistor can be determined
from Eqs. (8), (9), and (10). Additionally, the current transfer characteristics can be
evaluated using Eq. (4).

4 Experimental Results

This section covers the description of the parameters that are employed in the
proposed FDACV-CCIII. Further, the experimental results are conducted in Cadence
software by the implementation of 0.45 nm CMOS technology. The proposed model
is designed using DSCH2 software, and further, the design is converted into Verilog
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file, and the performance evaluation is carried out usingMicrowind3 simulation soft-
ware. Subsequently, the simulated results are depicted along with the interpretations
and analysis of the FDACV-CCIII’s performance.

4.1 Parameter Description

The following Table 1 lists down the description of the parameters utilized in the
design and implementation of the proposed FDACV-CCIII. This study made use of
suitable values for simulating the circuits in order to attain the optimal performance
and efficiency of the proposed FDACV-CCIII.

The results of the performance of proposed FDACV-CCIII are shown in Table 2,
which was simulated using Cadence. Aspect ratios of transistors are given in the
above table, and 0.45 nmCMOS technology process is employed. Considered supply
voltages are VDD = VSS = 1.25 V and IB is set to 200 mA. Current following action
of the CCIII at node X when the input voltage Y is probed from −1 V to 1 V is
obtained. It can be seen that the offset voltage at node X is less than 1 mV when Y
is grounded. Moreover, the proposed FDACV-CCIII operates in a saturation region,
and the transistors are operated at different threshold values. The obtained average
threshold voltage is found to be having negative value; hence, the insensitivity of
the circuit toward the varying threshold values can be interpreted. Since the drain
current (ID) values are higher, the minimum usable frequency can be obtained.

Table 1 Description of parameters

Description Variable Value

Technology used CMOS 0.45 nm

Channel width W 1.0 e−6

Channel length L 0.45e−7

Supply voltage VDD 1.25 V

Bias current IB 50µ

Oxide capacitance Cox 3.9

Voltage gain Av 0.55

Current gain AI 0.55

NMOS process transconductance parameter λn 0.02

PMOS process transconductance parameter λp 0.12

Transconductance parameter K1 0.4
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Table 2 Transistor aspect ratio specifications of proposed FDACV-CCIII

Trans Type Region Vgs (mV) Vds (mV) Vth (V) gm
(µS)

gds
(µS)

gmb
(µS)

Id (uA)

M0 n Sat 246.74 246.714 0.265 245.12 3.12 46.74 168

M1 p Sat −182.96 −1.069(V) −0.215 437.67 59.62 83.4 447.2

M2 n Sat 246.714 1.598(V) 0.2386 3500 643.47 671.6 32

M3 p Sat −471.842 −1.069(V) −0.4632 111.37 3.86 21.23 32.55

M4 p Sat −471.842 −471.842 −0.375 1300 516.48 245.64 4.4

M5 p Sat −182.968 −800.65 −0.201 243.21 18.41 46.37 146.9

M6 n Sat 446.454 129.073 0.54 1300 86.81 246.67 4.4

M7 n Sat 527.242 374.31 0.466 1300 86.81 780 4.4

M8 n Sat 446.454 446.454 0.31 1900 187.74 362 9.4

M9 p Sat −471.842 −471.842 −0.375 1300 516.48 245.64 4.4

M10 p Sat −182.968 −182.968 −0.1788 56.44 0.99 10.76 8.29

M11 p Sat −624.033 −306.652 −0.485 1900 1100 362.76 9.3

M12 p Sat −471.842 −624.773 −0.585 1500 714.05 288.82 5.9

M13 n Sat 415.777 415.777 0.308 1500 119.01 288.83 5.9

M14 n Sat 46.23672 663.924 0.0503 56.43 0.165 10.76 8.36

M15 p Sat −295.875 −295.875 −0.2775 253.04 19.93 48.25 162.8

M16 p Sat −289.66 −306.52 −0.271 243.24 18.42 46.38 167.69

M17 n Sat 446.454 530.527 0.4416 2100 221.86 394.35 11.9

M18 n Sat 246.109 246.109 0.2635 243.24 3.07 46.38 151.97

M19 n Sat 246.714 263.574 0.2649 253.04 3.32 48.25 166

4.2 Simulation Results

The performances of the proposed current conveyor circuits shown in the table are
simulated using PSpice. Transistors’ aspect ratios are given in the above and 0.45 nm
CMOS technology process is employed. Supply voltages are VDD = VSS = 1.25 V
and IB is set to 100 mA. Current following action of the CCIII at node X when the
input voltage Y is scanned from −1 to 1 V is obtained. It can be seen that the offset
voltage at node X when Y is grounded is less than 1 mV.

In order to prove the practical utility of all the proposed circuits, the
PSpice\Cadence simulations using the 0.45 nm CMOS process parameters are
performed. The supply voltages used are VDD = VSS = 1.25 V and VB = − 0.5 V.

Figure (a) depicts the transient responses of current at terminals, X, Y, and Z, and
Fig. (b) depicts the transient responses of currents at X, Y, Z, and Z- in current mode
current conveyor. Similarly, Fig. (c) represents the transient responses of currents at
terminals, X, Y, Z, and Z– , and Fig. (d) represents transient responses of voltages
at X, Y, Z, and Z– in voltage mode current conveyor. From the above graph, it can
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Table 3 Transient response of current and voltage mode

S. no. Configuration Variable Amplitude Frequency Voltage offset Phase shift

1 Current mode Vx 10 mV 10 kHz 0 0

Voltage mode

2 Current mode Vy 65 mV 10 kHz 13 mV 0

Voltage mode

3 Current mode Vz+ 70 mV 10 kHz 21 mV 0

Voltage mode

4 Current mode Vz− −94 mV 10 kHz −157 mV 180

Voltage mode

5 Current mode Ix 2 mA 10 kHz 3.2 mA 0

Voltage mode

6 Current mode Iy 2 mA 10 kHz −1.4 mA 180

Voltage mode

7 Current mode Iz+ 1 mA 10 kHz 0.4 mA 0

Voltage mode

8 Current mode Iz− 0.72 mA 10 kHz 7.29 mA 0

Voltage mode

be interpreted that the transient responses show steady-state behavior expect for the
phase shift in the voltages at X, Y, Z, and Z– (Table 3).

The transient analysis for both current and voltage mode circuits has been evalu-
ated by considering the sinusoidal input of 10 kHz frequency, and undistorted outputs
were obtained and validated in the below sections. While simulating at frequencies
higher than 10 kHz, the phase shift is found in the output. Hence, the actual range
of frequency is about 10 kHz. From the table, it can be interpreted that phase shift
of 180° is found in current mode at terminals Vz− and Iy. Moreover, the obtained
average voltage offset value is found to be zero (i.e., V IN = VOUT), in between the
input terminal and output terminals. From the transient response, the effectiveness
of the designed circuits can be interpreted.

4.3 Performance Evaluation of Impedance for Current Mode
Current Conveyor

The figures below depict the impedance levels of the current mode current conveyor
at ports X, Y, and Z, respectively. The obtained impedance levels at all the ports aided
in attaining higher gain for the transistors employed.Moreover, the varied impedance
levels facilitated to obtain the desired current following action. This feature helps the
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Fig. 10 Impedance at Y over frequency

Fig. 11 Impedance at Z over frequency

proposedFDACV-CCIII to be used in the development of applications like impedance
converter (Figs. 10 and 11).

4.4 Performance Evaluation of Impedance for Current Mode
Current Conveyor

The graphical plots of the impedance levels at the portsX, Y, and Z over frequency for
voltagemode current conveyor are presented in Figs. 12, 13, and 14, respectively. The
responses are found to be varying for the different input impedances. The responses
are found to either exponentially increase or linearly decrease and rarely does it tend
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Fig. 12 Impedance at X over frequency

Fig. 13 Impedance at Y over frequency

to touch zero. Table 4 briefly depicts the response of the impedance over frequency
response.

The impedance level at ports X, Y, and Z for the proposed FDACV-CCIII is shown
in Table 4. Impedance levels at all the ports of current conveyors play a significant
role in ascertaining its characteristics. The current mode experiences an exponential
increase or rapid decrease and voltage mode mostly experiences a flat response and
further tends to reach zero. The obtained low impedance levels facilitate in reducing
the total power consumption followed by low voltage swing. Moreover, in current
mode, higher impedance levels are obtained, which aid in implementing it within
many applications (Figs. 15, 16, 17, and 18).
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Fig. 14 Impedance at Z over frequency

Table 4 Impedance versus frequency response

S. no. Configuration Variable Description of performance

1 Current mode Impedance at X Exponentially increase
from 10 � at 10 kHz to
36 � at 12 GHz

Linearly decrease from
36 � at 12 GHz to 19.5 �

at 80 GHz

2 Voltage mode Exponentially increase from 980� to 1.3 K� at
1.5 GHz and linearly decrease to 75 � at 14 GHz
and exponentially increase to 800 � at 100 GHz

3 Current mode Impedance at Z Decreasing sigmoid from 257.65 K� at 10 kHz and
tending zero from 0.4 GHz

4 Voltage mode Flat 27 � till 0.4 GHz and from 1.5 GHz linearly
increase to 49 � at 5 Hz and nonlinearly decrease

5 Current mode Impedance at Y Flat 40 � from 10 kHz till 0.15 GHz with ripple
from 0.15 GHz to 15 GHz and rapidly decreases
linearly to zero at 100 GHz

6 Voltage mode Exponentially increase from 87 � and peak to 550 �

at 1.1 GHz and exponentially decrease back to 87 �

It can be interpreted from the plotted graphs that the proposed FDACV-CCIII with
the implementation of CMOS has the optimal current transfer accuracy when oper-
ated at a supply voltage of 2 V. The obtained voltage transfer accuracy is better than
conventional CCIII, which can be interpreted from the voltage and current transfer
characteristics. Moreover, the graph depicts that after a particular input voltage (Vx)
the output voltage becomes constant in current mode current conveyor and the same
characteristics are obtained in the voltage mode current conveyor.

The above Table 5 depicts the transfer characteristics of both current and voltage
mode current conveyors. In voltage mode, voltage exponentially increases from Vx
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Fig. 15 Voltage transfer characteristics between Vz and VX (current mode current conveyor)

Fig. 16 Current transfer characteristics between Iz and IX (current mode current conveyor)

= 0.01 with Vy = 0 and in current mode, current exponentially decreases with Ix =
−0.5 mA at Ix = 0. Hence, this approach obtains better and effective performance.

4.5 Voltages and Current Measurements

Above Table 6 depicts the magnitude and bandwidth obtained for both current mode
and voltagemode current conveyor and further frequency attributes are obtained. The
frequency response of the voltage gains Vz/Vx when the node X is terminated by Rx

is shown in Fig. 15. The voltage gains Vz/Vy when the node Z is terminated by Rz is
also presented. The attained frequency characteristics are shown for the cases when
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Fig. 17 Voltage transfer characteristics (voltage mode current conveyor)

Fig. 18 Current transfer characteristics (voltage mode current convey)

Table 5 Transfer characteristics

S. no. Configuration Variable Description of performance

1 Current mode Vz Vs Vx Vx < 0.466
(Vt)

Linearly
increasing

Vx > 0.466
(Vt)

Exponentially
decreasing

Voltage mode Exponentially increasing from Vx = 0.01 with Vy = 0

2 Current mode Iz Vs Ix Exponentially decreasing with Ix = −0.5 mA at Ix = 0

Voltage mode Exponentially increasing from Ix = 1.2 mA with Iy =
5.8 mA Ix < 1.2 mA, Iy = 0 approximately
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Table 6 Magnitude and bandwidth characteristics of the proposed model

S. no. Variable Parameter Current mode current
conveyor

Variable Voltage mode current
conveyor

Input is at X Input is at Y

1 Vz/Vx Magnitude 4.2 dB Vz/Vy 0.877 dB

bandwidth 900 MHz 1.35 GHz

2 Vz−/Vx Magnitude 6.67 dB Vz−/Vy −2.81 dB

bandwidth 900 MHz 1.65 GHz

3 Vy/Vx Magnitude 4.2 dB Vy/Vy −5.04 dB

bandwidth 900 MHz 1.51 GHz

4 Iz/Ix Magnitude −5.25 dB Iz/Iy 5.73 dB

bandwidth 9 GHz 122 MHz

the CCIII of Fig. 3b, c is used. The bandwidth extends beyond 800 MHz for the case
when the CCIII of Fig. 3c is used. It is clear that the bandwidth is not affected by an
increase in the gain, which is a main drawback in the op-amp-based architectures.
The improvement in the CCIII current bandwidth due to the absence of the PMOS
current mirror is clearly observed. Figure 9 shows the current Iy vs. Ix for the CCIII
circuit. It is seen the current following action between the nodes X and Y is excellent
over the wide current range.

The bandwidth of the input impedance at X terminal, Y terminal, and the Z output
terminal impedances of CCCIII were found to be 9 GHz for the current mode and
1.35GHz, 1.65GHz, 1.51GHz, 122MHz for voltagemode. The experimental results
show that the X and Y terminal input impedance is suitable for current following
action.

The above Table 7 depicts the comparison of the parameters of the proposed
FDACV-CIII with the suitable existing literature models. Through the comparison
results, it can be interpreted that the proposed FDACV-CCIII in both current and

Table 7 Comparison results of proposed model with existing models

Parameters Units Mita et al.
[33]

Madian et al.
[34]

Kumngern and
Khateb [35]

Proposed
FDACV-CCIII

CMOS
technology

(µm) 0.35 0.35 0.18 0.45

Power supply
(VDD, VSS)

(V) (1.5, −1.5) (0.75 V, −
0.75 V)

(0.5, −0.5) (1.25, −1.25)

No. of
transistors

(count) 23 22 11 19

Offset voltage
variation

(mV) −0.125 to
0.125

−0.3 to 0.3 −0.007 to 0.007 −157 to 13

Offset current
variation

(mA) −0.03 to
0.03

−0.17 to 0.2 −0.9 to 0.4 −1.4 to 7.29
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voltage mode performed effectively in terms of variations in offset voltage and offset
current, for the considered 0.45 nm CMOS technology.

5 Voltages and Current Measurements

The present study designed a circuit based on current and voltage mode fully differ-
ential amplifier using third-generation current conveyor (CCIII) to increase gain–
bandwidth and reduce the power. In this proposed design, transconductance was
regulated using CCIII with input bias current (Ibias) replacement that caused an
increase in gain–bandwidth.

The layout design of this proposed circuit has 19 transistors (CMOS) for the
cascade. Signal transmissions are designed using the DSCH2 software. Moreover,
the constructed layout designs are then converted into Verilog file, and the imple-
mentation is performed using 0.45 nm CMOS technology in Microwind3 software.
The performance evaluation of this proposed design including the magnitude and
bandwidth evaluation, current and voltage mode transfer characteristics, impedance
level determinations is done in this study. The experimental results of the proposed
design have the average magnitude 4.2 DB in current mode and 1.65 dB in voltage
modewith the higher frequency range of about 900MHz.Moreover, proposed design
achieves advantages such as high gain, lesser voltage exemption, high linearity, and
reduced power consumption. Hence, with these beneficial characteristics, it could be
used in biomedical applications as an instrumentational amplifier. Additionally, the
current conveyor realizations are more practical than the op-amp realizations which
made this developed design to be used in the IC configuration applications.

Hence, due to its capability of analyzing the complicated analog functions, current
mode circuits have the remarkable influences in the analog field including nonlinear
dynamics. However, there are only a few studies concentrating on this nonlinear
dynamics with the current conveyor. Therefore, it is necessary to focus on this area
in future to enhance the performance of the proposed design and to increase its
applications in the analog field.
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A New Adiabatic Multiplier
for Low-Power Application-Specific
Signal Processors and Estimation
of Performance Parameters

Samik Samanta, Rajat Mahapatra, and Ashis Kumar Mal

Abstract Complementary metal–oxide–semiconductor-based circuits are domi-
nating the device industry for more than decades. The designers have estimated that
the power performance of future generation systems will become very important and
crucial. Many approaches are already available which can be utilized to minimize the
dissipation of power. The approaches are reduction of supply voltage, minimization
of load capacitance and decreasing the switching activities. All the methods have
their drawbacks. A new classical method of decreasing power comes into play. This
is known as adiabatic or energy recovery logic. The principle of operation of this
logic depends on reversible computing. In arithmetic, multiplications always play
a vital role. Multipliers are used as the main component of various useful blocks.
The main arithmetic operations like discrete cosine transform, Fourier transform and
design of digital filters depend onmultipliers. In the present scope, we have presented
one adiabatic Vedic multiplier which has good power and delay efficiency.

Keywords Adiabatic · ECRL · PFAL · Vedic mathematics · CMOS · EDA

1 Introduction

Theoretical studies already proved that charge recovery in electronic systems can be
applied to low-power VLSI designs. The systems operate at substantially low power.
Circuit complexity and speed of operation are increasing day by day. This results
rise of silicon area, heat generation [1]. Designers are trying to minimize lifetime of
battery and supply voltage. But they are trying to improve packaging density. Very
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high temperature generation results gate dielectric breakdown, failure of silicon and
breakdown of gate dielectric.

If we reduce power supply voltage, we can achieve low power at the cost of
device breakdown.Therefore, somemethods are needed to reduce power and improve
functionality.

In adiabatic logic, half of the power submitted by power source is utilized and
transferred back and forth to the logic and power source required.

Multiplications are very useful operation in analog and digital signal processing.
The performance of multiplier is crucial. They are very important for 3D graphics
design, multimedia applications and algorithms of signal processing [2].

In the current work, we have used adiabatic logic or energy recovery logic to
design the Vedic multiplier, and the use of adiabatic Vedic multiplier shows more
than 80–90% of performance improvement.

2 Adiabatic Logic

Adiabatic is a thermodynamic term. In ideal adiabatic process, no energy transfers
and receives.

In VLSI, adiabatic technology is very important. Transfer of electric charge
happens between various nodes. Node switching activity is the basic parameter of
adiabatic process [3].

Adiabatic process is a low-power method. Charge recycling takes place here.
Recycling is done between source and logic. Recycling means here reuse of power
for node transitions. In this process, conventional sine wave-based power supply can
be used. But it is better to use trapezoidal power source for real and good adiabatic
operation [4]. In CMOS technology, clock supply and power supply are sent from
different buses [5, 6]. In adiabatic process-based circuit, a common bus is used for
power and clock supply.

Generally, CMOS-based circuits have major three losses of power. They are
dynamic, standby and DC power loss. Dynamic power dissipation contributes to
80% of total power dissipation [7]. By reducing the switching activities, we can
reduce the switching power. If we reduce the energy of signal to reduce system
power, it will modify the background noise. So reducing power by recycling method
and adopting adiabatic or energy recovery process is essential.

In adiabatic process, a current source which is constant is used. It is just opposite
of CMOS process where a constant voltage source is applied [8].

In Fig. 1, the basic adiabatic process is demonstrated.
Basically, there are two types of adiabatic logic circuits. Fully adiabatic logic

and semi adiabatic logic. In fully adiabatic logic, 100% charge has been recovered,
whereas in semi-adiabatic logic, less than 50% of charge has been recovered.

Pass-transistor adiabatic logic (PAL) is fully adiabatic logic. Positive feedback
adiabatic logic (PFAL) is the example of semi-adiabatic logic. All the systems have
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Fig. 1 CMOS logic

their effects on environment. Systems can never be isolated fromenvironment. There-
fore, 100% charge is impossible to recover. So, fully adiabatic logic circuits are very
hard to implement (Fig. 2).

2N2N2P is partial energy recovery logic. NMOS transistors are arranged in cross-
coupled mode. There is 2N2P latch. NMOS and PMOS transistors are used to avoid
the floating gate nodes [9].

In ECRL adiabatic logic, precharge and evaluation are performed simultaneously.
It replicates CVSL structure. Figure 3 shows the basic ECRL inverter.

PFAL is partial energy recovery logic. It has transmission gate (TG) like structure
[10]. It has cross-coupled structure [11]. It has lowest power dissipation among cross-
coupled adiabatic inverters. It builds the dual-rail network. It is driven by four-phase

Fig. 2 2N2N2P inverter
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Fig. 3 ECRL inverter

clock [12]. In Fig. 4, we have shown the basic PFAL inverter. Figure 4 shows basic
PFAL inverter.

Fig. 4 PFAL inverter
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Fig. 5 Vedic multiplier

3 Adiabatic Vedic Multiplier

“Vedic” word comes from “Veda.” Veda means the storehouse of knowledge. Vedic
mathematics is an ancient methodology. Vedic mathematics is literally vertical and
crosswise mathematics [13]. Here, concurrent additions are made of various partial
products. Right-hand digits (R.H.D) are taken and multiply this to get LSB. Now,
LSB of top number is multiplied with second bit of LSB of bottom number. Figure 5
shows the basic Vedic multiplier.

4 Simulation Results

Power dissipation of CMOS multiplier and adiabatic multiplier has been calculated
using VLSI EDA Tool. After power dissipation, we have calculated the delay and
energy saving factor. The major advantage of adiabatic logic-based multiplier is their
best behavior for lower generation of switching noise. In Vedic multiplier, switching
occurs with the minimum voltage drop across devices and node voltage changes very
slowly. To calculate the performance of adiabatic logic circuits, there is a parameter
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Table 1 Power dissipation
comparison of CMOS and
adiabatic multiplier

Frequency (MHz) CMOS multiplier
(µW)

Adiabatic vedic
multiplier (µW)

20 3.32 2.58

50 5.01 3.22

100 6.58 4.02

300 7.38 5.23

400 10.21 6.03

Table 2 Delay comparison
of CMOS and adiabatic
multiplier

Frequency (MHz) CMOS multiplier Adiabatic vedic
multiplier

20 2.72 µS 0.93 µS

50 2.81 µS 1.33 µS

100 3.18 µS 1.51 µS

300 4.18 µW 2.14 µW

400 6.03 µW 3.12 µW

called energy saving factor (ESF). Comparing the power of static CMOS and energy
recovery CMOS. ESF is the measure for how much energy is used in a static system
compared to an adiabatic system. ESF can be considered as efficiency of an adiabatic
system (Tables 1, 2 and 3; Fig. 6).

Table 3 ESF of multiplier Frequency (MHz) ESF (%)

20 34

50 47

100 48

300 51

400 52

Fig. 6 ESF estimation
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5 Conclusion

Generally, multipliers have large area, long latency and consume considerable power.
Fast multipliers are essential parts of digital signal processing systems. The speed of
multiplication operation is of great importance in digital signal processing as well
as in the general-purpose processors.

From the simulation results, it is found that adiabatic Vedic multiplier has less
power delay product than conventional CMOS multiplier. Vedic multipliers also
have good ESF characteristics in high frequencies. So, this type of multiplier is more
suitable for DSP, embedded and SOC architectures. Power delay product is the key
parameter to estimate the device performance. So, adiabatic Vedic multiplier-based
application devices are more suitable for low-power wearable and IOT applications.
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Smart Public Transport Using BT5

Kashyap Anup, Abhijith Nethi Satya Sai, Gambhir Shivam,
and R. K. Mugelan

Abstract In today’s world, time plays a major role in everyone’s life. The wastage
of time by waiting for a bus at a particular bus stop can be reduced by discovering
methods which help people to acquire information about public transport. People
using inner city public transport would want to know what bus stop they are in, what
buses come to the particular bus stop, when the bus arrives, the route it takes, when
it reaches the destination, etc. They would like to know the travel timings of the bus
both while waiting at the bus stop and also while traveling. So, it will be very useful if
a product is made which can be used to know all the information related to the bus. In
this work, a smart public transport information system usingBluetooth 5 is developed
which helps users to connect to the app very easily as it does not require an active
Internet connection. This is developed as a very reliable and a power-efficient system
using the latest technology Bluetooth 5. An IoT sensor kit named, Nordic Thingy 52
is the main component in this project. We implemented it in a way to connect the
city buses to users’ phones, which can process information in an interface they are
comfortable with. It is believed that the use of public transport will increase once
this product is released, because it solves many of the present problems which stop
people from using public transport.

Keywords IoT · Nordic Thingy 52 · Bluetooth 5 · Public transport information
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1 Introduction

The rapid development of cities and increase in their population has led to a serious
difficulty in commuting from one place to another within the city itself due to traffic.
Lately, government has brought a lot of awareness among people to use public trans-
port as it partly solves a very serious issue of traffic. Identifying this problem and
the need to attract more people toward the use of public transport, a product has
been developed which makes it much easier for users as they can get the information
regarding the bus and bus stops like where it is, the route it takes, etc. Instead of
waiting in a bus stop for several minutes not knowing whereabouts of the bus, this
app makes it much simpler for people, especially aged people to use public transport.
The main aim is to make it offline because it can be used in areas where there is no
Internet connection and to save battery in phones. For this purpose, we have used
Nordic Thingy 52 IoT sensor kit which operates on Bluetooth 5, one of the latest
wireless technologies present. This kit has a battery life of about 10 years when kept
idle which makes it very power efficient and easy to use.

The primary objective of this project is introduced as easy, convenient, user-
friendly and power-efficient solution in public transportation domain. Our approach
makes it easier for any public transport user to get the information he needs regarding
the bus, bus stops and bus routes in order for him to reach from source to destination
in a hassle-free manner. The traditional approach was to put up sign boards and
information posters in the bus stops. But in the current age of rapid digitization, the
information has moved from physical displays to Web sites and apps that the user
can access from wherever he/she is.

The novelty in our work is that, instead of waiting in a bus stop for several
minutes not knowing whereabouts of the bus, this app makes it much simpler for
people, especially aged people to use public transport. The main aim is to make it
offline because it can be used in areas where there is no Internet connection and to
save battery in phones. For this purpose, we have used Nordic Thingy 52 IoT sensor
kit which operates on Bluetooth 5, one of the latest wireless technologies present.
This kit has a battery life of up to 10 years (idle mode) which makes it very power
efficient and easy to use.

2 Literature Review

After a detailed study of related materials and papers, we have come across four of
such approaches which have been published in IEEE journals (Refer Table 1) that
aim to solve the problem that we set out to solve. The previously provided solutions
were as follows:
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Table 1 Comparison with previous works

1. A Smart Bus Tracking System Based on Location-Aware Services and QR Codes
[1].

This system uses a QR code that is placed at each bus stop. The user who arrives
at the bus stop scans the QR code and based on that they get the information of the
buses arriving there using Internet and the GPS data from the bus. This approach
needs cloud to gather location data from the buses and pass it on to the phone. The
disadvantage is the usage of Internet and the possibility of a situation where the QR
code is tampered at the bus stop.

2. Development of Bus Location System Using Smartphones [2].

This is the most frequently used approach where a network of buses is created over
the Internet with location data of all the buses. An algorithm is also included that
helps in estimating the possible delay of the buses.

3. Smart Bus Station-Passenger Information System [3].

This is an approach which is currently implemented in some cities. The location
data, instead of being sent to the phone will be sent to the mini-computers at the bus
stations, which will process the information and display it on a screen. This approach
adds more cost to the state for installation and may not be a viable solution in places
where there is no continuous electricity throughout the day.

4. Smart Public Transport System [4].

The approach used is very similar to the previous method, but this research article
focuses more on passenger and driver safety by monitoring the speed of the bus and
reporting if the bus is found to be over speeding.

After analyzing all these alternatives, we have concluded our findings in the form
of this table:

We observed that our work is around 40% similar to theirs in terms of information
display, smartphone app, live tracking, etc., but the unique selling point of our work
would be that we used BT5 and made it very user-friendly as there is no need to have
an Internet connection to use this app. We understood one of the problems of users
through our survey that they find Internet connection not feasible in remote areas
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where other apps fail to work. So, we addressed this vital issue and used Nordic
Thingy 52 IoT sensor kit which uses the latest technology BT5 which is very power
efficient.

3 Methodology

3.1 Project Description

In our approach for smart public transport system, beacons are mounted both on
the bus and also on the bus station. An app is created using the official Android
development IDE, Android Studio 3.3.1 which uses Bluetooth of the mobile phone
[5] to connect with these kits. For an instance, when a person waits at a bus stop, the
Thingy (proprietary name of an individual unit of the kit) mounted on the bus stop
connects to his mobile application via Bluetooth, and he will immediately be able
to know what all buses arrive at that particular bus stop and where they go. He will
also be notified as soon as he reaches his destination. We have implemented Google
Maps SDK for live tracking of the bus and also to know what all bus stops are on the
way from the users’ source to destination.

The novelty in our work is that, instead of waiting in a bus stop for several
minutes not knowing whereabouts of the bus, this app makes it much simpler for
people, especially aged people to use public transport. The main aim is to make it
offline because it can be used in areas where there is no Internet connection and to
save battery in phones. For this purpose, we have used Nordic Thingy 52 IoT sensor
kit which operates on Bluetooth 5, one of the latest wireless technologies present.
This kit has a battery life of up to 10 years (idle mode) which makes it very power
efficient and easy to use (Refer Fig. 1).

This digital approach has entered the market and is rapidly growing. Although the
currently available apps are very helpful, the main disadvantage is that, they need an

Fig. 1 System overview
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active Internet connection and GPS access in order to get the required information.
Both these features—mobile data and GPS are high power-consuming features on all
devices. A reliable Internet connection might also not be available everywhere and
hence a solution that works without these services is a unique and intuitive approach.
As a substitute for GPS and mobile data, our approach makes use of Bluetooth which
is relatively less power consuming. Our approach gives a more localized approach
rather than providing wide range of information. Hence, ensuring that, the user gets
the information that he needs.

3.2 Technical Specifications

The hardware and software aspects of our project are as follows:

3.2.1 Hardware

• Nordic Thingy 52 (IoT sensor kit)

The Nordic Thingy: 52 (nRF6936) is a compact multi-sensor, power-optimized
device designed to collect various types of environmental data. It is also a user-
friendly development platform designed to help you build IoT prototypes and demos
without the need to build hardware from scratch or write firmware. Thingy is built
around Nordic Semiconductor nRF52832 Bluetooth 5 SoC.

The Thingy comes with a 32-bit ARM Cortex-m4F CPU. It uses 512 kilobytes
of flash memory and 64 kilobytes of RAM and incorporates a Bluetooth low energy
radio. The kit also supports floating point instructions and digital signal processing
instructions. It is powered with a rechargeable lithium–ion polymer battery with a
capacity of 1440 mAh. The battery can be charged with USB.

Thingy can sense the quality of movement, orientation, temperature, moisture,
air pressure, light, color, and air. It can also play sound from its microphone through
its speaker and stream sound to the host. Thingy’s functionality can be configured
over-the-air via a Bluetooth API, making it possible to create demos and prototypes
without the Nordic Thingy: 52 programming itself.

• User’s Smartphone Device

We have specifically targeted the Android ecosystem, since it is popular, and remains
stable across all make and models of mobile phone hardware. The app that is built
for our project works across all hardware specifications of the phones. The app also
works on phones that do not have Bluetooth 5, as the app detects and works with a
lower Bluetooth standard seamlessly.
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3.2.2 Software

• Android Studio

Android studio is a popular IDE used for making applications for Android OS. Ever
since Android became popular, Google has worked to make this IDE better and
more user-friendly, to maintain their proprietary ecosystem (Google Play Store) and
its profitability. Since it is quite a student-friendly and requires Java, we also have
used it to improve the novelty of our project, and since we were more focused and
algorithm and UI, Android Studio helped us reach the final outcome of the project.

• Google Maps API

Google Maps is the most popular platform for using and developing apps with
geographicalmaps. In order tomake use ofGoogleMaps in the app, anAPI key needs
to be requested from Google [6]. The API key needs to be mentioned in the manifest
of the app in order to be able to make requests to the map’s platform. Google Maps
offers up to 25,000 requests per day for free and charges for requests exceeding that.
This loads the maps and enables us to use multiple functionalities such as zooming
into a particular location, adding a marker on the map, moving the marker to partic-
ular app, etc. Additionally, other APIs like places API, directions API [7] can be
integrated to get more features like requesting direction between two places, getting
to know the distance, time required, route, etc. We had to get the location of the
user by requesting the location from the Android system. An OnLocationChanged
() receiver was used in order to keep track of the user location which is constantly
changing when he is traveling in the bus.

• User End Android App

The app that we have used (Refer Fig. 2) is specifically designed to make commuting
by bus an easy task. Extremely friendly UI, coupled with a simplified algorithm,
makes even a complex process of boarding the bus easy, for a daily commuter.

For example, when we open our app, this is the splash screen:
The app is designed to work on phones as old as the ones running Android 5.0

Lollipop and above (API level 21+) which covers almost 95% of the phone currently
used around the world. Since the system requirements of the app are very less, it runs
smoothly of low-cost phones without any flaw.

3.3 Design Approach

The design approach that we have taken (Refer Fig. 3) to design our system has
been done all the way from the algorithmic level, and each step and process has been
carefully designed, keeping the UI and the overall user experience very friendly to



Smart Public Transport Using BT5 785

Fig. 2 Screenshot from the
app

the user. Our algorithm process seamlessly ensures that the user gets what he wants,
with the simplest UI design, while a more complex algorithm runs in the background
of the user’s phone.

The key elements in our design are:

1. User’s phone
2. IoT kit on bus
3. IoT kit on the bus stop.

While designing, we decided to have these set of features (based on our literature
survey that we have conducted):

1. The user should be as close as possible to our system, so we need an app.
2. App can use phone’s GPS easily.
3. We used the IoT kits as proximity beacons. This conserves energy.



786 K. Anup et al.

Fig. 3 Design flow

Our overall algorithm flowchart is:
The beacons are installed in buses and bus stops and are set to be discoverable

all the time. Each beacon is provided a unique name as an identifier to the bus stop
or bus. Considering only 10 characters are used, it gives the freedom of using up to
3 quadrillion buses and bus stops. The identifiers are assigned such that it is easy to
differentiate between buses and bus stops. For example, all the bus stop names have
the first character as a number, whereas the buses have a letter as the first character.
When the app is launched by the user the app will first enable Bluetooth [8], then
enable discovery mode and then will start looking of devices in range. If a device
is found with the identifier matching a bus stop, it stops looking for devices and
redirects the app to a new activity.

This new activity shows the user what bus stop he is at and other details pertaining
to that particular bus stop. It shows the available destinations in a selectable list. Once
he clicks on a particular destination, the app sets up a broadcast receiver again to get
the Bluetooth devices in range. It scans for every new Bluetooth devices that enters
the range and compares to the name to the identifier given to the buses that have the
route from the current bus stop location to the destination the user has chosen. Once
the device is found to be in range, the app notifies the user that the bus he has to get
onto has arrived and launches the Google Maps activity. The maps are initiated and
a marker is first set to the destination showing the user the place he has to reach. It
then starts listening to OnLocationChanged () listener and keeps updating the second
marker on the map that shows the current location of the phone.

The user now continues to get the live location and can see how long before he
reaches the destination. The app does not necessarily have to be open at this point
of time as the app is made to work in background as well. At the same time, another
broadcast receiver is set up in order to listen for Bluetooth device found action.
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Similar to the previous scans, the app matches the names of the Bluetooth devices in
range and looks for the identifier that is set to the bus stop. As soon as the bus stop
appears in the range of the bus, the app sends out a notification both on the screen
and an audio notification telling the user that the destination has arrived. Hence, to
summarize, the app first looks for the bus stop beacon, then looks for the bus beacon
based on the user choice and thereafter looks for the destination bus stop beacon.

3.4 Codes and Standards

Themain set of standards that apply to our project is the “BluetoothWirelessCommu-
nication Standard (IEEE 802.15.1)”. We are using the latest Bluetooth 5.0 wireless
communication standard. Although it commonly used for peripherals like wireless
keyboards, mice, game controllers, etc., it has found its application in smart home
and IoT applications. Bluetooth 5 has noticeable improvements to the Bluetooth low
energy specificationwhichwas introduced in the previous standard (Bluetooth 4.0) in
order to increase the energy efficiency of Bluetooth peripherals. It was used mainly
for wearable devices, beacons and other low energy device. The other benefits of
Bluetooth are its improved speed and great range enabling it to communicate over
greater distance when compared to the previous standards. Bluetooth 5 is claimed
to be having four times the range, twice the speed and eight times the broadcasting
capacity when compared to Bluetooth 4.0 all of which are applicable to the Bluetooth
low energy standard.

Bluetooth 5.0 support data transfer speeds of up to 2 Mbps and has a range of
around 800 feet (0.24 km). However, if there is no line of sight available, the range
reduces due to attenuation. With Bluetooth 5.0 devices have the freedom and can
prefer to have longer range or more speed. Since Bluetooth is a full protocol stack,
the bottom layer is the physical layer (PHY). Bluetooth 5 offers three variants to the
physical layer of the stack, namely LE 1 M, Le2M and LE Coded (Refer Fig. 4).

LE 1 M which is actually low energy at 1 Ms/s, uses Gaussian frequency shift
keying is the old standard. LE 2M is a new variant introduced which supports double

Fig. 4 FSK modulation
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the data rate of LE 1 M. It is characterized by using double the symbol rate and
therefore uses two-level Gaussian frequency shift keying (GFSK) with a decrease in
the carrier frequency by a giver frequency deviation representing a binary zero and
an increase in the carrier frequency by a particular frequency deviation representing
a binary one (as shown in Fig. 4). It uses a frequency deviation of at least 370 kHz
to mitigate the inter-symbol interference that will be caused if higher symbol rates
are used at 185 kHz (the frequency deviation used in LE 1 M).

4 Results

As of now, we seem to get a linear desired output from our system. After running
multiple tests, the Nordic kits seem to show perfect required amount of signal
strength (which is configurable). Also, the pictures presented (Refer Fig. 5) are few
screenshots from the app (step by step).

Fig. 5 Screenshot from the app with Google Maps integration
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5 Conclusion

The approach has a very wide scope for development and can be scaled to work in
many other areas [9, 10]. This paper keeps road transport in mind, although the same
methodology can be extended to trains and metros. And also, it is possible to cater
all public transportation services through the same app making it very convenient
for the user as he will be having to install only one app in the place of two or three
apps. This also opens up wider range of features that can be included. For example,
if a person has to go from point A to point C, then the app could suggest him to take
metro to point B and then take a bus from point B to point C. These applications
when developed to work without Internet will be extremely effective.

One of the issues that we might come across is the possibility of someone
tampering the system. A Bluetooth device can be brought in range to imitate the
bus or bus stop beacon. This problem can be solved by using dynamic identifiers that
change over time. It can be set to change frequently and the new identifier can be
set through an algorithm based on the time at that moment again eliminating the use
of Internet. This adds a security layer to the product making sure that no one hacks
the system. Another further scope for this product is to integrate a ticketing option
which automatically deducts money or credits from a wallet. The payment method
must be encrypted with the latest standards for the system to be foolproof.
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GLAD Assisted In2O3 NW-TiO2
NW Heterostructure for Enhanced
UV-Vis Absorption
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Priyanka Choudhury, and Mitra Barun Sarkar

Abstract The experimental fabrication of highly ordered perpendicular TiO2 and
In2O3 nanowires (NW) on n-type silicon (Si) substrate has been reported in this paper.
The glancing angle deposition technique (GLAD) has been employed to synthesis
In2O3 NW-TiO2 NW heterostructure and ordinary TiO2 NW on n-Si substrate inside
e-beam evaporation chamber. An average of ~1.4 fold enhancement in absorption
at UV and visible spectra have been observed in case of hetero-structured In2O3

NW-TiO2 NW/TiO2 TF/n-Si compared to simple TiO2 NW/TiO2 TF/n-Si samples.
The main band gap transition in case of hetero-structure In2O3 NW-TiO2 NW has
been observed at ~3.3 eV and that in case of simple TiO2 NW has been observed at
~3.1 eV under open-air room temperature.
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Fig. 1 a Proposed structure of simple TiO2 NW. b Proposed hetero-structured In2O3 NW-TiO2
NW sample

1 Introduction

One dimensional (1-D) metal oxide nanostructures are the new emerging trend in
nanotechnology since they are the most frequent material on the earth due to their
specific shapes, chemical, physical properties and their composite structure [1]. One
of such prominent semiconductor material is indium oxide (In2O3) with wide band
gap (indirect band gap of 3.5–3.75 eV and direct band gap of 2.6 eV) have been
widely used due to their optical and electrical properties [2–6]. Further, nanocrys-
talline In2O3 material is very well known due to its potential for various applications
such as UV detector, gas sensor, photo-catalysts, deflectors, and electrolumines-
cent [7]. Whereas titanium dioxide (TiO2) is a transition metal oxide material which
demonstrates characteristics such as abundance, relatively inexpensive, nontoxic, and
impede to chemical reaction [8]. It is being accredited to be the appropriate technique
as a photocatalytic owing its strong oxidant property which can decompose recal-
citrant substrates and for being economic environment-friendly compared to other
conventional techniques [9]. Nanowire of oxide material is more useful due to the
fact that nanowire enhances good electrical, optical properties, and magnetic prop-
erties. TiO2 also exhibits photocatalytic activity under UV radiation, which depends
on its crystal structure, surface area, and size charge distribution.

In this report, a comparative study has been done for two distinct structures of
In2O3 NW-TiO2 NW/TiO2 TF/Si (n-type) and TiO2 NW/TiO2 TF/Si (n-type) which
has fabricated by GLAD assisted electron beam (e-beam) evaporation method and
subsequent improvement in absorption properties have been discussed in relation
to numerous sub-bandgap transitions due to their structural discrepancies. Band-
gap tailoring for such distinct structures has also been discussed elaborately. The
schematic diagram of the fabricated structure is depicted in Fig. 1a, b.

2 Experimental

Perpendicular deposition technique has been followed to fabricate two distinct
structures of hetero-structured In2O3 NW-TiO2 NW/TiO2 TF/n-Si and simple TiO2
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Fig. 2 Steps involved in the fabrication of sample

NW/TiO2 TF/n-Si as shown in Fig. 1a, b. Firstly, TiO2 thin film of 70 nm was
deposited over n-Si wafer with the help of e-beam evaporator at room temperature
and base pressure maintained at 1 × 10−5 mbar. After that TiO2 NWs of 200 nm
were synthesized using the GLAD technique with an appropriate GLAD angle and in
similar fashion In2O3 NWs of 200 nm was grown on top of 200 nm TiO2 NWs using
e-beam evaporation technique to fabricate In2O3 NW-TiO2 NW hetero-structure.
The deposition rate for both thin film (TF) and nanowire was kept 1.2 Ås−1.

Optical absorption experiments were observed separately in UV-Vis spectropho-
tometer (Lamda950, Perkin Elmer) for the wavelength lying between (300 and
700 nm) at room temperature. Subsequently, bandgap calculations for both NWs
structures have been done using the Tauc plot. The various steps involved in the
fabrication of the proposed sample structure are shown in Fig. 2.

3 Result and Discussion

The optical absorption measurement of hetero-structure In2O3 NW-TiO2 NW and
simple TiO2 NW was observed separately in UV-Vis region whose wavelength lies
between (300 and 700 nm) at room temperature and the result is shown in Fig. 3a.
Absorption enhancement of ~1.4 times below 370 nm is due to absorption of light
caused by excitation of an electron from the valence band to conduction band and
Fig. 3b shows (αhv)2 versus energy graph of hetero-structure In2O3 NW-TiO2 NW
and TiO2 NW where hv is photon energy and α shows absorption coefficient. The
main band transition for hetero-structure In2O3 NW-TiO2 NWwas obtained close to
the band gap of 3.3 eV. Similarly, the main direct band transition of TiO2 NW was
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obtained close to 3.1 eV [10–15]. A sub-band transition is also obtained for TiO2

NW at 2.7 eV due to the presence of Ti3+ and other dangling bonds and that for
hetero-structure In2O3 NW-TiO2 NW at 2.1 eV due to the presence of oxygen level
defects as well as shallow level defects which have been depicted in Fig. 3c.

[16–23] The uniqueness of this paper can be confirmed with the help of compar-
ison of the present work and the already reported work on some standard platform
(Tables 1, 2).

4 Conclusion

In conclusion, hetero-structured In2O3 NW-TiO2 NW has been successfully fabri-
cated by using GLAD technique and proliferation in absorption method has been
compared with the ordinary TiO2 NW structure. The absorption intensity has
increased in In2O3 NW-TiO2 NW hetero-structure compared to TiO2 NW at 365 nm.
An average of ~1.4 fold enhancement in absorption at UV and visible spectra
have been observed in case of hetero-structured In2O3 NW-TiO2 NW/TiO2 TF/n-Si
compared to simple TiO2 NW/TiO2 TF/n-Si samples. The main band gap transition
has been observed at ~3.3 eV in case of hetero-structured In2O3 NW-TiO2 NW and
at ~3.1 eV in case of simple TiO2 NW under open-air room temperature. Visible
spectra absorption has been increased at 590 nm due to the inclusion of shallow
level defect states. Hence, the proposed NW-based hetero-structure can be used for
efficient UV-Vis detection purposes.
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Diabetes Diagnosis Prediction Using
Ensemble Approach

Kavita Agrawal, G. Bhargav, and E. Spandana

Abstract Diabetes is considered as one of the most dangerous diseases in the world.
It may also aid in causing heart attacks, blindness, etc. So, instead of taking medica-
tion for a long time after it has occurred, it is better if we can predict its occurrence at
an early stage so as to prevent it. In this paper, we have used an ensemble approach
using multiple classifiers to predict the result. We have trained the dataset using a
number of classifiers. The dataset used in this paper is based on the parameters that
are likely to cause diabetes in India. We got accuracies of each model separately and
tried to achieve a better accuracy using the ensemble approach.

Keywords Support vector machine · Random forest · Confusion matrix · Naive
Bayes · Cross validation

1 Introduction

The number of people having diabetes is increasing day by day and has now become
a very commonly occurring disease. As diabetes affects various parts of the body
including heart, eyes, nerves, etc., it is important that it has to be predicted before
it can occur or at an early stage. Using decision support system, mining techniques,
big data analytics, and association rules helps the medical physicians to identify and
predict whether the patient will be affected by this acute disease or not at an early
stage itself. If diabetes is predicted correctly, then we can prevent the effects caused
by it by making required changes to our lifestyle.
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A lot ofmodels have been proposed using various classifiers taking either only one
or more than one together. Using ensemble models [1], one can increase the overall
accuracy by combining predictions of various individual classifiers. Decision tree,
KNN, Naïve Bayes, support vector machine, random forest [1] are examples of few
of the classifiers. Random forest is itself an ensemble of decision trees. Accuracies
can be calculated using the confusion matrix obtained for each classifier predictions.

Rest of paper is organized as follows: Section 2 describes about the related work
done in this area. Section 3 describes proposed method in detail. Section 4 deals with
implementation part. Experimental results and analysis are given in Sect. 5. Finally,
a conclusion of the work is given in Sect. 6.

2 Related Works

Several models have been proposed so far [1–4] for prediction of diabetesmellitus. In
the work of Panwar et al. [5], the classifier used is KNN classifier and the main focus
was on data preprocessing and supplying a clean data to the classifier for training
and testing. The dataset used in this was the Pima Indian diabetes dataset (PIDD)
obtained from UCI repository. It has nine attributes including the class label and 768
samples. The attributes available in this dataset are number of times pregnant, plasma
glucose concentration a 2 h in an oral glucose tolerance test, diastolic blood pressure
(mmHg), triceps skin fold thickness (mm), 2-h serum insulin (mu U/ml), body mass
index, diabetes pedigree function, age (years), class. Preprocessing was done and
then the classifier was used for prediction after training it. The dataset consists of
records of woman.

Kr et al. [6] used decision tree, Naïve Bayes and support vectormachine and found
individual accuracies. The decision tree was implemented using theWEKA tool, and
theNaïveBayes andSVMwere applied usingR-tool. SVMgave higher accuracy than
the others and the ensemble of these three gave an even better accuracy. Preprocessing
and fuzzification were done before deploying the classifiers. The dataset used in this
model is also the Pima Indian diabetes dataset with nine attributes and 768 records.

Joshi et al. [7] used an ensemble of random forest, KNN, J48 (decision tree) and
Naïve Bayes classifiers. A hybrid model was made using these classifiers which gave
a boost to the accuracy. The dataset used here is also the PIDD from UCI repository.
Missing values and duplicate data were first removed.

All the models discussed focussed their model, and based it on PIDD but in a
country like India, there are a number of other factors like lifestyle of a person and
his/her food habits that can also affect the occurrence of diabetes so our work is
basically focussed in this area and to collect a dataset that consists of these attribute
and then perform classification. Based on our study [8–12], there are a number of
other factors that can cause diabetes which are:

• Different cholesterol levels
• Low density lipo-protein
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• High density lipo-protein
• Systolic and diastolic pressure
• Previously occurred accidents or other injuries
• Alcohol consumption
• Stress/tension levels
• Poor or healthy diets
• Tobacco consumption.

We were able to obtain a dataset consisting of few of the above-mentioned factors
and then performed the classification and ensemble task on it. We used Python for
the classification and ensemble part and used a library present in Python called scikit
learn which consists of different classifier functions. These can be applied to the
dataset and the confusion matrix can be obtained and accuracy can be calculated.
Some of the algorithms are described belowwhich we are going to use in our dataset.

(i) Decision Tree: Dataset was applied in WEKA tool. Out of “N” classifiers in
the existing market, here three main classifiers are employed for the predic-
tion. Qualities of decision tree include easy interpretation and explanation.
Outliers are handled by the decision tree without having any trouble providing
the possible outcomes. Feature selection can be done using this classifier [5].
Dataset preparation is simple in this classifier. Non-relationship attributes will
affect the result.

(ii) Naive Bayes: Bayesian classification has got brilliant qualities. (i) Training the
dataset is enough to predict the result, (ii) it is in a semi-supervised learning too,
(iii) in the embarrassing situation, it can predict an optimal result and (iv) time
consuming compared to other new classifiers. Expert knowledge and intuition
are the inbuilt quality for the Bayes classifier.

(iii) Support Vector Machine: SVM has a machine learning classifier provides
always high accuracy results because of the linear and nonlinear segmentation.
Over-fitting can be handled very gently by this classification. Normally, the
classifier used in text mining, opinion mining and sentiment analysis. But in
the class of supervised learning, it always works better. Hence, N-dimensional
spaces were deployed to predict the accurate result up to 93%. A support
vector machine (SVM) is a supervised machine learning algorithm that can
be employed for both classification and regression purposes. SVMs are more
commonly used in classification problems and as such, this is what we will
focus on in this post. SVMs are based on the idea of finding a hyper-plane that
best divides a dataset into classes, as shown in the image below (Fig. 1).

Support vectors are the data points nearest to the hyper-plane, the points of a data
set that, if removed, would alter the position of the dividing hyper-plane. Because of
this, they can be considered the critical elements of a data set. The purpose behind
applying three classifiers for the same trained dataset is to check the real accuracy
of the recommendation. The type of applied methodologies called ensemble model.
The variation between the three classifiers is very low. Hence, the recommendation
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Fig. 1 Support vector
machine

has got a high result. SVM though was seen to give better accuracy when compared
to rest though the difference being less.

To check the real accuracy, three classifiers for the same trained dataset have been
considered. The type of appliedmethodologies called ensemblemodel. The variation
between the three classifiers is very low. Hence, the recommendation has got a high
result. We recommended medicine and their dosage. The disadvantage is many new
classifiers are there which can be used in the ensemble model to give even better
accuracy.

(iv) Random forest (RF): It is a popular and adaptable algorithm used in ensemble
technique. It is the best and popular machine learning algorithm in the concept
of hybrid model for the improving performance and prediction accuracy. RF
is easy to handle large data and high dimensionality. The samples are selected
arbitrarily.

(v) KNN: The idea behind theKNNalgorithm is to dynamically identifyK samples
in the training data set that are similar/near to a new sample (in terms of the
independent variables) and classify this new sample by a majority vote of its
neighbors where an object is assigned to the most common class of K nearest
neighbors (Fig. 2).

2.1 Confusion Matrix

Terms in use [12]

1. True Positive: whose actual and predicted class, both are true.
2. True Negative: whose actual and predicted class both are false.
3. False Positive: whose actual class is false but predicted value is true.
4. False Negative: whose actual class if true but predicted value is false.
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Fig. 2 Confusion matrix

All the above parameters are part of the confusion matrix which is thus used
to calculate the various performance metrics of the classifiers which are as follows
along with their formulae:

Accuracy:

ACC = TP+ TN

TP+ TN+ FN+ FP
= TP+ TN

P+ N

Sensitivity:

SN = TP

TP+ FN
= TP

P

Specificity:

SP = TN

TN+ FP
= TN

N

2.2 Cross Validation

In cross validation [13] process, the dataset is split into k parts called folds. If supposed
k = 10, then the dataset is split into ten equal parts. Out of these, nine are used to
train the classifier and the remaining one is used to test the classifier. This whole
process is repeated until each part is tested against the remaining nine parts used to
train it in the particular combination. The number of folds can be changed as well
which also affects the accuracy.
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2.3 Dataset

Under our survey, we have tried to analyze the parameters that are already available
in the Pima Indian diabetes dataset. The dataset that is available is the PIMA Indian
diabetes dataset containing following attributes [3]:

1. Number of times pregnant
2. Plasma glucose concentration 2 h in an oral glucose tolerance test
3. Diastolic blood pressure (mm Hg)
4. Triceps skin fold thickness (mm)
5. 2 h serum insulin (mu U/ml)
6. Body mass index (weight in kg/(height in m)2)
7. Diabetes pedigree function
8. Age (years).

So far, a large number of prediction models were built based on only this dataset
but in this paper the goal is to extend the dataset by considering other parameters
that are predominantly diabetes aiding in India. There was one dataset that was
available in data.gov.in that had at least few of the parameters we were planned to
take into account. Clinical, Anthropometric and Bio-chemical (CAB) 2014 Survey
conducted in various districts of various states in India and a total of 53 attributes
were considered in this survey. Out of these, 53 attributes there were 14 attributes
that could be considered as part of the dataset we are looking to retrieve.

The following are the 14 parameters:

• Rural/urban
• Sex of the person
• Age
• Weight of the person in kg
• Length of the person in cm
• Hemoglobin_level: outcome of hemoglobin test (in percentage grams)
• BP systolic reading 1
• BP systolic reading 2
• BP diastolic reading 1
• BP diastolic reading 2
• Pulse rate reading 1
• Pulse rate reading 2
• Diabetes_test: whether diabetes test was conducted or not
• Fasting glucose: status of fasting blood glucose level measurement.

3 Proposed System

The first part involves filling up of the missing values. We used WEKA tool for this
process and filled the missing values. Next, we applied different classifiers on the

http://data.gov.in
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Fig. 3 Diabetes diagnosis prediction using ensemble approach

dataset and obtained the confusion matrix and also the accuracy of the classifier.
After this, we took a variety of combinations for the voting classifier giving all the
classifiers a weightage of 1. We found the combination that gave the best accuracies
from it. The combination consisted of 2, 3 and 4 classifiers in the voting process.
Once these results were obtained, weightages were given to each classifier based
on individual performance of the classifiers, i.e., more weight to classifier that gave
more accuracy. Using this weight new accuracy for different models was calculated
(Fig. 3).

3.1 Generating Dataset

Dataset is obtained by studying various factors that may result in diabetes and their
normal and harmful levels in humans in different cases. Combine all these values for
each record and then we get the dataset for diabetes based on conditions or factors
causing it in our country. This dataset must contain values for both people with and
without diabetes and hence respective variations in different attributes based on it.
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3.2 Data Preprocessing

(i) Data Cleaning

Solving missing value problem using pattern matching

1. Consider a pth record.
2. For this particular record, check from the top as to which row has maximum

common values for different columns.
3. Once the closest pattern is found, then replace themissing value for that particular

column value of the pth record with the value of the column value in the closest
pattern match row.

4. Repeat for all the missing values in the dataset.

(ii) Dimensionality Reduction

Feature selection approach

1. Either greedy approach or best first approach is used to select the attributes that
affect the prediction.

2. The ones which do not cause much change or do not affect much are ignored.
3. Then the subset of attributes are obtained which can be used for the training

process.

3.3 Training and Classification

Once we get the enhanced dataset, the following steps are to be performed;

1. Train the dataset for each of the classifiers, i.e., decision tree, Naïve Bayes,
AdaBoost with decision Stump, SVM, KNN, artificial neural networks, random
forest.

2. Obtain the confusion matrix for each of the classifiers by supplying a test dataset.
3. Use the values to calculate the accuracy, specificity and sensitivity of the classi-

fiers from the values of the confusion matrix using the respective formulae given
below.

4 Implementation

Usingwww.dhsprogram.comwebsite,we can get survey records of various countries.
The survey done in India had few attributes which could affect diabetes occurrence
based on our research. The data needs to be requested and then permission has to be
given by the administrators of the website.

The following are the attributes of use found based on our study and their particular
value description in the dataset

http://www.dhsprogram.com
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• Age: numeric (people of different ages).
• State: each state is given its own code. Union territories are also included.
• Rural/urban: where urban assigned value 0 and rural with 1.
• S_cig: if he smokes cigarette value assigned is 1 if no then 0.
• S_bidi: if he smokes bidis value assigned is 1 if no then 0.
• S_pipe: if he smokes pipe value assigned is 1 if no then 0.
• Ch_tob: if he chews tobacco value assigned is 1 if no then 0.
• Uses_snuff: if he uses snuff value assigned is 1 if no then 0.
• S_cigar: if he smokes cigar value assigned is 1 if no then 0.
• Gutka: if he eats gutka value assigned is 1 if no then 0.
• Paan_w_tob: if he consumes pan with tobacco value assigned is 1 if no then 0.
• S_other: if he smokes something other than above value assigned is 1 if no then

0.
• No_smoke: if he does not smoke value assigned is 1 if he does then 0.
• District: there are number of districts in this data and each as its own numeric

code.
• D_alcohol: if he drinks alcohol value assigned is 1 if no then 0.
• Fre_alco: frequency of drinking if daily 1, once a week 2, less than once a week

3, not drink 0.
• Tadi_madi: if he drinks tadi_madi value assigned is 1 if no then 0.
• Coun_liq: if he drinks country liquor value assigned is 1 if no then 0.
• Beer: if he drinks beer value assigned is 1 if no then 0.
• Wine: if he drinks wine value assigned is 1 if no then 0.
• Hard_liq: if he drinks hard liquor value assigned is 1 if no then 0.
• Other: if he drinks anything other than above ones value assigned is 1 if no then

0.
• f_mik_curd: frequency of consuming milk and curd, 0 if does not consume at all,

1 if regularly, 2 if weekly, 3 if occasionally.
• f_pul/bean: frequency of consuming pulses and beans, 0 if does not consume at

all, 1 if regularly, 2 if weekly, 3 if occasionally.
• gr_lf_veg: frequency of consuming green leafy vegetables, 0 if does not consume

at all, 1 if regularly, 2 if weekly, 3 if occasionally.
• Fruits: frequency of consuming fruits, 0 if does not consume at all, 1 if regularly,

2 if weekly, 3 if occasionally.
• Eggs: frequency of consuming eggs, 0 if does not consume at all, 1 if regularly, 2

if weekly, 3 if occasionally.
• Fish: frequency of consuming fish, 0 if does not consume at all, 1 if regularly, 2

if weekly, 3 if occasionally.
• chik_meat: frequency of consuming chicken and meat, 0 if does not consume at

all, 1 if regularly, 2 if weekly, 3 if occasionally.
• fried_food: frequency of consuming fried food, 0 if does not consume at all, 1 if

regularly, 2 if weekly, 3 if occasionally.
• aerated_drinks: frequency of consuming aerated drinks, 0 if does not consume at

all, 1 if regularly, 2 if weekly, 3 if occasionally.
• sys_pre1: systolic pressure reading 1.
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• dias_pre1: diastolic pressure reading 1.
• sys_pre2: systolic pressure reading 2.
• dias_pre2: diastolic pressure reading 2.
• sys_pre3 systolic pressure reading 2.
• dias_pre3: diastolic pressure reading 2.
• glucose_level.
• class: 0 non-diabetic and 1 if diabetic.

Using the dataset consisting of the above attributes, we computed accuracies
using all the classifiers mentioned in the previous sections. Since we used numeric
encoding to attributes like state, district, frequency of various attributes regarding
diet, the decision tree might have considered them to be numeric attributes and not
categorical.Hence,we decided to use hot line encodingwhere each valuewas taken as
a separate attribute like daily, weekly and occasionally were taken as three attributes
and values 0 and 1 were assigned to them based on the record values for them. Then
we got a total of 66 attributes including the class labels. Also, since there are lot of
states and districts resulting in increase of attributes if we do hot line encoding for
them, we decided to not consider them and removed them from the dataset. Also, we
applied a k-fold cross validation with 100 splits (Fig. 4).

Naïve Bayes Classifier:

Decision Tree:

The above decision tree is just a part of the original tree that was obtained by keeping
the max number of leaf nodes limited to 16. Since there are 65 attributes, the decision
tree is actually very big and cannot be visualized in a single screen. Graph viz is used
to visualize this tree.
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Fig. 4 Decision tree

KNN Classifier:
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Table 1 Output for one classifier

Classifier Accuracy TP TN FN FP

Random forest 77.33 98 724 215 26

KNN classifier 74.01 78 709 235 41

AdaBoost classifier 73.47 119 665 194 85

Decision tree 69.48 153 585 160 165

Naïve Bayes 58.68 226 397 87 353

Random Forest:

AdaBoost Classifier:

Our next step after getting the accuracies was to check which combination of ensem-
bles gave better accuracy compared to each of the classifier used in the ensemble.
Hence, we tried all the possible combinations for the above classifiers and noted
them down in different tables. We have chosen the Voting classifier which is one
of the ensemble models and provided it with various combinations of classifiers as
arguments. First, we started off with combination of two classifiers (Tables 1, 2, 3, 4
and 5).

5 Results

Since random forest was found to be the best classifier out of the remaining, we
decided to give a weight parameter to the ensemble giving more weight to random
forest that is twice of the other classifiers. When a weight of 2 was given to random
forest in various combinations, the following were the results:

Out of all the accuracies, we found maximum accuracy was for the ensemble with
random forest, AdaBoost classifier and decision tree. Random forest was considered
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Table 2 Output for two classifiers

Classfiers accuracy TP TN FN FP

Random forest KNN 74.60 58 735 255 15

Random forest AdaBoost 75.30 78 723 235 27

Random forest Decision tree 75.69 79 726 234 24

Random forest Naïve Bayes 75.79 85 721 228 29

KNN AdaBoost 74.84 63 733 250 17

KNN Decision tree 74.89 65 731 248 19

KNN Naïve Bayes 74.59 68 725 245 25

AdaBoost Decision tree 75.14 88 711 225 39

AdaBoost Naïve Bayes 73.67 103 680 210 70

Decision tree Naïve Bayes 72.7 124 648 189 102

Table 3 Output for three classifiers

Classifiers: Accuracy TP TN FN FP

Random forest KNN AdaBoost 75.97 93 715 220 35

Random forest KNN Decision tree 76.54 96 718 217 32

Random forest KNN Naïve Bayes 76.50 109 70 204 45

Random forest AdaBoost Decision tree 76.29 113 698 200 52

Random forest AdaBoost Naïve Bayes 75.08 128 670 185 80

Random forest Decision tree Naïve Bayes 73.70 148 635 165 115

KNN AdaBoost Decision tree 76.30 110 701 203 40

KNN AdaBoost Naïve Bayes 74.16 124 664 189 86

KNN Decision tree Naïve Bayes 72.96 145 630 168 120

AdaBoost Decision tree Naïve Bayes 71.59 163 597 150 153

Table 4 Output for four classifiers

Classifiers Accuracy TP TN FN FP

Random forest KNN AdaBoost Decision tree 75.60 81 723 232 27

Random forest KNN AdaBoost Naïve Bayes 75.59 87 717 226 33

Random forest KNN Decision tree Naïve Bayes 76.26 89 722 224 28

Random forest AdaBoost Decision tree Naïve Bayes 75.76 101 704 212 46

KNN AdaBoost Decision tree Naïve Bayes 76.30 102 709 211 41

for the ensemble as it had the highest accuracy when compared to the rest of the
classifiers. AdaBoost was chosen because it had almost a good number of all the
four prediction classes and decision tree because it gave lesser False Negatives also
better True Negatives when compared to Naïve Bayes classifier which gave fewer
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Table 5 Output for classifiers with weights

Classifiers Accuracy TP TN FN FP

1
Weight =
2

2
Weight = 1

3
Weight = 1

4
Weight = 1

– – – – –

Random
forest

KNN – – 76.53 99 715 214 35

Random
forest

AdaBoost – – 76.53 99 715 214 35

Random
forest

Decision tree – – 76.53 99 715 214 35

Random
forest

Naïve Bayes – – 76.53 99 715 214 35

Random
forest

KNN AdaBoost – 75.5 83 720 230 30

Random
forest

KNN Decision tree – 75.9 84 724 229 26

Random
forest

KNN Naïve Bayes – 76.1 92 718 221 32

Random
forest

AdaBoost Decision tree – 77.68 118 708 195 42

Random
forest

AdaBoost Naïve Bayes – 75.08 128 670 185 80

Random
forest

Decision tree Naïve Bayes – 76.24 94 717 219 33

Random
forest

KNN AdaBoost Decision tree 76.25 96 715 217 35

Random
forest

KNN AdaBoost Naïve Bayes 76.7 103 713 210 37

Random
forest

KNN Decision tree Naïve Bayes 76.9 104 714 209 36

Random
forest

AdaBoost Decision tree Naïve Bayes 76.74 113 703 200 47

TrueNegatives. The accuracy improved by0.3 only but the number of FalseNegatives
were decreased which is very important in medical related predictions. Also, there
was in increase in the True Positives that was found.

Many other combinations can also be seen which have higher accuracies in
ensemble when compared to the individual contributing classifiers, and hence, a
successful ensemble model can be created using them also but the one mentioned
above has a higher accuracy.
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6 Conclusion

We have successfully created an ensemble model using the voting classifier and
random forest, AdaBoost classifier and decision tree as the contributors to it. We
achieved better accuracy compared to individual models and were also able to reduce
the number of False Negatives.

For the future work, we can work on class imbalance problem which will the
help to reduce the False Negatives even better and also include diet predictor for
people who may have a chance to get diabetes by looking up their attribute values
and suggesting the diet and medication.
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An 86 DB Gain 18.06 mVrms
Input-Referred Noise LNA
for Bio-Medical Applications

G. Revanth Kumar, K. Naga Sunanda, and M. Durga Prakash

Abstract This paper admits a low-noise amplifier (LNA) designed by taking
bio-medical applications into considerations. The amplifier is designed based on
two gain stages, supply insensitive gain stage and inverter gain stage. Input-referred
noise of the proposed amplifier is 18.02 mVrms and it consumes a power of 0.012
mW. The amplifier produces a gain of 86.5 dB. Bandwidth of the proposed amplifier
is 227 Hz with cut-off frequencies as 227 Hz (higher) and 1 MHz (lower). The entire
system is built in 45 nm technology with supply voltage of 0.6 V.

Keywords CMOS (Complementary Metal Oxide Semiconductor) · LNA (Low
Noise Amplifier) · BMR (Beta Multiplier Reference) · OTA (Operational
Transconductance)

1 Introduction

Electronic devices have very huge demand in biomedical applications like neural
recording systems, ECG, EKG etc. LNA is critical for interfacing the machine with
the extracellular signals. As these signals are very weak, they exhibit the amplitudes
between 50 and 500 µV, and noise levels between 5 and 10 µV [1]. Designing
extracellular interfaces for observing brain and heart activity became very tough
task for designers. There is a great demand for LNA’s in biomedical engineering that
allows technicians to continuous monitoring for extracellular signals. The purpose of
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LNA is that theymust be capable of observing and amplifying the very low amplitude
and low frequency signals.

Low-noise amplifiers are also called as neural amplifiers and bio-potential ampli-
fiers that are only preferred for amplifying the very low frequency and amplitude
signals. Misreading or mismatching of neural signals from the neural systems to
the neural interfaces results failure in monitoring patients health activity; for the
prevention of these situations, we need a neural interfaces like low-noise amplifiers.

From the last years, there are several bio-amplifiers are investigated by the research
fellows to achieve high bandwidth, and small chip area. Quadir et al. designed an
ultra-low-power low-noise bio-amplifier in 0.13 µm standard RF CMOS process. It
has a bandwidth of 9.51 kHz with input-referred noise of 0.91 µVrms and a power
dissipation of 198.6 nW [1]. Harrison and Charles designed low-power, low-noise
amplifier in 1.5 µm technology. It has a bandwidth of 7.2 kHz with an input-referred
noise of 2.2 µVrms and dissipates a power of 80 µW [2]. Salhi et al. designed low-
voltage, low-noise bio-signal amplifier using 130µmCMOS technology. It produces
a gain of 75 dB and absorbs 1.24 µW with input-referred noise of 0.91 nV2/Hz
[3]. Kim et al. designed low-power neural amplifier in 0.35 µm CMOS process.
It has a bandwidth of 11.1 kHz with an input-referred noise of 14.5 µVrms and a
power dissipation of 220 nW [4]. Gosselin et al. proposed a low-power bio-amplifier
with active frequency suppression. The bio-amplifier is designed in 0.18 µmCMOS
technology. It provides amid-band gain of 50 dB and achieves an input-referred noise
of 5.6µVrms. It dissipates a power of 8.6µWand requires 1.8V to operate. It occupies
nearly 0.050 mm2 chip area [5]. Holleman and Otis presented a sub-microwatt low-
noise amplifier for neural recording application. The amplifier is designed in 0.5
µm SOS Bi-CMOS technology. It exhibits 3.5 µVrms of input-referred noise and
provides the gain between 36 and 44 dB. It requires 1 V to operate and consumes
only 805 nA [6]. Ruiz-Amaya et al. presented a low-noise amplifier for neural spike
recording interfaces. The system is designed based on capacitive feedback network
using two stages OTA. The amplifier is designed using 0.13 µm CMOS technology.
It exhibits 3.8 µVrms of input-referred noise and provides the gain between 46 dB. It
consumes 1.92 µW and operates at 1.2 V. It provides a bandwidth of 192–7.4 kHz
[7]. Figure 1 represents the whole block diagram of bio-signal processing system.
The LNA is theoretically simulated using the small signal analysis [8]. An inverter-
based gain stage is used in designing the LNA, which helps in producing the high
gain to the amplifier [9]. Proposed LNA has been simulated practically in transient

Fig. 1 Block diagram of
bio-signal processing system
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analysis, AC analysis, DC analysis and noise analysis for calculating gain, cut-off
frequencies, power consumption, band width, etc. [10]. Baishnab et al. designed a
low power, LNA for neural signal processing. It uses an OTA which is built using
folded cascode architecture. The amplifier presents a good noise performance with
input-referred noise 3.22µV/

√
Hz and amid-band gain of 42 dB. TheLNAdissipates

very low power nearly 630 nW [11]. Fang et al. designed an ultra-wideband LNA
which produces a gain of 13 dB only with noise figure of 3.4 dB. The designed
LNA consumes a DC power of 12.9 mW [12]. Yang et al. designed a low-power
LNA with chopping technique. The measured input-referred noise for the LNA is 39
nV/Hz, with a power consumption of 117 µW [13]. Limei et al. presented a LNA
for ultra-wideband applications. The LNA produces a 23.2 dB gain and the power
consumption is 12.2 mW with a supply voltage of 1.2 V. The LNA is designed in
0.13 µm technology [14]. Li et al. presented a low-power LNA for neural signal
acquisition. The system is designed in 0.18 µm technology. The LNA has an input-
referred noise of 2.19 µVrms with a power consumption of 55.8 µW and has 2.53
NEF (noise efficiency factor) [15].

This paper presents a low-noise amplifier which is designed based on beta multi-
plier reference (BMR)-based differential first gain stage and a CMOS inverter-based
second gain stage. The proposed amplifier is designed in 45 nm standard CMOS
process, capable of recording the biomedical signals in between the range of 0.001–
227 Hz. The amplifier has a gain of 86.7 dB. It consumes a power of 0.012 mWwith
0.6 V supply voltage and the input-referred noise is 18.02 mVrms.

2 LNA Design

The amplifier is designed using nMOS differential input stage (Mx − My), a beta
multiplier reference (BMR) circuit (M1 − M4), and a CMOS inverter (M5 − M6)
[1]. The schematic structure of the proposed LNA is shown in Fig. 2.

2.1 Beta Multiplier Reference Circuit Gain Stage

The differential amplifier circuit produces the first amplification stage. The beta
multiplier reference circuit should be used for supply independent biasing. From the
BMR circuit, we can write [10],

VGS,M4 = VGS,M3 + VM R, (1)

where IM represents reference current of the BMR circuit, R represents bias
resistance, VGS represents gate-to-source voltage of the particular MOSFET. The
gate-to-source voltages ofM3 andM4 in (1) must be related as [1], VGS,M4 > VGS,M3 .
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Fig. 2 Schematic diagram of LNA

The amplifier is designed to operate in sub-threshold region. The sub-threshold
drain current can be calculated as [9],

IM = ID0

(
W

L

)
exp

(
qVGS

nkT

)
(2)

where ID0 represents technology current, q represents electrical charge, n represents
sub-threshold slope parameter (3 > n > 1), k represents Boltzmann constant, T repre-
sents absolute temperature and the aspect ratio of the MOSFET is represented as
(W /L).

To make biasing point highly insensitive to temperature and supply voltage, the
BMR circuit uses an operational transconductance amplifier (OTA). To calculate the
first stage gain, we have to perform small signal analysis.

The output resistance of the half-folded cascode circuit is [8],

Rcascode = r01‖gm3r03R, (3)

where Rcascode represents equivalent output resistance of the cascode amplifier, gm3
represents transconductance and r03 represents output resistance of the corresponding
MOSFET, i.e.,M3.

Now, the first stage gain can be calculated as [4],
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AV1 = −gmx (r01‖gm3r03R), (4)

Here, gmx represents transconductance of the corresponding MOSFET, i.e., Mx,
AV1 is the gain of first stage of amplifier. From (4), it is clear that gain is constant for
any variation input.

2.2 CMOS Inverter-Based Second Gain Stage

To obtain high gain for the amplifier, we have to use a CMOS inverter in the middle
of transistor region. Hence, for the second amplification stage, we can use a CMOS
inverter [9]. The small signal gain of CMOS inverter is [9],

AV2 = −(gm5 + gm6)(r05 + r06), (5)

Here, AV2 represents gain of CMOS inverter, gm5, gm6 and r05, r06 represents
transconductance and output resistance of the correspondingMOSFETsM5 andM6.

Hence, LNA overall gain can be calculated by multiplying the gain of both stages,

AV = AV1 AV2 (6)

By using (4) and (5), we will get,

AV = −gmx(gm5 + gm6)(r01‖gm3r03R)(r05‖r06) (7)

where AV represents the total gain of LNA.

3 OTA Design

The schematic diagram of the LNA is shown in Fig. 3. It utilizes a transconductance
amplifier (OTA). Figure shows the schematic diagram of the proposed OTA. There
are several topologies available in the design ofOTA. This OTA is designed using two
stage architecture for high open-loop gain and large swing. For better flicker noise
performance and minimized gm/ID ratio, it uses a telescopic structure with PMOS
input transistors biased in sub-threshold region in its first stage. In order to reject
the common mode and power supply noise, a conventional pair is used. This design
employs a low-power low-noise OTA configuration in order to achieve efficient
power, noise trade off making use of supply current. The amplifier is designed in a
way that it should be capable of recording neural spikes or local field potentials.

Using the resisters in OTA schematic causes to produce noise in source degener-
ation current sources and by choosing resistance properly, we can reduce the noise
levels to much smaller the noise levels produced from MOS transistors operating
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Fig. 3 Schematic diagram of OTA

with same current. To achieve low input-referred noise, transconductance of the
OTA must be made maximum for a given total current. If the transistorsM1 andM2

are operating in sub-threshold region, the transconductance will be maximized for
a given current. By cascodingM3 andM4 with the input differential pair transistors
results increase in their output impedances. The source degenerated current sources
are designed to have large output impedances byM16,M17.

In addition, for improved noise performance, source degeneration resistors are
used in current mirror loads. Frequency compensation is done employing miller
capacitor CC with the common gate current buffer. This strategy is used to reduce
the required value of CC and improves the bandwidth of OTA.

4 Results and Discussions

The LNA is simulated using Cadence Virtuoso Tool in 45 nm technology. Proposed
LNA produces a gain of 86.7 dB. Gain response plot of the proposed LNA is shown
in Fig. 4. It allows the signal ranges from 0.001 to 227 Hz.

Input-referred noise response of the proposed LNA is shown in Fig. 5. The LNA
achieves a gain of 86.7 dB which is very good and better than previous works. From
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Fig. 4 Gain response of
proposed LNA

Fig. 5 Input-referred noise
response of the LNA

Fig. 4 it is clear that it has a constant gain up to 80 Hz and then it decreases slowly.
Gain is constant from 1 MHz, which is very low frequency. To calculate bandwidth,
lower cut-off frequency and higher cut-off frequency we have to add −3 dB to the
maximum output or dB. By adding−3 dB, we obtained the bandwidth 227 Hz, lower
cut-off frequency and higher cut-off frequency are noted as 1 and 227 Hz.

Table 1 represents the overall performance of low-noise amplifier and compares
with the previouswork.Theparameters like gain, bandwidth, lower cut-off frequency,
higher cut-off frequency, power consumption and input-referred noise of the LNA
are well defined. Gain of the LNA is very good when compared to the other works
bandwidth of the LNA is also good enough as its job is to amplify very weak signals.
The input-referred noise (output noise divided by amplifier gain) of the LNA is also
better than previous works. Additionally, table describes about the different CMOS
technologies used in previous works and their operating voltages.
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Table 1 Comparing LNA parameters with previous work

Parameters This work [1] [2] [3] [4]

CMOS technology 45 nm 0.13 µm 1.5 µm 0.13 µm 0.35 µm

Supply voltage 0.6 V 0.6 V ±2.5 V ±0.6 V ±0.9 V

Power consumption 0.012 mW 198.6 nW 80 µW 1.24 µW 220 nW

Gain 86.7 dB 24.94 dB 40 dB 75 dB 28.9 dB

Bandwidth 227 Hz 9.51 kHz 7.2 kHz 18.8 kHz 11.1 kHz

Higher cut-off frequency 227 Hz 9.51 kHz − 19 kHz 11.2 kHz

Lower cut-off frequency 0.001 Hz 0.01 Hz 0.13 Hz − 0.1 Hz

Input-referred noise 18.02 mVrms 0.91 µVrms 2.2 µVrms 0.91 nV2/Hz 14.5 µVrms

µm = micro meter, V = volt, nm = nano meter, mW = mille watts, µW = micro watts, nW =
nano watts, Hz = hertz, K = kilo, Vrms = rms value of voltage

Input-referred noise of proposed LNA is varies for different frequency levels.
Figure 5 is obtained from different input-referred noise levels at particular frequen-
cies. Here, frequency is taken on horizontal axis and input-referred noise is taken
on vertical axis. Input-referred noise values are represented in V2/Hz and frequency
values are represented in Hz.

Figures 6 and 7 represent the input noise response and output noise response
of the low-noise amplifier. These graphs are obtained by performing noise analysis
ranging from1 to 10 kHz frequencies in cadence virtuoso tool. Above graphs describe
different noise values at particular frequency levels. Noise values are represented in
V2/Hz on vertical axis and frequency is representing in Hz on horizontal axis. The
decrease in noise levels from input noise response to output noise response is very
clear from Figs. 6 and 7.

Fig. 6 Input noise response
of the LNA
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Fig. 7 Output noise
response of the LNA

5 Conclusion

A new LNA has implemented for biomedical applications. The LNA is designed
based on two stages, first gain stage is beta multiplier reference (BMR)-based differ-
ential stage and the second gain stage is based on CMOS inverter. The total gain will
be multiple of two stages. The LNA is implemented in 45 nm CMOS technology.
The gain of the amplifier is 86.7 dB operates at 0.6 V and consumes only 0.012 mW.
The input-referred noise of the proposed LNA is 18.02 mVrms and the bandwidth of
the proposed LNA is 227 Hz which is helpful for bio-medical applications.
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Electrical Characterization of Sb2Se3
for Memory Applications

N. Shylashree, Adithya Thonse, Aditya Madhavan, and B. G. Sangeetha

Abstract Sb2Se3 thin films of 160 nm thickness were prepared and subjected for
various characterizations to prove its usability. Glass was taken as the substrate,
over which aluminum was deposited to serve as bottom electrode. A sand-
wich of Sb2Se3 is made between two layers of aluminum. The thin film was
then subjected to various potentials using both the layers of aluminum as the
contacts. The paper draws inferences from the electrical characterization of the
thin films through current–voltage characteristics, dynamic response, temperature
characteristics, semiconductor analysis, and resistance–voltage characteristics.

Keywords Antimony triselenide · Chalcogenide · Sandwich configuration · Phase
change random access memory

1 Introduction

The demand for higher endurance and number of write cycles have been a primary
attribute for mitigating the setbacks of the traditional memory devices and led to the
discovery of phase change memory devices (PCM). The capabilities of PCM mate-
rials have been explored and exploited to create new technologies that could replace
the old memory designs [1]. One such material that best exploits these properties is
found in chalcogenide glasses that undergo phase changes to store Logic 0 or 1.

Conventionally, a flash storage is used for solving memory requirements, which
uses a Floating Gate MOSFET. FG-MOS has been proven to have high read/write
speeds. However, the process involves usage of high positive potential at the gate.
This increases the overall power consumption. Moreover, the endurance of these
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types of memory devices is limited to 100,000 write cycles. Hence, there is a need
to introduce a new type of a storage device. Chalcogenide materials are the primary
considerations next toMOSFET devices [2]. Hence, this project is aimed at verifying
the usability of these materials. Consequently, the device is fabricated with 160 nm
thickness and various characterizations are performed on the material.

2 The Experiment

Withmemory being the integral part of all the electronic devices that are in themarket,
attributes like speed and endurance are of pivotal importance and due to which, the
need for ultra-fast switching and higher data retention technologies is focused. It is
necessary for us to look for an alternate memory other than the ones from traditional
semiconductors. One such device is the phase change material (chalcogenide). The
change in the state could be used to store two different logic levels. A cleaned glass
slide is taken as a substrate and a thin film of aluminum is deposited on it [3]. This
serves as the bottom electrode. It is masked and a layer of antimony triselenide is
deposited. Finally, a thin layer of aluminum is deposited after making the material.
The third layer acts as the top electrode. All the depositions are carried out using
thermal vapor deposition technique whose setup is shown in Fig. 1. After completing
the fabrication process, the material is subjected to physical characterization tests to
check its structural properties and to confirm the thickness of the device fabricated.
Electrical characterizations are then carried out which include I-V characteristics, R-
V characteristics, dynamic response, and temperature stability to check the viability
of its use in memory industry.

The fabrication process begins with careful measurement of the molecular ratio
of antimony and selenium (2:3), mixing the ratio in a sealed ampoule and evacuating
a vacuum chamber and then heated to 800 °C and rotated continuously. The sealed
ampoule is then cooled and opened to get antimony triselenide [4]. Next, glass slides
are cleaned using ultrasonic cleansers and vacuum coater is evacuated to a vacuum of
around 3.7 × 10−5 torr. The device fabrication process begins by initially attaching
around 8 slides to a circular holder. After the required vacuum is achieved, the
deposition of the aluminum bottom electrode is done. Aluminum is in the form of a

Fig. 1 Lateral view of the
160 nm thin film Sb2Se3
device which is sandwiched
between two aluminum
electrodes on a glass
substrate
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Fig. 2 Glass slides coated
with the sandwich
configuration of
Al-Sb2Se3-Al, where the two
aluminum layers are 200 nm
thick and the Sb2Se3 layer is
160 nm thick

bead, which weighs 0.476 g, is kept in a tungsten basket and fixed inside the coating
chamber. Temperature is 660 °C during coating. The thickness of the aluminum layer
is 200 nm [5]. Sufficient settling time is provided. Physical characterization of the
material requires thin film of Sb2Se3 alone without electrodes. Therefore, few glass
slides are added to the substrate holder and direct deposition of Sb2Se3 is carried out.

Mask is prepared using aluminum foil or OSP sheet and is placed onto the base
material with the help of Kapton tape. This is done to provide electrical isolation
of the bottom electrode [6]. After this, for the deposition of the second layer, i.e.,
Sb2Se3, the material in the required ratio is placed in a molybdenum boat. The coated
aluminum slides along with glass slides are placed inside the vacuum coater. The
boat with the Sb2Se3 is fixed inside the coater and the vacuum is brought to 106

torr. During the deposition of Sb2Se3, the temperature inside the coater is 630 °C.
The thickness of the Sb2Se3 layer is set to be 160 nm. After this, the final layer of
aluminum is coated as the top electrode with the help of an appropriate mask. The
mask is aluminum foil or OSP sheets with circular holes in it cut with the help of a
scalpel. The procedure for coating aluminum is the same as before. The final glass
slides are shown in Fig. 2. Settling time of 8 hwas required in vacuum environment so
that device settles down properly and adheres to the substrate. After the fabrication,
the sandwich configuration slides were ready for characterization.

3 Results and Discussions

Apart of the samplewhich are only coatedwith Sb2Se3 are then annealed to check the
structural morphology. Annealed samples are to be crystalline and the un-annealed
ones are to be in the amorphous form. Unit cell dimensions were calculated using
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Table 1 Strongest three peaks of unannealed sample

No. Peak no. 2 Theta (°) d(A) I/I1 FWHM (°) Intensity (counts) Integrated
intensity (counts)

1. 22 17.3350 5.11148 100 0.21000 7 118

2. 6 11.7700 7.51277 86 0.22000 6 71

3. 8 12.7100 6.95918 86 0.22000 6 90

Table 2 Strongest three peaks of annealed sample

No. Peak no. 2 Theta (deg) d(A) I/I1 FWMH (°) Intensity
(counts)

Integrated
intensity
(counts)

1. 17 27.2366 3.27157 100 0.52670 68 1950

2. 5 16.6620 5.31639 84 0.48400 57 1513

3. 24 34.0100 2.63391 53 0.66000 36 1195

XRD analyzer [7]. Electrical characteristics of the fabricated Sb2Se3 device such as
I-V, V-R, temperature stability, and endurance using semiconductor device analyzer
are interpreted and analyzed.

3.1 X-Ray Diffraction

X-ray power diffraction (XRD) studies were carried out on the samples coated with
Sb2Se3 of 160 nm approximately [8]. The run range provided for the XRD evaluation
is 20–60°. The peaks were plotted, and the strongest three peaks were used to deter-
mine the cell dimension “a.” Annealed and unannealed samples were illuminated
with X-rays inside a shielded box, and the strongest three peaks were tabulated in
Tables 1 and 2.

The results of annealed and unannealed sampleswere compared. As in amorphous
or the unannealed sample, there is no long-range order [9]. Therefore, intensity of
the peak is less when compared to that of the crystalline material or annealed sample.
Unit cell dimensions of the crystalline Sb2Se3 can be determined.

3.2 I-V Characteristics

The I-V characteristics for Sb2Se3 device in voltage sweepmode are plotted as shown
in Fig. 3. The voltage was sweeped fromDC 0 to DC 5V. Switching from amorphous
to FCC and conversion to crystalline was observed at 2 V. Therefore, 2 V was the
threshold voltage for Sb2Se3 device. The I-V characteristics of the device resemble
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Fig. 3 I-V characteristics observed for the sandwiched 160 nm Sb2Se3 thin-film device

the I-V characteristics of memory elements and a very sharp transition from RESET
(amorphous) to SET (crystalline) state is observed, which states that it can be used
for memory application.

3.3 Dynamic Response

The dynamic response of the device confirms memory switching operation [10]. We
can confirm this behavior from Fig. 4. SET (crystalline state with Logic 1) requires

Fig. 4 Voltage–time relationship (dynamic response) of the Sb2Se3 device. An initial pulse “W” to
the material converts it to amorphous state, due to the higher potential and a lower retention period,
irrespective of its previous state
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Fig. 5 R-T characteristics of the Sb2Se3 160 nm thin-film device

a supply temperature of 220 Â°C which can be practically supplied using a low
electrical potential, and then cooling down gradually. The resistance at crystalline
state is in the order of Ohms. RESET state (amorphous state with Logic 0) requires
a much higher supply at melting point so that the material can be melted and then
instantaneously cooled down to obtain a porous-like nature, which can be concluded
as in amorphous state [11]. The resistance at amorphous state is in the order of mega
Ohms.

3.4 R-T Characteristics

The resistance–temperature characteristics are gained by supplying voltage to the
device and plotting the corresponding resistance. The threshold voltage from Fig. 5
represents the shift from RESET to SET state [12]. Owing to crystallization, one can
perceive resistance change from orders of 10E6 to hundreds of Ohms. Consequently,
the current increases and the resistance in the cooling curve saturates at approximately
100–1000 Ohms, thereby allowing the device to store Logic 1. This confirms that it
can function as a memory device.

3.5 Temperature Stability (Resistance versus Time)

Figure 6 illustrates a relationship between resistance of the material and time for
different operating temperatures. It can be deciphered that the graph implicitly repre-
sents the temperature stability of the material [13]. The graph accounts for resistance
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Fig. 6 Resistance–time characteristics of Sb2Se3 160 nm thin-film device

of the material only in its amorphous state because the resistance in crystalline state
is insignificant. The decrement in resistance is inversely proportional to the oper-
ating temperature. At 100 °C, the device is stable for over 6000 s. As the temperature
increases, the resistance starts to decrease at earlier instants. However, the least
stability can be seen only after 3600 s of usage at elevated temperatures of around
200 °C.

3.6 Endurance (Resistance versus No. of Cycles)

Figure 7 represents the nature of non-volatility of the material with response to
write cycles. The experiment is conducted for 1200 write cycles beyond which the
curve can be extrapolated to measure the exact wear-out point of the device. It
can be inferred from the graph that the resistance of the material at RESET state is
gradually decreasing and that of the material during SET state is gradually increasing
as a number of write cycles increase. The point when both the curves meet refers to
the endurance of the device which is in the order of 1013.
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Fig. 7 Endurance characteristics of Sb2Se3 160 nm thin-film device

4 Conclusion

Increaseddemand formemorydevices has led to the investigation of variousmaterials
that are triggered by physical stimuli. Phase change material (PCM) has been a
novel choice for it. In particular, an alloy of antimony and selenium in the ratio
of 2:3 (Sb2Se3) is proven to work at its best. Thin films and devices of antimony
triselenide (Sb2Se3) for phase change randomaccessmemory (PCRAM) applications
have become an imperative talk of the day. Current–voltage (I-V), V-R, temperature
stability, and endurance measurements on Sb2Se3 devices also verify their great
advantage. It was confirmed that antimony triselenide at 160 nm thickness can prove
to be a long-lasting, highly reliable memory unit. The capabilities of chalcogenide
glass thin-film devices are being continually explored and can be constructed to a
product stage for using it as a mainstream memory device. Moreover, the coalesced
material differentiation into cells can be exploited.
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Novel Single Balancing Circuitry
for Modular Cell for Electric Vehicle
Applications

Ginu Ann George, M. V. Jayan, Fossy Mary Chacko, and A. Prince

Abstract Battery state monitoring and cell balancing are crucial requirements to
achieve full cycle life of lithium-ion battery systems especially in EV/HEV appli-
cations to improve the overall efficiency of the system. This paper proposes a novel
modular balancing system with a single balancing circuitry, and the performance of
the proposed method is validated under MATLAB Simulink environment. A four-
module battery system with three cells in each module is considered for simulation-
based performance analysis. Through this new topology, balancing can be achieved
in an efficient manner.

Keywords Electric vehicle · Hybrid electric vehicle · Battery management
system ·Modular cell balancing

1 Introduction

Electric vehicle (EV) is more superior to conventional IC engine from comparison
based on pollution and efficiency. The main elements of the EV are an electric motor,
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an electronic control unit, an energy storage system (battery), a battery management
system, etc. [1]. Hybrid electric vehicle, plug in hybrid electric vehicle, and all
electric vehicle are the main classification of electric vehicle based on energy source
as shown in Fig. 1.

The more prevalent choice of batteries used in EV application is Li–ion batteries
due to its numerous advantages compared to other battery types [2, 3]. Li–ion cell
is a metal lithium having the highest negative potential and lowest atomic weight,
which provides the EVs highest features in terms of performance efficiency. Due to
the intercalation and removal of smaller ions, there are a few structural changes of the
anode and cathode of Li–ion battery during normal operation. Batteries like lead-acid
(Pb-acid) and nickel metal hydride (NiMH) can withstand overcharge condition to
some extent. But overcharging ofLi–ion batteries leads to battery damage either in the
form of electrode decomposition or electrolyte decomposition. Battery management
system (BMS) [4] plays a vital role to ensure the safe operation of Li–ion battery.
Battery state monitoring and balancing are the other two main functions of BMS
apart from protection both in normal operation as well as in critical condition like
accidents. More likely, Li–ion charging system is integrated with BMS to ensure the
protection of battery system from overcharging.

This paper has been structured as follows; the cell balancing strategy is explained
in Sect. 2. Proposed single cell balancing circuitry is described in Sect. 3. Simulation
results are shown in Sect. 4. Finally, Sect. 5 contains conclusion.

Fig. 1 Different types of electric vehicle



Novel Single Balancing Circuitry for Modular Cell … 837

2 Cell Balancing Strategy

Several hundreds of batteries are connected in series and parallel to get the required
power source for most of the applications. In this type of battery strings, small
voltage variations among the cells may happen due to manufacturing variations
environmental conditions or state of charge (SOC) variations. SOC is the remaining
capacity of the cell as defined in Eq. (1).

%SOC = Qremain

Qrated
× 100 (1)

For battery balancing, accurate estimation of the state of charge is crucial [5, 6].
Coulomb counting is most common method of estimation as shown in Eq. (2)

SOC(t) = SOC(t0) +
∫

i(τ )dτ

Cn
(2)

where SOC(t) is real-time SOC, SOC(t0) is initial SOC, i is discharge current, and
Cn is rated battery capacity.

This unbalance condition will accumulate over time in every charge or discharge
cyclewhich leads to overcharge or under discharge condition ofweaker cells. Figure 2
shows a battery pack with four cells having unequal capacities. During charging,
some of the cell charge fast than the others which lead to overcharge condition at the
end of charging cycle.

Similarly during discharge condition, some of the cells in a pack may drain fast
before the others lead to under charge condition while completing the cycle. There-
fore, there is always an unused capacity of the string causing the reduction in the
battery cycle life. Finally, un-balancing causes a premature failure of the whole
battery. In order to balance the voltages of series string,many cell balancing strategies
are adopted thus to extend cycle life of battery.

Balancing methods are broadly classified into two passive and active [7–12].
The main advantage of passive balancing method is its simple control. In passive
balancingmethod, excess energy is dissipated through the resistors connected parallel

Fig. 2 Unbalanced state of battery pack
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to each cell. This method of balancing is seen in lead-acid and nickel-based batteries.
Passive method is effective only for small power applications.

For the effective utilization of energy storage system used in high-power appli-
cations such as EV requires active balancing method. The principle behind active
balancing method is the transfer of energy from the highest cell to the lowest cell.
Many types of active balancing methods are available based on the type of charge
transfer within the cell and components used for charge transfer such as transformers,
capacitors, inductors, and converters.

3 Proposed Single Balancing Circuitry

The major part of proposed novel single balancing circuitry is an improved switched
capacitor type balancing method and its control algorithm. Switched capacitor type
is superior in terms of its performance, simple control circuitry, reduced component
size, and associated losses [13–15]. Conventional method consists of n − 1 cell
balancing circuit for n series connected cells. Figure 3 shows the single balancing
circuitry connected to four battery modules. Each module consists of three series
connected Li–ion cells. S1 is a module selection switch which selects the weakest
module and then connects the module to the switched capacitor active balancing
method.

After balancing that module, the circuitry again check the next weakest module.
Module selection switch then connects thatmodule to the balancing circuit. Likewise,
entire system is balanced through this module-wise balancing using single balancing
circuitry. The proposedmethod is applicable ton number ofmoduleswith anynumber
of series connected cells as seen in EV applications.

3.1 Switched Capacitor Balancing Method

Figure 4 shows switched capacitor circuitry. In order to balance n number of cells,
this topology requires 2n switches and n − 1 capacitors. It consists of two stages. In
one state, C1 will be charged or discharged through the parallel connection with B1

to obtain the same voltage as B1. After that in the next state, C1 will be paralleled
with B2 to obtain the same voltage as B2. After cycles of this process, B1 and B2 will
be balanced. The same thing will happen to next capacitor and so on. Finally, the
entire battery pack will be balanced.
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Fig. 3 Block diagram of novel single cell balancing circuitry

3.2 Flowchart of Balancing Algorithm

The control algorithm of improved switched capacitor is explained with the help of
flowchart shown in Fig. 5. Various parameters of battery are continuously measured
and monitored. Individual cell voltage and SOC are main parameters considered for
module and the balancing circuitry.
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Fig. 4 Overview of switched capacitor balancing circuit

Control strategy for module selection switch is in such a way that it will connect
the module having lowest voltage and lowest SOC to the switched capacitor control
algorithm. Firstly, control algorithm identifies the module having minimum voltage
and minimum SOC. The module selection switch is connected between the cell or
balancing circuit. In switched capacitor topology, capacitor stores the excess energy
from the highest cell and delivers it to the lowest cell. After balancing the module
having lowest cell voltage and SOC control algorithm search the next module with
lowest cell voltage andSOC.This process continues until all themodules are achieved
a balanced state.

4 Simulation Results and Analysis

The simulation works are carried out under MATLAB
Simulink environment. For simulation analysis, 12 Li–ion batteries are connected

in four modules in series arrangement. Table 1 explains the parameters of Li–ion
battery and the value of elements in the switched capacitor balancing circuitry initial
voltage, and SOC of all the 12 Li–ion batteries is shown in Table 2. Detailed simula-
tion results are shown in Table 3. Results shows that all the cells in the four modules
are balanced. SOC variations and balanced voltages are shown in Figs. 6 and 7.
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Fig. 5 Flowchart of single cell balancing control algorithm
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Table 1 Specifications of
Li–ion

Parameters Rated values

Nominal voltage (V) 4

Maximum charge voltage (V) 4.2

Nominal capacity (mAh) 2600

Initial SOC (%) 100

Nominal discharge current (A) 0.52

Internal impedance (m�) 70

Capacitors (µF) 470

Switches MOSFET

No of switches 4

Table 2 Initial voltage and
SOC of cells in each module

Parameters Battery Voltage (V) SOC (%)

M1 B1 3.7 88

B2 3.5 83

B3 3.5 83

M2 B1 4 95.2

B2 3.9 93

B3 4.1 97.5

M3 B1 3.3 78.5

B2 3.5 83

B3 3.2 76

M4 B1 3.8 90.4

B2 3.7 88

B3 3.6 85.7

5 Conclusion and Future Scope

A novel single balancing circuitry is proposed for modular type series connected
batteries used for high power applications such as EV. Improved witched capac-
itor active balancing method is applied in proposed circuitry. For simulation anal-
ysis, four-module structure is selected, all four modules are balanced, and this can
be extended to any number of cells. This paper also eliminates the module-wise
balancing circuit with a module selection switch and single balancing circuitry,
thereby reduction in size and switching loss are attained. This will improve the cycle
life and efficiency of the battery system. Practical implementation is much easier
due to the simple control of switched capacitor circuit. As the number of module
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Table 3 Simulation results

Module Battery Initial voltage Initial SOC Balanced
voltage at
2000 rpm

Balanced
voltage at
1000 rpm

Balanced
voltage at
500 rpm

M1 B1 3.7 88 4.098 3.795 3.649

B2 3.5 83 4.038 3.823 3.72

B3 3.5 83 4.038 3.824 3.72

M2 B1 4 95.2 4.022 3.837 3.747

B2 3.9 93 4.038 3.823 3.72

B3 4.1 97.5 4.038 3.824 3.72

M3 B1 3.3 78.5 4.023 3.837 3.747

B2 3.5 83 4.038 3.823 3.72

B3 3.2 76 4.038 3.824 3.72

M4 B1 3.8 90.4 4.022 3.837 3.748

B2 3.7 88 4.038 3.823 3.72

B3 3.6 85.7 4.038 3.824 3.654

increases, the balancing speed may reduce, but this can be overcome by using an
intelligent control-based switched capacitor circuit.
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Fig. 6 a SOC variations of batteries in Module 1 and Module 2, b SOC various of batteries in
Module 3 and Module under the speed condition of 1000 rpm
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Fig. 7 a Balanced voltages of all batteries in Module 1 and Module 2, b balanced voltages of all
batteries in Module 3 and Module under the speed condition of 1000 rpm
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Classification of Big Data Using Spark
Framework

Ritesh Jha, Vandana Bhattacharjee, and Abhijit Mustafi

Abstract The enormous amount of data being generated through social networking
sites, satellite and medical images, bank transactions, and many such applications
needs to be handled in ways much different from those required for regular size data.
Big data is typically characterized by its volume and variety, among others. The
use of machine learning techniques to handle this complexity is becoming a very
sought after research area. Classification is another challenging task in big data and
this is the problem we are aiming to solve using multinomial logistic and multilayer
perceptron approaches. It is observed that the accuracy of MLP is much higher than
multinomial approach.

Keywords Big data · Multilayer perceptron · Multinomial logistic BFS · Spark

1 Introduction

Big data is characterized by 5 V’s dimensions. The first is volume (amount of data),
second is velocity (rate at which data is generated), third is variety (format, nature of
data), fourth is veracity (quality of data), and last one is value (insights of data). This
is big data [1], and it is very complex, and therefore, it is important that to analyze
and store the data we require a framework like Apache Hadoop [2] and Spark [3].

The biggest challenge in big data is parallelization, storage, and scalability, and
the machine learning algorithms apply a distributed approach so that big data can be
analyzed [5].
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The objective of machine learning approach in big data is to identify the hidden
patterns. This can be done either by classification or clustering techniques. Problem
arises when the data is imbalanced and multiclass. In this paper, multinomial logistic
regression algorithm has been applied for classification. Further, the multilayer
feedforward peceptron algorithm also has been applied for the same data set and
comparative results have been presented.

The organization of the paper is as follows: Sect. 2 presents related work, Sect. 3
explains the methodology including the Spark Frameworks, and Sect. 4 describes the
experimental setup and algorithm. Section 5 discusses the results and finally Sect. 6
presents the concluding notes for the paper.

2 Related Work

The multiclass logistic regression approach has been applied for medical areas in
cardiac arrhythmia which predicts serious vascular diseases [7]. In this paper, authors
aim to predict the cardiac disease. Another work is done in the field of classification
of images using multinomial logistic regression approach [8], and in this paper, the
authors have proposed a new semi-supervised learning algorithmwhich assigns both
hard and soft labels. In the case of social media, the research work has been done
using sentiment analysis to identify the opinion and comments in social media. The
authors collect Twitter data and transform features into feature vector. Multinomial
logistic regression is then applied [9].

To scale multinomial logistic regression to big data which does not fit in single
machine, hybrid parallelism approach has been adopted [10]. To classify the real-
time problem, logistic regression via variable splitting and augmented Lagrangian
(LORSAL) algorithm for sparse multinomial logistic regression is presented on
commodity graphics processing units (GPUs) using Nvidia’s compute unified device
architecture [11].

For multilayer perceptron, the work has been done in this area to avoid high
computational cost and time involved in using MLP for classification of big data
having large number of features. A parameterized multilayer perceptron (PMLP)
has been proposed where the weight matrix has been parameterized using periodic
function [12].

In [13], authors review error functions and analyze their mathematical properties.
For data classification purposes, a new error function inspired by Z-EDM algorithm
is proposed. Experimental results show performance improvement. CNN approach
is very impressive in large-scale machine learning domain. Nowadays, in big data
context, the size of data increases everyday in terms of increasing number of features,
and this problem is known as high-dimensional data. Apart from increasing features,
a number of classes are also increasing. So the task of classification or predictive
analysis remains very challenging. This approach has been applied for large image
classification [14].
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3 Methodology

This section describes the methodology and the framework used in this work.

3.1 Spark Framework

In Fig. 1, the diver is the main program or main function. It is the main controlling
body. To execute any job, the driver passes the logic to the workers with the help of
Spark Context. Each worker has the executor which does the job of executing the
RDD jobs. The driver program assigns the job across all the worker. Each worker
has task and executor to execute the task or job. Each worker works simultaneously
to execute the job, and final output from different workers is collected by driver
program.

Spark Core
In Fig. 2, Spark Core is the one special type of main engine for parallel and
distributed data processing. Its sole responsibility includes memory management for
the jobs, fault tolerance or recovery, interacting with various storage system devices,
task-scheduling and monitoring the jobs which executed on a cluster. Spark Core
uses special kind of data structure known as RDDs. RDDs are known as resilient
distributed data sets (RDDs). RDDs have a large collection of items which are
distributed acrossmanyworkers nodes. These items can bemanipulated and accessed
parallelly. The Spark Core provides a special kind of APIs, which can manipulate
these collections.

Fig. 1 Apache framework
[15]
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Fig. 2 Spark stack [4]

Spark SQL
To deal with structured data, a special package that Spark provides is called the Spark
SQL. It provides the query-based operation to access the data.

Spark Streaming
To process the data which is being generated from CCTV camera, network devices,
IOT-based sensors and satellite data which is coming continuously in the form of
stream, Spark provides streaming approach like task of classifying the streaming
data, regression analysis, and other machine learning techniques that can be applied
on streaming data.

3.2 Multinomial Logistic Algorithm

Multinomial takes the function as f (k, i) to predict the probability where i is the
number of samples that have labels or outcomes k:

The function has following form:

f (x) = �0,k + �1,k x1,i + �2,k x2,i + . . . + �M,k xM,i

where �m,k is a regression coefficient. It represents the mth feature and the kth
outcome or label.

The regression coefficients and feature variable are grouped into vectors of size
M + 1, and the predictor function is defined as:

f (k, i) = �k .xi

where �k is the set of regression coefficients with labels k, and xi (a vector) is the
set of features with i number of samples (Fig. 3).
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Fig. 3 Algorithm for
logistic regression Algorithm : 1  

 Input : Data set 
1. Load the data in RDD 
2. Split the data into training, testing  = 
randomsplit(0.8,.02)  
// data sample has been spllited into 80% training  
and testing  20 % in ratio. 
3. Apply LogisticRegisticBFS (training) function 
to train the model 
4. Collect  the training time 
5. Predict the class label using train  model for 
testing data 

3.3 Multilayer Perceptron Model

Multilayer perceptron classifier (MLPC) is same as feedforward neural network. In
this network, three special layers exist, which are input layer, hidden layer, and output
layer. Each layer has a different number of neurons, and each layer is connected with
next layer through the neurons. Neurons in the each layer are known as information
passing elements. The input layer represents the features of the data set, and output
layer represents the class label of the data sets.

For the data set having n features, the input layer will have n number of neurons.
The informationflows input to output layer bymeans of a linear combination of the

inputs which having neurons’ weights w and bias b. The function which transforms
the input to output is called the activation function.

For the k + 1 layers in MLPC, the matrix model is given as:

y(x) = fk
(
. . . f2

(
wT

2 f1(w
T
1 x + b1) + b2

)
. . . + bk

)

where y(x) represents the function output from all preceding layers.
Information passes in hidden layers through the neurons, follows the sigmoid

function defined as:

f (zi ) = 1

1 + e−zi

Information passes in output layers through the neurons, follows softmax function,
and is defined as:

f (zi ) = ezi
∑N

k=1 e
zk
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Fig. 4 Algorithm for MLP
Algorithm : 2 
Input : Data set 
1. Load the data in RDD 
2. Split the data into training, testing  = randomsplit(0.8,.02) 
 // data sample has been spllited into 80% training  and testing  
20 % in ratio. 
3. Define  input layer of size 10 (features),  
two intermediate of size 5 and 4  and output of size 10(classes)  
layers = [10, 5, 4,10] 
4.  Apply the multilayerPeceptronClassifier with given 
parameters  
5. collect training time. 
6. predict the class label using train  model for testing data. 

4 Experimental Setup

The experimental setup was designed for conducting the experiment consists of 5
computer systems: 1-master node and 4-worker nodes. Each system has the same
following configuration: 8 GB DDR3 RAM, Intel Core i7 5th Generation Processors
and 1 TBHard disk drive. The input parameters for theMLPwere as follows:maxIter
= 100, blockSize = 128, and seed = 1234 (Fig. 4).

The experiment was conducted on Linux Ubuntu-18 operating system with
Apache Spark version −2.4.3 and language supported Python.

5 Results

Poker data set [6] was used for the purpose of this experiment. The data set contained
1,000,000 rows in the testing data set (size: 23 MB) and 25,000 (size: 400 KB) rows
in the training data set.

The multinomial logistic and MPL has been applied on the following varying
sample of Poker data set.

The results are shown in Table 1.
Where S-DB1, S-DB2, S-DB3, S-DB-4, S-DB5, and S-DB6 were extracted from

the original data set. The training and testing data were in the ratio of 80% and 20%.
From Fig. 5, the training time for MLP is higher than multinomial. This is due to

the hidden layer computation of neurons.
From Fig. 6, we can observe that the accuracy for MLP is much higher than

multinomial approach. But there is drop in accuracy for data sample 1,000,000. This
is an indicator that at this size there are scalability issues and need further resolving
techniques like advanced hardware, etc.



Classification of Big Data Using Spark Framework 853

Table 1 Experimental results

Poker data set Size Logistic multinomial BGS Multilayer peceptron

Training time (s) Accuracy Training time (s) Accuracy

S-DB1 2000 0.9098 49.51 1.5144 49.09

S-DB2 10,000 1.9966 50.34 2.411 52.06

S-DB3 20,000 1.2470 49.86 4.1922 51.5

S-DB4 50,000 1.3994 50.14 8.0400 51.66

S-DB5 100,000 2.3470 50.44 15.66 53.51

S-DB6 1,000,000 14.4382 50.19 36.66 51.75

Fig. 5 Training time plot
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6 Concluding Remarks

The two algorithms have been tested for the Poker data set. We found that MLP
dominates in terms of accuracy than the multinomial algorithm. But the training time
is higher than that required for the multinomial algorithm. As part of our ongoing
work, we propose to apply deep learning techniques to overcome this limitation.
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Encryption and Authentication of Data
Using the IPSEC Protocol

Jayendra Kumar, Mohit Kumar, Deepak Kumar Pandey, and Rishikesh Raj

Abstract This paper presents an overview of the Internet Protocol Security (IPSec)
protocol [13, 14] implemented in a Dynamic Multipoint Virtual Private Network
(DMVPN) to implement security features at the network layer to provide authenti-
cated and confidential communication using various authentication and encryption
protocols operating between devices located at a far away distance from one another
on the Internet. In order to provide secure communication between various branches
of a company located at distant locations across the Internet and to protect the data
fromunauthorized access,we create a virtual tunnel connecting the branches and send
data across the branches in encrypted packets encapsulated within Internet Protocol
(IP) datagram which are hidden from the Internet. The packets pass across to the
other branch as if they are in one private network which overlays the Internet. We
use the IPSec protocol for providing authentication and encryption to the IP packets.
We create a Generic Routing Encapsulation (GRE) tunnel to create a DMVPN
connecting the branch offices to one another. We have used GNS3 for the simu-
lation of the scenario which is an emulator software for routers, computers, switches
and various other network devices. With the help of GNS3, we were able to access
the configuration terminal of various network devices and configure appropriate
commands for implementing the DMVPN solution. We also used Wireshark which
is a packet analyzer software that is used for tracking the IP packets which pass
through the network and analyze their header, protocol information and the data that
is encapsulated within it.
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1 Introduction

Internet Protocol Security (IPSec) [1, 2] protocol contains a collection of open stan-
dards which enable the services of data confidentiality, integrity and authentication
between communicating network devices at the network layer. [3] IPSec enables the
following features on communicating devices such as:

Data privacy—it means the IPSec sending device can perform encryption of the
IP packets before sending them over the Internet; data integrity—it means the IPSec
receiving device can perform authentication of the packets sent by the IPSec sending
device to make sure that the information has not been corrupted during transmission
by an unauthorized person; data origin authentication, which means that the IPSec
receiving device can verify the sender of the IPSec packets. This feature is closely
related to the data integrity service and anti-replay, which means that the IPSec
receiving device is able to recognize and drop duplicate packets.

IPSec has twomajor components: AuthenticationHeader (AH) andEncapsulating
Security Payload (ESP). In addition, IPSec utilizes many encryption algorithms to
build a protocol suite. Some of which are discussed later in this paper.

This paper presents a DMVPN solution to connect the branch offices of a multi-
national company and implementation of the IPSec protocol which provides the
services of authentication and encryption to protect the data that is sent through the
Internet.

2 Related Works

In this paper [3], an analytical study of IPSec encryption and authentication algo-
rithms is providedwhich also includes various limitations of these protocols. HMAC-
MD5 is shown to be more suitable for providing authentication services as compared
to themore complexHMAC-SHA1algorithm.Encryption is also provided alongwith
authentication. Encryption is done only after the message passes the authentication
test.

In this paper [4], implementation of the IPSec protocol is presented to ensure
that data is transmitted securely. Transmission of packets encapsulated in IPSec
requires more time as compared to packets without IPSec encapsulation. The
research also proposes simulation result and theoretically that ESP encapsulated
data packets require more time due to implementing encryption services than that of
AH encapsulated packets.
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3 Description of the IPSEC Protocol Standard

Authentication Header (AH) is used to provide the services of authentication and
integrity to the IP packets exchanged between two devices. [3, 5]. The sending
device applies a one-way hashing algorithm to the IP packet to generate a hash. The
hash so generated is attached to the IP packet and sent along with it. The receiving
device passes the received IP packet through the same hashing algorithm to generate
another hash. The hash generated is compared with the hash received. If both the
hashes match, the sender is authenticated. Figure 1 shows the AH header format. AH
can also implement the anti-replay feature by necessitating that a receiving device
sets the replay bit in the header to indicate the sender that the packet has been received.
The hash function is applied only to that part of the IP packet that does not change
during transmission through the network. For example, the hash function cannot be
applied to fields such as time to live (TTL) which is modified by each router along
the network path.

The features of confidentiality (encryption), information origin authentication,
integrity and anti-replay are provided by Encapsulating Security Payload (ESP). [5]
ESP gives privacy by performing encryption at the Internet layer. It employs various
symmetric encryption algorithms like 3DES.

In computing, the crucial part in the implementation of IPSec is the Internet Key
Exchange (IKE) [6]. Two parties, namely initiator and responder, exchange secret
key through negotiation in Internet Key Exchange protocol. The resulted secret key

Fig. 1 AH header format
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generated using IKE protocol is used to define certain security associations that
contain information about how the outgoing packets and incoming packets between
two parties are to be safely delivered.

Through IKE protocol, mutual authentication of both the parties is done by veri-
fying provided digital signatures [7]. If in any certain case, certificates (public keys)
aremissing, then the device can be checkedwith a pre-shared key. In one sentence,we
can say that IKE protocol is used when an outgoing packet or traffic requires IPSec
but does not yet contain a security association. IPSec can be implemented without
IKE but IKE adds extra features and increases flexibility of IPSec with added ease
of configuration for the IPSec standards.

The actual procedure followed for key exchange is defined by several modes of
IKE. The keys are generated in this step using the Diffie–Hellman key generation
algorithm [8, 9]. The main mode and aggressive mode are the two frequently used
modes.

The main mode and aggressive mode differ from each other in terms of the length
of the implemented algorithms. Out of these two, the mode chosen for execution
of security-related elements is called phase-1 mode of IKE. When the phase-1 is
completely executed, the negotiation activity of phase-2 can start. The main aim
behind phase-2 exchange is to provide a fresh key material to generate security
associations. When IKE phase 2 is completed with all its constituent element and
IPSec SAs have been decided by quick mode, then sensitive information can be
exchanged by an IPSec tunnel. Encryption and decryption of IP packets are done by
utilizing negotiated encryption algorithms defined in the IPSec SAs.

When the security features are negotiated, the two IPSec peers must decide upon
which procedures to use for every service that IPSec provides (e.g., DES [10] or
3DES for encryption, MD5 or SHA for integrity). The security association is the
strategy that IPSec uses to provide each one of the services of interest concerning a
given IPSec session.

In the IPSec process, first, an IPSec tunnel is set up between two devices that
wish to exchange data. To define the data that needs the services of IPSec, access
lists are set up appropriately on the interfaces. IKE is used to negotiate security
parameters and establish keys for authentication between two devices. In IKE phase,
one negotiation that follows an IKE security association is set up between the two
peers using either main or aggressive mode. Now, the tunnel can be used to transfer
data using either AH or ESP encapsulation or both.

Encapsulation is encryption of data and adding appropriate header to it so that the
receiving device can decrypt it and generate hashes to be used by other device for
verifying that the data was not tempered during transit.

ESP uses DES or 3DES for encryption. MD5 or SHA [11] is used for generating
hashes to provide data integrity. For providing anti-replay feature to the IP packets,
sequence members are assigned to them and sliding window protocol [12] is used
along with it.
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4 Proposed DMVPN Solution

Figure 2 shows the DMVPN scenario design. The aim of the proposed solution is
to show how by implementing the IPSec protocol in a Dynamic Multipoint Virtual
Private Network we can exchange sensitive data securely using authentication and
encryption services provided by the IPSec protocol suite which includes various
sub-protocols such as AH, ESP, IKE and 3DES between various branches of a multi-
national company. The branches dynamically create a Generic Routing Encapsula-
tion (GRE) tunnel between themselves and the headquarter site. The GRE tunnel
overlays on the Internet and connects the head office with the branches logically
in one virtual private network. The traffic that passes through the GRE tunnel is
encapsulated within an IPSec packet which adds an IPSec header which has various
fields which implement the authentication, encryption, data integrity and anti-replay
services.

Security solutions based on VPN are very effective and secure for protection of
sensitive data that passes through an insecure channel like the Internet. Companies
with big enterprise network requirements need IPSec solutions that are scalable and
dynamic for connecting sites through the Internet with minimized latency, optimal
bandwidth utilization and network performance.

Dynamic Multipoint VPN solution has the capability to build dynamic IPSec
tunnels between sites andprovide optimal networkperformancewith reduced latency.
It triggers automatic IPSec encryption through the GRE tunnel assuring zero loss
of packets. The GRE tunnel can handle multicast traffic and is equipped with VPN
routing and forwarding capabilities. It canuse protocolswhichprovide loadbalancing
capability to increase network performance and reliability.

Fig. 2 DMVPN implementation scenario
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Fig. 3 Data in encrypted form sent through the IPSec tunnel

Major components of the DMVPN solution are as follows:

• Generic Routing Encapsulation (GRE) Protocol: GRE is a protocol which does
the job of encapsulating IP unicast, multicast and broadcast packets. GRE IP
protocol number is 47.

• Next Hop Resolution Protocol (NHRP): NHRP is a client–server resolution
protocol that works on layer 2. It is used to translate a tunnel IP address to a
global IP address. It can have static or dynamic bindings.

• Dynamic Routing Protocol: such as EIGRP and OSPF. Its primary purpose is to
communicate information about private networks within the DMVPN.

• Standards-based IPSec Encryption Protocols: Protocols used for the protection of
the data that passes through the tunnels in the DMVPN.

Figure 3 shows the data in the encrypted form which is sent through the IPSec
tunnel. Each branch office first establishes an IPSec tunnel that is permanent to the
headquarter site. The branch offices register their global IP address as a client to the
NHRP server at the headquarter location. The headquarter site has a NHRP database
which stores the public IP address of each branch office.When a branch office device
has to send data to another branch office device, it queries the headquarter site for the
public IP address of the other branch office device so that it can build direct tunnels
to connect to it. The NHRP server replies by querying into its NHRP database. After
locating the public IP address of the destination device, the source device initiates
to create a dynamic IPSec tunnel to the destination device. With the help of the
combination of the multipoint GRE (m GRE) interface, NHRP and IPSec protocols,
a direct and dynamic tunnel is established for having secure communication over the
DMVPN network.
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5 Conclusion

In this paper, we proposed a DMVPN-based solution for enabling the protection
of sensitive data that travels through an insecure communication channel like the
Internet. It is a very effective, dynamic and scalable solution with fast convergence
and easy deployment of the IPSec protocol in which IPSec tunnels can be established
on demand and minimize latency and provide optimized network performance and
utilization of the bandwidth of the channel. In this paper, we also described the IPSec
protocol standard in detail alongwith its component protocols and standards.We also
described the DMVPN solution architecture, its components and working in detail.
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Location Privacy Protection in Mobile
Wireless Networks Through Hidden
Forest and Fog Computing
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Abstract Aswe know that the key to personal freedom is mobility and due to which
many providers begin to offer location-based services and these services enrich our
mobility experiences and with this the purpose of security increases as the location-
based services can easily track the location of the user.Many of the current limitations
would inherit several upcoming features as security and privacy issues have not fully
been addressed by standardization bodies. Existing methodologies propose some
method of protecting location privacy in mobile wireless networks but it has some
drawbacks. So in this paper, drawbacks have been resolved as shown in comparative
study, and in proposed methodology, two technologies have been used, i.e. hidden
forest and fog computing where hidden forest method is used for protecting location
privacy in mobile wireless networks and to increase more security, i.e. for 2-layer
security, fog computing technology has been used to create illusion and mislead the
attacker. To find hidden forest, Chinese remainder theorem (CRT) method has been
used and able to protect the location privacy of the mobile wireless networks. And
fog computing technology has been used to create false data and illusion so that
our actual data will be safe. Fog computing based on its networking edge computes
feature where the location-based service and applications are the most popular. For
simulation tools, cloud analyst and CloudSim are used.
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1 Introduction

As in the recent years, the location-based application and services have been used
rapidly in day-to-day life and have brought a lot of convenience in today’s busy life.
The location-based services can track the location and can solve several queries of the
common man. For the use of location-based applications and services, the mobile
users have to send their correct information of their location to service provider.
The location service provider’s server is not credible, so the user’s location informa-
tion will be vulnerable to theft. After hacking the location information of the user,
the hacker, via location tracking to other public information (such as geographic
database, encoding the phone book), may be able to confirm the user’s identity and
gain additional private information. This paper also focuses on 2-layer security to
increase more privacy and protection, so use of fog computing technology is also
discussed. It is assumed that attacker will break the hidden forest and then apply fog
computing into hidden forest. As fog computing will create illusion and mislead the
attacker, the actual data will be protected. Location protection is very much impor-
tant nowadays; the most average people do not understand how location services use
their personal information.

This paper focuses on n × square patches which is called hidden forest. An
example of a 2× 2 hidden forest is given.Data sets are also generated based on hidden
forest. The specific four visible trees obscure this hidden forest. It also resolves the
drawbacks of hidden tree as discussed in the comparative study, and the hidden tree is
not able to satisfy latent tree conditions. And if latent tree conditions are not satisfied,
then attacker can easily trace the nearest neighbour points as observed from hidden
tree. So, the drawbacks of hidden tree are minimized through the construction of
hidden forest.

2 Literature Review

Gao, Zhu,Gong,Hengsong andTan proposed in [1]HRHFmethod to protect location
privacy. It uses BFS method to meet certain requirements of the ring in the graph.
HRHFmethodprovidesmobile userswith averagequality location-based services but
it also faces somedrawbacks as in simple network; itwill be able to provide protection
but in complex it is quite difficult and also latent tree conditions are not satisfied in the
hidden tree. It is suitable for smallest neighbour point, but for large, it is quite difficult.
Yu, Xu, He, Zhang, Li, Xu proposed in [2] L2P2 problem where different users can
define dynamic and diverse privacy protection. The main aim of this problem is
to find small area cloaking for each user-requested location service so that diverse
dimensions are fulfilled over temporal dimensions for each and every user. Some test
methods are proposed in this, but accurate data sets for real-life tracking system are
not proposed. Liao, Li, Sun, Zhang, Chang proposed in [9] vehicular social networks
for 5G which fulfilled location services in an advanced way and also maintained
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trajectory privacy protection for vehicles. It used M Femtocell technique and design
a novel for 5G VSNs. And it also proposes DGD algorithm but providing privacy is
not sufficient in framework of mix group. Austingoodrich Dongfengfang, Yiqian and
Rose qingyanghu proposed in [5] traditional cellular networks compared with the
5G wireless networks security. It also gives information about different technologies
applied to 5G, and it also shows the existing schemes and latest development. It also
faces some challenges in privacy protection. Farhang, Hayel and Zhu proposed in [4]
and investigate about preserving privacy through access point selection method. In
this, decentralized algorithm is used for location protection but location privacy is a
critical issue for some mobile users. It is quite difficult to provide privacy in complex
mobile networks.

3 Proposed Methodology (1) [Hidden Forest]

In this section, hidden forest work is presented. Hidden forestmethod describes about
invisible lattice points. It uses Chinese remainder theorem to find hidden forest which
uses n× n square patches. The application of n= 2 cases is also discussed further. To
increase more privacy in hidden forest, fog computing is used as a 2-layer security.

3.1 Hidden Forest

As we know that approximately 60% of origin is visible from integer lattice points
and hence integer lattice points are hidden in the origin which is approximately 40%.
40% of the invisible lattice points compromise a variety of problems involving lattice
point visibility searching for patterns. Square patch is one of such patterns which is
known as hidden forest.

Hidden forest is known to exist arbitrarily in integer lattice.

3.2 Density of Visible Lattice Points in Z2

A criterion for the visibility of an integer lattice point can be recast in the number-
theoretic setting as the following theorem

Theorem 1 Let (a, b) ∈ Z2\{(0,0)}. Then (a, b) is visible if and only if gcd (a, b) =
1.

Proof Let (a, b) be a non-origin point in Z2. Suppose d = gcd (a, b). If d > 1 then
( ad ,

b
d ) lies strictly between the points (0, 0) and (a, b), and hence (a, b) is not visible

from the origin. Then, there is a point (a0, b0) ∈ Z2 such that (a, b) = (c a0, c b0)



866 D. Kumari et al.

for some integer c > 1. That is, c divides both a and b. But d = 1 is the greatest
common divisor of a and b, contradicting that c > 1 Thus if gcd (a, b) = 1, then (a,
b) is visible.

3.3 The Traditional Method to Find Hidden Forests

This section finds arbitrarily large patches of hidden square regions in Z2 using the
known technique, which is called the CRT algorithm, since the main tool in this
technique is the Chinese remainder theorem (CRT). The strategy is to find two sets
of n consecutive integers.

A = { a1,a…, an} and B = { b1,b2,…, bn} such that A ∩ B = ∅ and gcd (ai,b j )

> 1 for all 1 ≤ i, j ≤ n. Then, it is clear that the n2 points in the set {(ai,b j )| 1 ≤
i, j ≤ n} yield the desired hidden square region. To this end, first, some necessary
preliminary definitions have been discussed.

Definition (Hidden forest). An n × n hidden forest in Z2 is a square patch of n2

invisible integer lattice points that have width and height of n consecutive lattice
points. Denote this hidden forest by the symbol Hn

(a,b) where (a, b) is the closest
corner lattice point of the square to the origin.

Definition (Prime matrix). Let { k1,k2 …., kn2} be the set of the first n2 primes.
Construct an n × n matrix with these primes by filling row i with the n primes k
through k(i−1)n+n for each 1 ≤ i ≤ n to yield the following:

Note that the prime k(i−1)n+ j is located in row i and column j of the matrix. Call
this n × n matrix a prime matrix and denote it kn .

3.4 The CRT Algorithm

The following theorem is the primary tool used in the CRT algorithm to find hidden
forests of arbitrary size.
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Theorem 3.4 There exist two sets of n consecutive natural numbers A= {
a1,a2, . . . , an} and B= { b1,b2, . . . ., bn} for each n ∈ N such that A ∩ B= ∅ and gcd
(ai,b j ) > 1 for all 1 ≤ i; j ≤ n.

Proof Fix n ∈ N. Consider the prime matrix kn . Let Ri and C j be the product of the
entries in row i and column j, respectively, so we have

Ri = ∏n
m=1 k(i − 1)n + m and

C j = ∏n−1
m=0 kmn + j

Since they share no primes in common, the row products R1,R2, …, Rn are
pairwise relatively prime. Similarly, the column productsC1,C2, ….,Cn are pairwise
relatively prime. Consider the following pair of systems of linear congruences:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a + 1 ≡ 0 (modR1)
a + 2 ≡ 0 (modR2)
...

a + n ≡ 0 (modRn)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

b + 1 ≡ 0 (mod C1)

b + 2 ≡ 0 (mod C2)
...

b + n ≡ 0 (mod Cn)

Observe that R1 · R2 …. Rn = C1 · C2 …. Cn = ∏n2

i=1 ki , which denote M. By
the CRT, there exist solutions a0 and b0 to the left and right systems, respectively,
such that a0 and b0 are unique modulo M. Let A = { a0 + 1, a0 + 2, . . . , a0 + n}
and B = { b0 + 1, b0 + 2, …, b0 + n}. Then, claim that none of the integers in A
are pairwise relatively prime to any of the integers in B. For an arbitrary a0 + i ∈
A and b0 + j ∈ B, these two elements by construction are multiples of Ri and C j ,
respectively, and hence, the prime that lies in the intersection of row i and column j
in the matrix, namely k(i−1)n+ j , divides gcd (a0 + i, b0 + j). Thus, gcd (a0 + i, b0 +
j) > 1 as desired.

Observe that for n ≥ 2 the sets A and B are necessarily disjoint. Otherwise, if A
∩ B �= ∅, then some element a ∈ A is relatively prime to some element l ± 1 ∈ B
since gcd (l, l ± 1) = 1, contradicting gcd(A0 + i, B0 + j) > 1 for all 1 ≤ i, j ≤ n.
For the trivial case when N = 1, the algorithm above yields A = B = {2}. So set B
= {4} and hence A ∩ B = ∅ (Figs. 1 and 2).

By Theorem 3.4, the prime matrix kn yields the hidden forest Hn
(a,b) comprised of

the n2 points (ai,b j ) where ai = a0 + i ∈ A and b j = b0 + j ∈ B for 1 ≤ i, j ≤ n.
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Fig. 1 Hidden forest
coordinates

(174,21)                                  (175,21)            

              (174,21)(175,21) 

(174,20)                    (175,20) 

(174,20)                                   (175,20) 

Fig. 2 Fog computing
coordinates

            (8E2,48)                              (8EA,48)        

3.5 An Algorithm to Construct a Hidden Forest Using CRT
Algorithm

1. Fix a value n ∈ N
2. Construct the prime matrix kn .
3. Apply the Theorem 3.4 to kn to yield sets A and B.
4. Construct the hidden forest Hn

(a,b) from A and B.
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3.6 An Application: The N = 2 Cases

In the 2 × 2 case, using Theorem 3.4, set n = 2 and the prime matrix is

k2 =
(
2 3
5 7

)

The row products are R1 = 6 and R2 = 35, while the column products are C1 =
10 and C2 = 21. Hence, the corresponding linear congruences need to solve are:

a + 1 ≡ 0 (mod 6)
a + 2 ≡ 0 (mod 35)
b + 1 ≡ 0 (mod 10)
b + 2 ≡ 0 (mod 21)
By the CRT algorithm, the left and right systems have the unique solutions a0 =

173 (mod 210) and b0 = 19 (mod 210), respectively. Set A = {174, 175} and B =
{20, 21}. Then A ∩ B = ∅ and gcd (ai , b j ) > 1 for all 1 ≤ i, j ≤ 2. Thus there is a
hidden forest H 2

(174,20) of four trees at (174, 20), (174, 21), (175, 20), and (175, 21).

4 Proposed Methodology (2) [Fog Computing]

As we can define fog computing as an architecture that carries out a computation,
locally communication storage and Internet backbone routed overwith edges devices.
The another name of fog computing is fog networking or also known with the name
of fogging.

The use of fog computing in location privacy is indicated to the fog clients of the
location privacy. And the use of the fog clients or who using fog computing is that
whatever tasks fog computing do it mainly offloads to the fog nodes nearest one and
the tasks to whom fog node offloaded can tell that it is close or far away from other
fog nodes.

Fog computing technology is mainly used in this paper to maintain the privacy of
the exact or true data and create false data and to confuse the attacker or hacker. So
that attacker or hacker will be mislead and true data will be protected.

4.1 An Algorithm to Implement Fog Computing

1. Take the coordinate points, i.e. in the form of decimal integer
2. Reverse the coordinate points
3. Apply the 4-bit binary-coded decimal (BCD)
4. Reverse the 4-bit BCD
5. Convert the reverse BCD to hexadecimal code
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6. New coordinates generated.

4.2 Fog Computing Technology Applied into Hidden Forest

To apply fog computing technique, take four coordinates of hidden forest Hn
(a,b).

H 2
(174,20) = (174, 20), (174, 21), (175, 20) and (175, 21). Then, apply algorithm of

fog computing.

4.3 Final Coordinates Generated

This is how fog computing is applied into hidden forest.

5 Comparative Study

Here, this section shows the comparative study. Comparative study is based on theo-
retical analysis and study and also the drawbacks of all these papers are resolved
through hidden forest method and fog computing (Table 1).

All these limitations are resolved in this paper.

Table 1 Comparative study

S. No. Journal Title Drawbacks

1. IEEE Access Security for 5G mobile wireless
networks (Dongfeng Fang, Yi
Qian and Rose Qingyang Hu)

It faces many challenges. Privacy
protection is very challenging
not able to provide security

2. Springer Location privacy protection
algorithm for mobile networks
(Kun Gao, Yiwei Zhu, Songjie
Gong and Hengsong Tan)

Hidden tree unable to hide user
hidden position and also through
hidden tree low value is
generated

3. IEEE PHY-layer location
privacy-preserving access point
selection mechanism in
next-generation wireless
networks (SadeghFarhang,
YezekaelHayel and Quanyan
Zhu)

Location privacy is critical issue
for some mobile users. It is not
providing privacy protection in
complex networks
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Table 2 Data sets of hidden
forest

k2 Coordinates

2 (174, 21)

3 (175, 21)

5 (174, 20)

7 (175,20)

11 (1287, 748)

13 (1292, 748)

17 (1287, 741)

19 (1292, 741)

23 (4669, 2139)

29 (4588, 2139)

31 (4669, 2146)

37 (4588, 2146)

6 Results and Data sets

It is observed that two coordinates are successfully generated. It is also observed
that hidden forest coordinates provide with higher value points than hidden tree [1]
and drawbacks are successfully resolved. Data sets of hidden forest are shown and
it is analysed that as k2 increases coordinates points also increases. Through this,
high-value coordinate points are generated and privacy is better. And also hidden
forest is better in protecting privacy as shown in comparative study and if in the case
hidden forest might break by attacker then 2-layer security has been used, i.e. fog
computing. Fog computing coordinates are used to confuse the attacker and attacker
will think this is only the actual coordinates. And false coordinates are generated in
place of actual coordinates to mislead the attacker (Table 2).

7 Conclusion and Future Scope

As we know that in today’s world mobile phones or devices are increasing its popu-
larity day by day, location-based applications or services are also increasing. And we
also know that how location-based services are dealing with public facilities. And
through advancing technologies, mobile users’ location-related information can be
accessed fromanywhere at anytime.But some location-based applications or services
can get attacked by hackers or crackers or by new threat and steal information of
users and misuse it. So it is very important to protect our location in mobile wireless
networks from stealing information. So, this paper has given the concept of use of
traditional method to find hidden forests, through CRT method and also focuses on
finding closer hidden forests. n ∈ N and a prime matrix kn , there exists an n × n
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hidden forest Hn
(a,b). And also to increasemore privacy and protection, fog computing

concept, i.e. 2-layer security has also been discussed. And through n = 2 cases, the
concept of hidden forest is successfully tested and also fog computing technique is
successfully applied into hidden forest.

For the future directions, we would like to do practical implementation of hidden
forest and fog computing concept and apply practically into LBS and also we would
like to test for more higher value of data sets and cases.
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Design and Characterization
of DC-to-DC Converters Using Active
Inductor

Om Prakash, Kumar Ankit, Rohan Kumar, and Vijay Nath

Abstract Digital to digital converters are methods for power transformation. They
move a DC voltage level to another level dependent on the prerequisite. The funda-
mental circuit utilized for a DC/DC converter is one which is used to regulate the
switching actions. This type of circuit is mainly responsible for relocating the energy
from input terminal to the output terminal using various components like diodes,
inductors, electronic switches etc. They are capable of stepping-up, stepping-down
and inverting a given voltage parameter. The components which constitutes this regu-
lating circuit can be arranged in different configurations to achieve desired outputs
like that of step-down converters, step-up converters etc. The operating voltage
requirement of various electronic devices, for example, Integrated Circuits (ICs)
can vary over a broad range, making it mandatory to supply a particular voltage for
each device. A DC/DC converter makes modification to the input DC voltage from a
source into another DC voltage which is given as output. The Buck Converter yields a
voltage lower than provided, while converse is the case with a Boost converter. This
research article sees the comparison of DC/DC Converter using passive inductor
with the one using active inductor. Switched mode DC–DC converter makes modi-
fication to the voltage level value by hoarding the energy either in form of magnetic
field or electric field from input source for some temporary amount of time and then
emancipating that stored energy at another voltage level. Whatever output voltage is
received at the output terminal, it is exploited to match the power requirement of the
load. These converters are mainly used in the vehicles, chargers and Video players.
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1 Introduction

Firstly we shall discuss the various topologies that has been discussed in this article.
Those are:

(a) Buck Converter
(b) Boost Converter
(c) Buck-Boost Converter
(d) CUK Converter
(e) SEPIC Converter

Above mentioned circuit design are discussed independently as:

(a) Buck Converter

A buck converter commonly referred to as a step-down converter owing to the fact
that this converter is able to lower down the voltage level to a lower level than
the input. The conventional voltage source inverter (VSI) likewise alluded to as a
buck inverter, is presumably the most imperative power converter topology [1]. It
is utilized in numerous particular mechanical and commercial applications. Among
these applications, uninterruptible power supply (UPS) and air conditioning engine
drives are the most essential. One of the qualities of the buck inverter is that the
instantaneous voltage is dependably lower that the input dc voltage.

The Buck Converter finds its primary usage in the switched mode power supply
(SMPS) network designs whereby the DC output voltage should be less as compared
to the input DC voltage level. The transistor which connects the input terminal to
the output terminal switches between on and off position at a very high and fair
amount of frequency value. When the transistor is in on position, energy gets stored
in the inductor. This stored energy is used to provide a continuous output even when
the transistor is in off position [2]. The circuit task basically relies upon what often
addressed to a Flywheel Circuit. This is on the grounds that the circuit demonstrations
rather like a mechanical flywheel such that the wheel keeps spinning very smoothly
when provided with energy pulses separated at a regular space and it spins at a fair
amount of steady rate.

The figures below show the schematic of a Buck converter and also the output
plot of it (Figs. 1 and 2).

(b) Boost Converter

This subsection deals with a boost type DC–DC converter circuit which is respon-
sible for the increment of output DC voltage as compared to that of the input one.
It nosedive under the class of switched mode control supply (the SMPS) which may
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Fig. 1 Schematic figure of Buck converter

Fig. 2 Output plot of Buck converter

house around two semiconductor based elements (a diode & a transistor) and addi-
tionally an energy storing element namely an inductor, a capacitor or both of them
together. In order to lower down the voltage ripple, capacitive filters (here and there
in combination with the inductors) are often added at the output of such a converter
(load side filter) and input (supply side filter). Since it is a conservation law that the
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power (P=V * I) must remain safeguarded so that’s the reason for the output current
value being less in magnitude than the input counterpart [3].

DC/DC Converters are one of the reason for the implementation of the switched
mode power supplies. Although, a DC power supply source is capable for providing
power but it might not be sufficient for the converters being considered in this article.
The space requirement of the battery banks, their large weights etc. makes them not
very convenient to be utilized. This is a major problem in today’s world where space
and weight are one of the important constraints. Thus, to overcome these problems,
the best possible solution is the use of boost DC/DC transfigure circuit. Another
issue with usage of batteries (either expansive or small) is that their output voltage
differs when the available charge is utilized and ultimately the battery voltage supply
turns out to be too feeble to be even considered for powering the circuit that has been
provided. By employing certain boost converters if this considerably low level of
the output can be supported a back up to the valuable dimension once more, we can
definitely enhance the battery life [4, 5]. The DC input source for this converter can
be a numerous sources such as batteries: let’s say rectified AC from the mains supply
or for that matter DC from sunlight based boards, energy components, dynamos and
DC generators. This converter differs from its buck counterpart in terms of the output
voltage it produces, because it produces a voltage which is the incremented version
of the input voltage. It is very much important to keep in mind that the overall power
remains constant as the voltage increases but on the other hand the value of current
decreases.

The figures below show the schematic of a Boost converter and also the output
plot of it (Figs. 3 and 4).

Fig. 3 Schematic figure of Boost converter
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Fig. 4 Output plot of Boost converter

(c) Buck-boost Converter

Another most important converter is discussed in this article, which is the buck-
boost converter which is responsible to modify the output voltage value greater than
or less than the input voltage value. Thus, this can be considered as a combination
of the previously discussed two converters. This translator is a genus of Switched
Mode Power Supply (SMPS) converter which is identical in topology to buck and
boost converter. The output is adjusted according to the duty cycle of the switching
transistor.

By cascading the two topologies, it can be adjusted to a wide range of input
voltage that give the voltage output ofmagnitude higher or lesser. Both buck andboost
converter have basically the same components, just simply rearranging these compo-
nents, the output voltage can be obtained. The input voltage source is connected to
a FINFET directly which acts a switch and the second switch is a diode. The diode
connection is reverse to the current flow from the input source and the capacitor [3,
5]. The diode which is used has a low forward voltage drop and very high switching
speed to reduce the spikes in output voltage. For the switch either a FINFET or BJT
can be used depending on the application, such as FINFET for a high-frequency
application and BJT in case of low-frequency application.

The figures below show the schematic of a Buck-Boost converter and also the
output plot of the converter (Figs. 5 and 6).
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Fig. 5 Schematic figure of buck-boost converter

Fig. 6 Output plot of buck-boost converter

(d) CUK Converter

There is another topology of DC–DC converter called the Cuk converter which gives
an output voltage that is the inverted version of the input voltage source. The basic
principal of this type of converter is that it comprises of the earlier discussed two
types of converter, i.e., boost which is cascaded with buck converter with a coupling
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capacitor to couple the energy. In this type of converter, the main coupling part is the
capacitor contrary to previous converters in which inductor was the main coupling
part.

The major benefit of this converter is that it has a low-switching loss making it
all the more very effective. The drawback of this converter is that it incorporates
a high number of reactive segments (L and C). Cuk converter is a capacitor based
topology so energy put away in capacitor and furthermore cuk converter is overshoot
of the output voltage. In any case, buck-boost converter is inductor based topology
so energy is stored in inductor [4, 6]. This converter is used for getting an output
voltage has a wide range of output. This implies that the output is having an inverted
polarity with voltage more or less than the input. The work of filter is done by the
input inductor for the dc supply to avert extensive harmonics in the current. The
energy exchange is primarily dependent upon a capacitor rather than an inductor. As
can be seen from the figure of the Cuk converter, in the OFF state of the switch, the
coupling capacitor is being charged through inductor L1 by the given input supply.
And in the ON state of the switch, the coupling capacitor transfers energy to the
output capacitor with the help of inductor L2. The capacitor C is utilized for the
transfer of energy from input terminal to the output terminal with the reciprocation
of transistors and diodes. The main purpose of the two inductors is to convert the
input and output voltages into respective currents. In fact, the inductor is treated as
a current source for a short span of time as it can withstand a steady current. Had
this arrangement not been there and the capacitors were connected directly to the
voltage sources, there would have a greater energy loss [7, 8]. When charging the
capacitor with current source, i.e., the inductor in this context, the energy loss is less
as it prevents the resistive current loss associated with the capacitor.

Thefigures belowshow the schematic of aCUKand the output plot of the converter
(Figs. 7 and 8).

(e) SEPIC Converter

Some of the applications of converters need to either boost or buck the input voltage
and in this case the respective converters are utilized. But, often some applications
require that the output voltage is varies around the input voltage. In this case, the
most suitable practice is to use a converter that can either enhance or lower the
input voltage. Some converter such as Buck-Boost is cheap because of the lower
component requirements such as one inductor and capacitor. But, the drawback of
this type is that their current has a high amount of ripple in them. Because of this
ripple, there are harmonics created, restricting their use in many applications and
requires the use of an LC filter. Because of this, the buck-boost converter are not
effective. In many applications, there is a requirement to either increase or decrease
the voltage [7, 9]. In these cases, the SEPIC converter is worth the price for the extra
components required in this converter.

This topology of the converter proffers a positive output voltage as compared to
that of the input voltage. It can regulate the input voltage to be either larger or smaller
than the input. But the drawback of this converter is that it is difficult to comprehend



882 O. Prakash et al.

Fig. 7 Schematic diagram of Cuk converter

Fig. 8 Output plot of Cuk converter

the schematic since it has two inductors in it resulting in a larger amount power
requirement. Some manufacturer of inductor have stated to manufacture coupled
inductor in place of single inductors at a slightly higher cost than individual inductor
which results in a reasonable cost for this converter. These coupled inductors also
have the advantage of low power consumption and lower inductor ripple current.
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As shown in figure below is a schematic of the SEPIC converter. Similar to any
other converter, the SEPIC also exchanges energy between inductor and capacitor
to get the desired value of the output. The switch which is used is mainly a FINFET
which has the advantage of providing higher input impedance and drops a low amount
of voltage as compared to the Bipolar Junction Transistor (BJT). The FINFET don’t
need a biasing resistor because the FINFET switches based on the voltage as opposed
to current which is used in BJT.

The performance of SEPIC converter is highly dependent on the switching time
and IR drop of diode D1 specially its reliability and efficiency. To reduce the high
voltage spikes in the inductor, the switching time of diode need to be very fast. For
this purpose, conventional fast diode or Schottky diode can be used.

The ripple in output and efficiency of the converter is also dependent on the
resistance in capacitor and inductor. Inductors which have small series resistance
dissipates less energy as heat which results in a greater efficiency. This should also
be followed in the capacitors where the series resistance should be low so that ripple
is minimized and also helps in preventing heat build-up, particularly for C1 in which
current changes direction frequently [10]. A capacitor having high value of capaci-
tance and greater capability to handle current is required since this converter transfer
energy with the help of series capacitor.

The figures below show the schematic of a SEPIC and the output plot of the
converter (Figs. 9 and 10).

Fig. 9 Schematic figure of SEPIC converter
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Fig. 10 Output plot of SEPIC converter

2 Active Inductors

The main inspirational fact behind the proposal of Active Inductors is to avoid the
usage of spiral or metal wire bonding inductors in integrated circuits because of these
main reasons. Large Area requirement, Large Power Consumption and Limited Q-
factor. These are the most important drawbacks of the monolithic inductors. To
overcome these limitations, a new type of inductors have been proposed, the Active
Inductors which are based on the transistors based technology. The basic principle of
modeling an active inductor is theGyrator-Cnetwork [11].Agyrator is a circuitwhich
has two back to back connected OTA (Operational Transconductance Amplifier).
When this network has a capacitance attached to its one end, the entire circuit is
known as the Gyrator-C network and is shown in Fig. 11.

From Fig. 12, the values of the various components can be calculated by just
calculating the admittance as seen from node ‘b’ [11].

Fig. 11 Schematic of a
gyrator-C network
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Fig. 12 Component level
equivalent of gyrator-C
topology

Y = sC2+ G2+ 1

s
(

C1
Gm1Gm2

) + G1
Gm1Gm2

(1)

From Eq. 1, it can be seen that the values of components are as depicted by
Eqs. 2–5.

Rp = 1

G2
(2)

Cp = C2 (3)

Rs = G1

Gm1Gm2
(4)

L = C1

Gm1Gm2
(5)

The various topologies of active inductors discussed in this paper are as follows:

3 Basic Active Inductor

Figure 13 shows the circuit schematic of Basic Active Inductors based on Gyrator-
C topology. It is known fact that the model of field effect transistor is based on
the Trans-conductors. In the Gyrator-C topology, two back to back amplifiers were
connected to form a network. The straightforward amplifiers can be the transistors
itself [4].
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Fig. 13 Schematic of basic active inductor

Table 1 Simulation results
of basic active inductors

I1 (µA) 100 200 500

L (nH) 16.38 13.67 9.46

Q-factor 2.58 2.79 3.10

The simulations have been performed by fixing the value of current source I2 =
500 µA and varying the value of I1 from 100, 200 and 500 µA and at 2.4 GHz input
source frequency. The simulation results are shown in Table 1.

Figure 14 shows the plot of Q-Factor of the basic active inductor versus the
frequency.

Fig. 14 Plot of Q-factor versus frequency for basic active inductor
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Fig. 15 Schematic of resistive feedback active inductor

Table 2 Simulation results of resistive feedback active inductor

R (�) 500 1000 1500 2000

L (nH) 4.79 5.23 6.71 7.89

Q-factor 6.45 13.69 18.72 21.95

4 Resistive Feedback Active Inductor

Figure 15 shows the circuit schematic of Resistive feedback Active Inductors based
on Gyrator-C topology. In the previous topology it has been observed that the quality
factor was not very large, so in order to increase the quality factor along with keeping
in mind the low power consumption criteria as well, another topology has been
developed which has a resistor as a feedback element [4, 12].

The simulation of this active inductor topology is performed at varying R values
of 500 �, 1 k�, 1.5 k� and 2 k�. All simulations have been performed at an input
frequency of 2.4 GHz. Table 2 shows the simulation results for this topology.

Figure 16 represents the graph ofQ-Factor of the resistive feedback active inductor
vs the frequency.

5 Regulated Cascade Active Inductor

Figure 17 shows the schematic for the regulated cascade active inductor. This
topology is too based upon the principle of Gyrator-C network, but along with that
it has got some modifications in order to improve our main parameter of interest,
i.e., the quality factor and the power consumption. The transistors N4 and N5 acts
as the constant current source. Transistors N1 and N3 are normal transistors which
are present in a Gyrator-C network. Transistor N2 is placed at the drain terminal of
the transistor N3 because to reduce the transconductance at the node ‘b’ because this
high transconductance node was earlier responsible in restraining the quality factor
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Fig. 16 Plot of Q-factor of resistive feedback topology versus frequency

Fig. 17 Schematic of a
regulated cascode active
inductor

[13]. Now this cascade structure of N3 and N2 lowers the transconductance at node
‘b’. Beside all these the main component which is responsible for the enhancement
of the quality factor is the presence of the negative amplifier consisting of pFET (N6)
and nFET (N7), which acts as a feedback component in this schematic.

From the facsimile conclusion as shown in Table 3, it is concluded that at W6 =
68 nm andW7= 68 nm, maximum quality factor of 22.09 is obtained at a inductance

Table 3 Simulation results of regulated cascode active inductors

W6 (nm) 34 34 34 68

W7 (nm) 34 52 68 68

L (nH) 6.36 7.41 7.96 7.53

Q-factor 11.46 14.31 18.64 22.09
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Fig. 18 Plot of Q-factor versus frequency for regulated cascode topology

value of 7.536 nH. The resonant frequency is about 9.8 GHz. This simulation was
done at an input frequency of 2.4 GHz.

Figure 18 shows the plot ofQ-Factor of the basic active inductor vs the frequency.

6 Weng-Kuo Active Inductor

Another most important and effective active inductor is the Weng-Kuo active
inductor. The schematic of Weng-Kuo active inductor is shown in Fig. 19. This
topology finds many similarity with the regulated cascade topology but the only
difference between the regulated cascade topology and the Weng-Kuo topology is
the presence of extra current source which is represented by I3 in the schematic
x.18. The main role of this extra current source is to reduce the transconductance at

Fig. 19 Schematic of a
Weng-Kuo active inductor
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Table 4 Simulation results
of Weng-Kuo active inductor

Current I3 (µA) 100 200 500

Q-factor 14.97 19.39 26.43

L (nH) 7.32 8.08 8.64

node ‘b’ which will further increase the value of the main parameter of interest, i.e.,
Q-Factor [4, 13].

For calculating the results for this topology, the width of N6 and N7, i.e., W6
andW7, respectively, are both fixed at value of 68 nm as they were giving very high
value of quality factor. Now upon this improved value, one more current source has
been added in this topology and in this simulation the value of that current source I3
is varied. From the simulation results shown in Table 4, it can be observed that the
maximum quality factor is 26.43 at a current value of 500 µA with an inductance
value of 8.64. The resonant frequency of the Weng-Kuo active inductor is about
16.32 GHz.

Figure 20 shows the plot ofQ-Factor of the basic active inductor vs the frequency.
Thus, the conclusion is that despite of having slightly less quality factor value,

Regulated Active Inductor is most suitable to be used in a circuit despite of the
fact that its Q-factor plot is less narrow than the Weng-Kuo topology but the most
important reason is its less power consumption [11].

Table 5 shows the comparison of Q-factor results obtained in this work which
uses FinFET technology with the reference [11] which uses FINFET technology.

Fig. 20 Plot of Q-factor versus frequency for the Weng-Kuo active inductor
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Table 5 Comparison
between Q-factor obtained in
this work and Ref. [11]

Active inductor
topology

Q-factor in our
work (FinFET
technology)

Q-factor in Ref.
[11] (FINFET
technology)

Basic 3.10 2.50

Resistive feedback 21.95 18.30

Regulated cascode 22.09 17.0

Weng-Kuo 26.43 22.0

7 DC–DC Converters with Active Inductors

All the topologies of the fiveDC–DC converters have been implemented by replacing
the spiral inductors with active inductor. Since the different architectures of active
inductor has already been simulated and observed that regulated Cascade implemen-
tation has the highest advantage in terms of performance like the high quality factor
values and less power.

Consumption, we have replaced the passive inductors in the DC–DC converter
with this topology of the active inductor. There is a reasonable improvement in the
performance of the DC–DC converters by substituting the passive inductors with this
active inductor. Since the quality factor is high, the current delivering capability of
the inductors have increased by a significant amount which results in a higher output
voltage andmoreover the quality of the output has improved by reducing the ripple so
that a more robust device can be obtained and will be more reliable. There are some
other benefits also with this substitution of the passive inductors with active inductor
like the area and power consumption of the overall device which will be fabricated
since the conventional passive inductors consume a huge area and require a large
amount of power for their operation. The above said benefit of output is supported
with graph for all the five topologies of the DC–DC converter below:

The Plot for Output Voltage as a function of time for Boost DC–DC Converter is
shown in Fig. 21.

The Plot for Output Voltage as a function of time for Buck DC–DC Converter is
shown in Fig. 22.

The Plot for Output Voltage as a function of time for Buck-Boost DC–DC
Converter is shown in Fig. 23.

The Plot for Output Voltage as a function of time for CUK DC–DC Converter is
shown in Fig. 24.

The Plot for Output Voltage as a function of time for SEPIC DC–DC Converter
is shown in Fig. 25 (Table 6).



892 O. Prakash et al.

Fig. 21 Plot for Boost converter using AI

Fig. 22 Plot for Buck converter using AI

8 Result and Conclusion

In this work various topologies of DC converters have been implemented; a compar-
ative study between their implementation with spiral inductor versus active inductor
is done. Among the Active inductors implemented the regulated cascade based AI
proved to be most efficient. The plots and tables above clearly are in line with the
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Fig. 23 Plot for Buck-Boost converter using AI

Fig. 24 Plot for Cuk converter using AI

theoretical advantages stated. The incorporation of AI in DC–DC converter brings
in several advantages which could be listed as:

1. Reduction in the area required for the implementation of the design since MOS
based inductor requires less area as compared to spiral inductors
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Fig. 25 Plot for SEPIC converter using AI

Table 6 Comparison of
output voltage for different
topologies with and without
AI

DC–DC converter
topology

Without AI (voltage
fluctuation) [V]

With AI (voltage
fluctuation) [V]

Boost 0.7–1.3 1.3941–1.3948

Buck 0–0.7 0.12–0.21

Buck-Boost 0–0.95 1.09–1.17

CUK 0–(−3.0) (−0.05)–(−0.25)

SEPIC 0.1–1.65 1.662–1.674

2. The quality factor of an AI is tunable which provides the design a unique
adaptability

3. The power loss in the circuit also reduces since the silicon based inductor is less
leaky as compared to a spiral bound inductive coil.
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Analysis of Dispersion Compensation
Techniques Used in Optical Fiber
Communication

Nidhi Jha and Soumya Sidhishwari

Abstract In optical fiber, communication signal can be transmitted through one
place to another by optical fiber in the form of pulses. When signal or light pulse is
transmitted by the optical fiber, it suffers from some loss due to the attenuation and
dispersion. Due to this effect, the system bandwidth decreases. Recent advancement
in telecommunication services demands higher bandwidth which can be achieved by
lowering the dispersion effect, i.e., pulse spreading. By using OptiSystem software
and MATLAB, variant types of dispersion compensation techniques used in optical
fiber communication have been analyzed. In our work, we are using OptiSystem,
version 13.0 (Optiwave) for performance analysis of different compensation tech-
niques. We have analyzed dispersion compensation using dispersion compensating
fiber (DCF) and fiber Bragg grating (FBG) techniques for different fiber lengths. The
parameters such as bit error rate (BER), quality factor (QF), and eye diagram have
been investigated at the receiver end.

Keywords Optical fiber · Dispersion · Dispersion compensation techniques · Bit
rate · Quality factor · Eye diagram

1 Introduction

Due to several advantages like enormous bandwidth, small size andweight, electrical
isolation, immunity to interference and crosstalk, signal preservation, low transmis-
sion loss, elasticity, etc., optical fibers have its great application in communication
model, sensor, etc. In optical fiber, communication signal can be transmitted through
one place to another by optical fiber in the form of pulses. When signal or infor-
mation is transmitted through the optical fiber, it suffers from some loss due to the
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attenuation and dispersion. Dispersion is defined as pulse widening of the optical
signal as it accesses along a fiber. Pulse widening causes the neighboring pulses
to overlap and results in inter-symbol interference. Due to this result, the system
bandwidth decreases. Recent advancement in telecommunication services demands
higher bandwidth which can be achieved by lowering the dispersion effect, i.e.,
pulse spreading. There are different techniques to compensate the dispersion effects
along the length of the optical fiber. Different methods of dispersion compensation
techniques in optical fiber have been analyzed by using OptiSystem software and
MATLAB.

Several works have been done for analyzing different compensation techniques.
B. Prasad has discussed fiber Bragg grating as a dispersion compensator used in an
optical transmission model using OptiSystem software. From the simulation result,
he concluded that the fiber length and the input power are directly proportional to
the signal power [1]. Md. Jahidul Islam has proposed MATLAB design work to
compensate dispersion up to 300 km fiber length. They used FBG technique for
dispersion compensation [2]. Md. Yusoff has investigated the signal performances
of pre-, post-, and symmetrical compensation using chirped fiber Bragg grating for
L-band dispersion compensator. The author concluded, the signal performance at 10
Gbps data rate after spreading through a 90 km transmission fiber has been high-
lighted [3]. R. S. Asha has compared the performance of dispersion compensation
with a linear chirped FBG, except for dispersion at higher input powers with FBG
andDCF [4]. B. J. Eggleton has used fiber Bragg grating for dispersion compensation
in transmission. He has demonstrated for the first time that an FBG in transmission
can be used to compensate dispersion [5]. Ashwani Sharma has proposed a method
to compensate dispersion using different techniques which happen during transmis-
sion of signals through a distance of 120 km at 100 Gbps [6]. Kishore Kumar Panda
has proposed simulation and performance analysis of dispersion compensation using
DCF in different schemes for 40 Gbps DWDM network. The author concluded that
the symmetrical compensation gives a better performance than other schemes [7].
There are many review papers on dispersion compensation methods [8, 9]. They
discussed DCF, FBG, EDC, and digital filter. Simulation of transmission model
to compensate dispersion in an optical fiber by chirp gratings has been proposed by
several authors [10, 11]. M. Sumetsky has proposed an overview of FBGs fabrication
principles and applications with emphasis on the chirped FBG used for dispersion
compensation in high-speed optical communication systems [12]. Md. Talha Hassan
has proposed a comparative study of different dispersion compensation techniques
in long-haul communication [13].

In our work, we are using OptiSystem, version 13.0 (Optiwave) for analyzing the
performance of different dispersion compensation techniques. OptiSystem software
can be used as a platform for designing and simulation of different optical fiber
systems. We have analyzed the performance of dispersion compensation process
using dispersion compensating fiber (DCF) and fiber Bragg grating (FBG) for
different fiber lengths. The value of parameters such as bit error rate (BER), quality
factor (QF), and eye height has been investigated at the receiver end. All the results
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have been analyzed using OptiSystem, version 13.0 (Optiwave) at bit rate (BR)
10 and 20 gigabits per second (Gbps) transmission systems using Mach–Zehnder
modulator.

2 Theory

Dispersion

Dispersion effects broaden the pulse as it propagates along the fiber. After large
distance, the pulses overlap (intersymbol interference-ISI) and become indis-
tinguishable limiting the bandwidth. Generally, dispersion can be classified as
[14].

Dispersion

Modal/Inter
modal 

Dispersion

Chromatic 
Dispersion

Polarization 
mode 

Dispersion

Material 
Dispersion

Waveguide 
Dispersion

Intermodal dispersion

Intermodal dispersion is defined as the change of the group velocity for every mode
at a single frequency. Hence, each wave will reach at the exit of the fiber at different
times causing dispersion. It appears only in multimode fibers.

Chromatic dispersion

Chromatic or intra-modal dispersion happens in single-mode optical fiber, and it
results from the finite spectral emission width of an optical source. The spectral
emission width is the band of wavelength over which the source emits light. As it
depends onwavelength, the signal distortion due to this increases. It is further divided
into two types:
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Material dispersion

It is caused by the variation of the refractive index of the core material as a function
of wavelength or frequency of light. It is directly proportional to the frequency
bandwidth of the transmitted pulse.

Waveguide dispersion

This arises when the modal propagation constant β is a function of the ratio between
the core radius and the wavelength.

Polarization mode dispersion

It occurs because the light signal energy at a given wavelength in a single-mode fiber
occupies orthogonal polarization states or modes. Each mode will travel at a slightly
different velocity due to lack of perfectly symmetric and an isotropicity of the fiber
giving rise to pulse spreading.

In optical fiber communication model, dispersion compensation before detecting
the signal is an essential requirement to overcome the inter-symbol interference.
It can be achieved by using different dispersion compensation methods such as
dispersion compensating fiber (DCF), fiber Bragg grating (FBG), electronic disper-
sion compensation (EDC), digital filters, and optical phase conjugation technique
(OPCT).

In our work, we are using DCF and FBG to analyze dispersion compensation with
the help of OptiSystem software.

Dispersion compensating fiber: The component of DCF is more stable and does not
easily get affected by temperature and bandwidth. So, it is a suitable way to compen-
sate dispersion. Dispersion compensating fibers have a high negative dispersion.
Therefore, it can be tuned to the transmission fiber having the positive dispersion
coefficient such that the overall dispersion of the link becomes zero. This technique
is used in long-haul WDM communication model. Dispersion compensating fiber
has low insertion loss and higher performance. It has three compensation schemes
as shown in Fig. 1a–c [6].

Pre-compensation scheme: When DCF is located before the single-mode fiber
(SMF) to compensate the positive dispersion of the optical fiber, it is termed as
pre-compensation scheme.

Post-compensation scheme: Post-compensation scheme is themethod inwhichDCF
is located after single-mode fiber (SMF) to compensate the positive dispersion of the
optical fiber.

Symmetrical compensation scheme: If DCF is located before as well as after single-
mode fiber (SMF) to compensate the positive dispersion of the optical fiber, then we
have symmetrical compensation scheme.
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Fig. 1 a–c—Block diagram of dispersion compensation scheme of DCF technique a pre-
compensation, b post-compensation, c symmetrical compensation

Dispersion compensation using fiber Bragg grating: FBG is the most important
technology being used for dispersion compensation. It is most useful, reliable, versa-
tile, practical, and attractive passive device in the field of optical fiber communica-
tions. It is also a Bragg reflector which creates reflection for a particular wavelength.
The pulse which enters into the grating, depending upon the wavelength of pulses
got reflected by grating. More distance will be traveled by the signal having larger
wavelength in grating before getting reflected; on the other hand, less distance will
be traveled by the signal having smaller wavelength in the grating before getting
reflected. Hence, the pulse spread due to chromatic dispersion in a single-mode fiber
can be reduced using FBG. The Bragg wavelength is expressed by the relationship
shown in Eq. (1)

λBragg = 2neff� (1)

where neff represents refractive index of the grating in the fiber core and � is grating
period.

Block diagram to compensate the dispersion using fiber Bragg grating is shown
in Fig. 2.

2.1 Simulation of Dispersion Compensation Techniques

The simulation layout mainly consists of three sections like transmitter, transmission
channel, and receiver. Transmitter consists of sequence generator, pulse generator,
modulator, etc., receiver part consists of BER generator, eye diagram generator,
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TRANSMITTER AMP OPTICAL 
FIBER 

FBG RECEIVER 

Fig. 2 Block diagram of FBG techniques

filter, etc., and erbium-doped fiber amplifier (EDFA), single-mode fiber (SMF), and
dispersion compensating fiber (DCF) are present in transmission channel.

The transmitter section as shown in Fig. 3 consists of data source which generates
pseudo-random bit sequence at the rate of 20 Gbps. This has amplitude 1 a.u. and
width 0.5 bit. The bit sequence is fed to Gaussian pulse generator that produces elec-
trical signals. This signal is modulated by using Mach–Zehnder modulator. Mach–
Zehnder modulator is used to control the modulation of data pulses. The modulator
is driven by a CW laser that has work frequency of 193.1 THz and 0 dBm power.
The bit sequence is fed to Gaussian pulse generator that produces electrical signals.

This signal is modulated by using Mach–Zehnder modulator. Mach–Zehnder
modulator is used to control the modulation of data pulses. The modulator is driven
by a CW laser that has work frequency of 193.1 THz and 0 dBm power.

Transmission channel is shown in Fig. 4. Here, we can change length, wavelength,
dispersion parameters, attenuation, etc.

Fig. 3 Transmitter section
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Fig. 4 Transmission channel

Fig. 5 Receiver section

For analyzing the result, receiver section is used as shown in Fig. 5. In this section,
result of optical signal can be measured by visualizer library component like OTD
visualizer, eye diagram analyzer, etc.

3 Simulation Setup

Figure 6a–c shows the simulation setup for different schemes of dispersion
compensating fiber (DCF) technique.

Figure 7 is representing the simulation layout to compensate dispersion using
fiber Bragg grating.
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(a) Pre-Compensation Technique Layout 

(b) Post-Compensation Technique Layout 

(c) Symmetrical- Compensation Technique Layout 

Fig. 6 Design layout of DCF-a pre-compensation, b post-compensation, c symmetrical compen-
sation
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Fig. 7 Simulation layout of FBG

4 Result and Discussion

4.1 Simulation Result of DCF and Their Different Schemes

In our work, we have analyzed dispersion compensation methods (DCF and FBG
method) of optical fiber communication system.We have used Gaussian pulse gener-
ator as input signal which creates a sequence of optical pulses modulated by an
input digital signal. The frequency and power of input signal are set as 193.1 THz
and 0 dBm, respectively. After transmission of input signal through transmission
channel, some changes will occur which is received at BER analyzer. In receiver
section, photodetector, filter, and BER analyzer are used. Different parameters like
bit error rate, quality factor, and eye height fromBERanalyzer have been investigated
for different fiber length. Figure 8a, b show the eye diagram result of DCF technique
used for fiber length of 50 Km. Figures 9a–b, 10a–c, and 11a–c show the disper-

(a) (b) 

Fig. 8 a, b Eye diagram result of DCF technique showing BER and quality factor for 50 km
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(a) (b) 

Fig. 9 a, b Dispersion compensation of signal in DCF techniques at a input, b output level of
pre-compensation

sion compensation of signals in pre, post and symmetrical dispersion compensation
schemes.

4.2 Simulation Result of Dispersion Compensation Using
Techniques FBG

Bit error rate (BER) is the number of bit errors per unit time and is defined as ratio
of the numbers of bit errors divided by the total number of transmitted bits during a
performance time interval. It is expressed by Eq. (2)

BER = Errors/Total number of transmitted bits (2)

The relationship between quality factor and BER is shown in Eq. (3)

BER = 1

2
erfc

(
Q√
2

)
(3)

where erfc(x) is error function, which is expressed by Eq. (4)

erfc(x) = 2

π

∞∫
x

e−y (4)
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(c) 

 

(a) 
(b) 

Fig. 10 a–c Dispersion compensation of signal in DCF techniques at a input, bmid, c output level
of post-compensation

Therefore, from equation, we find that when the quality factor increases the BER
decreases [14]. Eye diagramprovides the overall communication efficiency and infor-
mation about the noise. Eye height measurement determines eye closure due to noise.
Figure 12a–b show the eye diagram result of FBG technique used for fiber length of
50 km.

Table 1 shows the comparison of pulsewidth for input signal, signal afterOFC, and
output signal from which we can determine how much dispersion compensation has
been done. Table 2 shows the comparison of two different dispersion compensation
techniques (DCF and FBG) for different fiber lengths (50, 100, 200 km).
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(a) (b)

(c) 

Fig. 11 a–c Dispersion compensation of signal in DCF techniques at a input, bmid, c output level
of symmetrical compensation

5 Conclusion

Transmission of information through optical fiber is associatedwith dispersion, atten-
uation, etc. Tominimize the dispersion DCF and FBG dispersion compensation tech-
niques have been studied. This paper compares different techniques on the basis of
different parameters like fiber length, quality factor, bit error rate, bit rate, etc. We
have also analyzed the width of the input signal at different positions, i.e., before and
after dispersion compensation. From comparison table, we have concluded that the
symmetrical compensation of DCF techniques is more advantageous than other.
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a b

Fig. 12 a, b Eye diagram result of FBG technique showing BER and quality factor for 50 km

Table 1 Comparison of pulse width for different compensation

Techniques Type of input
signal

Width of input
signal (ps)

Width of signal
after OFC (ps)

Width of output
signal with DCF
(ps)

Pre Gaussian pulse 1.55 _ 2.07

Post Gaussian pulse 1.55 2.07 2.05

Symmetrical Gaussian pulse 1.55 1.7 1.65

Table 2 Comparison of different dispersion compensation techniques using Mach–Zehnder
modulator

Techniques Length (km) Bit rate (Gbps) BER Quality factor Eye height

FBG 50 10 3.80545e−016 8.04715 0.000765718

20 1 0 0

100 10 3.26972e−005 3.89825 −0.00412555

20 1 0 0

200 10 1 0 0

20 1 0 0

DCF 50 10 0.00787682 2.4133 −0.00802285

20 0.000731183 3.18071 0.393657

100 10 0.00907506 2.31835 −0.0194126

20 1 0 0

200 10 0.000954338 3.10409 3.70926e−006

20 0.00176702 2.91679 −3.06974e−006
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MBFF for Power Reduction of an SoC
Partition

V. Anandi, G. Shanmathi, and Muthuswamy Ramesh

Abstract Physical design is process of transforming RTL netlist into a layout which
is manufacturable [GDS or GDSII]. An efficient physical design flow is typically
divided into five major steps: floorplanning, placement, clock tree synthesis, routing,
and timing closure. Power optimization is always one of the most important design
objectives inmodern nanometer IC design. Systemclock signal in electronics product
consumes the important part of dynamic power, among them 70% is spent by clock
buffers. This critical problem can be optimized using a technique namely clock
gating. Recent studies have shown that applying MBFF is an effective means in
reducing clock network power. This paper usesMBFF technique to optimize dynamic
power and later clock gating on the same design to achieve better results. Experi-
mental results on the technology used indicate that MBFF is very effective and
efficient method in deep sub-micro-design to reduce power, save area, and improve
routing of clock tree. Amount of power being reduced is ~5 to 15% when the power
is between ~25 and 75 mW.
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1 Introduction

Modern system on chips (SoCs) integrate huge number of transistors in the design
and thus power reduction or thermal minimization plays a significant role during the
design process.

Chips that require high performance are more prone to power-related issues.
Dynamic power, leakage power, and short-circuit power are the three main types
of power that are measured during the design process. Dynamic power is the largest
among all and is dependent on square of the voltage, clock frequency, capacitance,
and switching activity factor. Clock circuitry contributes to a large amount of dynamic
power due to the switching activity of the clock [1].

Power consumption has been increasing due to the following factors:

• Gate density increasing rapidly
• Supply voltage and interconnect trace length is reduced at a slower rate.
• Leakage power of the transistors [2].

There are many techniques that are commonly used to reduce power consumption
of a SoC. Buffer sizing, clock gating, register sizing or banking, multivoltage design,
and voltage scaling are the most commonly used techniques to reduce dynamic
power. Power gating has been used recently to reduce leakage power of the design.
Recently, multibit flip-flops (MBFF) have been used to reduce power and area [3].

Multibit flip-flop consists of two or more 1-bit flip-flops merged together sharing
a common clock driver. Figure 1 shows how two 1-bit register cells can be replaced
with a single 2-bit register cell. Initially, MBFFwas implemented in the design phase
of IC, than during physical synthesis of the design. MBFF can also be implemented
in the placement stage of the physical design [4]. Apart from power reduction at cell
level, MBFF has many more advantages:

• The number of clock sinks in gate-level netlist with MBFF is much lower which
leads to a simpler clock network. The number of clock buffers in the clock tree is
reduced thus saving the clock dynamic power.

• MBFF provides efficient clock synthesis due to reduced number of levels thereby
reducing the clock tree synthesis (CTS) runtime, skew, and latency.

• Reducing the clock and scan nets helps in improving the routing congestion [5].

Fig. 1 Replacing two 1-bit registers with 2-bit MBFF
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In this paper, we will experiment MBFF implementation in placement stage of
physical design and in both synthesis and compare the results. Section 2 will contain
the details of MBFF implementation. Section 3 will contain implementation of clock
gating post MBFF implementation in order to achieve better results. Section 4 will
contain the results and analysis of the experiments, and Sect. 5 will conclude this
paper.

2 MBFF Implementation

Synthesis and physical implementation tools can organize multiple register bits into
groups called “multibit components” in the RTL bus inference flow or “banks” in the
placement-aware flow, and this process is also known as vectoring [4]. To support
multibit register flows, the logic library and physical librarymust contain both single-
bit and multibit library cells, and the multibit cells must meet certain requirements so
that the tools can recognize them as functionally equivalent to a group of single-bit
cells [6]. Design Compiler and IC Compiler of Synopsys were the tools used for
implementation of MBFF [7].

(A) Library requirements for implementing MBFF:

(1) To perform mapping from single-bit to multibit registers, the tool checks
for matching pin functions and naming conventions in the multibit register
pins as shown in Fig. 2. For example, if a single-bit register has Q and QN

Fig. 2 Mapping of single-bit to multibit cells with the same I/O pins
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outputs, the tool can replace this register only with a multibit register that
also has Q and QN outputs for each output register bit.

(2) The Design Compiler Graphical and IC Compiler tools do not support
multibit registers that have a control pin for an individual bit, as shown in
Fig. 3.

(3) For scan cells, you can use a multibit register cell with single scan input
and single scan output for the whole cell, with the scan bits daisy-chained
inside the cell; or with one scan input and one scan output for each register
bit [4]. Both types of multibit scan register configurations are supported.
Dedicated scan output signals are also supported. Figure 4 shows how two
single-bit scan cells can be mapped into either of two different compatible
multibit scan cells, which have different scan configurations [8].

(B) Implementation of MBFF:
The following procedure was used to implement MBFF:

Fig. 3 Multibit registers with a control pin for an individual bit are not supported

Fig. 4 Single-bit scan cell and compatible multibit scan cells
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(1) Exclude the cells from getting swapped with its corresponding multibit
version. The cell types include RTL specified cells, scan cells, macros,
enable registers, debug cells, and design specific cells.

(2) Set the bounding bow for the pair search.
(3) Set the maximum capacitance difference allowed for clustering the cells.
(4) The size of the merged cell should be controlled based on timing or

power requirements. For timing, the smallest cell with Cmax bigger than
the original cell is taken whereas for power the smallest cell with largest
Cmax smaller than the original cell is taken.

(5) The single-bit registers groups should be identified that can be replaced
by multibit registers and then modify the netlist accordingly or generate
a banking script file which can then be sourced back into the tool to
replace single-bit cells with multibit cells. This is achieved using an input
mbit-map file.

(6) New multibit cell from a list of registers or latches are created in the
current design. All the single-bit cells in list are replaced by one multibit
cell.

(7) It should be verified that the cells in the list exist in the design and have
valid locations, and do not have a “dont_touch” or “fixed” attribute.

(8) The order of the specified cells determines the pin connection order of
the new multibit cell. For example, a net connected to the third specified
cell in the list will be connected to the third bit of themultibit cell inserted
by the command.

(9) If the multibit library cell has a larger bit width than the total bit width of
the specified cells, the pins of the unused bits of the cell are left dangling.
If a pin of a specified cell does not have a corresponding pin in themultibit
library cell, the pin is disconnected.

(10) For the final merging of cells, the multibit register is created, and the
single-bit cells are disconnected from the nets and then those nets are
reconnected to the multibit registers.

(11) Legalize placement of the multibit flip-flops.

In experiment 1, MBFF was implemented only in the placement stage and results
were tabulated. In experiment 2, we tried implementing MBFF in both synthesis and
placement stage and results were tabulated as shown in Table 1.

(C) Commands used for MBFF:
(1) Identify_register_banks

Table 1 MBFF results (Power mW) No vectoring Vectoring in
place

Vectoring in
syn + place

Fub A 31 27.5 26.86
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The identify_register_banks command assigns the single-bit registers in the design
into groups according to the input map file and register group file. It does not actually
replace the single-bit registers. Instead, it writes out a banking script file containing
create_register_bank commands. To perform register banking and change the design
netlist, you need to execute the script file [9].

(2) Create_register_bank

To prepare for replacing single-bit registers withmultibit registers, the tool writes out
a banking script containing create_register_bank commands. You need to execute the
script to carry out the actual replacement of single-bit cellswithmultibit cells.Youcan
insert, delete, and edit the create_register_bank commands in the script file to modify
the banking behavior of the script. You can also execute the create_register_bank
command by itself to perform a specific banking task [7].

3 Results and Discussion

Figure 5 shows the layout of the design on which experiments were performed.
Figure 6 shows how for 1-bit registers are swapped into a single 4-bit register from
the same technology library. Table 1 shows the results of multibit flip-flop imple-
mentation. Initially, without any power optimization, the total power of the design
was 31 mW. When vectoring (use of MBFF) was implemented only in placement
stage of physical design, the power was 27.5 mW. We had recovered 11.3% of total
power. Later in another experiment on the same design, we implemented vectoring
in both synthesis and placement stages of physical design and the result obtained was
26.86 mW of power, i.e., 13.35% of power was recovered. Hence, we conclude that
implementation of MBFF in both synthesis and placement stages will yield better
results than implementing only in placement stage. Power and area can be recovered
at the cost of increased runtime in the latter case.

Figure 7 shows the report of multibit implementation in both synthesis and place-
ment generated using the “report_multibit” command in IC Compiler. The vectoring
percentage of sequential cells, also known as sequential cells banking ratio is 64.93%
and that of flops, known as flops banking ratio is 67.03%.

4 Conclusion and Future Scope

Experimental results on the technology used indicate thatMBFF is very effective and
efficient method in deep sub micro design to reduce power, save area and improve
routing of clock tree. Amount of power being reduced is ~ 5 to 15% when the
power is between ~25 and 75 mW. (It is also design specific). In this paper, we
have implemented MBFF and clock gating on the design. In our design, the power
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Fig. 5 Layout of design

Fig. 6 Four 1-bit registers swapped into a single 4-bit register
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Fig. 7 Vectoring percentage

before applying MBFF was 31 mW and after applying MBFF in both synthesis and
placement, the power is 26.86mW.Wehave recovered 13.35%of power usingMBFF.
Thus, implementingMBFF in both synthesis and placement followed by clock gating
will result in more power saving. These techniques can be further implemented in
complex cores and IPs as well as in partitions where the area constraints are more.
MBFF with 4-bit and 8-bit can be used if the cells are available in the technology
library. Also, power gating technique can be used in combination with MBFF in
order to achieve better results.



MBFF for Power Reduction of an SoC Partition 919

References

1. Shinde J, Salankar SS (2011) Clock gating—a power optimizing technique for VLSI
circuits. In: Annual IEEE India conference, https://doi.org/10.1109/indcon.2011.6139440,
16–18 December 2011

2. Madhushree, Rajan N (2017) Dynamic power optimization using look-ahead clock gating
technique. In: 2nd IEEE international conference on recent trends in electronics information
& communication technology (RTEICT), India, 19–20 May 2017

3. Chakraverty M, Harisankar PS, Ruparelia V (2016) Low power design practices for power
optimization at the logic and architecture levels for VLSI system design. In: 2016 International
conference on energy efficient technologies for sustainability (ICEETS), IEEE, 6th October
2016, pp 727–733

4. Hsu C-C, Chen Y-C, Lin MP-H (2015) In-placement clock-tree aware multi-bit flip-flop
generation for power optimization. IEEE Trans Comput-Aided Des Integr Circ Syst 34(2)

5. Cherif L, Chentouf M, Benallal J, Darmi M, Elgouri R, Hmina N (2018) Usage and impact of
multi-bit flip-flops low power methodology on physical implementation. In: 4th International
conference on optimization and applications (ICOA). https://doi.org/10.1109/icoa.2018.837
0498, 26–27 April 2018

6. Mark P-HL, Hsu C-C, Chen Y-C (2015) Clock-tree aware multibit flip-flop generation during
placement for power optimization. IEEE Trans Comput-Aided Des Integr Circ Syst 34(2)

7. IC Compiler User Guide: Implementation, M-2016.12-sp4 ed., Synopsys Inc., March 2016
8. Design Compiler User Guide, B-2008.09 ed., Synopsys Inc., September 2008
9. Santos C, Reis R, Godoi G, Barros M, Duarte F (2012) Multi-bit flip-flop usage impact on

physical synthesis. In: 25th symposium on integrated circuits and systems design (SBCCI)
10. Garg L, Sahula V (2016) Accurate and efficient estimation of dynamic virtual ground voltage

in power gated circuits. In: 2016 29th international conference on vlsi design and 2016 15th
international conference on embedded systems (VLSID), IEEE, 17th March 2016, pp 252–257

11. Hirofumi Kawauchi, Ittetsu Taniguchi, and Masahiro Fukui A new approach for accurate RTL
power macro-modeling. J Semicond Technol Sci 10(1)

12. Mei LY, Rosdi BAB, Kok LC (2011) A methodology for automation structured datapath place-
ment in VLSI design. In: 2011 IEEE symposium on industrial electronics and applications
(ISIEA), IEEE, 22nd December 2011, pp 273–278

13. Zhao P, Wang Z, Hang G (2010) Power optimization for VLSI circuits and systems. In: 2010
10th IEEE international conference on solid-state and integrated circuit technology (ICSICT),
IEEE, 13th December 2010, pp 639–642

14. LiuX, LiuY-F (2009) Intel Corporation, “The extraction andmeasurement of on-die impedance
for power delivery analysis”. In: 18th conference on electrical performance of electronic
packaging and systems, EPEPS ‘09, IEEE, 17th November 2009, pp 195–198

15. Muhtaroglu A, Aizik Y, Taylor G, Arabi T, Yagil Y (2006) Extraction of power components
from measurement in digital CMOS VLSI circuits. Intel Corporation

https://doi.org/10.1109/indcon.2011.6139440
https://doi.org/10.1109/icoa.2018.8370498


Analysis and Enhancement
of Biometric-Based Multi-Server
Authentication Scheme Using Chebyshev
Chaotic Map

Ashish Kumar and Hari Om

Abstract Earlier authentication protocols used to ask a user to register with all the
servers with whom he/she wanted to access the services. Nowadays, an efficient way
is provided by multi-server authentication techniques which remove the burden of
individual registration and ask a user to register only with one registration center
and access services provided by different servers. So far, many multi-server authen-
tication protocols have been given in the literature. But most of them are having
drawbacks. Recently, Chatterjee et al. gave a multi-server authentication protocol
that used Chebyshev chaotic map approach for providing authentication. This paper
analyzes the abovementioned protocol and found that it suffers from eavesdropping
and user impersonation attacks. Besides that, there are flaws in registration, login
and authentication phases of the protocol. Thereafter, we propose the modifications
in the protocol without increase in the computation cost in order to make it more
robust and secure.

Keywords Security · Authentication · Multi-server · Cryptography · Attacks

1 Introduction

With the exponential increase in the size of computer networks, focus to information
security has also been increased. Today, a user can remotely access various services
of his/her choice from the servers deployed on the network. To provide security
and check the legitimacy of users and servers, various authentication techniques
have been introduced. In traditional password-based authentication techniques, a
user needs to register with all the servers with which he/she wants to obtain the
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services. As a result, users have to keep separate identity and password pairs for
different servers, which is fairly complicated. In order to avoid this complication,
multi-server authentication techniques have come into picture, in which a user is
required to register with only one central server to avail the services from multiple
servers. The multi-server authentication schemes, presented in the literatures, use
different approaches such as cryptographic hash functions, symmetric cryptosystem,
public cryptosystem, elliptic curve, bilinear pairings and chaotic maps. Chaotic map
is a cryptographic tool which is lightweight, cost efficient and unpredictable. In this
paper, security of Chatterjee et al.’s [1] multi-server authentication protocol, which
uses Chebyshev chaotic map approach, has been analyzed.

This paper is sketched as follows: Sect. 2 and Sect. 3 present the related works and
preliminaries, respectively. Section 4 describes the protocol [1], and Sect. 5 analyzes
its security. In Sect. 6, we propose the modifications in protocol [1]. Section 7 gives
the performance comparisons. Lastly, the paper is concluded in Sect. 7.

2 Related Works

First, we give a brief description of different authentication techniques proposed
in the literature. Lamport [2] presented first protocol to provide password-based
authentication. This protocol used password table to verify the passwords entered by
users. However, it was vulnerable to the attack on password table, i.e., stolen verifier
attack. Thereafter, many two-factor protocols [3–6] had been proposed that included
smartcard to remove the need of password table. These two-factor protocols were
susceptible to user’s impersonation attack in case of theft of the smartcard, because
passwords are guessable. Thus, various authentication protocols [7–10] were later
proposed, in which user’s biometrics was included as third factor due to its unguess-
able nature. After that many multi-server protocols were proposed in the literature,
because the traditional authentication protocols failed in fulfilling the requirement
of a user. Li et al. [11] presented first protocol for multi-server authentication that
uses the concept neural networks. However, the time consumption in the training of
neural networks made it inefficient. Later, ElGamal digital signature-based protocol
was proposed by Lin et al. [12]. But it was also not very efficient due to the use
of many system parameters. After this, Juang [13] proposed another protocol in
which the concept of symmetric cryptosystems and lightweight cryptographic hash
functions was used. However, this protocol was found to be unsafe against various
attacks [14]. Thereafter, many authentication protocols for multi-server architecture
were proposed based on symmetric cryptosystems [15–17] and cryptographic hash
functions [18–20].

In the last few years, several authentication protocols [22–24] based on chaotic
map have been proposed. Reference [21] presented an authentication protocol that
used self-relying timestamp. After that, Reference [22] gave an improved protocol
after finding out that the protocol proposed in [21] is susceptible to known-plaintext
and insider attacks. Unfortunately, Reference [23] found some flaws in protocol [22],
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such as it was suffering from spoofing attack, and also wrong password modification
and unauthorized login was possible in it. Again, Reference [24] recognized that
protocol provided in Reference [23] are susceptible to session-specific temporary
information, malicious server and stolen smartcard attacks. Recently, protocol [1]
has been proposed by Chatterjee et al. for multi-server architecture which claims to
be efficient and secure. In this paper, we have analyzed the protocol [1] and have
found that it suffers from eavesdropping and user impersonation attacks. In addition,
registration, login and authentication phases of the protocol have some flaws.

3 Preliminaries

This section elucidates different cryptographic details needed to understand and
analyze protocol [1] as well as the modifications proposed in this paper.

(A) One-way hash function

A one-way hash function h: X → Y with collision resistance is an algorithm that
takes random length input x ∈ {0, 1}∗ and gives fixed length output h (x) ∈ {0, 1}n.
It is said to be one way because of hardness in getting the input x from the known
hash value y = h (x). The collision resistant property states that for any pair of inputs
(x1, x2) ∈ (X, X), if x1 �= x2 then h (x1) �= h (x2).

(B) Chebyshev chaotic map

For a given integer p and a variable x ∈ [−1, 1], Tp (x): [− 1, 1]→ [− 1, 1] is defined
as Tp (x)= cos (p.cos−1(x)). The recurrent relation of Chebyshev polynomial map is
defined as Tp (x) = 2x.Tp−1 (x) − Tp−2 (x). The enhanced Chebyshev polynomials
[18] is defined as Tp (x) = 2x.Tp−1 (x) − Tp−2 (x) (mod N), for p ≥ 2, x ∈ (−∞,
+∞) and large prime N. Its semi-group property says that for given variable x and
integers p and q,

Tpq(x) = Tp(Tq(x)) = Tq(Tp(x)).

(C) Biohashing

Biohashing takes user’s biometric impression as input and gives a unique output.
In general, two biometric impressions of a same person may have some variations.
Biohashing always give the same output if two biometric impressions as inputs vary
little bit. In it, false rejection rate is low.

(D) Attacker model

In authentication schemes, all communicatingmessages are transmitted over an inse-
cure channel. Thus, it becomes advantageous for an attacker to perform various
attacks. Below, we mention a few capabilities of an attacker.
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• Attacker can intercept all the messages communicated over a public channel
between the involved entities of an authentication scheme.

• Attacker may delete, modify and retransmit the intercepted messages.
• Attacker can be a genuine entity of the scheme.
• Attacker may have the capability to take out all the stored parameters of a

smartcard using some techniques discussed in [26, 27].
• Attacker can guess a secret identity or password of low entropy. However, it is

computationally infeasible to guess both of them at the same time.
• An attacker has complete knowledge about the description of the scheme.

4 Review of Protocol [1]

In protocol [1], smartcards, user passwords and biometrics are used to provide multi-
server three-factor authentication. This protocol employs the cryptographic hash
function and the Chebyshev chaotic map and includes user, common registration
center and service offering server as participating entities.

(E) Server’s registration phase

In this phase, a newly deployed service offering server Sj executes the following
steps to register itself with the registration center RC:

Step 1: Sj selects an identity IDSj and transmits it securely to RC.
Step 2: RC firstly chooses SecS and SecU as secret values for all registered servers

and users, respectively. It also selects a secret value Xj for each individual server Sj.
Then, RC calculates TXj (SecS) and TXj (SecU ) as Chebyshev polynomials.

Step 3: RC secretly transmits {IDSj, TXj (SecS), TXj (SecU ), Xj} to Sj.
In this protocol, it has been assumed that there are m number of servers initially

deployed, and n more servers can be deployed in future. Thus, RC allows first m
servers to choose its identity, while for remaining n servers, RC will choose their
identities and secret values for them, i.e. {IDSj, Xj | m + 1 ≤ j ≤ m + n}. It also
calculates the Chebyshev polynomial TXj (SecS) for the remaining n servers.

(F) User’s registration phase

A newly joined user Ui executes the following steps to register with RC:
Step 1: Ui selects an identity IDi, password Pi, and imprints his/her biometrics

information BIi on the sensor. Also, Ui selects a random value RANi and performs
the following calculations: PIDi = H(IDi |RANi|| T i), BIOi = BH (BIi), RPWi = H
(IDi||Pi |BIOi |RANi), Ki = H (BIOi |RANi | PIDi), and Ci = RANi ⊕ H (BIOi |IDi||
Pi). Here, Ti is the timestamp generated at the time of registration. After that Ui

securely transmits {PIDi, Ti, Ki, Ci, RPWi} to RC.
Step 2: RC selects secret values Xi and SecUi. After that it performs the following

calculations: TXi (SecUi), TXi (SecU), SKi = Ki ⊕ Xi, P = SecS ⊕ H (Xi||Ki), Ai =
H (IDi |RPWi||T i||TXi (SecUi) ||Xi|| P). RC stores {IDi, Ti, Ai, TXi (SecUi), Ci, SKi,
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P, TXi (SecU ), {(IDSj, TXj (SecS))| 1 ≤ j ≤ m + n}} in a smartcard, and transmits it
securely to Ui.

Step 3: RC stores pseudo-identity PIDi, unique registration number Uri, and a
calculated value Uhi = H (TXi (SecUi)||Uri) of all users Ui to each server Sj.

(G) Login phase

This phase executes the following steps:
Step 1: Ui inserts his smartcard to a local system and inputs IDi, Pi and BIi.

Using biohashing functionBH(.), the valueBIOi =BH (BIi) is calculated. Thereafter,
the following values are calculated: RANi

′ = Ci ⊕ H (IDi ||Pi | BIOi), PIDi
′ = H

(IDi |RANi
′||T i), RPWi

′ = H (PIDi
′||Pi |BIOi |RANi

′), Xi
′ = H (BIOi |RANi

′|PIDi) ⊕
SKi, Ai

′ = H (IDi |RPWi
′||T i||TXi (SecUi)||Xi

′||P). After that, it checks whether Ai
′

and the stored value Ai of smartcard are equal or not. If true, then it will proceed to
Step 2.

Step 2: After having successful verification, the following values are further calcu-
lated: T 1 = TXi (TXj (SecS)), K1 = H (TXj (SecS)|PIDi |IDSj |TSi), SecS = P ⊕ H
(Xi||H (BIOi |RANi |PIDi)), M1 = {PIDi, IDSj, EK1 (PIDi |IDSj||T 1||TXi (SecS)||TXi

(SecU )||TXi (SecUi)||Ri||H (BIOi |RANi |PIDi)), TSi, H (H (BIOi |RANi |PIDi) |
TSi |PIDi | IDSj | Ri | TXi (SecU )||T 1)}. Here, TSi and Ri are the current timestamp
and random nonce of Ui. Ui sends the value M1 over insecure channel to Sj.

(H) Authentication phase

This phase executes the following steps:
Step 1: Sj firstly checks if |TS*i − TSi | ≤ ΔT, where ΔT is the tolerable time

delay and TS*i is the current timestamp of Sj. If condition is true, then it computes
K1

′ = H (TXj (SecS |PIDi |IDSj |TSi) and performs decryption to get T 1, TXi (SecS),
TXi (SecU ), TXi (SecUi), Ri and H (BIOi |RANi |PIDi).

Step 2: Sj extracts Uri for the respective PIDi and calculates Uhi =
H (TXi (SecUi||Uri) to check whether the computed value is equal to any
of the stored values. If true, then it proceeds further. Sj computes H (H
(BIOi |RANi |PIDi)|TSi |PIDi |IDSj||Ri||TXi (SecU )||T 1) and T 1

′ = TXj (TXi (SecS)) and
then compares with the hash value ofM1 and extracted value of T 1. If the compared
values are equal, then Sj authenticates Ui successfully.

Step 3: Sj thereafter computes the following: T 2 = TXj (TXi (SecUi)), Y =
H (BIOi |RANi |PIDi) ⊕ T 2, K2 = H (TXi (SecUi)|IDSj |PIDi |TSi |TSj ||Ri||T 1), T 3

= TXj (TXi (SecU )), M2 = {PIDi, IDSj, EK2 (PIDi |IDSj||Y|| TXj (SecU )||Rj||T 3),
TSj, H (Rj |TSj ||Y||T 3||TXj (SecU ))}. Here, TSj and Rj are the current times-
tamp and random nonce of Sj. Sj computes the session key SKij = H
(PIDi |IDSj |TSi |TSj ||Ri||Rj||T 1||T 2||T 3) and sends the value of M2 over insecure
channel to Ui.

Step 4: Ui checks if |TS*j − TSj | ≤ ΔT, where TS*j is the current timestamp of
Ui. If condition is true thenUi computesK2

′ =H (TXi (SecUi)|IDSj |PIDi |TSi |TSj ||Ri)
and performs decryption to get Y, TXj (SecU ), Rj and T 3. Ui then computes T 2

′ = H
(BIOi |RANi |PIDi)⊕ Y and T 3

′ = TXi (TXj (SecU )) and authenticates Sj successfully,
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if computed value T 3
′ and the extracted value T 3 are equal. The session key SKij is

calculated as SKij = H (PIDi |IDSj |TSi |TSj ||Ri||Rj||T 1||T 2
′||T 3

′).

5 Security Analysis of Protocol [1]

(I) Flaws in registration, login and authentication phases

In user’s registration phase, RC computes Ai = H (IDi |RPWi||T i||TXi (SecUi)||Xi||P)
after receiving {PIDi, Ti, Ki, Ci, RPWi} from Ui. However, the real identity IDi of
Ui is unknown to RC, because it has only received Ui’s pseudo-identity PIDi. Thus,
it is not possible for Ui to calculate the value of Ai.

In login phase,Ui has wrongly calculated the value of RANi
′. In Step 1, RANi

′ is
calculated asCi ⊕H (IDi||Pi |BIOi). However, the value ofCi stored in the smartcard
is equal to RANi ⊕ H (BIOi |IDi||Pi). Thus, the actual value of RANi

′ will be Ci ⊕
H (BIOi |IDi||Pi) instead of Ci ⊕ H (IDi||Pi |BIOi). It can be noticed that the wrong
value of RANi

′ will lead to the incorrect calculation of Ai
′, which will in turn stop

all the legal users to perform successful login.
In Step 3 of Authentication phase, Sj performs the symmetric encryption with the

keyK2 =H (TXi (SecUi)|IDSj |PIDi |TSi |TSj ||Ri||T 1). However, in Step 4,Ui performs
the symmetric decryption with the key K2

′ = H (TXi (SecUi)|IDSj |PIDi |TSi |TSj ||Ri).
Both key values are not same; hence, user Ui cannot find the correct plain values
which are encrypted by Sj.

(J) Eavesdropping attack

The smartcard of a legitimate user stores the pair (IDSj, TXj (SecS)) for all the servers,
i.e., 1 ≤ j ≤ m + n. If an adversary eavesdrops the message M1 communicated
over insecure channel by Ui, then he/she will extract the values PIDi, IDSj, TSi.
After that, the key K1 can be calculated as H (TXj (SecS)|IDi |IDSj |TSi). From the
calculated value of K1, adversary will decrypt EK1 (PIDi |IDSj||T 1||TXi (SecS)||TXi

(SecU )||TXi (SecUi)||Ri||H (BIOi |RANi |PIDi)) and extract the values T 1, TXi (SecS),
TXi (SecU ), TXi (SecUi), Ri, and H (BIOi |RANi |PIDi). Further, if the same adversary
eavesdrops the message M2 sent by Sj to Ui, then K2 will be calculated as H (TXi

(SecUi)|IDSj |PIDi |TSi |TSj ||Ri||T 1). From the calculated value of K2, adversary will
decrypt EK2 (PIDi |IDSj||Y||TXj (SecU )||Rj||T 3) to get Y, TXj (SecU ), Rj and T 3. Then
he/she will calculate T 2 as Y ⊕ H (BIOi |RANi |PIDi). Now, the session key can be
easily calculated as SKij = H (PIDi |IDSj |TSi |TSj ||Ri||Rj||T 1||T 2||T 3).

(K) User impersonation attack

If an adversary is a legal user and stealsUi
′s smartcard, then it is possible for him/her

to impersonate Ui and perform all the calculations that Ui is capable of doing. For
this, we assume that adversary has already calculated the Ki = H (BIOi |RANi |PIDi)
from the eavesdropped message M1 communicated in any previous session. Now,
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the adversary can easily calculate Xi and SecS as Xi = Ki ⊕ SKi, SecS = P ⊕ H
(Xi||Ki). Here, SKi and P are the values stored in theUi’s smartcard. Now, adversary
is capable to do all the computations given in Step 2 of Login phase and Step 4 of
Authentication phase on behalf of Ui.

6 Modifications proposed in Protocol [1]

In this section, we have proposed some modifications in the protocol [1] in order to
remove its consistency and improve security. To do so, it should be kept in mind that
any adversary, who may or may not be a legal user, should not be able to calculate
the value of K1, K2 and Ki. For this, the following modifications are suggested:

(1) In the registration phase, the value of Ai should be equal to H
(PIDi |RPWi||T i||TXi (SecUi)||Xi||P) instead of H (IDi |RPWi||T i||TXi

(SecUi)||Xi||P).
(2) In login phase, the modified value of RANi

′, Ai
′, K1 and M1

should be calculated as RANi
′ = Ci ⊕ H (BIOi |IDi||Pi), Ai

′ = H
(PIDi |RPWi||T i||TXi (SecUi)||Xi||P), K1 = H (TXi (TXj (SecS))|PIDi |IDSj |TSi)
and M1 = {PIDi, IDSj, EK1 (PIDi |IDSj||T 1||TXi (SecS)||TXi (SecU )|
TXi (SecUi)||Ri||H (BIOi |RANi |PIDi |TSi)), TXi (SecS), TSi, H (H
(BIOi |RANi |PIDi |TSi)|TSi |PIDi |IDSj | Ri | TXi (SecU )||T 1)}.

(3) In authentication phase, the modified value of K1
′ should be calculated as H

(TXj (TXi (SecS))|PIDi |IDSj |TSi). After that, Sj performs decryption to get T 1,
TXi (SecS), TXi (SecU ), TXi (SecUi), Ri and H (BIOi |RANi |PIDi |TSi). Then, Sj
computes H (H (BIOi |RANi |PIDi |TSi)|TSi | PIDi |IDSj||Ri||TXi (SecU )||T 1) and
T 1

′ = TXj (TXi (SecS)), and compares with the hash value of M1 and extracted
value of T 1. If the compared values are equal, then Sj authenticates Ui success-
fully. After verifying the authenticity of Ui, Sj computes the following: T 2

= TXj (TXi (SecUi)), Y = H (BIOi |RANi |PIDi |TSi) ⊕ T 2, K2 = H (TXj (TXi

(SecU ))|IDSj |PIDi |TSi |TSj ||Ri||T 1), T 3 = TXj (TXi (SecU )), M2 = {PIDi, IDSj,
EK2 (PIDi |IDSj||Y||TXj (SecU )||Rj||T 3), TSj, TXj (SecU ), H (Rj |TSj ||Y||T 3||TXj

(SecU ))}.
(4) The modified value of K2

′ computed by Ui should be equal to H(TXi (TXj

(SecU ))|IDSj |PIDi |TSi |TSj | Ri||T 1). After performing decryption with K2
′, the

values of Y, TXj (SecU ), Rj and T 3 are extracted. Ui then computes T 2
′ =

H (BIOi |RANi |PIDi |TSi) ⊕ Y and T 3
′ = TXi (TXj (SecU )) and authenticates

Sj successfully, if computed value T 3
′ and the extracted value T 3 are equal.

The session key SKij is calculated as SKij = H (PIDi |IDSj |TSi |TSj ||Ri||Rj |
T 1||T 2

′||T 3
′).
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Table 1 Computation cost
comparisons

Protocol Computation cost Computation time (ma)

[25] 6CE + 24CH + 6CM 442.65

[1] 8CE + CB + 16CH + 6CC 224.74

Our 8CE + CB + 16CH + 6CC 224.74

7 Performance comparisons

The modifications proposed in this paper is not affecting the computation cost of the
protocol [1]. The computation cost of the modified protocol and the protocol [1] are
same. Table 1 clearly shows that the computation time of the modified protocol and
protocol [1] are better than protocol [25]. The notations CE, CH, CC, CM and CB used
to compare the protocols are the computation cost of performing symmetric encryp-
tion and decryption, one-way hash functions, Chebyshev polynomial, elliptic curve
point multiplication and biohashing, respectively. The values for CE, CH, CC, CM

and CB (in second) are 0.0087, 0.0005, 0.02102, 0.063075 and 0.02102, respectively
[1].

8 Conclusions

In this paper, Chatterjee et al.’s multi-server authentication protocol, which uses
Chebyshev chaotic map to provide authentication, has been analyzed. Even though
the protocol is protected against various attacks, but this paper pointed out that it is
suffering from eavesdropping and user impersonation attacks. In addition, we found
that there are flaws in protocol’s registration, login and authentication phases. Thus,
we propose the modifications in the protocol in order to make it more robust and
secure. The modified protocol does not increase the computation cost.
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Characteristic Analysis and Pattern
Recognition of Arc Sound Under Typical
Penetration Status in Mig Welding

Punam Kumari and Kartik Mahto

Abstract Targeting proposing aweb based checking strategy for infiltration status in
MIG welding, discernible bend sound sign under halfway entrance, precarious infil-
tration, full infiltration and extreme entrance over the span of level butt Soldering
with shower move was gathered, prepared and investigated. And afterward 11 trade-
mark constraints, which can describe weld entrance status from the points of view
on schedule, recurrence, geometry-areas and cepstrum, were separated by utilizing
wavelet de-noising and brief timeframewindowing.MIG butt welds of IS 2062 E250
mellow steel plates to be welded utilizing CO2 as protecting gas. Soldering speed is
select as procedure variable while circular segment voltage, Soldering current, wire
feed rate separation between the spout and the plates are fixed right now.

Keywords IS 2062 · CO2 gas · Arc sound ·MIG soldering · Characteristic
analysis · Pattern recognition · Arc sound ·Mild steel · Soldering parameters ·
Audible sound · Penetration status · A mild steel

1 Introduction

GAS METAL ARC Soldering (GMAS) is a procedure that melts and joins metals
by warming them with an arc built up between a persistently nourished filler wire
terminal and the metals. The procedure is utilized with protecting from a remotely
provided gas and without the use of weight. In the 1920s, the fundamental idea of
GMAWwas presented. Be that as it may, it was not industrially accessible until 1948.
From the outset it was viewed as, in a general sense, a high-current thickness, little
width, exposed metal cathode process utilizing an inactive gas for arc protecting.
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The essential utilization of this procedure was for Soldering aluminum. Therefore,
the term MIG (Metal Inert Gas) was utilized is as yet a typical reference for the
procedure. Resulting process improvements included activity at low-current densities
and beat direct current, application to a more extensive scope of materials, and the
utilization of receptive gases (especially CO2) and gas blends. This last improvement
has prompted formal acknowledgment of the term GMAS for the procedure on the
grounds that both latent and receptive gases are utilized. There are two activity
methods of GMAS. All financially significant metals, for example, high-quality low
composite steel, hardened steel, aluminum, copper and titanium compounds can be
welded in all situations with this procedure by picking the proper protecting gas,
terminal, joint plan and Soldering factors.

2 Literature Review

Numerous researches’ have been accomplished research chip away at various mate-
rials for getting greatest yield quality and elasticity. A reaction surface model was
created by Faseeulla et al. to contemplate thein fluence of procedure parameters
of weld holding on elastic shear quality of the weld-obligation of 2 mm thick
aluminum amalgam 6061 T651 sheets. Relieving time, Soldering current, soldering
time and anode pressure are enhanced for greatest tractable shear quality of the weld
bond. Padmanaban and Balasubramanian built up an exact relationship to adequately
foresee the elasticity of beat current gas tungsten bend welded AZ31B magnesium
compound joints at 95% certainty level.

The huge procedure parameters, for example, top current, base current, beat recur-
rence and heartbeat on time were considered. Yahya sees that the weld quality of
thermoplastics, for example, high thickness polyethylene and polypropylene sheets
is affected by rubbing mix-Soldering parameters. The assurance of the Soldering
parameters assumes a significant job for the weld quality. The outcome additionally
shows that for the persuasive utilization of the thermoplastics joints, the weld ought
to have satisfactory quality.

A successful system of Response Surface Methodology (RSM) has been used for
finding the ideal estimations of procedure parameters while enlistment solidifying
of AISI 1040 under two distinct states of the material, i.e., rolled and standardized
by Amit and Hari.

The examination plan depended on rotatable, Central Composite Design (CCD).
Benyounis and Olabi examined that Soldering input parameters assume a critical job
in deciding the nature of a weld joint.

Beal et al. researches the laser combination of a blend of H13 and Cu powders.
The Response Surface Methodology (RSM) was 2006 Int. J. Mech. Eng. and Rob.
Wang et al. [1] demonstrate the identification of different laser welding penetration
status based on multi-sensor fusion. Shuang et al. [2] define the study on the method
of vision detection on penetration status in Laser-MIG hybrid welding. Liao et al.
[3] define a brief view on the development of the penetration detection and control



Characteristic Analysis and Pattern Recognition of Arc Sound … 933

for bead. Wu et al. [4] shows the determination of characteristic parameters of weld
penetration in electron beam welding of aluminum alloy. Inoue et al. [5] show the
measurement of arc sound with burn-through in MAW welding. Cudina et al. [6]
demonstrate the evaluation of the sound signal based on the welding current in
the gas-metal arc metal welding process. Ma et al. [7] shows the Characteristics
analyzing and parametric modeling of the arc sound in CO2 GMAW for on-line
quality monitoring. Schiebeck et al. [8] explain the audible range acoustic diagnosis
of theMAGwelding arc.Manz et al. [9] show thewelding arc sounds. Saini et al. [10]
define the investigation of gas metal arc welding sound signature for on-line quality
control. Ladislav et al. [11] demonstrate the feasibility study of acoustic for on-line
monitory in short circuit gas metal arc welding. Wang et al. [12] sound sensing of
the keyhole behaviors in plasma arc welding. Liu et al. [13] shows the correlation of
acoustic signals and weld depth in laser welding. Brown et al. [14] demonstrate the
application of artificial intelligence techniques to resistance spot welds.

3 Signal Collection

The graphic of circular segment sound sign observing framework for MIG Soldering
entrance tests, exhibited right now, appeared in Fig. 1. The entire framework is
made out of receiver, molding module, assortment unit, mechanical actualizing orga-
nizations, industrial PC (IPC), soldering supplies, etc. What’s more, it fills in as
follows:

(1) Collect circular segment sound sign in solderingmethod by utilizingAWA14423
receiver.

(2) Communicate signal gathered to IPC over preamplifier molding unit.
(3) Excerpt infiltration attributes of curve sound signal by embracing current

advanced sign preparing system and build artificial neural network.

Fig. 1 Schematic of arc sound signal monitoring system for MIG soldering penetration tests



934 P. Kumari and K. Mahto

4 Wavelet de-Noising

Bend sound sign inMIGSoldering receipts on high unpredictability and nonlinearity,
since it is affected by various cooperation. It is hard to naturally and essentially depict
the altering principles between bend sound sign and infiltration status, and exploit it.
So as to viably remove trademark data of entrance rank, simultaneously, to take out
the negative effect of commotion on consequent sign preparing and investigation,
wavelet change which has incredible favorable circumstances of managing non-
stationary irregular sign was embraced. Figure 2 illustrations difference of time-area
waveform of circular segment sound sign when de-nosing in MIG Soldering with
shower move.

Fig. 2 Time-domain
waveform of arc sound
signal de-noised by wavelet

Fig. 3 Waveform of
windowed arc sound signal
using hamming at frame 1
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Fig. 4 DAQ system of arc sound signal in MIG welding

5 Short-Time Windowing

Circular segment sound, originating from a quickly altering of plasma stream among
cathode and anode for the duration of soldering, is a sort of time-differing non-
stationary irregular signal. Nevertheless, current investigation strategies and specu-
lations are just for stationary signal. On a fundamental level, curve sound signal may
be seen as brief period stationary or semi-stationary signal, that is, brief timeframe
examinationmay be adjusted to it. The over-all exercise is to block bend sound signal
to shape investigation outline by utilizing a window work with restricted length. For
the denoised circular segment sound signal in Fig. 4, the after effect of picking
Hamming window is appeared in Fig. 3.

6 Feature Extraction

To understanding on-line acknowledgment of entrance status in MIG Soldering by
utilize circular segment sound sign, the reason is that curve sound sign with high
repetition ought to be communicated as substantial parameters which mirror idea
of infiltration. As it were, it is first basic to manage extraction and evaluation of
trademark constraints of curve sound sign.
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(A) Time-domain

The most nature and direct technique to investigate curve sound signal is to require
some serious energy t as free factor.

(B) Frequency-domain

Attributes of circular segment sound sign, somewhat, have portrayed the progressions
ofweld entrance status, yet are insufficient to be vital state of infiltration arrangement.

7 Experimental Procedure

Mild steel plates (IS2062E 250A)with the Soldering on of size 1 inch× 2 Inch, 5mm
thick 50 metal sheets. arranged The direction of the Soldering anode concerning the
weld joint was Arc sound Soldering Pressure of protecting gas chamber is taken as
50 kg/cm2 and 4 kg/cm2 understand the interrelationship between process variable
weld speed m/min and weld dot profile different parameters are kept consistent.

Chemical composition % of the Product analysis of grade IS 2062E250 (Fe
410WA)

C Si Mn N P S Cr Mo

0.23max 0.40max 1.50 0.012 max 0.045 max 0.045 max

Mechanical properties of grade IS2062 E 250A

Grade Thickness
(mm)

Min yield
(Mpa)

Tensile (Mpa) Elongation
(%)

Min impact
energy

IS2062E250A <20 mm Min 250 410a 23 0

IS2062E250A 20–40 mm Min 250 410 23 0

IS2062E250A >40 mm Min 230 410 23 0

Equivalent Grades of Is2062 E250A

EN10025(93) EN10025(90) DIN17100 NFA35-501 BS4360 JIS3101

S275JO Fe430C St44-3U E28-3 43C –
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8 Results

S. No Soldering
voltage (V)

Soldering
current (AMP)

Soldering speed
(MM/MIN)

Wire speed
(MM)

Gas flow rate
(min)

1 20 120 16.7 2.6 14

2 20 130 17.2 3.0 14

3 20 150 18.5 3.8 14

4 20 160 19.5 4.2 14

5 20 170 19.9 4.7 14

6 20 180 20.0 5.2 14

7 20 190 19.3 5.6 14

8 20 200 19.5 5.8 14

9 20 210 22.0 3.2 14

10 20 220 22.5 3.6 14

11 20 230 28.9 4.0 14

9 Conclusions

Connection between circular segment sound sign in MIG butt Soldering with splash
move and weld entrance was talked about. Significant discoveries were abridged as
follows: perceptible curve sound sign picked progressively and trademark param-
eters removed may be viewed as quantization element during time spent MIG
welding. PCA-based combination innovation of highlight level constraints, it tends
to be realized that low-dimensional eigenvector re-orchestrated, conveying the most
extreme entrance data, can all the more likely delineate the coordinating connection
between circular segment sound sign and infiltration status. Both RBF and BP neural
system models, in view of decreased dimensional eigenvector by PCA innovation,
understood on-line assessment of infiltration position.
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A 0.48 mW High Performance 4-Bit
Flash ADC for System-on-Chip
Applications in 90 nm CMOS Technology

S. Sanjay Kumar, Vidushi Goel, Deepak Prasad, and Vijay Nath

Abstract In the current research article, a complete new design of 4-bit flash ADC
is proposed and discussed. The proposed flash ADC can be integrated with CMOS
sensors where obtained outputs are analog in nature. This paper presents the design
of 4-bit flashADCusing Transistor Inverter Quantization (TIQ) comparator, which is
far better comparator than power hungry conventional resistive ladder network. Three
different types of encoders are used for designing and on showing best result is being
proposed. The differential non-linearity (DNL) and integral non-linearity (INL) have
been tested and found to be 0.42 and 1.76 which are well within the acceptable limits.
The FFT analysis has also been done using Cadence tools. To check the robustness
of proposed design in real environment, process corner analysis has been performed.
In the above analysis, dynamic parameters being used are ENOB, SNDR and THD.
The presented 4-bit flash ADC utilizes an active area of 0.0107 mm2 with 0.48 mW
power consumption. The proposed flash ADC is implemented in Cadence virtuoso
analog and digital design environment using 90 nmCMOS technology. For the proper
operation of the circuit, a power supply of +1 V is used.

Keywords MOSFETs · ADC · DNL · INL · FFT · ENOB · SNDR · THD · TIQ

1 Introduction

The analog signals found in nature are quite difficult to process as compared to
digital signals. Rapid advancement in the integrated circuit technology has led to the
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development in the field of digital signal processing. Therefore, a conversion from
analog to digital form is required to make the processing easier. An analog to digital
converter is an interfacing system for analog signal and digital signal processing
systems. ADCs are chosen due to its conversion process of analog signal into digital
signal. There are various ADCs among which the flash ADC is preferred for its
low power and high speed design such as aerospace and satellite communication
applications. Flash ADC due to its parallel operation is most suitable for these appli-
cations. Conventionally, 2n − 1 comparators are required by N-bit flash ADC. The
architecture of a conventional resistive ladder flash ADC is being shown in Fig. 1.
The reference voltages for comparators are given externally by using resistive ladder.
They are spaced at equal intervals from largest to smallest reference voltages. With
common analog input to all the comparators placed in parallel manner so that it
produces output in one-clock cycle. This output is in some specific manner known
as “thermometer code”. Encoder follows next and converts thermometer code to
binary code [1]. This paper presents the design of 4-bit flash ADC using Transistor
Inverter Quantization (TIQ) comparator. TIQ comparator generates an internal refer-
ence voltage. The main challenges that come while designing ADC for SoC applica-
tion are low power, low voltage and high speed. Power reduction is major necessity in
today’s world in conventional flash ADC as number of bits increases proportionally,

Fig. 1 Architecture of N-bit
flash ADC
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the number of comparators required increases which results in large die size and
large power consumption due to usage of more resistors. So, for reduction in power
consumption, we are using TIQ comparator in the proposed design in which refer-
ence voltage is generated internally. The comparator output (thermometric code) is
fed into encoder and converted to respective binary value. Various encoders can be
used for this conversion likemultiplexer-based encoder,Wallace tree encoder, fat tree
encoder, ROM type encoder and logic style encoder. While designing such encoder,
wemust take care of parameters like error handling capability and power dissipation.
Bubble error in thermometer code is the result of offset voltage in comparator. The
presence of 1 s in series of zeroes or 0 s in series of ones in thermometer code is
termed as bubble error. Different thermometer code to binary code convertors have
different bubble error correction approach and different power consumption, speed
and transistor delays. First encoder used is Wallace tree encoder being designed
using full adders. To reduce glitches in output of Wallace tree encoder-based design,
multiplexer-based design has been proposed. Furthermore, to diminish the effect of
bubble error, two-step thermometer code to binary code converter has been intro-
duced. The differential and integral non-linearity have been tested and found well
within the acceptable limits. The FFT analysis is done using Cadence tools and then
INL and DNL tests are performed using MATLAB. The remainder of the research
article is organized as follows. Section 2 portrays the circuit configuration of the
conventional flash ADC and proposed 4-bit flash ADC. Section 3 is explaining the
post-layout analysis and chip layout. The further post-layout analyses along with
robustness and reliability verification have been done in Sect. 4.

2 Circuit Configuration

2.1 Threshold Inverter Quantizer (TIQ) Comparator

Here, in our approach towards 4-bit flash ADC, TIQ comparator has been adopted
over traditional comparator because of features like low power, reduced size, high
noise margin and ease of fabrication using digital CMOS technology [2]. TIQ
comparator is the voltage comparator in which the input voltage is compared with
built-in reference voltage. For TIQ comparator, inverter’s output becomes VDD/2
at the static voltage known as reference (threshold) voltage. It is a cascade of two
CMOS inverters as shown in Fig. 2. The first inverter stage is used to set quantization
level of input analog signal by changing the “Voltage Transfer Curve” (VTC) by
means of transistor sizing [3, 4]. With the use of second inverter stage, we obtain an
increase in gain, preventing an unbalanced propagation delay and logic level inver-
sion to make circuit behave as a comparator. Generally, in aspect ratio, length is kept
constant while width is changed during the design process. To maintain the same
DC threshold levels as the first inverter stage and to keep the linearity in balance for
the voltage rising and falling intervals of high frequency input signals, the second
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Fig. 2 TIQ comparator

stage must be exactly the same as the first one [5]. When we design inverter, if we
increase the NMOS transistor’s width, the inverter’s threshold voltage will decrease
which works oppositely for PMOS. A careful selection of the transistor widths is
required to minimize non-linearity errors. The mathematical threshold equation for
giving exact values of TIQ comparator’s width is given by

V th = VDD − Vtp − Vtn ∗ √
kn/kp

1 + √
kn/kp)

(1)

where vtp and vtn denote the threshold voltage of PMOS and NMOS, respectively.
Similarly, kn = (wp/ l p)µnCox and kp = (wp/ l p)µpCox . Not all the values are used
while designing due to limitations on device dimensions.

2.2 Wallace Tree Encoder

Following the TIQ comparator, Wallace tree encoder helps in direct conversion of
TC to BC as shown in Table 1. Wallace tree encoder serves as one of the method in
removing bubble error, presence of 1 s in series of 0 s or vice versa, in thermometer
code which results due to offset voltage in comparator. This design requires adder
cells [6]. Number of logical 1 s entering each adder cell is being counted to give a
2-bit binary-coded output. We add up these 2-bit words of adjacent cells as shown
in Fig. 3 to produce a 4-bit binary output [7]. The number of adder cells required to
this encoder design for an N-bit ADC is given by:
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Table 1 4-bit truth table TC to BC

T15 T14 T13 T12 T11 T10 T9 T8 T7 T6 T5 T4 T3 T2 T1 B4 B3 B2 B1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 1 0 0

0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 0 1

0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0

0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1

0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 1 0

0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1

0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0

0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Fig. 3 4-Bit Wallace tree encoder

XN =
N∑

i=1

(i − 1)2N−i (2)

So, for 4-bit, we require 11 adder cells which are shown in Fig. 3. The TG logic
is used in an adder cell. When we apply high voltage to n-channel transistor, the
output voltage becomes Vdd − Vtn. Similarly, when we apply low VSS to p-channel
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transistor, theVtp drop is present in outputwhich is undesired [8]. Eighteen transistor-
based full adders have been utilized as it have optimum threshold voltage drop.

2.3 Multiplexer-Based Encoder

While using Wallace tree encoder for flash ADC design, with an increase in resolu-
tion, the required number of full adders increases leading to an increase in area and
overall power dissipation. The hardware used here is less and delay is also less which
makes it better compared to Wallace tree encoder [9, 10]. Furthermore, this design
reduces glitches produced in the output of Wallace tree encoder-based design. The
conventional 2:1 multiplexer requires 12 transistors which occupy larger area, more
power and more delay. So to minimize these, we used the multiplexer which uses
TG logic consisting of six transistors. The TG logic works as when selector line S0
is zero, then PMOS1 and NMOS1 are on and output is D0. Similarly, when S1 is
one, then PMOS2 and NMOS2 are on and output is D1. In this way, six transistor-
based multiplexers with TG logic are used here [11, 12]. Now, this TG logic-based
multiplexer is used in converting TC to BC. Firstly, TC is converted to GC using
the following truth Table 2 and respective equations. From these equations, circuit is
designed as shown in Fig. 4. Eleven multiplexers are used in this encoder [13]. BC
is obtained from GC using exclusive-OR logic.

G4 = T 8 (3)

G3 = T 8 · T 4 + T 8 · T 12 (4)

G2 = T 8 ·
(
T 4 · T 2 + T 4 · T 6

)
+ T 8 · (

T 12 · T 10 + T 12 · T 14) (5)

G1 = T 8 · [
T 4 · (

T 2 · T 1 + T 2 · T 3) + T 4
(
T 6 · T 5 + T 6 · T 7)]

+ T 8
[
T 12 · (

T 10 · T 9 + T 10 · T 11) + T 12
(
T 14 · T 13 + T 14 · T 15)] (6)

2.4 Proposed Design

Our design is based on directly converting thermometer code to binary code with
intermediate grey code which is useful in bubble error correction which is shown
in Fig. 5. Use of grey code provides less probability of error than binary code as it
has only one bit difference in every successive input. TG logic used in multiplexer-
based encoder has slower speed of operation and also reduces output voltage swing.
Compared to multiplexer-based encoder, here, we use simple logic gates which
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Fig. 4 Multiplexer-based encoder

Fig. 5 Proposed encoder



A 0.48 mW High Performance 4-Bit Flash ADC … 947

Fig. 6 Flash ADC using proposed encoder

reduce die area and power consumption. TC to GC and then GC to BC method
are preferred for designing flash ADC because of its capability of bubble error toler-
ance, less power consumption, acceptable power delay product and higher speed of
operation. The complete structure of proposed flash ADC is shown in Fig. 6 and its
output is shown in Fig. 7. On the other hand, Table 3 compares the different encoder
in terms of transistor utilized and power consumed.

Ta. Simple logic gates used here are according to the equations fro and above
truth tables as follows:

G4 = T 4 (7)

G3 = T 4 · T 12 (8)

G2 = T 2 · T 6 + T 10 · T 14 (9)

G1 = T 1 · T 3 + T 5 · T 7 + T 9 · T 11 + T 13 · T 15 (10)

The grey code is further converted to binary code using exclusive XOR logic.

B4 = G4 (11)

B3 = B4 ⊕ G3 (12)

B2 = B3 ⊕ G2 (13)
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Fig. 7 Output waveform of flash ADC with proposed encoder

Table 3 Comparison between three types of encoders

Wallace tree encoder Multiplexer-based
encoder

Proposed encoder

Number of transistors 198 132 136

Power consumed by
ADC (mW)

2.62 0.878 0.48

B1 = B2 ⊕ G1 (14)

3 Realization Measurement

A full layout is designed using 90 nm CMOS technology to demonstrate the design’s
suitability. The proposed circuit occupies an active area of 0.0107 mm2. The layout
is shown in Fig. 8 and the micrograph of the chip is shown in Fig. 9.
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Fig. 8 Layout of proposed flash ADC

4 Measurement Results

4.1 DNL and INL Analysis

4.1.1 Differential Non-Linearity (DNL)

DNL error is the deviation of width of an actual quantization step from the ideal
value of 1 LSB. Specifying DNL defines the entire characteristics of ADC. An ideal
ADC DNL is equal to 0 LSB. Absolute value of DNL should be less than 0.5 is
sufficient condition to ensure no missing code [14, 15]. Large values of DNL can
limit the ADC performance in terms of signal-to-noise ratio (SNR). The analog
voltage versus output digital code is shown in Fig. 10. The DNL plot is shown in
Fig. 11. The DNL for an N-bit ADC is calculated as:

DNL[K ] = (WK − 1LSB)

1LSB
(15)

where 1 LSB = 4.2 units from graph, and WK is the width of code k for 0 < k <

2N − 1.



950 S. Sanjay Kumar et al.

Fig. 9 Micrograph of chip

4.1.2 Integral Non-Linearity (INL)

INL error is the deviation of the code transition w.r.t the ideal transition. It can also
be stated that INL is the running sum of DNL [16, 17]. The INL plot is shown in
Fig. 12. The INL for an N-bit ADC is calculated as:

INL[K ] =
(∑k−1

i=1 Wi − k ∗ LSB
)

1LSB
(16)

where 1 LSB = 4.2 units from graph,Wi is the width of ith code for 0 < k < 2N −1.
Power comparison plot for Flash ADC using three types of encoders is shown in

Fig. 13.

4.2 Process Corner Analysis

Process corner refers to a variation of fabrication parameters. It represents the extrem-
ities of these parameter variationswithinwhich circuit should function correctly even
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Fig. 10 Digital output versus analog input

Fig. 11 DNL output
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Fig. 12 INL output

if transistors work slower or faster due to temperature voltage variations [18]. Anal-
ysis of parameters like effective number of bits (ENOB), signal-to-noise distortion
ratio (SNDR) and power consumption has been made. The complete process corner
analysis is tabulated in Table 4. On the other hand, FFT analysis and total power
drawn graphs are shown in Figs. 14 and 15.

4.2.1 Effective Number of Bits

ENOB measures dynamic range of an ADC. The ENOB is calculated by weighted
sum of ENOBs obtained through FFT analysis of binary outputs using cadence tools.

4.2.2 Signal-to-Noise Distortion Ratio

SNDR or SINAD is a ratio of root mean square of signal amplitude to mean value.
SNDR is calculated using the following equation [19].

SNDR = 6.02 ∗ ENOB + 1.76 (17)

Also, SNDR = 20 log
(

S
N+D

)
.

Signal-to-noise ratio, SNR = 20 log
(
S
N

)
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Fig. 13 Power comparison plot
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Table 4 Process corner analysis

Parameter Process corner

TT SS FF SNFP FNSP

ENOB 2 1.967 2.01 2.34 2

SNDR (dB) 13.8 13.6 13.8 15.8 13.8

THD (dB) 14.08 13.86 14.14 16.29 14.08

Fig. 14 FFT analysis

4.2.3 Total Harmonic Distortion

THD specifies the ratio of the rms value of the fundamental signal to the mean value
of the rms of its harmonics. THD of an ADC is also usually specified with the input
signal nearly full-scale.

THD = 20 log

(
S

D

)
= −10 log

[
10−SINAD/10 + 10−SNR/10

]
(18)
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Fig. 15 Total power drawn graph

5 Conclusion

This research paper concludes with a 4-bit flash ADC design consisting of TIQ
comparator with proposed encoder. Table 5 shows the comparison of proposed
design with some recent research works. The flash ADC works fine with low power
consumption and shows high accuracy in the system-on-chip (SoC) temperature
sensorwhere analog output is being fed from the sensor unit to thisADC.To check the
robustness of proposed design in real environment, process corner analysis has been

Table 5 Comparison table

Characteristic This work [20] [21] [22] [23] [24]

Technology 90 nm 180 nm 90 nm 350 nm 180 nm 130 nm

Resolution 4 bit 4 bit 4 bit 4 bit 4 bit 4 bit

INL 1.76 1.1 – – – –

Supply voltage 1 V – 1.2 V 3.3 V 1.8 V −1/+ 1 V

Power consumption 0.48 mW 20 mW 23 mW 12.4 mW 24.6 mW 30 mW

DNL 0.42 0.4 – – –
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performed. In the above analysis, dynamic parameters being used are ENOB, SNDR
and THD. The DNL and INL have been tested and found to be 0.42 and 1.76 which
are well within the acceptable limits. The FFT analysis has also been carried out.
The presented 4-bit flash ADC utilizes an active area of 0.0107 mm2 with 0.48 mW
power consumption. The proposed temperature sensor is implemented in Cadence
virtuoso analog and digital design environment using 90 nm CMOS technology. For
the proper operation of the circuit, a power supply of +1 V is utilized.
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Design of 4-Bit Multiplexer-Based
Encoder for Analog to Digital Converter

Madhu Kumari Ray, Sanjay Kumar Surshetty, Vidhusi Goel,
Deepak Prasad, and Vijay Nath

Abstract Amultiplexer-centered thermometer to binary code encoder for 4-bit flash
ADC is suggested. The proposed encoder configuration utilizes 2:1 multiplexes
(MUX) and two-input XOR gates are used for convert the thermometer code to
binary code. Primarily, 2:1 MUX is utilized to change over thermometer code to
comparable dark code and resulting dark code is then changed to binary code via
XOR gates. The proposed designed encoders delay is less than ordinarily encoders.
The proposed encoders circuit are designed using UMC 90 nm CMOS technology
at Cadence Virtuoso platform. This circuit is simulated at 1V power supply and
resulting power consumptions is 1.55 mW.

Keywords Multiplexer · Encoder · Thermometer code · Gray code

1 Introduction

The analog signals found in nature are quite difficult to process as compared to
digital signals. Rapid advancement in technology has led to development in the field
of digital signal processing. Therefore, a conversion from analog to digital form
is required to make the processing easier. An ADC is an interfacing system for
analog signal and digital signal processing systems. ADCs are one of the fastest
methods to change analog information into digital information. There are various
ADCs among which flash ADC is one of the fastest approaches to adapt analog
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data into digital data. Flash ADC due to its parallel operation is most suitable for
various applications. Conventionally, N-bit flash ADC requires comparators. The
architecture of a conventional resistive ladder flash ADC is being shown in Fig. 1.
While designing such encoder, we must take care of parameters like error handling
capability and power dissipation. Bubble error in thermometer code is the result of
offset voltage in comparator. The presence of 1s in series of zeroes or 0s in series of 1s
in thermometer code is termed as bubble error. Different thermometer code-to-binary

Fig. 1 Block diagram of general analog to digital converter
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code converters have different bubble error correction approaches and different power
consumptions, speeds, and transistor delays.

In this paper, we have described about MUX-based encoder.
In this encoder to reduce, the bubble error is reduced.

2 Multiplexer-Based Encoder

While using Wallace tree encoder for flash ADC design, with an increase in resolu-
tion, the required number of full adders increases leading to an increase in area and
overall power dissipation.

The hardware used here is less and delay is also less which makes it better
compared to other commonencoders [1, 2]. The conventional 2:1multiplexer requires
12 transistors which occupy larger area, more power, and more delay. So to mini-
mize these, we used the multiplexer which uses TG logic consisting of six transistors
(Figs. 2, 3 and Table 1).

The TG logic works as when selector line S0 is zero then PMOS1 andNMOS1 are
on and output is D0. Similarly, when S1 is one, then PMOS2 and NMOS2 are on and
output is D1. In this way, six transistor-based multiplexers with TG logic are used
here [3].Now, this TG logic-basedmultiplexer is used in convertingTC toBC. Firstly,
TC is converted to GC using the following truth Table 2 and respective equations.
From these equations, circuit is designed as shown in Fig. 4. Four multiplexers are
used in this encoder. BC is obtained from GC using exclusive-OR logic [7–17].

G3 = T 8 · T 4+ T 8 · T 12 (1)

G2 = T 8 · (T 4 · T 2+ T 4 · T 6)+ T 8 · (T 12 · T 10+ T 12 · T 14) (2)

G1 = T 8 · [T 4 · (T 2 · T 1+ T 2 · T 3)+ T 4(T 6 · T 5+ T 6 · T 7)]
+ T 8[T 12 · (T 10 · T 9+ T 10 · T 11)+ T 12(T 14 · T 13+ T 14 · T 15) (3)
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Fig. 2 2:1 Multiplexer

3 Simulation and Result

See Fig. 5 and Table 3.

4 Conclusion

This paper concludes with a 4-bit multiplexer-based encoder design. The design of
circuit and simulation results are done using UMC 90 nm technology on cadence
virtuoso environment. The proposed design is consuming 1.55 mW power and there
are no glitches in the encoder output.
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Fig. 3 Multiplexer-based encoder

Table 1 Thermometer code G4 G3 G2 G1

0 0 0 0

0 0 0 1

0 0 1 1

0 0 1 0

0 1 1 0

0 1 1 1

0 1 0 1

0 1 0 0

1 1 0 0

1 1 0 1

1 1 1 1

1 1 1 0

1 0 1 0

1 0 1 1

1 0 0 1

1 0 0 0
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Table 2 Gray code

T15 T14 T13 T12 T11 T10 T9 T8 T7 T6 T5 T4 T3 T2 T1 T0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1

0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Fig. 4 Output waveform
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Fig. 5 Power consumption

Table 3 Comparison with other work

Parameter This work [4] [5] [6]

Architecture Flash Flash Flash Flash

Resolution 4 bit 4 bit 4 bit 4 bit

Power supply 1 V 1.8 V 1.8 V 1.8 V

Power consumption 1.55 mW 4.19 mW 4.43 mW 36.98 mW
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Design of a 4-Bit Wallace Tree Encoder
for Flash ADC in 90 Nm CMOS
Technology

Krishna Datta, Deepak Prasad, Sanjay Kumar Surshetty, Vidhusi Goel,
and Vijay Nath

Abstract This paper proposes a Wallace tree encoder that converts thermometer
code (TC) to binary code (BC) for 4-bit flash ADC. The design of encoder we
proposed here utilizes full adders for doing the conversion. The simplicity in the
design makes it usable in flash ADC design. The CMOS Technology used here is
UMC 90 nm and the implementation of the proposed encoder is done using this
technology. The design and simulation are done using Cadence Virtuoso ADE. A
supply voltage of 1 V is used. The results of simulation show power consumption of
2.1 mW.

Keywords Wallace · Encoder · Thermometer code · Binary code

1 Introduction

In nature, usually, signals are analog whereas modern-day devices like computers
work with digital signals. So, there is a necessity to convert signals from their analog
form to digital form. Therefore, ADCs are basic building block in many applica-
tions of communication and instrumentation. There are various ADCs among which
the flash ADC or parallel-type ADC is preferred because it shows higher speed
and lower power than the other types. They are useful in various large bandwidth
requiring applications. 2n−1 [1, 2]comparators with common analog input to all the
comparators are placed in parallel manner so that they produce output in one clock
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Fig. 1 Flash ADC

cycle. This output is in some specific manner known as “thermometer code [3–6].”
Encoder follows next and converts thermometer code to binary code.

Various encoders can be used for this conversion likeWallace tree encoder, ROM-
type encoder, fat tree encoder, logic-style encoder, and multiplexer-based encoder.
While designing such encoders, we must take care of parameters like error handling
capability and power dissipation. In this paper, we have described aboutWallace tree
encoder (Fig. 1).

2 Wallace Tree Encoder

Following TIQ comparator, Wallace tree encoder helps in direct conversion of TC
to BC [7] as shown in Table 1. Wallace tree encoder serves as one of the methods in
removing bubble error, presence of 1 s in series of 0 s or vice versa, in thermometer
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Fig. 2 Full adder

code which results due to offset voltage in comparator [8]. This design requires adder
cells [9]. Number of logical 1 s entering each adder cell is being counted to give a
2-bit binary-coded output. We add up these 2-bit words of adjacent cells as shown
in Fig. 3 to produce a 4-bit binary output [10] (Fig. 2).

The number of full adders required to this encoder design for an M-bit ADC is
[11, 12]:

XM =
M∑

j=1

( j − 1)2N− j

So, for 4-bit, we require 11 adder cells. The TG-logic is used in an adder cell.
When we apply high voltage to n-channel transistor, the output voltage becomes Vdd
− Vtn. Similarly, when we apply low VSS to p-channel transistor, the Vtp [13, 14]
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Table 1 Binary code B4 B3 B2 B1

0 0 0 0

0 0 0 1

0 0 1 0

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 1

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

drop is present in output which is undesired [15]. We used 18 transistor-based full
adders as they have optimum threshold voltage drop.

3 Simulation Results

See Figs. 4, 5 and Table 2.

4 Comparative Study

Wallace tree encoder Power dissipation (10% of power
consumption)

Power consumption

Using 28T full adders [16] 1.506 nW 15.06 nW

Using 14T full adders [16] 939.43 pW 9394.3 pW

Using 28T full adders [15] – –

Using 18T full adders 0.21 mW 2.1 mW
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Fig. 3 Wallace tree encoder

5 Conclusion

This paper concludes with a Wallace tree 4-bit encoder design. The design of circuit
and simulation results are done using UMC 90 nm technology on cadence virtuoso
environment. The proposed design is consuming 2.1 mW power.
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Fig. 4 Output waveform
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Fig. 5 Output power

Table 2 Thermometer code

T15 T14 T13 T12 T11 T10 T9 T8 T7 T6 T5 T4 T3 T2 T1 T0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1

0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
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Opinion Mining of Restaurant Reviews
and Comparison of Different Classifiers

Ananya Sinha, Manila Oraon, Sneha Anand, and Vandana Bhattacharjee

Abstract The growth of Internet world wide, social media and networking sites,
blogs, discussion forums, e-commerce websites has gained a huge importance these
days and has provided platform for users to express and share their views on enti-
ties and their features and aspects. These days, many users give their reviews, good
or bad about food items, services and ambience in the restaurants to express their
actual opinion. The true reviews are very important in order to take decisions to
other users. Retrieving and analyzing these many opinions manually are difficult and
tiresome. So, the need of time is an automated tool or technique to overcome this
problem. Opinion mining is a method to analyse these reviews and classifies them
as positive, negative, and neutral. We presented lexicon-based sentiment analysis,
that is, classical and VADER method for opinion mining of restaurant reviews and
sentence relevance score-based method for opinion summarisation. We also imple-
mented different machine learning classifier algorithms for the classified data. This
detailed analysis hopefully provides insights into choosing the most appropriate
restaurant.

Keywords Opinion mining · Text mining · Sentiment analysis · Machine learning
classifier algorithms
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1 Introduction

Internet acts as an important source of information for users due to growth in science
and technology. These days, every business like shopping, booking for a movie or a
restaurant is done online. Many of these websites like www.zomato.com allow users
to rate and review the restaurants accordingly. As large number of users expresses
their opinions, there is huge amount of data along with impurities floating on the
Internet. Therefore, the extraction and analysis may take a lot of time and may not
produce desired results. So, it is necessary to present correct and concise information
to the users which can help them to make correct decisions.

Opinion mining is a type of text classification that is an approach to natural
language processing which is used to detect the hidden sentiments of people about a
particular product from the reviews. The reviews are classified as positive, negative,
and neutral. Also, a cumulative rating for every entity is found out to present the
opinion in short and summarised form.Opinionmininghaswide rangeof applications
ranging from recommendation systems to decision-making systems, etc.

In this paper, we carry out the sentiment analysis of restaurant reviews using clas-
sical method (rule based) and Valence Aware Dictionary and sEntiment Reasoner
(VADER) [1] which classifies the reviews as positive, negative, and neutral on the
basis of sentiment score calculated. It then combines the score of the reviews for a
particular restaurant to give a final rating which is used to find best-rated, average-
rated, andworst-rated restaurants.We also present the comparison of different classi-
fier algorithms like Naïve Bayes, multinomial Naive Bayes, Bernoulli Naïve Bayes,
k-nearest neighbour, decision tree, support vector machine, and logistic regression
[2] on the basis of accuracy, training time, and prediction time. Comparison between
classical and VADER method is also presented.

We have used Python and Java languages for this project. The tools and libraries
used are ANACONDA NAVIGATOR-Jupyter, Numpy, Pandas, Scikit [3], VADER,
etc. The most important library is NLTK which contains many other text processing
libraries.

2 Related Work

Many researchers have carried out sentiment analysis on different domains data like
Twitter [4–6], Movies [7], Business [8], etc.

Extensive work on VADER sentiment analysis is performed for quick sentiment
analysis of streaming data and its better performance than other sentiment analysis
tools like LIWC [9], SWN [10], etc.

Machine learning classification algorithms such as Naive Bayes [11–13], SVM
[12, 14], K-NN [13], and decision tree [15] are used to predict the classes of test data
set.

http://www.zomato.com
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3 System Architecture and Classification

The proposed architecture shows classification of reviews as positive, negative, and
neutral using two methods, first classical method which consists of review retrieval,
preprocessing, and opinion summarisation and second method passes the reviews to
a function to calculate the score of the sentiment. Both the systems rate restaurants
on the basis of cumulative scores generated. Evaluation of classifier algorithms by
machine learning is carried out on the classified data (Fig. 1).

3.1 Review Collection

The reviews are collected by Web crawling techniques applied on www.zomato.
com from the location Mumbai. Here, we have used import.io for this purpose. The
collected reviews are stored in csv file. The data set contains 12,800 reviews of 1347
restaurants.

3.2 Review Classification

3.2.1 Classical Sentiment Analysis

In this method, we have used splitter for sentence segmentation, tokenizer for
tokenization, stop word removal, POS tagging, and dictionary tagging. Here, dictio-
naries for positive, negative, inverter, increment, and decrement words are created
by domain knowledge. The above steps are a part of preprocessing.

The next module is opinion summarisation which calculates the score of each
review and finally divides reviews into positive, negative and neutral (Table 1).

3.2.2 VADER Sentiment Analysis

VADER is a library of NLTK toolkit. It handles emoticons, slangs, idioms, phrases,
capitalisation, punctuation, etc. It also measures the degree of positivity, negativity,
and neutrality of the reviews. It is very fast sentiment analysis method as compared to
classical method and does not suffer from speed-performance trade-off. The positive,
negative, and neutral reviews are classified on the threshold value of compound score
which is equal to 0.05 here. The value 0.05 is taken because it gives highest accuracy
in maximum number of samples in minimum time. The reviews having compound
score greater than 0.05 is considered as positive review, less than −0.05 is negative
review, and between−0.05 and 0.05 is considered to be neutral. It is a valence-based
method. The number of neutral reviews significantly reduces in VADER (Table 2).

http://www.zomato.com
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Table 1 Classified reviews by classical method

Without using INV.YML, INC.YML,
and YML

Using INV.YML, INC.YML, and
DEC.YML

Negative reviews 869 1059

Positive reviews 11,216 11,095

Neutral reviews 716 647

Time taken 11.62806247141626 10.307204059494

Table 2 Classified reviews
by VADER method

Negative reviews 1067

Positive reviews 11,558

Neutral reviews 175

Total time 3.25 min

3.3 Rating Calculation

The rating of a restaurant is calculated by following formula:

Rating = average + count ∗ bias

where, average is sum of sentiment score of all the reviews for that restaurant divided
by total number of reviews for that restaurant.

count is equal to number of reviews for that restaurant.
bias is equal to total number of reviews for a particular restaurant divided by total

number of reviews in the dataset.
Based on this, we find best-rated, average-rated, and worst-rated restaurant.

4 Analysis and Comparison of Different Classifier
Algorithms

Here, we have shown the comparison of different machine learning algorithms on
the basis of prediction time, training time, and accuracy (Figs. 2, 3, 4 and 5).

Variation in accuracy with respect to number of neighbours in K-NN algorithm
is also represented.

The prediction model is evaluated on the basis of confusion matrix and
classification report which is depicted by the following Fig. 6.

The comparison between classical method and VADER method is shown by the
following table.
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Graph 1 Training time
versus different classifier
algorithms

Graph 2 Prediction time
versus different classifier
algorithms

Algorithms implemented Classical (rule based) method VADER

Naive Bayes Accuracy: 92.89%
Training time: 2.861015 s
Prediction time: 1.327940 s

Accuracy: 91.45%
Training time: 3.735648 s
Prediction time: 2.007427 s

(continued)
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(continued)

Algorithms implemented Classical (rule based) method VADER

8-NN Training time: 0.014029 s
Prediction time: 2.908042 s
Accuracy = 92.00%

Training time: 0.016029 s
Prediction time: 3.280307 s
Accuracy = 92.46%

Logistic regression Training time: 3.572531 s
Prediction time: 0.019014 s
Accuracy = 93.12%

Training time: 3.605556 s
Prediction time: 0.016012 s
Accuracy = 92.62%

Decision tree Training time: 14.339162 s
Prediction time: 0.032040 s
Accuracy = 89.31%

Training time: 20.063349 s
Prediction time: 0.036007 s
Accuracy = 90.28%

Linear SVC Training time: 1.404992 s
Prediction time: 0.019014 s
Accuracy = 94.74%

Training time: 1.598114 s
Prediction time: 0.026019 s
Accuracy = 93.57%

5 Conclusion

Classical method (rule based) is a polarity-based approach because it treats the words
‘good’ and ‘excellent’ same whereas VADER method is a valence-based approach
where whereas ‘excellent’ would be treated as more positive than ‘good.’ Classical
method does not give the degree of positivity, negativity, and neutrality whereas
VADER does. In case of classical method, when inverse, incremental, and decrement
dictionaries are not used, the number of neutral reviews comes out to be more than
when these dictionaries are used because in the former case many positive and nega-
tive words simply cancel out to give neutral review. This number of neutral reviews
further decreases on using VADER as it is more accurate in classifying positive
and negative words along with intensifiers. Time taken for opinion mining in clas-
sical (rule-based method) is very large as compared to the VADERmethod. VADER
handles emoticons, slangs, punctuation, and idioms whereas classical method does
not. Accuracy of classical method is slightly greater than VADER method.

Training time of Naive Bayes classifier, logistic regression, Bernoulli NB, multi-
nomial NB, SVM (rbf), SVM (linear), and linear SVC is greater than their prediction
time because these algorithms are eager learners. Prediction time of k-NN classifier
is greater than its training time because it is a lazy learner. Decision tree classifier
gives less accuracy because it is not practically feasible to divide real-world data into
many classes and data also contains impurities.

The best classifier algorithm for this sentiment analysis problem is Linear SVC
followed by Naive Bayes classifier. The algorithm K-NN for K = 1 gives lowest
accuracy. In case of K-NN, accuracy first increases on increasing the number of
neighbours, reaches to a maximum value, and then starts decreasing but after that
remains nearly constant. SVC with linear kernel takes maximum time to train and
predict among all models but linear SVC takes a very small time because former uses
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Graph 3 Accuracy versus
different classifier algorithms

Graph 4 Accuracy versus
number of neighbours

the estimator libsvm (time complexity O(n2) or O(n3)) and later on liblinear (time
complexity O(n)). Our ongoing work will focus on improvising the algorithms for
getting better efficiency.
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Fig. 2 Confusion matrix
and classification report
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A Novel Deployment Scheme to Enhance
the Coverage in Wireless Sensor Network

Vishnu Anugrahith Sateesh, Aniket Kumar, Rahul Priyadarshi,
and Vijay Nath

Abstract The efficiency of any sensor network is heavily depending on the coverage
delivered by the deployed sensors. Wireless sensor network (WSN) represents the
gathering of certain number of sensors that are closely deployed in a recognizable
area. This paper suggested the development of “deployment approach” to increase the
WSN coverage, connectivity, and reliability. This method is based on the “distance
between” each sensor node and its neighboring sensors. It aims to improve the nodes
coverage in steps after a primary arbitrary deployment. In each step, a sensor node
is appealed in the direction of its neighbors that have lower distance. This method
capitalizes on the coverage of the detected area by forcing the sensor to change its
position toward the area with a lower sensors density. The simulation results were
compared with the GSO results. Our results showed that this deployment approach
could deliver high coverage, full connectivity, and good dependability. Such results
could be achieved with less number of iterations.
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1 Introduction

Wireless sensor networks (WSNs) are constituted with tiny electro mechanical
devices, i.e., sensors nodes. Sensor nodes communicate via RF signals with one
or sinks that are more powerful called base stations (BSs). In the most recent years,
numerous scientists center on the “WSNs” developments and applications. WSNs
have potential applications in various essential territories. WSNs speak to frame-
works that include certain quantities of remotely connected sensors that are spatially
sent in a specific area [1]. Sensors can be sent in enormous numbers because of their
acknowledged cost and little size. One of the key difficulties confronting the WSNs
applications is the means by which to decide the physical areas of the conveyed
sensor hubs.

This issue speaks to a functioning examination point as of late. The incomparable
answer for such an issue is to give the sensor hubs by “Worldwide Positioning System
(GPS)”. GPS is exorbitant, power expending, and confined for open-air applications.
To discover the area of the ideal sensor, many nonlinear conditions must be settled to
arrive at the best possibility reason in some cases [2]. The adequacy of this method-
ology is the manner by which to explore the arrangement of the sensors via looking
for ideal or close ideal arrangements. Once placement of nodes completed, then
communication of data from node to BS should be completed [3]. It can be called
single hope if they can contact directly to base station or can be multi-hop communi-
cation in which intermediate nodes takes part for communication from sensor node
to base station [4–10]. Formally, sensor networks on basis of their functionality are
classified into two types one is proactive and the other is reactive networks. Proactive
networks are passive in nature andwell suited for data-aggregation-type applications.

In this type of networks, nodes sense and send data on periodical basis, i.e.,
on regular intervals. In reactive networks, opposite to passive networks sensor nodes
respond immediately and only to changes in the significant considerations of interest.
To prolong lifetime of sensor networks, it will be more proficient if placement of
sensor nodes should be in a proper manner. That is the reason why sensor networks
need management planes. As per requirement, three management planes will work
which are named as mobility, power, and task management plane. These planes solve
objectives like first to make sensor nodes work collectively in a power efficient way,
second to perform routing of data in wireless sensor network, and to stake resources
among them. Without these three planes, each sensor node will act and work as an
individual. Power management plane ensures to manage how should a sensor node
uses its power like when to turn off receiver; when to broadcast low power message;
and to quit from routing so that sensor nodes can save energy for sensing.

The mobility management plane is in use when sensor nodes are not stationary in
networks. Mobility plane helps to maintain a path back to the user, and sensor nodes
could keep track of their neighbor sensors. The task management plane divides and
schedules the tasks among sensors, which are distributed in monitoring region. In
sensor networks, nodes are deployed with high density. Therefore, nodes deployed
in nearby locations measure approximately same values about the environment [11,
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12]. Removal of redundant information helps in increasing energy efficiency and
network lifetime. Further, changes in environment occur very slowly so successive
readings contain related values about the parameters. Self-organization: Sensor nodes
must operate autonomously so that sensors can self-organize and self-heal under
different circumstances. Communication range: Sensor nodes have small communi-
cation range only a few meters whereas range of ad hoc networks is in hundreds of
meters [13, 14].

2 Related Work

Authors in [15] proposed a method with objective inclusion dependent on cross-
section examine. They isolated the region into grids. At that point, the best cross-
section was chosen as a situation to the following sensor. This strategy utilized
the most number of hubs to accomplish the inclusion objective and to improve the
situations for the sent sensor hubs. The arrangement approaches inWSNwas isolated
into two gatherings as “inadequate” and “thick organizations.” In the given field of
intrigue, the “scanty organization” can be utilized with minimal number of hubs
conveyed, while the “thick sending” can be utilized in high number of sent sensors.
The “thick sending” procedure was utilized because of each occasion needing to
be seen or the organization of various sensors to cover a similar zone. The scanty
arrangement is reasonable to accomplish most extreme detecting territory with least
number of sensors. The sensor hubs are either static or portable; in this manner,
they can change their situations with time. Sensors are either conveyed in certain
field by finding them in “foreordained spots” or haphazardly sent. “Arbitrary sensors
arrangements” approach is onekindof the “thick organizations.”WSNswith versatile
sensors are typically started with an “irregular sending.” They change their areas to
the best reasonable area because of their portability.

In “static sending,” sensors are static and their areas must be chosen because of
certain “improvement technique.” Sensors areas will remain fixed and do not change
during the activity of the system. Deterministic advances and arbitrary organizations
can accomplish “Static arrangement” procedure. This methodology (the “determin-
istic sending”) begins by reviewing the zone of interests and proceeding with the
arrangement procedure [16].

A significant utilization of a “powerful arrangement” is its use in robots. Versa-
tility helps in going to the detecting objective by letting the sensor moves toward
a greatest detecting execution. In “irregular sending,” the greater part of the hubs
is hurled in the initial step, before an uncommon usage and reorganization estima-
tions are led to choose the following development. Many created calculations have
been constructed, for example, the “virtual force oriented particles algorithm,” “simu-
lated annealing algorithm,” “particle swarm optimization algorithm,” and “simulated
annealing genetic algorithm.” The coverage represents the “quality of service (QoS)”
for the sensing function of theWSN. Its main function is to answer the vital question:
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“How well do the sensors observe a physical space”? Therefore, the position of the
sensor is the essential factor related to the “coverage problem.”

The sensor nodes must be located in an optimal position to ensure complete
utilization and increase its sensing ability. Such process helps in maximizing the
network sensing covered area. Coverage value can be estimated as the fraction of
dividing the covered area to the area of the “region of interest (ROI).” In many cases,
the coverage problem is considered as a minimization problem. The stated objective
function in this case is to minimize the area not covered by the sensors. These two
approaches need hard calculations and computations in a longer time. The “length
measurement” is easier and needs smaller time than the “area computation” [17].
Thus, the “length measurement” is widely used in calculating the WSN coverage
problem. Sampling techniques can be applied in the case of existing fixed number of
points, which can be used in evaluating the coverage. Grid is one of the frequently
used sampling techniques.

3 Proposed Scheme

Numerous methodologies have been proposed and executed to accomplish certain
inclusion availability and unwavering quality. Creators in [18] for instance recom-
mended a sensor arrangement framework dependent on “glowworm swarm enhance-
ment” to improve the inclusion after an “underlying arbitrary sending” of the sensors.
They considered every sensor hub as “singular glowworms producing a luminant”
body called “luciferin” and the quality of the “luciferin” relies upon the space
secluding the sensor hub with its neighboring. A sensor hub can be spoken to its
adjoining with lower quality of “luciferin.” The sensor that will in general move
toward the region having lesser sensor focus then the detecting inclusion territory
will be boosted.

Their recreation results indicated that “GSO-based sensor arrangement approach”
can convey incredible inclusion with confined number of the sensor developments.
They closed the accompanying GSO results: When 50 sensors were conveyed in a
focal point of 100 × 100 m region with detecting scope of 5 m and correspondence
scope of 10 m, they found an inclusion level of about 35.4%. At the point when 100
sensors were conveyed at a similar territory and a similar detecting and correspon-
dence ranges, they found the inclusion of 64.6%. At the point when they utilized 200
sensors with a similar zone, a similar detecting and correspondence ranges fulfilled
the inclusion of 92.2%. This strategy neglected to accomplish availability and/or
unwavering quality with less quantities of sensors sent arbitrarily in such area [19].

The optimum number of sensors required to cover all the areas of interest
according to the grid distribution to achieve maximum coverage area, minimum
overlapping coverage, full connectivity and good reliability can be estimated. In this
paper, a suggested approach was created to estimate the optimum required number of
sensor nodes to achieve maximum coverage, minimum overlapping, 2-connectivity,
and certain limit of reliability with minimum number of sensors (minimum cost).
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The suggested approach in this paper aimed to find the required number of sensors
in a simulation manner; 100 sensors were found to be suitable for the area of 100 ×
100 m with sensing range of 5 m and communication range of 10 m. This algorithm
estimates the resulted coverage area, which is 77.63% and the full connectivity with
minimum of 2 connections (2-connectivity).

In this paper, a new developed deployment approach [20] has been suggested,
implemented, and evaluated using the same GSO approach parameters.

The suggested approach to “sensor deployment technique”was based on the space
between the sensor node and its “neighboring sensors” to improve the coverage area
after a random deployment. A sensor node was appealed toward its neighbors that
have a large distance and transferred it toward one of them. In this way, the coverage
area of the sensing area can be maximized as the sensor nodes move toward the
region having “lower sensor density” [21, 22].

4 Simulation and Results

The proposed scheme is simulated in the MATLAB simulator. We tested the
algorithm with three cases as follows:

Case 1: Less than the optimum required number of sensors: In this case, 40 sensors
were used to be deployed in 100× 100 m area with 10 m for coverage area and 15 m
for communication range. These sensors were deployed randomly in the suggested
area. The developed algorithm in this paper was applied to reach the best deploy-
ment. The wanted deployment aimed to ensure good connectivity, good coverage,
less overlapping, and good reliability. The results were reached after 135 iterations.
Figure 1 shows the resulted deployment positions.

Case 2: Equal optimum required number of sensors: In this case, 80 sensors were
used to be deployed in 100 × 100 m area with 10 m for coverage area and 15 m for
connectivity. These sensors were deployed randomly in the suggested area. The final
results were reached after 182 iterations. Figure 2 shows the resulted deployment
positions.

Case 3: Greater than the optimum required number of sensors: In this case, 120
sensors were used to be deployed in 100 × 100 m area with 10 m for coverage area
and 15 m for connectivity. These sensors were deployed randomly in the suggested
area. Figure 3 shows the resulted deployment positions.

The final results were reached after 220 iterations. Table 1 shows the outcomes of
all the three case. Figure 4 shows comparison between the proposed algorithm and
GSO approach. From the results, it is clear that the developed approach provides a
good result compared with the GSO. The number of iterations used in our approach
is too less than the number of iterations used to reach the GSO.
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Fig. 1 Deployment position for case 1

Fig. 2 Deployment position for case 2
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Fig. 3 Deployment position for case 3

Table 1 Comparison with different parameters value

Cases Number of
sensors

Field area Sensing range
(m)

Communication
range (m)

Total coverage
(%)

Case 1 40 100 × 100 10 15 32

Case 2 80 100 × 100 10 15 65

Case 3 120 100 × 100 10 15 94

5 Conclusion

In this paper, the established sensor deployment method based on spaces (distances)
can make the most of the coverage, diminish the overlapping, ensure full connec-
tivity and achieve good reliability level. These issues may be accomplished in slight
movement numbers after an “initial random deployment.” The developed method
in this paper benefits in growing the network capability to achieve its sensing. The
established method has a benefit that it does not want “centralized control” of the
“deployed nodes” consequently; it is simply scalable for large “sensor networks.”
The developed approach results dominate the GSO results in all the used metrics in
addition to the reduction in the number of the sensors positions movements.
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Fig. 4 Proposed and developed approach
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Fractional Frequency Reuse Scheme
for Noise-Limited Cellular Networks

Vishnu Anugrahith Sateesh, Iti Dutta, Rahul Priyadarshi, and Vijay Nath

Abstract The fractional frequency reuse (FFR)method generally used to investigate
the noise-limited cellular network in the system. In this paper, we drive the two
different strategies, which are related to secrecy outage probability with the best
base station (BS) serve and the nearest BS serve, by analysing the data of channel
gains. For the noise, limited network in secrecy outage probability without FFR, two
transmission schemes are analysed, i.e., nearest BS and best BS. Simulation results
show that both the plans of transmitting with the best BS and the utilization of the
FFR are gainful for physical layer security in the downlink cell systems.

Keywords Cellular networks · Fractional frequency reuse (FFR) · Nearest BS ·
Best BS · Eavesdroppers

1 Introduction

To boost the capacity and performance of cellular system, FFR was proposed as an
inter-cell interference coordination strategy with the absence of an eavesdropper in
[1] and [2]. The basic impression of FFR is to split bandwidth of cell to decrease the
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interference at the cell users. Cell-edge users can make free from the interference of
the adjacent cells by using FFR technique. Another concept to improve the security is
the sectorized transmission which was studied in [3, 4] and [5]. By using directional
antennas, the sectorized transmission scheme was performed by transmitting inde-
pendent signals in several sectors of the cell [6]. Based on the strategy of sectorized
transmission, the effect of adopting multiple antennas is to improve the security in
the interference-free scenario. The combination of sectoring and artificial noise was
further analysed in.

The transmitter transmits the source information in the sector where the target user
is situated, and sends artificial noise to other sectors. Although the approach of FFR
is similar to that of sectorized transmission as they both divide the whole cell into
different sectors. There is need of FFR to the Base Stations (BSs) to transmit with
different sub-bands of the total bandwidth to different sectors. Further, from the view
of security, FFRwill also contribute towards increasing the secrecy rate by decreasing
interference at the cell users, due to the partition of frequency bands. The study in [7]
concluded physical layer security in cellular systems by comparing the approaches
of communicating with nearest BS and optimum BS, by ignoring interference and
the channel fading. To improve physical layer security in the network, combined
effect of artificial noise and sectoring was investigated in [8], by using the same
frequency for all the sectors. Study of secrecy outage probability in the downlink of
cellular systems was considered in [9] by approximating the PDF of interference.
In sensor network to cover entire region [10] various coverage algorithms [11] as
well as various routing protocols have been proposed [12–22] recently but that is not
suitable for noise-limited cellular networks.

1.1 System Model

We reflect downlink of a cellular system where the BSs are organized according
to the repulsive property, which is thinned from a parent homogeneous parent
point process (PPP) φP with intensity λP . The parent point process φP =
{(xi ,mi )where i = 1, 2, 3 . . .} is a marked PPP, where xi, denotes the ith point of
the process and mi stands for its marr.

The repulsive point process assurances the minimum distance d between any
two BSs in the network. φM is obtained by removing all the points in φP that have a
neighbourwithin distance d that has a smallermark. The cellular network distribution
is shown in Fig. 1, where rl and re denote the distance from the transmitting BS to the
real receiver and the eavesdropper, respectively. The eavesdroppers are distributed
as an independent PPP, i.e., φe, with their intensity being represented as λe. The BSs
are supposed to transmit with the same power P. We consider the security at a typical
real user. We are assuming that all the BSs are transmitting with the same power P.
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Fig. 1 Deployment of cellular networks

1.2 Fractional Frequency Reuse(FFR)

In the circumstances with FFR, we adopt that each of the Voronoi cell in the cellular
network is separated intoL sectors and eachof the sectors is aidedby itsBSwith a sub-
band of the total bandwidth [23]. The set of interfering base stations are base stations
in other real receivers and eavesdroppers. To differentiate from scheme without FFR,
the interference in the cellular network with FFR at the real user and the worst-case
eavesdropper are denoted as Îl and Îe.

Figure 2 shows that the transmission structure of using FFR in a Voronoi cell from
Fig. 1. The same transmission structure is also organized in other Voronoi cells of
the cellular network. For a typical real receiver, the disadvantage of its secrecy rate
is from eavesdroppers that communicate using the same sub-band.

2 Problem Formulation

We consider a state where the serving BS sends messages to a typical real user in
existence of randomly distributed eavesdroppers. By considering that there is no
agreement among the eavesdroppers, secrecy capacity of transmission from serving
BS to real user is given by [24].
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Fig. 2 Transmission scheme
of a voronoi cell with FFR

Rs = [
(1 + γl) − (1 + γe)

]
(1)

Pout(τ ) = 1 − P[Rs > τ ] = 1 − P

[
1 + γl

1 + γe
> 2τ

]
(2)

where τ is the target secrecy rate. The PDF of γl and γe are denoted by fγ l and fγ e,
respectively. At the real user,

Pout(τ ) = P

[
1 + γl

1 + γe
< 2τ

]
(3)

= P
[
γe > 2−τ (1 + γl) − 1

]

= 1 −
∞∫

0

fγ l(y)

2−τ(1+y)−1∫

0

fγ e(x)dxdy

= 1 −
∞∫

0

fγ l(y)Fγ e
(
2−τ (1 + y) − 1

)
dy

where Fγ e is the CDF of γe.
In the noise-limited cellular networks, the interference from other BSs can be

disregarded or has the same level of power compared to the noise [25]. The analysis
in this section is planned by the secrecy outage probabilities of the downlink cellular
networks which is derived by inspecting two different schemes, i.e., with andwithout
FFR.

To avoid misunderstanding, we denote SNR at typical real user and eavesdropper
as γ̂l and γ̂e which can be stated as
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γ̂l = P|hl |2r−α
l

σ 2
l

(4)

And

γ̂e = P|he|2r−α
e

σ 2
e

(5)

2.1 Secrecy Outage Probability without FFR

In this portion, we inspect secrecy outage probability of downlink transmission in
two situations, i.e., served by the nearest and the best BSs. Selection of the serving
BS according to different standards is executed through the support of the BSs by
replacing the position and distinctiveness info of the real users [26].

2.1.1 Nearest BS

Representing the path loss from the nearest BS to the real user as r−α
l = xl , the PDF

of xl is given by

fxl(x) = πλMδsδ−1 exp
(−λMδsδ

)
(6)

where δ = d
α
.

According to the description of secrecy capacity, the SNR at the worst-case eaves-
dropper is taken into justification to examine the secrecy outage probability. Note
that, in this state, the eavesdroppers are trying to understand the source information
from the serving BS.

The secrecy outage probability of the real user communicating with the nearest
BS can be explained as

Pn_out(τ ) = 1 − P

[
1 + γl

1 + P
σ 2
e

1
ξe

> τ

]

(7)

For the case of high SNR, secrecy outage probability of real user communicating
with the nearest BS can be simplified as

Pn_out(τ ) = 1 − P

[
ξe >

2τ

ζl

]
(8)
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2.1.2 Best BS

In this scheme, the real user will be served by the BS from which the user can get the
maximum channel gain. Similar to the examination of the channel gain at worst-case
eavesdropper, PDF for the path-loss procedure with fading from the best BS to the
real user can be given as

fξ l(s) = δAls
δ−1 exp

(−Als
δ
)

(9)

where Al = πλlδ
Γ (δ+m)

mδΓ (m)
. The secrecy outage probability of real user served by best

BS can be explained by

Pn_out(τ ) = 1 − P

[
1 + P

σ 2
l

1
ξl

1 + P
σ 2
e

1
ξe

> τ

]

(10)

Similarly, for the case of high SNR, the approximation of secrecy outage
probability of the real user communicating with the best BS is given by

Pbst_out(τ ) = 1 − P

[
1
ξl

1
ξe

> 2τ

]

(12)

2.2 Secrecy Outage Probability with FFR

In this scheme of FFR, the intensity of the path-loss process with fading is reduced
by frequency reuse, which works as autonomous withdrawing of the eavesdroppers.
The number of eavesdroppers in each sector is 1

L of the total number in the cell,
i.e., the intensity quantity of each sector is reduced by L. Accordingly, the parameter
Ae will also be affected by the frequency reuse. To avoid confusion, we denote the
value of Ae in the scheme of FFR as Âe, then Âe = Ae

L . The real users in each sector
of the Voronoi cells are assigned a common sub-band, x , of the total bandwidth
transmitted from the BS. To analyse the conclusion of executing FFR, the real user
is supposed to be located at a distance of r0 from its nearest BS. The secrecy outage
probability at the real user served with the plan of FFR can be derived as

Psct_out(τ ) = 1 − P

[
1 + P

σ 2
l
|hl |2r−α

o

1 + P
σ 2
e ξe

> τ

]

(13)

=
∞∫

0

exp(−y)

(

1 − exp

(

− Âe

P
σ 2

2−τ
(
1 + P

σ 2 r
−α
o y

) − 1

))

dy
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For the case of high SNR, the secrecy outage probability at the real user served
by the strategy of FFR can be simplified as

Psct_out(τ ) = 1 − P

[
|hl |2r−α

o
1
ξe

> τ

]

(14)

=
∞∫

0

exp(−y)

(

1 − exp

(

− Âe

(
2τ

yr−α
o

)δ
))

dy

The expression in (14) is similar to that in (8), and only the parameter Âe is
affected by FFR due to the change of intensity.

3 Simulation and Results

For the scenario of the noise-limited cellular network, the secrecy outage probabilities
of the downlink transmissions from the best and nearest BSs are plotted in Fig. 3.
Secrecy outage probability is worse when intensity of eavesdroppers λe is higher.

Fig. 3 Secrecy outage probability with the best BS vs the nearest BS with λp = 0.2 and d = 2
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Fig. 4 Secrecy outage probability with and without FFR, with λp = 0.2 and d = 2

Increase ofλe will reduce the probable distance from the transmittingBS to theworst-
case eavesdropper, which will accordingly reduce the SNR of the eavesdropper,
i.e., γe. Figure 3 shows that the strategy of transmitting with the best BS is always
helpful to improve the secrecy outage probability. However, the improvement is
less beneficial when λe is higher. It is because that the increase of λe reduces the
expectation of distance from BS to worst-case eavesdropper.

Figure 4 describes secrecy outage probability of the downlink cellular networks
using FFR based on different frequency reuse factors. It shows that in the noise-
limited cellular networks, the use of FFR can improve the secrecy outage probability
suggestively, especially when number of frequency reuse factor is large. This is due
to the application of frequency reuse which helps to reduce λe with an equivalent
effect of independent withdrawing.

4 Conclusion

In this work, we studied physical layer security in the downlink transmission of
cellular networks by comparing the schemes with and without FFR. The effect of
frequency reuse on secrecy outage probability in the noise-limited networks were
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investigated. Although increasing the frequency reuse factor contributes to improve
the security, the improvements will be less important when the number of frequency
reuse factor is large. Besides, the strategies of transmitting with best BS, increasing
intensity ofBSs, and reducing repulsive distance ofBSs are helpful to develop secrecy
performance in downlink cellular network.

5 Future Work

For more practical usage of security in wireless networks, the application will lead
to the attention of more conservative challengers, i.e., eavesdroppers might be active
rather than passive and conspiring to maximize their received signal powers. The
remainder of this section contains some interesting future research directions of
physical layer security that can make our work more general and practically attrac-
tive. As we know that eavesdroppers are usually supposed to be passive and act
independently. According to these models, still need more allowance on the assump-
tion to solidify the adversary model, such as considering active eavesdroppers and
their mutual collaboration. For simplicity, eavesdroppers are usually assumed to be
separated from each other and cannot transfer information.
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Real-Time Monitoring of PM2.5 with IoT

Vishal Kumar and Kamal Kant

Abstract The main aim of researchers is to make a standalone device that measures
the real-time concentration of particulate matter and provided with an Android appli-
cation for monitoring the concentration in surrounding environment. Particulate
matter is the complex mixture of tiny dust particles and liquid droplets suspended
in the atmosphere. Their main compounds are nitrogen oxides, mineral dust, carbon
monoxide, organic matter, soot or black carbon. The dust particles vary in size that is
relevant to the potential causing health problems. Particulate matter enters the human
respiratory system that causes serious illness. The device is microcontroller-based
system that is connected to the sensor that monitors the concentration of PM2.5.
The device is connected through Internet facilitates to send data over cloud. The
researchers conduct test in location given by CPCB.

Keywords PM2.5 ·Microcontroller · IoT · GSM module · CPCB device

1 Introduction

In recent years, the study-related health effects due to the air pollution have been
increased. Due to exposure to airborne particulate matter, there is an increase in
mortality and hospital admissions for disease related to respiratory systemand cardio-
vascular problems. Gradually, over the years airborne particles have changed size and
composition which in turn increases their toxicity. The airborne particulate matters
are PM10 which are smaller than 10 µm and PM2.5 which are smaller than 2.5 µm
in size. These particles can penetrate the respiratory system as well as the lungs
of human being [1]. The air pollution effects on environment are of great interest
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on global discussion. Today, it is becoming a necessity to monitor the air pollu-
tion on regular basis [2]. As dust particles vary widely from region to region, a
real-time measurement of the particulate matter should be considered along with
the multi-measurement approach to access the impact on the climate. Specifically,
we use detailed measurement from satellite network of ground-based instruments
[3]. Particulate matter consists of a heterogeneous mixture of solid and liquid parti-
cles suspended in air which are hazardous to health. It depends on meteorological
conditions and emission sources of a particular region [4]. The important atmo-
spheric pollutants are PM2.5 and PM10. The particulate matter is a mixture of solids
and liquids suspended in the air. Basically, it is a complex mixture of organic or
inorganic components such as dust, soot, pollen and liquid droplets [5]. The main
constituents of PM2.5 are nitrates, ammonium salts, sulfates, carbonaceous particles,
metal particles, minerals and organic compounds. The main constituents that made
up the PM10 are carbonaceous substance and crystal material. The sources for their
emission include exhaust, organic compounds they adsorb [6, 7]. The dust sensor
can measure the concentration of particulate matter in the air. The basic principle of
the sensor is based on light scattering. Light scattering can be used when the dust
particles go through the detecting chamber. The scattered light is transformed in
electrical signals which is then processed and give out the digital output as the raw
data of the sensor. The dust sensor is capable of measuring PM2.5 [8, 9].

This research is aimed to develop a model of cloud-based air quality monitoring
system, which can be accessed onmobile application and personal computer. Specif-
ically, the project model will take the form of standalone device which monitors the
air quality nearby and sends the data to the cloud and can easily be accessed by
public. The device can be provided power supply from any source of 12 volts supply.
The collected data will be stored on the cloud platform and will be used for future
references. This data will also be beneficial for the officials working for controlling
air pollution. The collected data is plotted on the graph according to the time and date
on the cloud platform. By monitoring and identifying the level of PM2.5 suspended
in the air, they can access and determine the actions needed to reduce or prevent the
identified pollutant. The main intention of this study is to monitor the level of PM2.5
pollutants and also consists of creating a GUI for the mobile phone that will be used
to view the monitored data.

The research is limited to measurement of PM2.5 concentration and not giving
the average air quality of the environment and does not cover the maintenance of the
air quality of environment.

2 Methodology

The device is based on microcontroller that connects to the required sensor modules
according to the need. The device is connected to the dust sensor which provides
the data of particulate matter in the atmosphere. The sensor processes the collected
raw data and sends it to the cloud platform. The cloud platform used it accessed
using an API. This also provides the graphical format of the collected data over time.
The data can be accessed on cloud platform as well as Android phone. The user can
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also access the past data and compare it. The sensor sends the real-time data to the
microcontroller used which processes the data for further use. The main objective of
this prototype device is to provide real-time data of particulate matter suspended in
the atmosphere and is easily accessible to the user.

2.1 Flowchart
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Fig. 1 Circuit configuration of the microcontroller interfacing with the sensors

Fig. 2 Data plotted on graph through the cloud platform from the AQI meant for measurement of
concentration of PM2.5. The picture also contains the live location during the monitoring of PM2.5
concentration

2.2 Diagram

See Figs. 1 and 2.

2.3 Working

For monitoring of the level of particulate matter concentration suspended in the air,
the prototype has a sensor and a Wi-Fi module connected to the microcontroller.
The dust sensor is connected to the microcontroller which gives out the electrical
signals to the microcontroller which further transformed in the concentration value
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of the particulate matter. The microcontroller has input–output pins to configure
the circuit and gives out the required data; similarly, Wi-Fi module connected to the
microcontroller is used for uploading sensor data over an open-source cloud platform
which analyzes and visualizes the sensor data and let others to retrieve the data stored
over Android apps. The open-source Internet of Things (IoT) platform is used with
API to store the data from things using the HTTP protocol over the Internet for
which we are using GSM module. The GSM module is used to provide the Internet
connectivity to the microcontroller to send the data over cloud. The monitored data
will be sent over the open-source cloud platform from where the user can access the
data easily. Using API link, we can access the real-time data on mobile application
describing the concentration of the particulate matter in the surrounding environment
along with some preventive measures in the situation of increased concentration of
particulate matter. The formed prototype device is provided power supply with 5 V
adapter.

2.4 Calculation of Particulate Matter Concentration

The measurement of particulate matter (PM2.5) is done with the help of a dust
particle sensor that is connected to the microcontroller. The principle of working for
dust sensor is scattering of light. Light scattered can be interfered at the area where
particles pass through the detecting area. The scattered light inside the sensor is
converted in the form of electrical signals, and further, the signals are amplified and
processed. The counted number and the diameter of dust particles can be obtained
by analyzing according to the relation of the signal waveform with the particles
diameter.

The scattered light is transformed into electrical signals for further processing. It
interprets the data in terms of and high byte for PM2.5. The sensor gives out the data
in form of digital output.

PM2.5 value (µg/m3): {(PM2.5 High Byte * 256) + PM2.5 low Byte)} [10].
The measured data by the sensor is send to the microcontroller. The microcon-

troller then sends the data over cloud using the Wi-Fi module that will be used for
monitoring air quality index. TheWi-Fimodule is provided Internet connection using
the GSM module (Fig. 3).

2.5 Validation of Results

Table 1 shows the data of the results obtained from the cloud platform monitored
concentration of PM2.5. The concentration of PM2.5 is arranged according to time
mentioned in the real-time monitored data.

Table 2 shows the compared data of prototype and CPCB device.
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Fig. 3 Hardware model of the prototype along with the cloud data available on the laptop display

The prototype device output data is calibrated and compared with the data of
CPCB device [11]. The graph is plotted on the MS-EXCEL. The collected data is
plotted on the graph using MS-EXCEL. The data must be arranged sequentially
before importing the data to plot the graph. Select insert chart then label the axis on
the graph obtained on MS-EXCEL (Fig. 4).

3 Comparative Study

The study of this paper is compared to the research related on this topic.
The study related to Ref. [2] uses complex circuitry and the prototype device

formed is high cost and the power supply is provided by solar panel, whereas this
prototype device uses NodeMcu microcontroller which has inbuilt Wi-Fi module
and also the network connectivity can be provided by GSM module as well as the
public Wi-Fi access or mobile hotspot. This device is low cost and the device formed
is portable.

The study of Ref. [12] has used the Thingspeak platform for sending data to cloud
and ESP8266 Wi-Fi module for sending data for specific period of time, whereas
this study prototype uses Thingspeak platform for sending data to cloud in real time
and the device is portable and can used by mobile users. The data flow of monitored
particulate matter is sent to the cloud server in real- and stored for future reference.
The device formed is compact and can be used by individual as it is portable and the
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Table 1 Monitored data of
PM2.5

S. No. PM2.5 Time

1 9 2019-04-15 14:02:38 IST

2 9 2019-04-15 14:02:56 IST

3 9 2019-04-15 14:03:14 IST

4 9 2019-04-15 14:03:33 IST

5 8 2019-04-15 14:03:51 IST

6 2 2019-04-15 14:04:10 IST

7 1 2019-04-15 14:04:28 IST

8 10 2019-04-15 14:04:46 IST

9 12 2019-04-15 14:05:04 IST

10 12 2019-04-15 14:05:22 IST

11 10 2019-04-15 14:05:44 IST

12 12 2019-04-15 14:06:02 IST

13 10 2019-04-15 14:06:20 IST

14 12 2019-04-15 14:06:38 IST

15 12 2019-04-15 14:06:57 IST

16 12 2019-04-15 14:07:15 IST

17 10 2019-04-15 14:07:34 IST

18 12 2019-04-15 14:08:10 IST

19 7 2019-04-15 14:08:29 IST

20 31 2019-04-15 14:08:48 IST

Table 1.2 Comparison data
of prototype and CPCB
device

Date time Prototype data CPCB device

2019-04-17 13:15:12 IST 22 24

2019-04-17 13:30:30 IST 24 24

2019-04-17 14:30:49 IST 22 24

2019-04-17 14:45:40 IST 24 24

2019-04-17 15:00:59 IST 22 24

2019-04-17 15:30:34 IST 18 28

2019-04-17 15:45:07 IST 24 28

2019-04-17 16:00:18 IST 22 28

2019-04-17 16:15:37 IST 24 29

power supply can be given by adapter, power bank which makes it easy access for
mobile users.
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Fig. 4 Comparison graph
for results of prototype data
and CPCB device

4 Conclusion

The device formed gives the monitored data of the particulate matter concentration
suspended in the air. The results are arranged in the tabular form. Based on the
results of the research, the researchers monitored the particulate matter concentration
suspended in the air using the specified sensor. The sensor used is laser-basedSDS011
sensor. This dust sensor can measure the concentration level of particulate matter
using laser on the principle of light scattering. The microcontroller processes and
computes the concentration level of particulate matter in the air and it is connected to
theWi-Fimodule that sends themonitored data of particulatematter to the serverwith
the help of GSMmodule that provides the Internet connectivity. The microcontroller
used was Node MCU. The dust sensor data was compared in order to match data
with the device of Government CPCB device. The CPCB device measures the air
quality index of IGSC Planetarium complex, Patna, India, with 24 h clock. The users
can easily access the real-time measurement of the monitored data via Think Viewer
Android application, along with the data of past. The cloud platform also provides
the graph of the monitored data.
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FPGA Implementation of Digital
Watermarking System for Robust
Detection Using Discrete Wavelet
Transform

Muthumanickam Shanmugam and Arun Chokkalingam

Abstract Watermarking is the process of providing authentication rights by
ingraining ownership information in the form of text, audio, video or images
called watermarks on the original image. The paper aims to implement an efficient
watermarking algorithm using second-level discrete wavelet transform (DWT) for
increased robustness. A hardware description language (HDL) has been developed
for Haar wavelet due to less computation complexity. The proposed watermarking
embedding algorithm has been implemented in two FPGA boards. First one is a low-
cost and low-power ARTIX FPGA-based Zynq 7000 SoC-based ZedBoard. Next
one is Kintex FPGA-based FPGA Genesys 2 board which is suitable for DSP appli-
cations. An input image of size 16 × 16 and a watermark image of size 8 × 8 are
used, and results of device utilization, power and time delay are compared. The
results obtained suggest that the correlation and PSNR between the input image and
the watermarked image are high, and the minimum device utilization indicates an
effective watermarking algorithm.

Keywords FPGA · DWT · HDL · Watermarking · Authentication

1 Introduction

The brisk pace with which the technology is growing has made communication
more accessible and faster. But the enormous amount of data being created every
second due to this swift growth has made the digital media more vulnerable to
attacks that include unauthorized duplication. This problem can be overcome by the
digitalwatermarking techniquewhich is the process of embedding digital content like
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text, audio, video or images onto the input data to prevent copyright infringement.
The watermarks of varying degrees of clarity are embedded to mark the data for
authentication purposes. The embedding process can be made in both spatial and
frequency domains. Watermark is added onto randomly selected pixels of the image
in case of spatial domain whereas, in the frequency domain, transformations like
discrete cosine transform (DCT) and discrete wavelet transform (DWT) are used to
embed the watermark. Based on the usage, the type of watermarking can be chosen
from blind, semi-blind, visible, invisible, symmetric, asymmetric and so on.

A real-time implementation of the watermarking algorithms requires the use of
field-programmable gate arrays (FPGAs). FPGAs are continuing to gain strength
since there invention in 1984where theywere viewed as simple logic chips. Now they
are widely used in signal processing and control applications. These hardware-based
implementations are more advantageous than the software-based implementations.
Because in software implementations, there is a delay between capturingof image and
embedding of the watermark, thus making it susceptible to attacks. The other assets
of using FPGAs are that they are flexible, reusable and more importantly capable of
performing highly parallelized tasks. The parallel processing allows multi-channel
processing, thus making it competent for performing intensive calculations with high
speed and minimum power requirement. These make the FPGA a well-suited option
for realizing the watermarking algorithms. The HDL language is commonly used for
programming the design based on the required algorithm. Once the implementation
is optimized and the desired results are achieved, it can be downloaded into the
FPGA. The rest of the paper is organized as follows. Summary of literature survey
is explained in Sect. 2. The DWT mathematical analysis is presented in Sect. 3. The
architecture of FPGA implementation is given in Sect. 4. The details of the finite state
machine is given in Sect. 5. Experimental results are analyzed in Sect. 6. Concluding
remarks are given in Sect. 7.

2 Literature Survey

Joshi et al. [1] have developed an algorithm for digital watermarking using non-
blind detection scheme. The algorithm has combined the advantages of both the
frequency and spatial domain watermarking techniques. The robustness provided
by the wavelet-based frequency domain watermarking against Internet threats and
the reduced computational complexity provided by the Bitplane slicing scheme of
spatial domain watermarking have been incorporated in the algorithm. The imple-
mentation of the algorithm in FPGA on 64 × 64 sized grayscale images showed effi-
cient hardware utilization. An application-specific integrated circuit (ASIC)-based
low-power robust invisible binary image watermarking 8-bit processor using HDL
was developed by Karthigai Kumar et al. [2]. The watermarking algorithm is imple-
mented in spatial domain in both the 0.35 and 0.13 µm technologies with a power
consumption of 404.15 and 3.65 µW. The watermarking algorithm is prototyped
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using both Xilinx FPGA and ASIC. Ghosh et al. [3] have proposed a VLSI archi-
tecture of reversible watermarking encoder and decoder chips that are capable of
performing reversiblewatermarking. The advantages of rhombus interpolation-based
watermarking technique by difference expansion have been investigated and imple-
mented on Xilinx Virtex-7 FPGA, Zynq SoC and ultra-scale FPGA platforms. The
implementation gives very compatible and suitable result of the reversible water-
marking system on chip. Jamal Ahmed et al. [4] have proposed an architecture for
image watermarking algorithm using wavelet coefficient quantization. The architec-
ture is pipelined in nature, and the watermarking algorithm is implemented in FPGA
using XSG. The design optimization in latency and hardware resources was brought
about by utilizing the system generator in algorithm design. The design produced
a PSNR value of 42 dB against attacks and a design frequency of 141.9 MHz. A
Haar wavelet-based JND model is used by Shenghui Liu et al. [5] which reduces
the complexity in embedding watermark into integrated circuits. The fast pipeline
architecture is modeled with HDL and evaluated on Altera EP2C35 FPGA device.
When compared with full-band JND-based architecture, the hardware cost of 1460
logic cell combinations and 330 registers is smaller. The system utilized 120 MHz
clock and a 75% time saving compared to the full-band JND algorithm. Williams
Antonio Pantoja Laces et al. [6] proposed an efficient FPGA-based hardware imple-
mentation of low complexity steganography where the transparency and embedding
rates are considered. Digital images are used as host signal for the steganographic
system using additive interpolation-error expansion. The said hardware implemen-
tation is 64 times faster than a software implementation. Comparatively, the 40 nm
technology utilized less hardware resources and has higher frequency of operation
than the 90 and 60 nm technologies but has greater power consumption. Elamaran
et al. [7] have implemented image enhancement algorithms utilizing spatial filtering
techniques. The FPGA using Xilinx System Generator (XSG) is used for convo-
lution filtering operations because of its high performance in implementing DSP
algorithms. The results by Simulink and Xilinx DSP tools show that the resource
utilization by the algorithm is 436 slices, 1620 flip flops, 1575 LUT and 37 IOBs
indicating effective implementation. A steganographic technique for transmitting
captured images using DWT and least significant bit (LSB) algorithm is proposed by
Jadhav et al. [8]. The algorithm uses XPS and VB for the hardware implementation.
The MATLAB simulation result shows that the system has a high PSNR value of
55 dB and MSE of 0.20 and thus is robust against malicious attacks on the image.
Prabhishek Singh et al. [9] have presented an overview about the various frameworks
and techniques for digital watermarking. The classification of digital watermarking
based on aspects like robustness, domain and host signal is discussed. The advan-
tages and disadvantages of various algorithms like LSB, Correlation. Patchwork,
texture mapping coding, DCT, DWT and DFT were analyzed along with the wide
applications of watermarking in the field of medicine, communication and security.
A DCT-based blind digital image watermarking technique is proposed by Waikhom
Mona Chanu et al. [10]. Sonjoy Deb Roy et al. [11] proposed video watermarking
algorithm using DCT coefficients. In this method, the original image is not required



1018 M. Shanmugam and A. Chokkalingam

forwatermark recovery; instead awatermark sample is inserted to a pair ofDCT coef-
ficients. Thus, it is resistant to attacks and compression. The watermarking system
is implemented in Xilinx Spartan FPGA board. The MATLAB simulation reports
the minimum hardware utilization of 32,492 slices, 249 flip flops, 62,482 LUTs and
2117 IOBs indicating minimum number of devices.

3 DWTMathematical Analysis

Wavelet the term defines small waves with limited duration for performing time–
frequency analysis. Time domain states about the variations in the pixels at a partic-
ular time, whereas the scaled-version wavelets allow us to analyze the signal on a
different scale. It gives variable resolution (higher frequencies are better resolved
in time, and lower frequencies are better resolved in frequency). The wavelet trans-
form analysis is computed separately for different segments of the time-domain
signal at different frequencies. Multiresolution analysis (MRA) analyzes the signal
at different frequencies giving different resolutions. It is good for the signal having
high-frequency components for short durations and low-frequency components for
a long duration, for example, images and video frames.

The DWT has been decomposed into different levels. The mother wavelet ψ(x)
is

ψ(a,b) = [a]−1/2ψ
(t − b)

a
(1)

with a, b ∈ R and ψ ∈ L2(R). It is necessary to express the continuous dilation and
translation parameters a and b in terms of discrete values:

a = a j
o , and b = kboa

j
o (2)

where j affects the scaling of wavelet transform and k is the translation of wavelet
function. After substituting the values of a and b into Eq. (1), then

ψa,b(x) = a
− j

2
o ψ(a− j

o x − kbo) (3)

by a = 2 j and b = k2 j and then the wavelet in orthonormal basis function is

ψ j,k(x) = 2− j
2 ψ

(
2− j x − k

)
(4)

With the above expression, the discrete wavelet transform coefficients are defined as

Wφ( jo,k) = 1√
M

M−1∑

x=o

f (x)φ jo,k(x) (5)
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Wψ( j,k) = 1√
M

M−1∑

x=o

f (x)ψ j,k(x) for j > jo (6)

where Wφ( jo,k) is the approximation coefficient and Wψ( jo,k) detailed coefficient

φ jo,k(x) = Σαnφ jo+1,n(x) (7)

ψ j,k(x) = a
− j

2
o φ

(
a− j
o x − kbo

)
(8)

The below equation is the reconstruction form of DWT from the coefficients.

f (x) = 1√
M

∑

k

Wφ( jo,k)φ jo,k(x) + 1√
M

∞∑

j= jo

Wψ( j,k)ψ j,k(x) (9)

The two-dimensional DWT can be implemented in f (x, y) using digital filters and
down samplers.

3.1 Block Diagram of Watermark Embedding Process

Thewatermark embedding process is shown in Fig. 1. The entire process is developed
using VHDL. The grayscale host image with the size of 16× 16 and watermark with

Fig. 1 Block diagram of watermark embedding process
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the size of 8 × 8 are taken for watermarking. The process is explained in the section
followed by the block diagram.

Embedding Process

Step 1: Grayscale host image (peppers 16 × 16) is taken as input image.
Step 2: First-level DWT is applied to host image by applying horizontal and
vertical filters. This results into four sub-bands given by LL1, LH1, HL1 and
HH1. The size of each sub-band is 8 × 8.
Step 3: Second-level DWT is applied to LH1, and this results into four sub-bands
given by LL2, LH2, HL2 and HH2 with the size of each band 4 × 4.
Step 4: Grayscale watermark image (ISRO logo 8 × 8) is taken.
Step 5: First-level DWT is applied to watermark image, and this results into four
sub-bands given by ll1, lh1, hl1 and hh1 with the size of each band 4 × 4.
Step 5: Now the matrix dimension of second-level DWT of host is equivalent to
first-level DWT of watermark. This eases the further mathematical calculation in
FPGA.
Step 6: The intensity factor ‘α’ is selected as 0.5 and multiplied with lh1 band of
watermark image. This is the modified component of lh1, whose intensity value
is reduced to 50%.
Step 7: The modified lh1 band is added to HL2 of host image which is given in
Eq. (10). This is the proposed embedding process of watermarking algorithm.

HL3 = HL2 + (α ∗ lh1) (10)

Step 8: First-level inverse DWT is applied to HL3 to reconstruct LH1 sub-band
by taking LL2, LH2 and HH2 bands.
Step 9: Second-level inverse DWT is applied on LH1 to reconstruct the water-
marked image by taking LL1, HL1 and HH1. The dimension of watermarked
image is equivalent to host image.

4 Architecture Flow of FPGA Implementation

The complete proposed algorithm has been implemented in FPGA, and the func-
tional architecture is shown in Fig. 2. The five modules in this architecture are data
storage ROM, FSM, watermark embedder, result BRAM and VGA. The watermark
embedder is themainmodule which instantiates other fourmodules. The pixel values
of the images are converted to hexadecimal values using MATLAB and stored as
coefficient (COE) file. The COE files are moved to the corresponding address in
the specified ROM for host and watermark images. The result will be stored in the
specific address of block random access memory (BRAM). The stored pixel values
are displayed in the monitor via VGA using vertical synchronization and horizontal
synchronization control signals. The complete operation is established using internal
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Fig. 2 FPGA architectural flow of watermarking

clock 25.175 MHz which is suitable for VGA. The entire architecture is explained
in the following sessions.

4.1 Finite State Machine

FSM is developed to control the entire flow with four states such as idle, image,
watermark and the result is given in Fig. 3. The detail flow diagram for each state is
enlightened using timing diagram shown in Fig. 4. When reset signal is enabled, the
state machine will be in idle state and memory units are cleared. The processing is
enabled when reset signal is ‘0’ with operating clock frequency 25.175 MHz. The
signal coutcnt is a counter to count clock cycles for each state used in FSM. The
entire processing units are completed with 588 clock cycles. Once it attains 588
clock cycles, then the FSM will be in idle state. During idle state, the FSM reads
pixels from BRAM and displays output to VGA. Wait state requires 12 clock cycles
to fetch the pixels to result state. Coutrun is the signal, which calculates the running
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Fig. 3 State diagram of finite state machine

Fig. 4 Timing diagram of FSM

clock cycles required for the complete process. The processing time is calculated
from Eq. (11).

Processing Time = 588 × 1

25.175 × 106
= 0.023 ns (11)

4.1.1 Image State

Image state is the next immediate process of idle state. This state reads hexadecimal
values of host image from COE files and also stores in ROM. The signals xcounts
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Table 1 (a) Arrangement of pixels in host image and (b) address generation for pixels

and ycounts latches are used to generate the row and column addresses, respectively,
for the host image. The pixels with the address generation are given in Table 1a and
b. The host image size is 16 * 16; i.e., the number of pixels in row is 16; the number
of pixels in column is 16. The total number of pixels is 256, and it requires 256 clock
cycles to store input host image in ROM.

4.1.2 Watermark State

The watermark state is used to read hexadecimal values of watermark image from
COE files and also stores in ROM like image state. The signals xcounts and ycounts
latches are used to generate the row and column addresses, respectively, for the
watermark image in this state. The pixelswith address generation are given in Table 2.
The watermark image size is 8 * 8; i.e., the number of pixels in row is 8; the number

Table 2 (a) Arrangement of pixels in watermark image and (b) address generation for pixels



1024 M. Shanmugam and A. Chokkalingam

of pixels in column is 8. The total number of pixels is 64, and it requires 64 clock
cycles to store watermark image in ROM.

5 Implementation of Haar Wavelet

In this section, the two images are decomposed into various bands and these require
different memory locations to store the coefficients of Haar wavelet.

5.1 Memory Allocation for Host and Watermark Images

The process flow of initialization of clock, reset, memory unit of input images for
watermarking algorithm is shown in Fig. 5. If reset is enabled, then cout is ‘0’; when
reset is released and coutrun is ‘1’, the coutcnt starts running. If cout is less than
256 clock cycles, then input host image is stored from ROM to RAM1 in watermark
embedder module. At this clock, the FSM state will be in image state. If cout is
between 256 and 320 clock cycles, then input watermark image is stored from ROM
to RAM8 in watermark embedder module. Now the FSM is in the watermark state.

5.2 First-Level DWT Decomposition of Host Image

If the signal cout is equal to 141 clock cycles, then host image is decomposed by
horizontal filtering and the resultant bands H and L are stored in RAM2 by looping
from 15 to 0. FromFig. 6, if cout is equal to 142 clock cycles then it is decomposed by
vertical filtering. The resultant sub-bands HH1, HL1, LH1 and LL1 of the host image
are stored in RAM3 by looping from 7 to 0. This process completes the first-level
DWT of host image using Haar wavelet (Fig. 7).

5.3 First-Level DWT Decomposition of Watermark Image

Figure 8 shows the process flow of first-level DWT for watermark image. If cout is
equal to 145 clock cycles, then horizontal filtering is applied over watermark image.
This results into two bands given by H and L, which are stored in RAM9. If cout is
equal to 146 clock cycles, then vertical filtering is applied and results into LL, LH,
HL and HH sub-bands and stored in RAM10, and it is shown in Fig. 9.
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Yes
No

Yes

Cout <="100000000"

Yes No

Yes No

Yes

No

No

RAM8 (conv_integer (ar)) (conv_integer (ac)) <=di
Watermark image moves to RAM8

RAM1 (conv_integer (ar)) (conv_integer (ac)) <=di
Host image moves to RAM1

Cout >"100000000"and cout<="101000000"

End if

End if

End if

Cout < ="000000000"

coutrun='1'

Cout <= cout +"00000001"

clk event and clk='1'

process (clk, rst)

rst ='1'

Fig. 5 Flowchart for memory allocation—host and watermark images
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No Yes

Yes No

NoYes

RAM3(i)(j)<=RAM(i2+1)(j)-RAM2(i2)(j),--HH1 of 
hostRAM3(i)(j+8)<=RAM2(i*2+1)(j+8)-RAM2(i*2)(j+8);--HL1 of host

RAM3(i+8)(j)<=RAM2(i2+1)(j)+RAM2(i2)(j),--LH1 of host
RAM3(i+8)(j+8)<=RAM2(i2+1)(j+8)+RAM2(i2)(j+8),--LL1 of host

j--

j=7

Cout ="142"

i=7

i>=0 end if

i--

j>=0

Fig. 6 Flowchart for calculation of LL, LH, HL and HH components of host image
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No Yes

Yes No

NoYes

RAM7(i)(j)<=RAM6(i*2+1)(j)-RAM6(i*2)(j);--HH2 of host
RAM7(i+4)(j)<=RAM6(i*2+1)(j)+RAM6(i*2)(j);--HL2 of host

RAM7(i)(j+4)<=RAM6(i*2+1)(j+4)-RAM6(i*2)(j+4);--LH2 of host
RAM7(i+4)(j+4)<=RAM6(i*2+1)(j+4)+RAM6(i*2)(j+4);--LL2 of host

j--

j=3

Cout "144"

i=3

i>=0 End if

i --

j>=0

Fig. 7 Flowchart for calculation of LL, LH, HL and HH components of LH band of host image
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No Yes

Yes No

NoYes

RAM9(i)(j) <= trans5(i)(j)(8 downto 1); -- H band of watermark
RAM9(i)(j+4) <= trans5(i)(j+4)(8 downto 1); -- L band of Watermark

j--

j=3

Cout "145"

i=7

i>=0 End if

i--

j>=0

Fig. 8 Flowchart for calculation of L and H bands of watermark
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No Yes

Yes No

NoYes

RAM10(i)(j)<=RAM9(i*2+1)(j)-RAM9(i*2)(j);--HH1 of watermark
RAM10(i+4)(j)<=RAM9(i*2+1)(j)+RAM9(i*2)(j);--HL1 of 

watermark RAM10(i)(j+4)<=RAM9(i*2+1)(j+4)-RAM9(i*2)(j+4);--
LH1 of watermark

j--

j=3 

Cout"146"Cout
"141"

i=3i=15

i>=0i>=0 End

i--i--

j>=0j>=0

Fig. 9 Flowchart for calculation of LL, LH, HL and HH bands of watermark
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5.4 Watermark Embedding Process

If cout is equal to 147 clock cycles, then alpha value (0.5) is multiplied with lh band
of watermark. This is the modified lh band and stored in RAM12. Here, the intensity
of watermark is reduced to 50% to minimize visibility of watermark. Figure 10a
shows the details of embedding process. If cout is equal to 148 clock cycles, then
the modified lh band is added with HL2 of host image; this results into modified
HL2 named as HL3. This is the processing of watermark embedding process given
in Eq. (12). The component HL3 is stored in RAM7, and it is shown in Fig. 10b.

HL3 = Host(HL2) + α × W (lh) (12)

where HL3 is the modified HL2 band.
α = 0.5 is the intensity value to make invisible watermark.
W (lh) is diagonal matrix of watermark image.
Host (HL2) is the diagonal matrix of host image.

j--

No Yes

Yes No

NoYes

RAM12(i)(j) <= '0' & RAM10(i+4)(j)(7 downto 1)
Stores modified lh band in RAM 12

j=3

Cout "147"

i=3

i>=0 End if

i--

j>=0

j--

No Y

Ye No

NoYe

RAM7(i+4)(j) <= RAM12(i)(j) xor RAM7(i+4)(j)
Stores the resultant HL3 band in RAM7

j=3

Cout "148"

i=3

i>=0 End if

i--

j>=0 

(a) (b)

Fig. 10 a Flowchart formultiplying alpha valuewithLHbandofwatermark.bAddition ofmodified
lh (watermark) with host HL band
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5.5 Inverse DWT for Host Image

Inverse wavelet transform is the exact reverse process of wavelet transform. If cout
is equal to 149 clock cycles, then first-level inverse DWT of host is performed by
combining HL3 along with the sub-bands LL2, LH2 and HH2. This is the recon-
structed LH2 band of host image. These sub-bands are stored in RAM3, and it is
shown in Fig. 11a. Similarly, when cout is 151 cycles, then second-level inverse
discrete wavelet transform of host is calculated by combining LH2 with sub-bands
LL1, HL1 and HH1. This provides the watermarked image; then, it is moved to
RAM1 as shown in Fig. 11b.

6 Results and Discussion

This section elaborates the simulation and implementation process. The result of
clockingwizard, interfacingVGA, transition of statemachine, RTL schematic and bit
stream generation is discussed for implementation of entire watermarking algorithm
in FPGA boards.

6.1 Initialization of Clocking Wizard

The input board clock frequency is 200 MHz. The clocking wizard of Vivado gener-
ates 25.175 MHz. Since VGA supports 25.175 MHz, this is used as output clock for
the design. The wizard generates 25.175 MHz from 200 MHz in Genesys 2 board.
The clock setting is shown in Fig. 12.

6.2 Simulation of VGA Timing

The Simulated waveform obtained from Vivado system Edition with VGA timing,
hout and vout signals are shown in Fig. 13. When vout signal is high, then redout,
greenout and blueout signals carry data to VGA. Similarly for every high state of
vout, this timing sequence repeats.
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Yes No

trans6 (i2)(j)(7)='1')

RAM6(i2)(j)<='1' & trans6(i2)(J)(7 downto 1) RAM6(i2)(j)<=trans6(i2)(J)(8 down to )

j--

cout="149”

j >=0

RAM7(i+4)(j)>="01111111" and 
RAM7(i)((j)>="01111111

trans6(i2+1)(j)
(7 downto 5)="111")

RAM7(i+4)(j)>="01111111" and 
RAM7(i)(j)>="01111111")

j=7

i--

trans6(i2+)(j):=('0'&RAM7(i+4)(j)+('0'&RAM7(i)(j)) trans6(i2+)(J):=('0'&(RAM7((i)(j)+RAM7(i)(j))

RAM6(i2+1)(j)<='1'& trans6(i2+)(j)(7 downto 1) RAM6(I2+1)(j)<=trans6(i2+)(j)(8 down to 1)

trans6(i2)(j):=('0'&RAM7(i+4)(j))-('0' & RAM7(i)(j)) trans6(i*2)(j):=('0' & (RAM7(i+4)(j)-RAM7(i)(j))

No

No Yes

Yes

Yes

Yes

No

No

No

i >=0
Yes No

Process IDWT1

i=3

Yesdd

EndifEn
d if

A

(a)

Fig. 11 a Flowchart for first level IDWT of host image. b Flowchart for second-level IDWT of
host image
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trans8(i*2)(j)(7) = '1')

RAM2(i*2)(j)<= '1' & trans8(i*2)(j)(7 downto 1) RAM2(i*2)(j)<= trans8(i*2)(j)(8 downto 1)

j--

B

cout = "151"

j >=0

RAM3(i+8)(j) >= "01111111" and 
RAM3(i)(j) >= "01111111"

trans8(i*2+1)(j)(7 downto 5)
= "111"

RAM3(i+8)(j) >= "01111111" and 
RAM3(i)(j) >= "01111111"

j=15

i--

trans8(i*2+1)(j):= ('0' & RAM3(i+8)(j))+('0' & 
RAM3(i)(j))

trans8(i*2+1)(j):= ('0' & 
(RAM3(i+8)(j)+RAM3(i)(j)

RAM2(i*2+1)(j)<= '1' & trans8(i*2+1)(j)(7 downto 1) RAM2(i*2+1)(j)<= trans8(i*2+1)(j)(8 downto 1)

trans8(i*2)(j):= ('0' & RAM3(i+8)(j))-('0' & 
RAM3(i)(j))

trans8(i*2)(j):= ( '0' & (RAM3(i+8)(j)-RAM3(i)(j)

No

No Yes

Yes

Yes

Yes

No

No

No

i >=0
Yes No

Process IDWT2

i=7

Yes

End if

Fig. 11 (continued)
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Cout = “150”

i=7

i>=0

j =3

j >=0

trans7(i)(j*2+1):= ('0' & RAM6(i)(j+4))+('0' & RAM6(i)(j));
RAM3(i)(j*2+1)<= trans7(i)(j*2+1)(7 downto 0);
trans7(i)(j*2):= ('0' & RAM6(i)(j+4))-('0' & RAM6(i)(j));
RAM3(i)(j*2)<= trans7(i)(j*2)(7 downto 0);

i--

j--

A

Yes

Yes

Yes

No

No

No

End
ifE

End
if

cout=”152” 

i=15

i>=0

j=7

j >=0

Trans9(i)(j2+1):=(‘0’& RAM2(i)(j+8))+(‘0’ & RAM2(i)(j)), 
RAM1(i)(j2+1)<=trans9(i)(j2+1)<=trans9(i)(j2+1)(7 downto 0),

Trans9(i)(j2):=(‘0’ & RAM2(i)(j+8))-(‘0’ & RAM2(i)(j)), RAM1(i)(j2)<=
trans9(i)(j2)(7 downto 0) 

dout-- output is stored in RAM1

i--

j--

endif

endif

B

Yes

Yes

Yes

No

No

No

(b)

Fig. 11 (continued)

Fig. 12 Initialization of clocking wizard
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Fig. 13 VGA synchronization signal

6.3 Simulation of State Machine Timing and State Machine
Transition

The state machine shows the transition of each state by initiating clock cycles. The
FSM takes an image from image ROM in image state and gives input to watermark
embedder module. Then, state machine feeds watermark data from watermark ROM
and stores in watermark module. In wait state, 12 clock cycles are taken for water-
marking. In result state, output values are shown from dout signal. This is explained
in state machine flow timing diagram as shown in Fig. 14.

Then, next state signal (pink color waveform) shows the transition of states—(0)
idle, (1) image state, (2) water mark state, (3) wait state and (4) result state. RTL
schematic of result and VGA module is shown in Figs. 15 and 16, respectively. The
bit stream generation with hardware implementation of entire algorithm is shown in
Fig. 17.

The experimental setup of real-time hardware implementation of watermarking
is shown in Fig. 18.

The availability of device utilization for various components like LUTs, memory
register, flip flops and multiplexers is compared for the two processors and given in
Table 3. For large memory usage, Genesys 2 board is comfortable since the board
has 2.03 lakh available LUTs. This consumes 8.09% of available LUTs. The SoC-
based ZedBoard has low power consumption and low cost of implementation. Also,
the dynamic and static powers have been compared and listed in Table 4. From this
analysis, the ZedBoard consumes low on-chip power when compared with Genesys
2 board.
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Fig. 14 State machine timing and transition

7 Conclusion

Design and implementation of the hardware architecture of a novel digital image
watermarking system to authenticate image in real time were presented in this paper.
DWT and IDWT for conventional method have been written in VHDL and imple-
mented in Kintex 7 Digilent FPGA board and low-power ARTIX FPGA-based Zynq
7000 SoC-based ZedBoard using Vivado 2017.4, and the results have been viewed
via VGA. Device utilization and power analysis have been compared. It is observed
that on-chip power consumption in both the processors is less (0.25–0.3W). Robust-
ness of the proposed method has been verified for non-blind and blind watermark
extraction process using MATLAB [11]. The proposed scheme is highly robust to
salt and pepper noise, and the PSNR of about 47.3 dB is achieved. The algorithm
successfully extracts the watermark with good PSNR of 46 dB and correlation closer
to 0.99 against various attacks. This work will be extended to future work for a real-
time video signal, where continuous video frames will be taken by watermark image
kept in another block RAM.
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Fig. 15 a RTL schematic of memory module and b RTL schematic of DWT module



1038 M. Shanmugam and A. Chokkalingam

Fig. 16 RTL schematic shows result and VGA module

Fig. 17 Hardware implementation of entire DWT algorithm in Kintex 7 Genesys 2
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Fig. 18 Experimental setup for real-time implementation

Table 3 Comparison of device utilization of ARTIX and Genesys 2 board

S. No. Site type ARTIX FPGA-based Zynq
7000 SoC-based ZedBoard

Kintex 7 Genesys 2 FPGA
board

Avail. Used Util% Avail. Used Util%

1 Slice LUTs 53,200 16,362 31 203,800 16,494 8.09

2 Slice registers 106,400 8359 8 407,600 8378 2.06

3 Register as flip flop 106,400 8333 8 407,600 8360 2.05

4 Register as latch 106,400 26 1 407,600 18 <0.01

5 F7 muxes 26,600 248 1 101,900 323 0.32

6 F8 muxes 13,300 124 1 50,950 136 0.27

7 BRAM 140 2 1.5 445 40.5 9.10

8 IO 200 16 8 500 21 4.20

9 MMCM 4 1 25 10 1 10
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Table 4 Comparison of power analysis of ARTIX and Genesys 2 board

S. No. Type Kintex 7 Genesys 2 FPGA
board

ARTIX FPGA-based Zynq
7000 SoC-based ZedBoard

1 Total on-chip power (W) 0.293 0.25

2 Dynamic power (W) 0.130 0.127

3 Device static power (W) 0.163 0.123

4 Effective TJA (C/W) 1.8 11.5

5 Max ambient temperature
(C)

84.5 84.5

6 Junction temperature (C) 25.5 25.6
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Smart Communication in Coal Mines

Jaya Anand, Sneha Chowdhury, Deepak Prasad, and Vijay Nath

Abstract This paper demonstrates personnel safety and maximizing the mining
process communication system. Environment monitoring in underground coal mines
has been a mandatory requirement to ensure safe working conditions in the mines.
Hence, active communication and information network need to be developed, which
can accurately provide locational references and evacuate workers from the danger
zone. Many of the technologies are common on the surface of the Earth but have
limitation issues underground. This paper outlines the major implications for wire-
less communication systems in underground coal mines and also addresses the
recent technological developments in the area of communication and environment
monitoring in underground coal mines.

1 Introduction

Mining is one of the oldest endeavors of mankind along with agriculture. Under-
ground coal mining is a dangerous job, as the miners work thousands of feet below
the ground underneath tones of rocks. They are surrounded by very high voltage
electric lines, darkness, and dust. Mine disasters lead to trapping of survivors under-
ground. Accurate knowledge of underground communications, environmental condi-
tions and actual location, and conditions of victimsmust be known [1]. Somemethod
of knowing the location of trapped miners and means of communicating with them
is essential. Although the technology involved in removing materials from below the
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Earth’s surface has a long history, communication systems in underground work-
ings are relatively new to the industry. Communication equipment did not begin
appearing in underground mines till early 1990s. During the early days, phones were
used in underground mines. The only difference between these phones and the ones
that were used on the surface of the earth was that these phones were enclosed in
cast iron boxes as protection against moisture, acid fumes, and gases. In the recent
history, the most common method of underground mine communication consisted
of loud-speaking or paging-type telephones. Early shaft communications consisted
of bells or whistles signaling systems. Today, these systems have been replaced by
radio and carrier current systems that allow two-way voice communication to and
from personnel in the mines. The most important reason for developing the systems
is the safety of coal miners. They work under such harsh conditions so certain device
has been invented to ensure their safety. The equipment is so developed in order
that it can work in the environmental conditions of high pressure and high temper-
ature in the underground mines. These devices may not work on the surface as the
specifications of the devices may vary.

2 Historical View of Communication on Coal Mines

The communication system has evolved a lot in the past few years. The Bureau
of Mines along with the Clinch field Coal Co-operation in the year 1976 signed a
consensus for the growth of the systems used for the purpose of communication
which can be used in the field of mines [2]. For the purpose of expulsion of the
coal, which is produced to an out by portage conveyor, a segmented mobile conveyor
was incorporated in a mine of that kind. At the Clinch field’s Splash dam, three
ambulatory aqueduct conveyors are tethered as one segment by two ambulatory
aqueduct bearers. This segment is responsible for the unburdening of the coal onto the
extendible prolonged John Belt. Each aqueduct bearer requires one machine minder
which is similar to the one used by the persistent miner [3]. The region of operation
of the persistent miner is performed several feet away from the machine and this
operation is conducted by the help of remote dominant box which consists of wired
system. The depth of the coal deposition varies from 30 to 48 in. The equipments
are so developed in order that it can work in the environmental conditions of high
pressure and high temperature in the underground mines. These devices may not
work on the surface as the specifications of the devices may vary. There have been
several instances which have been surveyed where the rescue teams faced a number
of problems as a result of mine disasters [4]. One of the tedious and dangerous jobs
is to search a mine after it has been exploded or caught in a fire. One of the famous
examples of the rescue team killed was the incident from the Scotia mine where the
entire team of 13 members was killed because of the mine disaster. In spite of the
danger of losing their lives, the rescue team must decide where to begin its search
operation from, because generally the area to be searched is quite large. The miners
who manages to escape the explosion can inform the rescue team to those parts
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where the other trapped miners are present. The entire techniques of locating the
survivors are based on the heat and trial method. Thus, there is need for the accurate
knowledge about the position of the trappedminers so that the rescue team can rescue
them with minimal hazards. Without any sort of accurate knowledge, it would be
very difficult for the team to search in such dangerous areas. An electromagnetic
system has been developed, the basic structure of which has been completed and the
equivalent hardware is in the phase of testing [5]. The system consists of a transmitter
system which is carried on by the miner and a receiver system which is present on
the surface and receives the signals from the earth or from the mines. Two long
wall sections are present in the working sections which consist of room and pillar
in the mine which is run by Robinson near Shinnston. A world record was made in
January 1973when 23workers whowereworking on the longwall sections produced
12,387 tons of coal in only 24 h time. There are a number of long wall systems in
Europe but on the other hand, there are only around 75 longwall systems in USA and
about less than 5% of the country’s coal production is produced through the longwall
systems. Majority of the equipment are shipped from other counties and about $1–2
million per machinery are invested by these countries. Overall, the importance of the
longwall systems is very small in USA, but they represent the country’s expertise role
in underground coal mining [6]. Despite of the not so impressing stats, the Federal
Bureau of Mines and the US mining industry are undertaking various steps for the
promotion of the longwall mining in the country. There are mainly three reasons
behind this impressive step undertaken by these two bodies of national importance.
The first reason being the very high potential of this longwall mining to produce large
amount of coals and because of this, there is a belief that this technique will see a
very rapid growth in the upcoming years. As discussed in the above sections that the
machinery for the longwall mining requires the equipment to be shipped from other
countries as a result of which there has been a decrease in the use of this technique as
it was generating more economical burden on the state, but now, the US companies
are starting to produce the equipment in their own country [3]. Thus, this is one of
the major reasons why everyone is encouraging longwall mining. And this is a very
important reason as it can reduce human interference and can reduce the hazards.

Communication is one of the indispensable parts of the mining process. Without
any sort of communication process, it is very hard to imagine any mining process.
The main focus of this research article is to discuss the communication systems
which have been incorporated in the mining process.

3 Need for Voice Communication

There is immense need for the voice communication in mining areas. The main
aim for the communication in these regions is to transmit information between the
trapped miners and the rescuers and this information could be well enough to save
somebody’s life [7]. The information that can be transmitted is any unusual situations
being faced by the trapped minors or any sort of advice that could be provided by
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the rescuers to the trapped miners until their arrival, would be very useful. Thus, the
communication plays an important role in this field as it can be used to track the
location of the trapped miners so that they can be located and rescued. The most
important reason for developing the systems is the safety of coal miners [8]. They
work under such harsh conditions so certain device has been invented to ensure their
safety. The equipment is so developed in order that it can work in the environmental
conditions of high pressure and high temperature in the underground mines. These
devicesmay notwork on the surface as the specifications of the devicesmay vary. The
equipment is so developed in order that it can work in the environmental conditions
of high pressure and high temperature in the underground mines. These devices may
not work on the surface as the specifications of the devices may vary.

4 Modern Means of Communication in Coal Mines

The process of coal extraction from the coal deposition depends on the depth at which
the coals are present, also upon the quality of the deposition and various other factors
like geographical factors along with the environmental factors. The various process
of extraction of coal has been distinguished from one another by whether they are
performed on the surface or underground [9]. The coals which are extracted from the
either surface or underground mines need washing in a plant where the preparation
of coals takes place. The two methods which are the most common ones for the
extraction of coals are the surface mining and deep underground mining methods
for surface mines and underground mines, respectively. The decision for the mining
methods is done on the basis of the depth at which the coals are present, their density,
and their extent.

4.1 Extraction’s Method

4.1.1 Modern Surface Mining

An economical and convenient method for the extraction of the coals deposited near
the surface is the method of open-cut which is also known as methods of open cast
or open strip dynamos and explosives are used in this mining method in order to
break the surface and achieve an access to the inside of the surface. Once the coal
deposition gets exposed, then the process of drilling is performed which is followed
by fracturing and which is further followed by thorough mining of the coals in
strips. These extracted coals are then loaded onto large vehicles for the purpose of
transportation to either the plant where the preparation of coals takes place or to the
place where the direct consumption of coal takes place.
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4.1.2 Underground Mining

Majority coals are penetrated deep inside the ground and as a result of which opencast
mining seems to be a difficult process and thus their extraction requires the process
of underground mining which is at present responsible for 60% of world’s coal
production. The process of deep mining incorporates the method of room and pillar
or pillar or board along with it and the support to the mine roof is provided by
the pillars and timbers. Today’s section of pillars makes use of equipment which is
controlled using remote and these also include huge hydraulic supports for the roof.
These hydraulic supports are responsible for preventing cave-ins as long as the area
designated for work has been left by the miners along with their machineries [10].

4.2 Communication Techniques

There are various systems which find application in the mining industries. Some of
the equipments have been discussed in the following section.

4.2.1 Automatic Telephone Exchange

It is evident from the name itself that it is an automatic dialing-type telephone which
is indistinguishable from the one used on the surface. The telephone line can be
protracted to the surface as well as to the standpoints which are situated underground.
The extension to the underground points can be done by the help of interfaces [11].
These interfaces are similar to the one used in C.D.S. systems.

4.2.2 Telephone System Powered by Sound

Short distances communication between point to point such as loading bounder
and loading faces in mines which are relatively small in size can be performed
with the help of telephone system which are powered by sound. These telephone
systems operate without the use of battery. Electronic impulses are generated by the
sound which strikes the microphone. These generated impulses are responsible for
facilitating the transmission of signals over very short distances. Figure 1 shows the
telephone system powered by sound.

4.2.3 Telephone System Powered by Battery

This type of telephone system shows resemblance to its sound-powered counterpart
and they are also used for the point-to-point communications. The difference between
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Fig. 1 Sound-powered
telephone system

the sound-powered and battery-powered telephone system lies in their range of oper-
ation, the sound powered can be used for small distance because signal attenuation
takes place for large distance which makes the communication inefficient whereas
the battery-powered telephone system can be used for large distance without much
attenuation [12]. The reason for the transmission of the signals without much atten-
uation is the use of battery in these systems which provide enough energy for the
transmission of the signals. In order to achieve more versatility, the several point-
to-point communication systems can be connected through the means of exchange.
Figure 2 shows the battery-powered telephone system.

4.2.4 Radio Paging System

The radio paging system is mainly used at the surface. These systems are used for
communications between key personnel situated at different points on the surface
itself. There are two versions of the paging system. The first one being a simpler
version which helps in the transmission of only coded message which notifies the
users to talk from the nearest telephone exchange. The other one being a complex
version, which helps in the transmission of messages which consists of data which is
present in the formwhich can easily be understood. It also facilitates themovement to
the nearest telephone exchange through themeans of message that can be transmitted
from the user itself. The component diagram for the radio paging system has been
shown in Fig. 3.
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Fig. 2 Battery-powered telephone system

Fig. 3 Radio paging system
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4.2.5 VHF Communication System

Very low frequency systems, as the name signifies can be used in very low frequency
operations and these can be utilized to locate the position of the trapped miners, as
these systems can generate radiations which can pass through rigid bodies.

Communication is one of the vital components of mining industries. It is essential
fromprotection point of view aswell as formaximizing the productivity in the field of
mining. Thus, in order to connect to the demands of the mines like the infrastructure
of the communication systems, an impact suite has been developed in the twenty-first
century which is known as the Mine Site Technologies. Most of the precious and
important resources can be obtained in the underground regions. Thus, locating these
underground resources is very essential and keeping this in mind, a tracking system
has been developed. This tracking system makes use of Wi-Fi, for the purpose of
tracking the resources and miners present in the underground regions. The sprightly
dockets, which are carried by the miners or are associated with some equipment,
can be tracked with the help of these systems. In underground mines, low frequency
signals are used because they can easily pass through the grime and rocks [13].
These low frequency signals can be transmitted with the help of antennas, repeaters,
and reticulation alignment. The communication through these elements is the line of
sight communication. Such radio signaling having low frequency signals are known
as the Through-The-Earth (TTE) signaling. In order to increase the penetration of
the signals through the hard rocks, ultra-low frequency signals can be used which
can penetrate to a greater depth than the low frequency signals.

5 Personal Emergency Device

Among various mines disasters, the incident from the mines of Australia at Moura
number 4 coal mine, 1986, was a famous one because it lead to the initial stage
development of a device which came to known as the Personal Emergency Device
(PED). This device finds further development after the Moura number 2 coal mine.
PED is a device which finds its application in the one-way communication which
supports text message forwarding. This device is widely used in Australia, USA,
Argentina, Norway, Bermuda, Sweden, etc. The development of this device began
in 1987 by an Australian firm, “Mine site technologies.” This device was made
available to the personals associated with the mining industry in 1991 by Health
Administration (MSHA). All these developments in the field of PED came after the
ignition of coal mines in 1994.
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6 Impact Tracking System and Its Core Components

6.1 Wi-Fi Access Points as a Readers

In order to meet the draconian necessity of the industries carrying out underground
mining, a system has been designed which is known as the impact tracking system.
This system has proven its reliability on every ground which is necessary for a
system to be used successfully in these industries. This system is very manageable,
pitted, and meet most of the safety caliber of the underground mining [5]. In case
of any exigency, such systems play a very vital role in this field. Besides providing
augmentation to the safety, this system also improves the coherence in the working
of any underground drudgery.

6.2 Zone Display Units

The tagging particulars, if necessary, are exhibited at definite sites with the help of
colossal LED screens which are situated in the stockade made up of stainless steel.
These colossal LED screens are known as the Zone Display Units (ZDU’s). Some
of the definite sites could be cardinal elocutionist locations, entrances, exits of mine,
etc.

6.3 Collision Avoidance Systems

Any mine whether it is an underground mine or surface mine, it requires tracking
system for monitoring the location of the trapped miners. Thus, one such tracking
system is Collision Avoidance System and this is also known as the Proximity Detec-
tion System or the Collision Avoidance Technology. These systems can also be
utilized for the purpose of tagging. Such systems can be utilized to minimize the
threat of the people advancing into association with automobiles in an untrammeled
approach. The investment on the cognitive chattels and the consummate receivedwith
the existing Impact tracking and tagging technology paved the road for the inven-
tion of the Collision Avoidance System. The crucial unit of the Collision Avoidance
System consists of the Vehicle perspicacious system which also allows the real-time
verdict observation of the vehicles. The system discussed above finds reinforcement
from the Australian Coal Association Research Program (ACARP). This system is
also responsible for receiving feed in from large amount of coal and mines [14, 15]
situated on hard rocks in Australia. The communications are necessary from the
individual’s safety point of view and their efficiency. The safety can be ensured by
the messages which are sent by the trapped miners. These messages may be in the
form of short text messages, voice over Internet protocol phone, and radio frequency
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identification tags. These various forms of messages are received by devices which
are capable of receiving it. Personal emergency device and personal pager are the
example of such devices [16].

7 Conclusion

The conclusion which can be drawn from this research article is that how the commu-
nication systems evolved over the period of time. In earlier days, they were not effi-
cient enough, they were not advanced, and there were many limitations as a result
of which they were unable to rescue the lives of the miners. But with the advance-
ment in the field of communication systems, several advanced techniques have been
invented, several advanced equipment have been generatedwhich are capable enough
to rescue a large number of trapped miners and can minimize the amount of hazards.
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FPGA-Based Smart Irrigation System
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Abstract In this paper, the main focus is on smart irrigation system which is a
vital need in today’s world. The twenty-first century deals with technology and
automation, making our lives easier, adaptable, and cost effective. In our country,
India is divided into two groups of people, the agro-based farmers whose livelihood
depends on food production and on the other side, the consumers who depend solely
on the consumption of food produced by the farmers. Both have an interdependent
link. In an agriculture-based country, it is very important that the methods used for
agriculture are efficient to satisfy the increasing demand. This led to the origination
of smart irrigation system which is one of the smartest method used in agriculture. It
provides automatic irrigation of crop field and does not require human involvement.
It keeps the track of the water level as well as soil moisture content. This ensures
proper and healthy growth of plants. The major factor involving agriculture is the
depletion of water which keeps on increasing day by day. The smart irrigation system
also resolves this issue as the water is conserved by the automated water system
consisting of sensors which sense the climatic data such as humidity, soil moisture,
and water level. The agriculture field is irrigated based on this data and water flow.
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1 Introduction

The traditional irrigation system has still been used by farmers for watering crops
in the farm. These processes are inefficient and consume a lot of time and effort.
Smart irrigation technique has proved to be a boon for modern irrigation system.
Smart irrigation system includes smart watering system which waters those areas
of farm which rally required water and it also provides correct amount of water at
suitable time to get best productivity. Water scarcity is one of the biggest problems
that is faced in today’s world. The increase in population has increased the demand
for food production to feed the billions of people especially for the country like
India which is still a developing one. Therefore, water should be used judiciously
which can only be achieved by a smarter system like smart irrigation system. Smart
irrigation is an intelligent and feasible system for operating an irrigation system for
proper measurement and estimation of moisture content. In conventional system, the
farmers have to handle the process of irrigation. Farmer has to keep a check of soil
moisture level and based on this estimation, they turn on the pump to irrigate the
respective agriculture field. Farmers keep waiting for the water to flow sufficiently to
the agriculture field. After a certain period of time farmers switch off the motor. The
conventional system of irrigation consumes time as well as effort from the farmer’s
side especially when it is required to irrigate multiple crop fields in different areas.

By doing this, we can increase the yield and quality of the crop. For this, a new
system was proposed in this paper to improve the irrigation system. By using this
system, the farmer canmonitor soil moisture, water level, and temperature, humidity,
and dew point sensors for the better cultivation of the crop. The required control
system is designed in XILINX 8.1-series FPGA using Verilog HDL. The sensors are
integrated to the FPGA through in-built A/D converter (ADC). The communication
between various devices takes place through RS232. Simulation and synthesis are
performed to the remote monitoring system by using suitable tools and analyzing the
performance of the system by comparing speed constraints. This systemwill monitor
all these parameters through different sensors. Soil moisture sensor will measure the
water content in the soil, i.e., and it will check whether the soil is dry or wet. Water
level sensor senses the water in the water source. Temperature sensor and humidity
sensor are used for forecasting the weather conditions. Dew point sensor will convert
the water vapor into liquid state. The major disadvantage of this type of system is
that the plants are prone to many types of diseases. There should be a proper watch
over the water level and requirement needed for plants depending on different terrain
which may be sloppy or hilly. Hence, there is an automated system which can fulfill
the purpose. As the system also employs memory in which all the sensor values are
stored and accordingly switches pumps on or off by using relays [1]. A sensor is used
to sense the changes in the parameters like temperature, humidity, and water level.
The sensor is followed by FPGA which reads the data based on climatic parameters
[2]. The block diagram of proposed system is shown in Fig. 1. On the other hand,
block diagram of smart irrigation system is shown in Fig. 2.
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Fig. 1 Block diagram of proposed system

Fig. 2 Block diagram for smart irrigation system [12]

The automated irrigation system is very advantageous for the farmers in terms
of time consumption and it minimizes their need of interference and tracking in the
agricultural fields [3]. It ensures proper irrigation and uniform distribution of water
for the crops. Hence, the work is done with higher efficiency once an automatic
irrigation system is installed in the agriculture field irrespective of types of crop
planted in that particular field.

2 Significance of Irrigation

In country like India, the farmers entirely depend on monsoon for agriculture. Rain-
fall is an important factor which controls agriculture, as monsoon rainfalls are not
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very predictable and are uncertain and irregular and thus the lives of the farmers (i.e.,
producers) and the consumers are co-dependent on monsoon. Irrigation is the essen-
tial factor that affects the productivity and quality of crops, so uneven and unequal
rainfall affects the livelihood of farmers. Normally, the total rainfall occurs in the
month of mid of June to mid of October. Thus, it becomes very essential to keep
checking the water level of the agriculture field in rest of the months of the year and
irrigating the field as per the requirement [4].

3 Methods of Irrigation

Various different types of method have been adopted for irrigating the agriculture
field for different types of crop field. The basic methods used by farmers are channel
system, sprinkler system, and drip system. Among the above-mentioned methods,
channel system of irrigation is being considered as the traditional method. The
smart irrigation system evolved as new technology for irrigation of farm field which
automatically irrigates the field according the requirement [5].

3.1 Channel System

The channel system is the traditional and largely used method irrigation which is
being adopted from the very beginning. One of the advantages of this method is that
the total capital investment required is not very high and can be easily implemented.
The channel system consists of pipes which is connected with a water pump and
while pumping starts, it allows water to flow from the lake, river, or bore well to
farming field as shown in Fig. 3. The farmers on the other hand are fully engaged for
irrigating the crop field with help of number of workers [6]. This system is a fail as
it requires large amount of workers for watering and also huge amount of water gets
wasted.

3.2 Sprinkler System

The sprinkler system method of irrigation proves to be more useful as it provides
better irrigation even when the quantity of water available is very less. The pump
consists of main pipes and perpendicular pipes. When pump starts, the water starts
flowing through the main pipe and then it starts flowing through the perpendicular
pipes connected with the main pipe as shown in Fig. 4. A nozzle is present on the top
of perpendicular pipe which rotates automatically at regular intervals and thus helps
in irrigating the field. Sprinkler system is also useful on the sandy soil. This system
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Fig. 3 Figure of channel system method

Fig. 4 Sprinkler system method

requires a smaller number of workers and wastage of water is less as compared to
traditional channel irrigation.
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Fig. 5 Drip system

3.3 Drip System

In drip systemmethod, waterfalls drop by drop at the position of the roots. It is one of
the best methods of watering fruit plants, garden, and trees. Pump consists of main
pipes and sub-pipes. Firstly, water flows through a main pipe and then flow gets
divided into sub-pipe1. Nozzles are attached to the top surface of these sub-pipes.
This drip system method is highly efficient than channel and drip irrigation method
which h is shown in Fig. 5. Wastage of water is very less in this method of irrigation
and no workers are needed for irrigating. Farmers keep track of the status of the farm
field then the motor is started accordingly, and the directions of nozzles are chosen
as per the requirement. Then automatically the agriculture fields are watered and at
particular intervals, the farmer keeps checking the status of the field, while the whole
crop is irrigating to turn off the motor when there is no need.

3.4 Smart Irrigation System

The three methods of irrigation system mentioned above generally operate by a user,
but a smart irrigation is a system which is controlled by autonomous means. Smart
irrigation represents a system automatically controlling the total irrigation system
irrespective of the presence of farmers in the field and send messages to the farmer
about the status of the farm field and also about the changes in operation of the
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Fig. 6 Soil moisture sensor

farm field as the system is fully automated no manual involvement is required. This
system proves to be the most efficient technique in a modern-day era for farmers
amongst all the outdated methodology as there is a minimal chance of wastage of
water. The operation fully depends on the condition that is being analyzed by the
sensors attached in the full system. One of the biggest advantages is also that since
there is no involvement of human, the precious time of farmers is saved.

4 System Components

4.1 Soil Moisture Sensor

In any irrigation system, one of themost important steps is to firstmeasure the amount
of water present in the soil which further helps in determining howmuch irrigation is
needed in the field. For increasing the productivity, yields, and quality of the crops,
management of soil moisture content is of great necessity [7]. To know the amount
water level in the soil, soil moisture sensor is used to get the exact numerical value
of the water content as shown in Fig. 6. Thus, accordingly at the final stage, decision
can be made whether to run the motor or not, or for how much motor should be run.

4.2 Temperature Sensor

A temperature sensor is used to measure the temperature of the fields. This is most
effective field parameter which has greater influence on other parameters [8].
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4.3 Humidity Sensor

Humidity refers to the presence of water content in the atmosphere. The humidity
sensor is also referred to as hygrometer. It continuously detects the humidity level
and gives the relative content of humidity in the atmosphere which then helps in
finally predicting the occurrence of rainfall. Humidity sensor gives back the result
of measurement in terms of relative humidity present in the air. Also, it helps in the
measurement of both temperature and humidity of the air.

4.4 Field Module

Field module is a sensor-based system [9–21] used in irrigation system which finally
performs the operation on the data obtained from the sensors in previous stages. To
get the input data, moisture sensor, humidity sensor, and temperature sensor are being
interfaced with the FPGA board to get all the required information of irrigation field.
Operation in FPGA board is performed in two formats, i.e., digital and analog.While
measuring in digital mode, it is being checked whether the output value is higher or
lower with respect to the reference voltage being considered. For the case of absence
of moisture, the value of output obtained is higher than the reference value. While
measuring in analog mode, the numerical value of moisture content obtained is more
accurate and appropriate one. So, in many cases, analog mode is being considered
for the measurement for more accurate output.

4.5 Control Module

Control module plays the most vital and final stage of this irrigation system. Control
module is the one which has the control on the working of motor. It basically deter-
mines when to run the motor and for how much time motor should be run to provide
the proper irrigation to the agriculture field as per the requirement. In this, the FPGA
board is interfaced with the motor and voltage supply is provided to the motor
according to the analog output obtained from the FPGA board. The board has inbuilt
digital to analog converter which gives an 8-bit analog voltage output which is then
fed to the motor. The flow diagram representing the working of motor is as shown
in Fig. 7.
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Fig. 7 Block diagram
representing control module

5 Conclusion

Themainmotive of doing this project is to introduce an enhanced system of irrigation
which can provide an autonomous control on irrigation of different crops. FPGA
implementation of irrigation control system leads to the improvement in yield and
overall productivity of the crops. The system will monitor all the field parameters
thus providing the necessary information to the farmers. It becomes very efficient
to use in rural areas. The use of FPGA board in field module and control module
helps in processing and interfacing the real-time values of physical parameters which
involve the environmental conditions and thus enhances the irrigation system by
increasing the efficiency of motor. The usage of this FPGA enhances the application
area of sensor networks in all agricultural environments by improving the speed of
operation. This irrigation system has high processing speed and has lower complexity
as compared to the previous ones developed in other papers. Thus provides efficient
irrigation system for the better production of crops.
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Abstract Healthcare is an important aspect of any developing economy. In a country
like India, poverty and lack of resources in rural areas prevent the inhabitants from
getting appropriate medical facilities. In this paper, we have proposed a system that
helps find the necessarymedical help in rural areaswhenever required using IoT. This
is accomplished by creating a database that contains information of all the doctors
and can be used to find which doctor is free. The medical records of patients can
be sent to that doctor and he/she can be given immediate attention. This will make
healthcare systemmore time efficient, safe and cost efficient. We can also add alarms
to make sure that the different medical conditions of the patient are above par. An
alarm should be generated if his condition deteriorates. This will make response time
faster.
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1 Introduction

Visualise a world where several objects can sense, communicate and share informa-
tion over private or public networks. These interconnected objects collect the data
at regular intervals, analyse and initiate required action—providing an intelligent
network for analysing, planning and decisionmaking. This is known as the Internet of
things (IoT). The aim of a smart healthcare system is to add an IoT framework which
gives secure health awareness checking. The main aim of our system is to provide
immediate care to patients. This paper proposes to achieve this objective by sensing
the health parameters of a patient by a wireless sensor network (interacting with
smart phone through Bluetooth module in the microcontroller nRF52832). Wireless
sensor network is used to refer to a group of dedicated sensors dispersed spatially for
monitoring and recording the physical conditions of the environment and organising
the collected data at a central location. In this paper, the central location will send
the data to the database of hospitals via Internet to provide hospitals with immediate
awareness. The sensors then are used for transmitting data to a smart phone, which
will be stored in the cloud-server via internet using CoAP (Constrained Application
Protocol). Doctor and nursing staff will use CoAP as well as SOAP (Simple Object
Access Protocol) to view the details of the patients as well as to feed the informa-
tion regarding availability of ambulances, doctors and empty beds on the database to
ensure the patients are provided with immediate care, by comparing the data in the
database.

2 Related Work

The Internet of things [1–6] has been driving the innovation in technology since its
namewas coined in 1985.Many IoT-based systems have been proposed in the past for
a smart healthcare system or smart hospital management. There was use of RFID-
based system for mobile object positioning in hospitals; this system was limited
only to monitoring of medical devices in hospitals and nursing homes [7]. A survey
was undertaken to understand the evolution of WSN towards IoT in which devices
where connected to each other through WSN. The evolution of WSN networks and
their roles in today’s smart healthcare system is shown in this survey [8]. Various
wearable tags were combined together to form a night-care system for monitoring
disabled and elderly people [9]. This system relied on use of UHF RFID which
estimated sleep parameters, human activity and identify emergencies during night-
time. A smart healthcare system was proposed in [10]. The authors created a RFID
and WSN integrated SHS which used 6LoWPAN devices. The system, here, makes
use of RFID tags to tag patients and devices which need to be carried over patient’s
body, that can cause discomfort in some situations, as well as RFID tags that cannot
be programmed, thus limiting their use in large numbers if cost efficiency of system
is considered. An augmented module was proposed for smart environmental sensing
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[11]. Ambient light and temperature sensing were the main motivation behind this
system. In our proposed system, we have assured immediate care by employing
sensors in hospitals and a GPS tracking device in the ambulance, as well as creating
a database and monitoring it to make sure that the current information reaches the
needful in an a financially economical manner, thus providing a cost efficient and
time efficient solution [12].

3 System Overview

The architecture, proposes an alert, time efficient and cost-efficient structure with
the help of the components mentioned below connected in a network reflected in the
form of block diagram shown in Fig. 1. Wireless sensor networks are employed at
both patient’s end as well as doctor’s end and are updated on the database on themain
server. The vacancy of hospitals and ambulances is known by the wireless sensors
connected to the remote server, updating it on the main server (in the block diagram
the PC server). The sensors giving analog data, it will then be signal conditioned
and fed to the appropriate microcontroller [13]. At the patients end, Nordic micro-
controller is employed ensuring low-cost and significant Bluetooth range. While at
the hospitals end, any microcontroller which suits the Bluetooth range required by
the hospitals and cost supported by them can be employed. The microcontroller will
be connected to an alarm system which will start buzzing in case the patients’ data
through sensors go beyond the alarming condition state, set previously as references
to compare with, in microcontrollers. Need of immediate care will be indicated and
resources can then be employed. The data from microcontrollers are then sent to the

Fig. 1 Block diagram representing the system architecture
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PC server from where it goes to the individual user servers at every hospitals end
[14]. The patient and doctors can both be aware of the necessary data at the same time
connecting the two ends using an app having patients as well as doctors interface. The
doctors can send their availability at hospital through PC user or put a constant check
on patients while at Home through the doctors app. Thus, the patients are informed
about the nearby hospitals where they can receive appropriate and immediate care.
The next section discusses the architecture and explains how the objective of this
project is achieved.

4 Architectural Details

4.1 Nordic nRF52832 Microcontroller

Nordic nRF52832microcontroller is the powerful low-cost microcontroller available
with built-in Bluetooth module having hardware support for Bluetooth supported by
a 2.4 GHz transceiver [15, 16]. It consists of 512 kB flash and 64 KB RAM, two data
rates of 1 Mbps and 2 Mbps, 12-bit ADC and 3 Master/Slave SPI. Its low-cost and
built-in Bluetooth module help to cut the down the cost supported by the patients.

4.2 Sensor Network

4.2.1 At Patient End

Sensing network shown in Fig. 2 consists of three sensors namely; temperature
sensor, heartbeat sensor and level sensor. These sensing points of these sensors are

Fig. 2 Wireless sensor
network
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attached to the patient’s body and the end is connected with the microcontroller
[17]. The various sensors, i.e. temperature sensor, heartbeat sensor and level sensor,
sense the temperature, heartbeat and saline level of the patient, respectively. All
these sensors work in the real-time system and send real-time parameters [18]. Then
the microcontroller sends these values to the patient’s app via Bluetooth. Heartbeat
values are displayed in the form of graph. Saline level is detected by level sensor.
Threshold values are already assigned to the microcontroller.

4.2.2 At Hospital End

The hospitals will also consist of wireless sensors in the operation theatre as well
as patient’s beds and seats inside doctor’s cabin. The WIFI weight sensor as shown
in Fig. 3 is a connected weighing scale which can measure weights of various load
capacities andupload themeasuredweight periodically to the remote serverwhenever
the weight changes by set threshold [19]. That will indicate whether the doctor or
operation theatre is occupied with patients or not. It can be operated from mains or
with batteries.

4.3 Piezoelectric Buzzer

For temperature sensor, heartbeat sensor and level sensor, the microcontroller
compares all these real-time parameters with the threshold values, and if some
serious condition occurs, then the alarm is generated through buzzer which is also
connected to the microcontroller, an “alert” message is send to the doctor through
WiFi. Otherwise, SMS is sent through Android SMS chat.

Fig. 3 WiFi smart
pallet—WiFi weight sensor
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Fig. 4 Flash track HW
(hardwired GPS vehicle
tracker)

4.4 User Interface

4.4.1 Doctor’s App

Doctor will login to the Android app. He can check patient’s health parameters
through this app. Also, he can upload his timings and days during which he will be
available in the hospital.

4.4.2 Patient’s App

Patient’s app will contain all of the patient’s parameters. Login Id will be created for
each patient. The values sensed by the sensors will be sent to the patient’s app and
would alert the urgency when present in the server.

4.4.3 Admin Application

The admin application consists of a major operation: monitoring and updating the
database. The desktop admin application manages the server and the database [20].
It registers the patients, updates information and manipulates the data.
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4.5 Ambulance Tracking Device

The ambulance’s availability position can also be tracked by aGPS tracker as example
of one given in Fig. 4 and uploaded by the remote server (hospitals server) to the
main server for the patient’s information who can also use the ambulance in case his
location is close to that of the ambulances location. Input range is from 8 to 30 V
DC [21–24]. Thus, it can be supported using normal batteries as well as since cost
is low it can be supported by the belonging to the hospital of rural areas too.

5 Conclusion

With the help of above architecture, an alert, time efficient and cost-efficient structure
can be developed available to each and every patient in need. Any lag between the
patients to be operated will be thus eliminated except the travel time. Travel time
lag can also be eliminated in case where lag cannot be tolerated, i.e. in the case
of urgent requirements, in which a direct communication can occur between the
required doctor and patient through the patient id suggesting the small relaxations
or relief possible at that time.
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