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Preface

Proteins are highly complex biomolecules. They are the most diverse group of
biologically important substances and are often considered to be the central com-
pound necessary for life. They play major roles in cellular metabolism, defense,
communication, transport, storage, and recognition; all the processes are required for
the structure, function, and regulation of the body’s tissues and organs. The collec-
tion of proteins within a cell determines its health and function. Proteins interact with
other biomolecules to perform biological functions. Accordingly, protein science has
been a center of basic research as well as applied to areas such as biotechnology,
medicine, and agriculture.

The structure of a protein is defined by its amino acid sequence. The central
dogma of structural biology states that a folded three-dimensional protein structure is
essential for its biological function. However, the view of protein structures has
recently changed from native structures being considered to be a single, rigid, static
entities into dynamic entities with internal motions where conformational ensembles
coexist. These motions and the resulting conformational dynamics play an essential
role in protein functions. Therefore, full understanding of the protein structure–
function relationship requires knowledge of protein dynamics in correlation with
biological systems. Proteins typically do not function alone, but in physical or
functional interaction with other proteins, forming macromolecular complexes.
The dynamic nature of proteins is often altered upon the binding of ligands, proteins,
or nucleic acids. Several covalent and non-covalent interactions play a critical role in
maintaining the structural integrity of the protein. Hence, in order to understand the
nature of protein, it is important to understand and quantify all possible interactions
that control protein structure and dynamics that regulate its functions.

In the last few decades, experimental techniques such as X-ray crystallography,
nuclear magnetic resonance (NMR) spectroscopy, and cryo-electron microscopy
have made substantial progress. Going beyond the static picture of single protein
structures has been more challenging. Nowadays, a number of techniques such as
NMR relaxation, fluorescence spectroscopy, and single molecule methods have been
developed which provide information on the conformational flexibility and dynam-
ics of proteins. However, computational simulation methods such as molecular
dynamics (MD) currently provide the routine means to obtain information on protein
dynamics at an atomic level on timescales of nano- to microseconds.
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This book provides a compendium of important topics on advanced research in
the field of protein science. Each chapter addresses specific aspects of proteins with a
definitive theme designed to enhance the reader’s understanding of protein isolation
to structure, function, and dynamics. The latest developments in the field have been
discussed and key concepts introduced in a simple yet comprehensive way to ensure
that readers can grasp the essentials. This book will be an invaluable resource that
would be very useful to undergraduates, graduate students, postdoctoral researchers,
and instructors involved in biophysics, structural biology, or bioinformatics courses
or research on protein structure–function relationships.

Chapter 1 provides an overview of protein extraction, purification, estimation,
storage, and dynamics, which is the first step in understanding protein structure,
function, and dynamics. Chapters 2 and 3 cover the major aspects of protein
purification techniques, protein characterization methods, protein structure determi-
nation approaches, and the importance of molecular interactions in protein stability.
Experimental protein structure determination methods including nuclear magnetic
resonance, X-ray crystallography, and cryo-electron microscopy are discussed.
Computational strategies to predict protein structure and conformation are also
considered. Chapters 4 and 5 discuss the use of group-specific reagents used in the
identification of active-site functional groups of enzymes. The kinetics of inactiva-
tion, effects of protectants, kinetic parameters, and spectral analysis are also
elaborated.

Understanding of protein–protein interactions and complex formation allows
analysis of molecular functions. Protein–protein interactions can be studied through
various physical, molecular, and genetic methods. The goal of Chap. 6 is to present
various methods from wet and dry labs to rationalize tools for the investigation of
protein interactions of various nature and strength. Chapter 7 describes the impor-
tance of protein–ligand binding, the thermodynamic parameters describing the
binding and the methods to measure these parameters. Chapter 8 describes the
importance of water molecules maintaining protein structural stability, folding,
competition with the ligand, and other biomolecular processes. Chapter 9 provides
comprehensive information on various approaches and packages used in MD
simulations of biomolecules. Chapter 10 provides fundamental understanding of
the single-molecule fluorescence techniques and their applications in studying
protein folding and aggregate formation in disease conditions. Separate sections in
this chapter discuss the use of these techniques on the study of both folded as well as
intrinsically disordered proteins.

Misfolding and aggregation of proteins and their accumulation as fibrils are
hallmarks of protein misfolding disorders and several neurodegenerative diseases.
Chapter 11 discusses how protein quality control fails during various protein
misfolding diseases. The mechanism of protein misfolding and the roles of molecu-
lar chaperones during folding are also discussed. Chapter 12 discusses the strategies
that exist in protein sequences to scuffle their uncontrolled aggregation. Using the
example of insulin aggregation in diabetes, the chapter considers how intracellular
protein deposits can be modulated for therapeutic purposes. Chapter 13 provides
information on the structure and function of different types of muscarinic
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acetylcholine receptors and their target class of antimuscarinic drugs, mechanism,
epidemiology, side effects, antagonistic effect, and clinical significance.

Chapter 14 outlines the current state of understanding of dopamine beta-
hydroxylase, describing its therapeutic importance involving the heart and the
brain, with structure-based inhibitors expected to combat hypertension and cocaine
addiction specifically. Chapter 15 focuses on the structural and molecular basis of
force generation that leads to the directional motility in molecular motors, taking an
example of kinesin. Recent findings on the bidirectional movement of kinesin-5
motors and several structural determinants that regulate directional switching are
also discussed. Chapter 16 emphasizes on the structure–activity relationship of
cathepsins cysteine proteases. It attempts to enhance understanding of cathepsins
and presents them as drug targets to control the degradation of extracellular matrix
and other components of the disease. Chapter 17 outlines the important structural
and functional roles of the iron-binding protein ferritins in the physiology of
Mycobacterium tuberculosis.

Kanpur, Uttar Pradesh, India Dev Bukhsh Singh
Shillong, Meghalaya, India Timir Tripathi
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Protein Purification, Estimation, Storage,
and Effect on Structure–Function–Dynamics 1
Awanish Kumar

Abstract

Researchers working on structure, function, and dynamics of proteins are cau-
tious about the process of protein purification, quantification after purification,
and the storage. One faces a lot of problems, and there is always an array of
confusion as where to start in the selection of an appropriate method for the high
production and easy purification of recombinant proteins. The development and
availability of many commercial systems have made protein engineering work
easier and more widespread for the highly purified protein. After purification, we
estimate the protein and need in milligram concentration for further downstream
applications. For the quantification of purified protein, I describe some simple and
common methods in this chapter. Storage of purified protein is an important issue
because concentrated proteins are more unstable to freeze-thaw cycles. After
purification, care should be taken for the storage and use of proteins because
protein may get degraded or aggregated due to erroneous handling. Checking the
stability of the protein after the storage is very necessary from the structure–
function–dynamics point of view of protein before further processing. The
chapter would be very helpful regarding the basic knowledge and understanding
of the proposed title.
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1.1 Introduction

Protein is a class of biomolecules, which is present in every living cell and performs
an important function. They are known as the building blocks of life. They are found
throughout the body of living in the form of callus, cartilage, hair, ligaments,
muscles, skin, tendons, etc. Proteins protect the cell and provide a definite structure
to the body of a multicellular organism. Antibodies, enzymes, and hormones are
made up of proteins. Within the body, protein (hemoglobin, myoglobin, and various
lipoproteins) regulates the transport of oxygen and other substances (Urry et al.
2017). They catalyze and regulate cellular metabolism and maintain the body.
Proteins are made from amino acids that are synthesized within a living cell by the
process of translation. Triplet codon of mRNA codes for an amino acid during the
process of translation and many amino acids together form a protein. A dipeptide is
formed when the carboxyl group of one amino acid reacts with the amino group of
another, creating a peptide bond –C(¼O)NH–with a subsequent release of one water
molecule. Further, linking of more amino acids can create a peptide chain. A peptide
having ten or more amino acids is known as oligopeptide. Polypeptides are chains of
ten or more amino acids; polypeptides consisting of more than 50 amino acids are
classified as proteins (Lodish et al. 2000).

Proteins are a necessary part of an animal’s diet because cellular physiology
needs it. If an individual does not eat adequate protein, they can become ill seriously.
Certain proteins also have therapeutic value. Protein-based antibiotics, antibodies,
and vaccines are also used in the treatment of diseases (Ahuja 2006). The Institute of
Medicine (Washington, DC) (2005) recommends that adults get a minimum of 0.8 g
of protein for every kg of body weight per day. The Institute also sets a wide range
for acceptable protein intake anywhere from 10 to 35% of calories each day (https://
www.nap.edu/read/10490/chapter/1). Therapeutic proteins are mostly developed by
recombinant protein production and purification. This chapter describes the extrac-
tion, purification, estimation, and storage of protein that is very necessary from the
structure–function–dynamics viewpoint of protein and further downstreaming stud-
ies (Fig. 1.1).

1.2 Protein Purification

To study the functions and dynamics of proteins, we first need to purify it as it would
be very difficult to study the proteins if they are present in the mixture. This will
cause errors and wrong information about the proteins. Purification is a stepwise
process of separating specific proteins (one or more) from cells, tissues, and organs
(Berg et al. 2002). Proteins are purified in small to large volumes for various
biotechnological applications. According to the US Food and Drug Administration,
the degree of purity is an essential factor for injectable proteins (US Food and Drug
Administration 1991). In general, protein is worthless, if contaminants are detected
in the purified proteins. Specific protein is purified from the pool of protein and they
are not only purified away from other proteins but should be free from other
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macromolecules (carbohydrates, lipids, nucleic acids) of the sample (Arentson-Lantz
et al. 2015). We must develop a specific test for contaminants present in a
protein sample if the source material (sample) contains any unusual things. Purified
protein must retain its biological activity. The FDA does not certify a procedure of
protein production that results in invariably biological activity. The procedure must
harvest the same quality and amount of protein in every batch with the same
biological activity. This complies with the use of a very vigorous process of protein
purification that could be used to purify a biological activity protein (Berg et al.
2002). A method that works nicely in a research lab may fail wretchedly on the floor
of protein production, where it must be scaled up and reproduced accurately
every day.

The researcher makes use of inherent differences and similarities to purify
proteins. The concept of differences is used to purify one protein from another.
One protein differs from other in biological activities, charge, hydrophobicity, shape,
size, solubility, etc. Non-protein contaminants like carbohydrates, lipids, and nucleic
acids also hinder the process of protein purification. All the above differences can be
used for the separation of the proteins in a complex solution that is produced by
bursting E. coli host cells to get a recombinant protein (Gopal and Kumar 2013). We
can make the work of protein purification easier by attaching a fusion “tag” to the
protein sometimes, but again it is rarely allowed by the FDA for the injectable
proteins. Therefore, protein purification should be done smartly where technology
and innovation must be used together to make the process efficient and reliable.

Fig. 1.1 Workflow of protein purification and downstreaming studies
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Purification of proteins is an art for the best practices in research and industry. There
are various techniques and processes involved in the purification process, but before
purification extraction of protein from the source is required (Coskun 2016). Before
the start of the core process of protein purification, researchers should do the
following steps to get ready for the process of protein purification. We first need
to bring the proteins in a soluble solution to purify them from their cells, tissues, or
organs. This can be done by various processes like sonication where sound of high
frequency is applied to cells/tissues so that the cell membrane is disrupted and the
protein comes out of the cell. After that centrifugation is done where centrifugal
force is applied to separate the proteins from cell debris. The heavier particles settle
down as a pellet and the supernatant is taken for downstreaming. Following steps are
generally used by the researcher for the extraction of proteins.

1.2.1 Protein Precipitation/Salting Out

Due to the availability of hydrophilic amino acids on the surfaces of proteins, they
are usually soluble in water because they interact with water molecules. This
solubility depends on the pH of the solution and is the function of the ionic strength.
Isoelectric point (pI; the point at which there is no net charge, i.e., the charges of their
amino acid side groups balance each other) is a unique property associated with
proteins. Protein tends to precipitate at their pI, if the ionic strength of a solution is
either too lower or too high. The solubility of protein depends on ionic strength.
Proteins will precipitate as the ionic strength is increased by adding salt. For this
purpose, the most common salt used is ammonium sulfate because it is unusually
soluble in cold buffers also (Hyde et al. 2017).

In the salting-out method, salts are added to the extracted protein solution.
Proteins may also have hydrophobic amino acids on surface; when present in a
solution, hydrophilic amino acids form bonds with the solvent (mostly water) and
the hydrophobic amino acids curl inside, but when salt is added it interacts with
solvents leaving less solvent for the hydrophilic amino acids, as a result, the proteins
precipitate out of the solution by forming aggregates. This process is called salting
out. The concentration of salt at which a protein precipitate varies from protein to
protein. Therefore, salting out is used to fractionate cellular proteins. For example,
fibrinogen (a blood-clotting protein) is precipitated with 0.8 M ammonium sulfate,
whereas serum albumin is precipitated with 2.4 M ammonium sulfate. Ammonium
sulfate fractionation is the first step in protein purification and commonly used by
researchers in the lab because it provides crude protein purification and separates
proteins from the non-proteinaceous part. The ammonium sulfate yields a slurry of
precipitated protein that is very stable. The protein slurry can be stored in the cold
condition for a long period without any detrimental effect on the protein. Ammonia
is very reactive with stainless steel; therefore, working with ammonium sulfate in the
industry has some problems as steel is the primary building material of industrial
purification facilities (Grover and Ryall 2005). Other salts such as sodium sulfate
may also be used for the precipitation of proteins, but none of the salts are as good as
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ammonium sulfate. Besides salting-out process, proteins can also be forced out of
solution with polymers of polyethylene glycol (PEG). PEG is the most frequently
used polymer because it is inert and has anti-freezing property. PEG, like ammonium
sulfate, tends to stabilize proteins. Increased concentrations of PEG are added with
gentle stirring to cold protein solutions. The precipitated proteins can be removed by
either filtration or centrifugation. Protein precipitation process typically gives a high
fold of the protein and we need 1000-fold or more precipitated proteins before the
start of the actual purification process.

1.2.2 Buffer Exchange/Dialysis

Dialysis is also a method of protein purification that has a central role in purification
schemes and usually used for achieving high protein amount. The protein must be
stored/suspended in a buffer of specific pH/ionic strengths before applying purifica-
tion techniques. After ammonium sulfate precipitation, proteins are present in a high
salt environment. How to remove salt is a massive question because it is difficult to
remove salt from the solution? So, we choose selectively permeable membranes
(dialysis bags) for the removal of salts. Protein solution is poured into a dialysis bag.
Dialysis bag is cellophane tubing that has tiny pores in it through which salt
molecules may pass out but protein molecules cannot because of its larger size.
When the dialysis bag is filled with a protein solution and placed in a large batch of
the buffer, the salt concentration will gradually become equal inside and outside
the bag. After some time, the salt concentration inside the bag becomes same as the
buffer if the outside buffer is changed often. Now the protein is in the buffer of the
choice. Dialysis is a time-taking process that usually takes overnight. This process is
effective in separating salts and other small molecules from proteins, while it is not
so good in separating proteins from other proteins (Ritchie 2012).

After following these protein preparation steps, the core process of purification
starts. There are various methods available for the purification of proteins. In every
step of protein purification, there is a loss of product and therefore buffer equilibra-
tion steps are very important. On every surface, the protein molecule binds and is
inactivated easily because of the shear forces, foaming, or rapid changes in ionic
strength. Some methods/process of protein purification is explained briefly here to
make the reader aware of the various processes.

1.2.3 Immuno-Affinity Chromatography

This is a technique of choice for beginners until they find out it does not work almost
as well as they thought. It depends on the binding affinity of a protein specifically to
an immobilized ligand, while the rest of the protein molecules pass through the
column. The choice of ligands is antibody and a simple antigen–antibody interaction
cause protein purification. The drawback of this method is other proteins may also
interact with the antibodies and bind nonspecifically; also antibodies are very
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expensive. Immuno-affinity columns are used in this process but usually, this
column is only used in late of this process when the volume of the sample has
been reduced and most contaminants have considered being removed. The product
obtained via this process is an expensive product (Moser and Hage 2010).

1.2.4 Affinity Chromatography

The previously discussed method is based on antigen–antibody interaction, but this
method uses other molecules in place of antibody, which is less expensive and very
useful. This is known as affinity chromatography where the protein of interest binds
to a specific carbohydrate, specific chemicals, or needs a specific cofactor. This
method takes advantage of the high affinity of many proteins with their ligands
(specific chemical groups). In the method of affinity chromatography, the sample is
passed through a matrix or column containing the chemical group to which our
desired protein can covalently bond while the rest of the unbounded proteins elute
out first, and then to release the protein-bound with the matrix. It is then washed with
a buffer and further the desired protein is eluted in almost pure form. We may be
capable to complete it by binding them in a column in which carbohydrate
(or another cofactor) is immobilized. Protein can then be eluted with a very high
concentration of the cofactor or carbohydrate present in a column. Affinity matrices
can be used sometimes to mimic the binding sites. There are several examples of
useful affinity matrices that helps in the purification of a particular protein, and
researcher has to select matrices according to their experimental need (Darcy et al.
2011). This method is a very effective and applicable method of purifying proteins.

1.2.5 Ion-Exchange Chromatography

It is a very appreciated process of protein purification. The same protein can be
adsorbed to both cation exchangers (that bind positively charged particles) and anion
exchangers (that bind negatively charged particles) by choosing different buffers.
This occurs because proteins have different charges at different pHs. Most proteins
are negatively charged at physiological pH values (pH 6–8); therefore, most of the
proteins are purified on anion exchange columns. At extreme pHs, proteins become
inactivated, therefore we should avoid extreme pH conditions. The material of the
matrix in the column in ion-exchange chromatography comprises of beads of some
inactive material. These inactive materials are often a carbohydrate such as cellulose
or dextran. These matrices exist in the form of very fine beads that can be slurred in
the buffer and poured into a vertical glass/plastic column formed. Beads adsorb the
proteins when the protein solution is pumped onto the top of the chromatography
column. The proteins in the column are then eluted according to the firmness with
which they attach with the matrix. The proteins that are the most highly charged will
bind the tightest with a matrix at that pH. We can either increase the concentration of
salt or change the pH to release the proteins in the order of their binding tenacity
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(Khan 2012). Both methods (high salt concentration or change in pH) are used in
industry, but raising the concentration of salt is the most commonly used method
because it is easier to control.

Based on their net charge, proteins are separated in ion-exchange chromatogra-
phy. If a protein has a net positive charge at pH 7, it will bind to a column of beads
usually that have a negative charge on it, whereas a negatively charged protein will
not bind to the column bead. Such positively charged bonded protein then can be
eluted by increasing the concentration of sodium chloride or another salt in the
eluting buffer. This is done because Na+ competes with positively charged groups on
the protein for binding to the column. Proteins that have a low net positive charge
density will leave the column first, followed by those proteins that have high charge
density. Cationic proteins (positively charged proteins) can be separated on nega-
tively charged CM-cellulose (carboxymethyl-cellulose) columns and, anionic
proteins (negatively charged proteins) can be separated by chromatography on
positively charged DEAE-cellulose (diethylaminoethyl-cellulose) columns (Acikara
2013).

Using a salt concentration gradient, we elute proteins in an ion-exchange column
in research laboratories routinely. When increasing amounts of salt are added to the
buffer, there is a continuous steady increase in the ionic concentration going through
the column. The proteins then elute/or come off the column matrix when the ionic
strength of the buffer neutralizes their charge. The most highly charged molecule
comes off last (due to tight binding of the matrix) and the least charged molecules
come off first (due to weak binding of the matrix). The most common way to elute
columns in the industry is by step elution because this type of gradient is too difficult
to control precisely in the industrial setup. The column is carefully rinsed with
buffers of increasing ionic strength until the all protein comes off. The same
sequence of the procedure is repeated each time with the same amounts of buffer
to give reproducible yields and purification of the protein. A single anion exchange
column is not enough to purify the protein of interest even with gradient elution;
therefore, additional procedures are necessary for final purification of protein.

1.2.6 Size-Exclusion or Gel Filtration Chromatography (SEC/GFC)

It is not an accurate process of specific protein purification as proteins can be of
many sizes and the variation in size of protein is used in SEC to separate them. It
gives very gross separations is therefore not very effective at the commercial scale.
Beads used in this process are made up of a porous matrix into which the proteins get
diffused. The pore size of the bead determines the rate at which proteins of various
sizes diffuse into it. Because of the low pore size, some proteins (bigger) are
completely excluded. We can achieve separation of protein of interest by choosing
the correct pore sizes for the protein of interest. The protein samples are poured to the
top of a column comprising porous beads (made of an insoluble but highly hydrated
polymer such as agarose/dextran/polyacrylamide). Sepharose, sephadex, and bio-gel
are the commonly used matrix in this method. These beads are typically 0.1 μm in
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diameter. Small protein molecules are captured inside these beads, but large
molecules cannot. As a result, small protein molecules are dispersed in the aqueous
solution both inside the beads and between them, whereas large molecules are
situated only in the void volume (solution between the beads). The column (packed
with beads) is eluted with buffer. The large protein molecules present in the void
volume flow more rapidly through the chromatography column and emerge first
during elution. Molecules that are of smaller size take more time and stay last. This
procedure requires a long narrow column to achieve protein separation, which is a
big obstacle for its use in the industrial processes (Porath and Flodin 1959). If we
start protein extraction and purification from tissue homogenate, the approximate
amount of protein and purification level in various steps is summarized in Table 1.1.

1.2.7 High-Pressure/Performance Liquid Chromatography (HPLC)

This is an advance method of chromatography. It is highly specific and resolves the
proteins minutely. Itis an effective separation platform where the column chroma-
tography method can be used. The column materials are more finely divided in the
HPLC method than the above-discussed column materials. The HPLC hence
provides an increased surface area for binding of the protein and therefore will
give a high-resolution rate of protein purification. High pressure is applied in the
columns of HPLC because of the finer materials used to ensure the constant flow rate
(Kirkland 1971).

1.2.8 Hydrophobic Interaction Chromatography

Proteins contain both hydrophilic and hydrophobic amino acids. The hydrophobic
amino acids are present mostly in the core of the protein structure, i.e., away from the
surface, but some hydrophobic amino acids are present on the surface of almost all
proteins. These hydrophobic amino acids are used in the column as ligands to
separate proteins based on their relative hydrophobicity. The beads used for this

Table 1.1 Tabulation of protein purification methods and their respective recovery and level for a
fictitious protein

S. no. Process
Approximate protein remaining after
the process (in mg)

Level of protein
purification

1. Tissue homogenate 15,000 1

2. Salt fractionation 4600 3

3. Ion-exchange
chromatography

1200 9

4. Size-exclusion
chromatography

70 110

5. Affinity
chromatography

2 3000
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chromatography column are coated with hydrophobic fatty acid chains. The hydro-
phobic amino acid side groups are not normally exposed to proteins because they
attract numerous molecules of water. Therefore, the entire protein is surrounded by
the molecules of water, except in the environment of high salt concentration, because
in high salt concentration, the hydrophobic areas are exposed and bind to the matrix.
The protein is eluted from the column with decreasing concentrations of salt in the
buffer. Therefore, we put proteins onto this column in high salt and get them off in a
low concentration of salt. This principle makes this method very useful as a next step
after proteins are eluted with high salt from ionic exchange columns. The hydropho-
bic column does not require buffer exchange because the protein is eluted-off
stepwise in low ionic strength, so the column is ready for the next purification step
without a further buffer exchange (McCue 2009). It saves time as well as the loss of
protein.

1.3 Resolving and Display of Protein

Once the protein is purified, it needed to be resolved on the gel to get an idea of
quality and approximate molecular weight of protein as this information is very
useful for further structure–functions studies. To know the molecular weight of
protein, the first thing that comes in our minds is to sequence the amino acids present
in the proteins, but it is quite a long, expensive, and tedious task. Therefore, some
simple techniques based on electrophoresis have been developed to resolve and
visualize the protein. Gel electrophoresis is routinely used to observe the complexity
of the protein mixture by separating the proteins on a thin gel of polyacrylamide. The
thin gel allows the separation of proteins that unfortunately cannot be scaled up to
the production levels without major losses in the efficiency. The basis of protein
separation is the same both in electrophoresis and ion-exchange chromatography,
i.e., heavier protein moves slowly and lighter protein moves fast on a normal
polyacrylamide electrophoresis gel. When the thickness of gel is increased, there
is buildup in heat that ultimately causes disturbances in the flow of protein. There-
fore, only small protein sample volumes can be applied to the gel electrophoresis.
These made electrophoresis impractical for the separations of proteins commercially.

1.3.1 Sodium Dodecyl Sulfate-Polyacrylamide Gel Electrophoresis
(SDS-PAGE)

It is a very common method in the laboratory and frequently used to analyze proteins
during/after protein purification. This method is based on the principle of movement
of charged particles in an electric field and used for separating proteins and other
macromolecules (DNA and RNA). SDS-PAGE separation is carried out in poly-
acrylamide gel because the gel serves as a molecular sieve that enhances separation.
Charged molecules move in the gel toward the oppositely charged electrode
depending upon its charge-to-mass density. Molecules that are small as compared
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with the gel pores(sieve) will readily move through the gel, whereas molecules that
are much larger than the gel pores are usually immobile. Molecules having interme-
diate size move through the gel with various degrees of mobility. PAGE is
performed in a thin, vertical slab of polyacrylamide, and the direction of movement
of the protein molecule is from top to base. Polyacrylamide gels are formed by the
polymerization process of bis-acrylamide and acrylamide. Polyacrylamide gel is
chosen for electrophoresis because it is readily formed and chemically inert. Proteins
are to be in denatured form for running on an electrophoresis gel. PAGE is
performed with SDS; therefore, the mixture of proteins is denatured in SDS, and
denatured protein has a large net negative charge that is approximately proportional
to the protein mass. The negative charge gained because of SDS binding is much
greater than the charge on the native protein. When the electrophoresis is complete,
the proteins in the gel can be visualized by staining them with Coomassie brilliant
blue dye or silver staining, which displays a series of protein bands. If the protein has
been labeled radioactively, then the radioactively labeled protein can be detected by
placing a sheet of X-ray film over the gel and this procedure is called autoradiogra-
phy. Large proteins stay at the top and small proteins toward the bottom of the gel.
The mobility of most polypeptide chains under SDS-PAGE is linearly proportional
to their masses (Schägger 2006).

1.3.2 Two-Dimensional Gel Electrophoresis

Proteins move in SDS-PAGE in the vertical dimension (i.e., in one dimension; from
top to bottom), and proteins separated in PAGE are based on their mass only.
Proteins can also be separated electrophoretically in two dimensions: first dimen-
sional based on of their pI and second dimension based on their mass. The pI
(isoelectric point) is the pH at which a protein has no charge, i.e., the net charge is
zero. It means electrophoretic mobility of a protein is zero at pI. The method of
protein separation according to their pI is called isoelectric focusing (IEF). The pH
gradient in the gel (first dimension) is firstly formed by subjecting a mixture of
polyampholytes (small multi-charged polymers) having many values of pI (1–14) to
the electrophoresis. IEF can readily resolve proteins that differ in pI value by as little
as 0.01. It directly means that proteins differing by even a fraction of net charge can
be separated. After IEF, proteins are subjected to SDS-PAGE (second dimension) to
get very high-resolution separations of protein. IEF combined with SDS-PAGE is
known as 2D gel electrophoresis (2DGE).

The sample protein is first subjected to IEF with high voltage in 2DGE. This
electrically focused protein gel is then placed horizontally on top of an
SDS-polyacrylamide gel slab. Now, the proteins are spread across the top of the
polyacrylamide gel according to how far they migrated during IEF. They then again
undergo electrophoresis in a perpendicular direction (vertically as per Sect. 3.1) to
yield a 2D pattern of the gel in which protein is represented in the form of spots
(Fig. 1.2). In 2DGE, proteins are resolved in the horizontal direction (IEF; based on
pI) and in the vertical direction (SDS-PAGE; based on mass). Notably, more than a
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thousand different proteins can be resolved on the gel in a single 2DGE experiment
(Ciborowski and Silberring 2016). Proteins isolated from cells under different
physiological conditions are subjected to 2DGE to get them resolved based on
their pI and mass. The 2D gel of a protein mixture is followed by an examination
by seeing the intensity of the protein spot signals on the gel (Fig. 1.2). In this way,
particular proteins can be seen for its increase or decrease in concentration with the
response to the physiological state. The 2D gel displays many protein spots that
could be further identified by the process of mass spectrometry (MS). It is now
possible to identify various cellular proteins at a time by coupling 2DGE with
MALDI-TOF (matrix-assisted laser desorption ionization-time of flight: a mass
spectrometric technique for protein identification) (Fig. 1.2).

1.4 Methods of Protein Estimation and Assay

After purification, we must estimate the proteins to know its quantity because
quantification of protein is an integral part of any laboratory involved in protein
purification and other analysis (Fig. 1.1). Protein must be solubilizing in an aqueous
solution of buffer before a total protein content estimation. Some precautions are
often taken during protein estimation to inhibit microbial growth or to avoid casual
contamination of the protein sample by unwanted material such as body oils, dust,
hair, and skin. No one reagent and methods can be the ideal or best for the estimation
of protein. Each method has its advantages and drawbacks. The choice among
available protein estimation to opt is usually based on the compatibility of the
protein assay method with the samples. The goodness of the assay method is
based on the accuracy, reproducibility, and incubation time desired to complete
the assay. Choosing an appropriate assay should be compatible with the protein
samples. The assay should be easy to analyze, standard, and associated with good
understanding and fewer limitations. Several methods are available for protein
estimation, but some methods of choice are described as follows.

1.4.1 Bicinchoninic Acid Method (BCA; Range: 20–200 μg)

It is a calorimetric assay and developed in the year 1985. It is a newer method
compared to Lowry assay (the most popular method of protein estimation). The first
step in the BCA method is to complex the protein with copper ions. This step is very
similar to the Lowry method of protein estimation. The protein bounded with copper
chelates further reacts with BCA and gives an intense purple color in the second step.
The intensity of the purple color is directly proportional to the amount of protein, and
each sample’s intensity must be compared with a standard curve drawn in this assay.
This assay is very useful for estimation if the protein samples contain detergents
>5%. This assay is robustly prejudiced by tyrosine, tryptophan, and cysteine amino
acid residues. Chemicals that interact with copper (such as ammonia) may interfere
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with the BCA assay because it depends on copper ion coupling for the first reaction
(Brown et al. 1998).

1.4.2 Bradford Method (Range: 1–20 μg)

This method is gracefully simple in which negatively charged CBB-250 (Coomassie
brilliant blue-250) dye binds with positively charged amino acids present in the
protein sample. When the CBB dye is present in solution freely, its absorbance is
taken at 465 nm because it is red but when it binds to positively charged basic amino
acids of the protein, it absorbs 595 nm light as it turns blue. The absorbance in the
protein sample can be then compared to a standard curve. The Bradford method is
quick, easy, and stable for up to an hour. However, it can detect proteins larger than
3 kDa. It is very susceptible to detergents like SDS, Triton X-100 unlike the BCA
method of protein estimation (Hammond and Kruger 1988).

1.4.3 Folin-Lowry Method (Range: 5–100 μg)

This is a colorimetric-based assay that works in two steps: (a) it made complexes of
copper with the nitrogen present in the protein; (b) the complexed tryptophan and
tyrosine residue react with FolinCiocalteuphenol reagent. Phosphomolybdotungstic
component of this reagent gives an intense blue-green color which absorbs light at
650–750 nm. Unlike BCA, the Folin-Lowry method is an endpoint assay with a
stable result. It means that we can estimate the amount of protein with one assay by
comparing it with a previous protein standard curve. Unfortunately, this assay is not
well-suited with lots of common chemicals like β-mercaptoethanol, DTT, reducing
agents, EDTA, Tris, carbohydrates, and potassium/magnesium ions (Lowry et al.
1951).

1.4.4 Kjeldahl Method (Range: 1–100 μg)

It is an ancient (>130-year-old) method where nitrogen is measured in the protein
sample. In the Kjeldahl method, nitrogen is converted into ammonia through a series
of frightening steps involved in steam distillation, heated sulfuric acid, and back-
titration with sodium hydroxide. After following all these steps, the purified nitrogen
of protein sample is weigh out. Further, it is assumed that the original protein sample
was 16% nitrogen, then back-calculate the total amount of protein. It is a monoto-
nous and time-consuming method of protein estimation. The Kjeldahl method needs
at least 1 g of protein sample to estimate the amount of protein present in a sample.
One gram of protein is a huge amount that makes this method highly unreasonable
and impractical for the molecular biologists (Sáez-Plaza et al. 2013).
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1.4.5 Ultraviolet Absorption Method (Range: 20–3000 μg)

This process estimates the protein amount by determining the characteristic absorp-
tion of tryptophan and tyrosine at 280 nm. This is a very simple method but not very
much reliable because every protein has a different amount of tryptophan and
tyrosine amino acids. Several other molecules (alcohols, certain buffer ions, and
nucleic acids) also interfere with the result because all absorb at 280 nm. The result
obtained by this method may be nonspecific if the nucleic acid is available in the
protein sample (Noble 2014).

It is important to understand the basic idea of different protein estimation
methods. A protein estimation method tells us how much protein is present in a
sample, but it does not tell how much protein is available unless it is pure. We have
to have a prior idea about how much a protein is available in a sample and how much
contaminating material is also present along with protein. Therefore, the single and
most important idea central to protein estimation/purification is a specific activity.
All assays (described above) are only estimating the amount of protein present. A
useful assay or method of protein estimation can be very simple or complex, but it
should be relatively rapid and reproducible with good precision.

1.5 Storage of Proteins

Proteins are typically unstable if they are not stored in their native environments after
purification. Cellular compartments and extracellular fluids provide native environ-
ment to the proteins. Each protein needs a specific environment and requirements
once it is taken out from its normal biological niche. Protein can rapidly lose its
ability to perform specific functions if it does not satisfy these requirements. Proteins
may lose its activity because of proteolysis and aggregation. If it is stored in less than
optimal storage conditions, its activity must be lost. Therefore, there is a regular need
to store purified proteins so that its original structural integrity and activity could be
retained for an extended period of time. The shelf life of a protein varies from a few
days to more than a year. It totally depends on the nature of the protein and the
storage conditions followed after purification. Protein solution may be stored at 4 �C
or at �20 �C (25–50% glycerol or ethylene glycol) or in the deep-frozen form
(�80 �C to liquid nitrogen temperature) or in lyophilized form. Typically shelf life of
protein is 1 month in 4 �C, 1 year in glycerol or ethylene glycol, and many years in
deep-frozen form. The addition of an antibacterial agent is required while storing at
4 �C, but nothing is required to add in protein solution while storing it in frozen
condition (Arora 2013). Many times, we can use the samples if they are stored at
4 �C or in 25–50% glycerol/ethylene glycol. But deep-frozen protein can be used
once. Repeated freeze-thaw cycles are avoided as regular freeze-thawing decrease
the stability of the protein. Proteins are stored in autoclaved container, or polypro-
pylene tubes. Less than 1 mg/mL protein stock is more prone to inactivation or loss
of activity. Compounds (Table 1.2) used in storage may cause protein solutions to
lengthen the shelf life.
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1.6 Influence of Additives on Protein During Storage

1.6.1 Presence of Bacteria/Microbes

If a researcher does not work in a sterile environment, the entire protein sample may
get contaminated with various microbes present in the environment. An antibacterial
agent such as sodium azide (NaN3) should be added in the sample in a working
concentration of 0.02–0.05% (w/v), even if protein solutions are kept at 4 �C
(Hippensteel et al. 2016).

1.6.2 Formaldehyde/Glutaraldehyde

This reagent is used for cross-linking of proteins; therefore, precaution is needed
while using this reagent in purification. They are highly vulnerable to the nucleo-
philic attack of the amino groups present in the protein. A consequent covalent
bonding and cross-linking could occur because of this interaction (Migneault et al.
2004).

1.6.3 Cycles of Freeze-Thaw

Repeated cycles of freeze-thaw usually degrade proteins. As a rule of thumb, there is
no way to freeze the same batch of protein twice. Prepare various aliquots of the
same protein samples for the safer side for storage and use once. Do not store/freeze
the protein sample repeatedly (Ji et al. 2017).

Table 1.2 Compounds used for protein storage and their role

S. no. Compound Role
Concentration
used

1. Glycerol or ethylene glycol Cryoprotectants 25–50%

2. Protease inhibitors Prevent proteolytic cleavage In mM
concentration

3. Sodium azide Antimicrobial substance 0.02–0.05%
(w/v)

4. Thimerosal Antimicrobial substance 0.01% (w/v)

5. EDTA Metalloprotease that make protein
more stable at colder temperatures

In mM
concentration

6. Dithiothreitol (DTT) and
2-mercaptoethanol (β-BME)

Reducing agent In mM
concentration
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1.6.4 Organic Solvents and pH

Organic solvents mostly denature the protein; therefore, loss of function takes place.
But it does not affect the primary structure of the protein. Every protein shows its
biological activity or function at an optimal pH. Even slight changes in the pH affect
the protein activity seriously. A change of pH from 7.2 to 6.2 means >90% loss of
protein activity. A strong basic or acidic pH denatures the proteins rapidly. The
physiological pH of most of the proteins is 7.2–7.4 (Talley and Alexov 2010).

1.6.5 Proteases/Peptidases

Proteases and peptidases are enzymes that degrade the proteins and peptides. Most of
these enzymes have optimum activity at a temperature of 37 �C approximately. At
this temperature, proteins are degraded by the enzyme proteases within few minutes.
As we know that proteases show reduced activity at lower temperatures, but it does
not mean that proteases are not active at 4 �C temperature. Protease inhibitors must
be added to the protein solution if we go for long-term storage of protein. Proteases
are found not only on the human skin but also in the air. Therefore, a protein sample
can be easily contaminated during handling. Proteases are produced by bacteria, and
infected samples are prone to protease contamination (Razzaq et al. 2019).

1.6.6 Protein Concentration

During storage, protein may bind to the material of the vessel (microfuge tube).
When low protein concentrations (<1 mg/mL) are kept in the vessel, some protein
may bind with storage vessel material, resulting in the loss of protein in the sample
(Weikart et al. 2017).

1.6.7 Reducing Agents

β-Mercaptoethanol (BME), dithiothreitol (DTT), tris(2-carboxyethyl)phosphine
hydrochloride (TCEP), etc., are strong reducing agents. They all break the disulfide
bonds present in proteins and cause loss of the tertiary/quaternary structure of
proteins. They are most commonly used in SDS-PAGE for sample preparation.
Such reducing agents denature every protein that contain disulfide bonds (Ritchie
2012).

1.6.8 Salt Conditions and Urea

Proteins are present in a physiological environment with salts. Normally they are
present at a weak balance of salt concentrations. Too low or too high salt
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concentrations may precipitate the proteins. PBS (phosphate buffer saline: equiva-
lent to physiological buffer) is commonly used to dissolve protein. Pure water is not
recommended to dissolve protein. At high concentrations (> 6 M), urea denatures
proteins. Like urea, guanidinium hydrochloride and lithium perchlorate are other
chaotropic agents (that disrupt the hydrogen bonding network between water
molecules) that devastate the secondary and tertiary structure of proteins by
influencing hydrogen bonding, hydrophobic effects, and others (Tripathi 2013;
Zhang et al. 2017).

1.6.9 Temperature

The optimum temperature of mammalian proteins is around 37 �C, and they show
their biological function accurately at this temperature. Most of the mammalian
proteins denature above 43 �C temperatures. The complete denaturation of protein
takes place within 1–2 h at 55 �C and even 2 min can completely denature protein at
95 �C. However, proteins also denature at room temperature, but this denaturation is
mainly because of the involvement of other factors. In their cellular environment, a
protein is protected by other proteins (chaperones), but chaperons are not present in
the solution of purified protein. Therefore, the protections of protein must be ensured
while storing and working (Vieille and Zeikus 2001).

1.7 Factors Affecting the Stability of Proteins

Easily proteins lose their biological function and overall stability if native environ-
ment is not provided. There are the number of functional requirements associated
with proteins. Hydration explains the solubility, dispersibility, gelation, and viscos-
ity of a protein molecule. Aggregation, gelation, viscosity, and extrudability are the
rheological features of the protein. Factors that affect viscosity are the concentration
of protein, ionic strength, pH, and temperature. Stabilization of protein is depending
on viscosity, solubility, rate of diffusion, protein flexibility, net charge, and protein
hydrophobicity (Cheung and Mehta 2015). Flavor, odor, texture, and color are the
sensory properties of a protein. To ensure these properties (Table 1.3) of the protein,

Table 1.3 Functional requirements of protein ingredients

S. no. Property Functional attributes of proteins

1. Hydration Solubility, dispersibility gelation, viscosity

2. Rheological Aggregation, gelation, viscosity extrudability

3. Sensory Flavor, odor, texture, color

4. Surfactant Baking, emulsion, foaming, whipping

5. Textural Adhesion, aggregation, gelation, viscosity

6. Visual Opacity, turbidity, color

7. Others Comparable with processing conditions and other ingredients
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its storage is an important issue, otherwise, its stability gets affected. A protein
establishes functionality by interacting with other macromolecules. These
interactions may comprise solute molecules, solvent molecules, substances that are
dispersed in the solvent, and other protein molecules. The energies and forces
involved in the maintenance and achievement of the native structure of protein
must be selected to depict the forces involved in these interactions. Protein must
interact with other components of the systems, and it may affect the functionality of
the protein. Sometimes the presence of other molecules in a protein solution allows
the interaction. But interactions commonly require an input of energy into the
surroundings, system, and interacting molecules. A complete discussion on the
forces involved in these interactions is beyond the scope of this chapter, therefore,
the discussion is limited to the factors affecting the stability of proteins. Proteins
exist in the lowest kinetically achievable free energy state. The structure and
conformation of the protein highly depend on the environment if the environmental
conditions change, the configuration and conformation of protein will change.
Environmental factors include temperature, pH, ionic strength, dielectric constant,
and other molecules. Lowering of free energy of protein involves the removal of
hydrophobic groups from the aqueous environment that can have large influences on
the structure of the protein (Abriata et al. 2016).

Protein molecules contain cross-linking of a covalent (disulfide bonds) and
non-covalent (salt bridges) interactions. These cross-linking lowers the conforma-
tional entropy of the molecule, which is compensated by lowering in the binding
energy. The occurrence of cross-linking adds stability greatly to the structure of a
native protein and makes the protein molecules resistant to denaturation/unfolding.
One of the driving forces of denaturation is an increase in conformational entropy.
When the denaturing agents are removed, the gain in conformational entropy is a
large driving force to maintain the denatured state (Tripathi 2013). The increase in
entropy is much less and thus in contrast to a highly cross-linked protein, we cannot
assume the same degree of random conformations. This statement is the answer to
the question of why does a protein is often resistant to denaturation that contains a
numerous disulfide bonds (Hammann and Schmid 2014). The structures achieved by
the proteins are very dynamic rather than rigid. There is rotational freedom about
many of the bonds within the molecule of protein, and the total free energy of the
native protein structure gets lowered due to entropy gain of this freedom. Because of
changes in storage condition, a protein may adopt a variety of conformations. These
new structures of the protein differ slightly from the native conformation and always
lead to a situation where there is an increase in the free energy of the system. Thus,
the native structure of a protein has the lowest free energy. Slight changes in the
environment shifted a protein toward alternate structures (lowest free energy) and
thus lead to denaturation of the protein (Yang et al. 2013).
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1.8 Effect on the Dynamics of Protein

Protein dynamics are the different conformational states that a protein adopts.
Protein form unique structures that are determined by their amino acid sequences.
However, protein is not a static object, but it exists in a group of conformations
(states) depending on their environment. Transitions between these states of protein
occur on a variety of time scales (nanoseconds to seconds), length scales (Å to nm),
and linked to functionally relevant. Detailed knowledge of dynamics is required to
understand the function of the protein. Despite substantial experimental progress, it
is difficult to know about the dynamics of protein (Sikosek and Chan 2014).
Molecular dynamics (MD: a simulation technique) offer the only routine means to
obtain dynamic information at the level of atom on the timescales of nanoseconds to
microseconds (ns to ms). Sampling techniques beyond MD are necessary to enhance
the conformational sampling of large proteins and their assemblies, even with the
current development of computational power. High throughput experimental
techniques like X-ray crystallography, nuclear magnetic resonance (NMR), and
electron microscopy have made considerable progress in deciphering the 3D struc-
ture of proteins. Protein function is a dynamic process that involves the conforma-
tional transitions and structural rearrangements between the stable structure. Such
dynamic processes are very hard to study at the experimental level. No doubt,
proteins perform a remarkably large number of functions in the body and control/
regulate various cellular phenomena. The study of the dynamic behavior of proteins
opens a new arena to understand functional protein conformation where more than
one stable structure is found. It has become more and more obvious that many
proteins function by conformational changes between stable structures (Klepeis et al.
2006).

The long-term stability of protein affects the structure–function-–dynamics of
protein. Upon lyophilization, proteins may unfold reversibly/irreversibly and acquire
conformations susceptible to the degradation of protein during the storage. The
process of lyophilization generates various stresses, including ice crystal formation,
increased local solute concentration, and pH changes that can damage protein
structure. Stabilizing agents (e.g., sucrose and trehalose) are often added to protect
protein structure during drying or freezing. But proteins can exhibit a reversible or
irreversible change in structural properties, which include a change in secondary
structure, tertiary structure, conformational dynamics, and/or conformational
changes upon lyophilization (Moorthy et al. 2015). There is some experimental
method that shows considerable promise for mapping local protein–protein, protein–
water, and protein–excipient interactions in lyophilized solids with high resolution.
The protein binds with water and the factors that affect the water-binding capacity of
proteins are amino acid composition, ion species, ionic concentration, protein
conformation, surface polarity/hydrophobicity, pH, and temperature. If a protein
sample is put into liquid nitrogen directly (flash freezing), protein gets precipitated
and activity is lost during rapid freezing. But even in this situation, disulfide bond
and secondary structures would be fine. Several techniques are available for the
study of protein dynamics. FTIR, DSC, NIR, DRS, solid-state NMR, neutron
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scattering, and Raman spectroscopy could provide complementary information
about protein conformations and structural changes (Alberts et al. 2002). Despite
the development of advanced techniques, our experimental knowledge of protein
dynamics is still limited.

1.9 Conclusions

Proteins are essential components of biological processes and highly complex
biomolecules with specific functions. This complexity explains why its understand-
ing is so important. In this chapter, an overview of its extraction, purification,
estimation, storage, and dynamics is discussed. Knowing these facts related to
protein is very essential because biological function, molecular stability, and dynam-
ics of a protein depend on a variety of factors. If someone plans to use proteins in
their work, the individual should be highly aware of the factors discussed in this
chapter and work consequently. Therefore, this book chapter is written to compile
knowledge on protein extraction, purification, estimation, storage, and effect on its
dynamics.
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Abstract

Proteins are versatile biological macromolecules that are involved in many
essential processes and basic functions of a cell, including catalytic activity,
storage, transport, cell structure, metabolism, cell signaling, and immunity. The
functions of proteins are dictated by their structures. For instance, the shape,
catalytic activity, and specificity of enzymes depend on both the sequence of
amino acids in their active site to which the substrate or drug binds and the nature
of protein folding. The stability of protein will determine if a protein is in native
folded conformation or the unfolded or denatured state. The key role of drug
designing is to enhance protein stability since the marginal stability of a protein
could cause loss of protein function, increased degradation, and difficulty in
synthesizing protein-based drugs. The folded structure of a protein is stabilized
by several atomic interactions such as electrostatic, hydrophobic, van der Waals,
disulfide, and hydrogen bonds, while the entropic or non-entropic interactions
dominate the unfolded protein conformations. This chapter provides an overview
of the techniques to determine the structure and stability of proteins addressing
the principles involved in structure prediction with specific highlights on widely
used experimental methods and computational techniques, namely protein purifi-
cation techniques, biophysical/biochemical characterization of proteins, protein
structure determining methods, factors contributing to protein stability, and
conformational analysis of protein folding. This combination of advanced exper-
imental and computational approaches in predicting the protein structure and
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measuring its stability serves to an exciting future in drug designing and stability
engineering.

Keywords

Protein purification · Chromatography · Structure determination · Protein
characterization · Protein stability · Protein folding

2.1 Protein Purification Techniques

Protein purification is a mandatory step to study the structure, function, and
interactions of proteins. Protein purification methods should not affect the properties
of proteins, especially the sequence and size of the component polypeptides. Protein
purification processes separate the desired proteins from all the other proteins and
non-proteins of the mixture. Proteins can be purified both by analytical and prepara-
tive methods. Analytical methods detect and identify the desired protein in a
mixture, while the preparative methods produce large amounts of proteins for
structural biology study and industrial applications. Proteins that make up less
than 0.1% of the dry weight of any tissue could be brought to 98% purity by protein
purification techniques. Purification steps vary for each protein, and the appropriate
purification methods have to be evaluated by different accessible techniques until the
developed procedure could reproducibly yield highly purified biologically active
protein.

2.1.1 General Aspects of Protein Purification

Protein purification steps exploit differences in the solubility, size, net charge,
polarity, and binding specificities of proteins (Table 2.1).

Most of the protein purification techniques are performed from 0 to 4 �C to
eliminate temperature-dependent processes such as unfolding and denaturation of the
protein. Most of the protein sources are whole cells in which the desired proteins

Table 2.1 Protein purification methods

S. no Characteristics of proteins Purification method

1. Solubility Salting out

2. Size Ultracentrifugation

Gel filtration chromatography

SDS-PAGE

3. Charge Ion-exchange chromatography

Isoelectric focusing

Electrophoresis

4. Polarity Hydrophobic interaction chromatography

5. Binding property Affinity chromatography

24 N. Mutharasappan et al.



could be less than 0.1% of dry weight. The molecular cloning methods facilitate the
expression of genetically altered or desired protein to be expressed at high levels in a
host microorganism, and the recombinant proteins could constitute approximately
40% of the total cell protein of that microorganism.

The first step in protein purification is the isolation of protein outside the cell into
a solution. Most cells require mechanical disruption, cell lysis by crushing or
grinding to release their contents, which is followed by centrifugation or filtration
to remove the insoluble particles. The target proteins may be a cytoplasmic protein or
a membrane-bound protein. The membrane-bound target proteins can be recovered
by solubilizing the membrane proteins using detergents or organic solvents. The
proteins that are purified by various methods based on solubility, size, charge,
polarity, and binding specificity must be stabilized to prevent irreversible damage
when exposed to experimental conditions.

2.1.2 Stabilizing Proteins

The following factors should be controlled in all the stages of protein purification to
enhance the optimal stability of the purified protein.

(i) Temperature: Each protein varies in thermal stability. Few proteins denature
at lower temperatures while most of the proteins denature at a higher tempera-
ture. Therefore, the standard protein purification process is performed at a
temperature from 0 to 4 �C.

(ii) pH: Buffer solution at a specific pH range is used for protein purification to
prevent structural disruption.

(iii) Surface adsorption: Protein structures are used in relatively concentrated form
to minimize foaming and to prevent its denaturation during contact with
surfaces such as plastics, glass, or air–water interface.

(iv) Degradative enzymes: Degradative enzymes include proteases and nucleases
that are released during the cell lysis steps of the protein purification process.
These enzymes have to be inhibited or inactivated by adjusting the pH and
temperature or by adding a compound that blocks their activity specifically. But
this change in pH or temperature should not have an adverse effect on the target
proteins.

(v) Storage: To prevent microbial contamination and oxidation of proteins during
storage, the protein solutions are generally stored under argon gas or nitrogen or
frozen at �196 �C (or) �80 �C.

2.1.3 Quantification of Proteins

Purification of target proteins requires quantitative detection of protein in a solution
using quantitative assays specific for the target protein. The most widely used protein
quantification assays include the rate of formation of product (proportional to the
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amount of enzyme), coupled enzymatic reactions, radioimmunoassay (RIA),
enzyme-linked immune-sorbent assay (ELISA), absorbance spectroscopy, and
Bradford assay.

2.1.4 Purification of Proteins Based on Solubility

Due to the presence of multiple charged groups in proteins, the protein solubility
depends on the concentration of the dissolved salts, pH, temperature, and polarity of
the solvent. Salt is added in the “salting in” process in which the solubility of protein
is increased at lower ion concentration. The multiple ionic charges of protein are
shielded by additional ions, which are weakened by attractive forces among protein
molecules. The addition of sulfate salts further decreases the solubility of proteins,
and the phenomenon is called salting out. Salting out occurs due to competition
between salt ions and other dissolved solutes. At higher salt concentration, added
ions are solvated, and therefore, only less amount of bulk solvent is available to
dissolve proteins. Salting out is the basis of most widely used protein purification
methods as different proteins precipitate with varying concentrations of salt. There-
fore, the unwanted protein has to be removed from the solution by adjusting the
concentration of salt in a solution containing a protein mixture to just below the
precipitation point of a specific protein. Further, after eliminating the precipitated
protein by centrifugation or filtration, the concentration of salt in the solution is
increased to precipitate the target protein. This method results in the production of
purified proteins in large quantities. Ammonium sulfate is widely used for salting out
of proteins due to its high solubility in water (up to 3.9 M in water), which favors the
preparation of solution with high ionic strength. The pH of the process should be
adjusted to near the isoelectric point of the target protein as the proteins are least
soluble at their isoelectric point where the net charge is zero.

Example:

Protein pI

Insulin (Bovine) 5.4

Hemoglobin (Human) 7.1

Serum albumin (Human) 4.9

Ribonuclease A (Bovine) 9.4

Lysozyme (Hen) 11.0

2.1.5 Purification of Proteins Based on Size

Purification methods of protein based on size include ultrafiltration, gel filtration
chromatography, and sodium dodecyl sulfate–polyacrylamide gel electrophoresis
(SDS-PAGE) (Nachiappan et al. 2018).
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2.1.5.1 Ultrafiltration
The rate at which the protein sediments is by ultrafiltration technique which is based
on the shape of the protein and density of the solution. Proteins are separated based
on mass by ultracentrifugation. The analytical ultracentrifuge is used for
characterizing non-covalently associated subunits of proteins. In preparative ultra-
centrifugation, the density of solution increase from the top to bottom of the
centrifuge tube. In zonal ultracentrifugation, the protein solution is layered on the
top of the preformed sucrose gradient, and protein fractions are collected as per their
sedimentation coefficient. In equilibrium density centrifugation, the protein solution
is dissolved in concentrated cesium chloride that forms a density gradient during
high spin and form bands of protein components based on their densities. The
centrifuge tube is punctured to collect the fractions of separated proteins (Laue and
Stafford 1999).

2.1.5.2 Gel Filtration or Molecular Sieve or Size Exclusion
Chromatography

Protein molecules are separated based on their size and shape by gel filtration
chromatography. Gel beads consisting of gel mixture and enclosing an internal
solvent space are used as the stationary phase. The size of the pores is determined
by the cross-linking efficiency of the polymers of the gel. When an aqueous solution
of the proteins of different sizes is passed through the column (molecular sieve), the
molecules larger than the pores traverse the column rapidly when compared to the
small molecules. The larger molecules are eluted first and collected as fractions, and
higher volumes of solvent are needed to elute small molecules. The elution position
and molecular mass of known protein aid in identifying the mass of unknown
proteins.

2.1.5.3 SDS-PAGE
SDS-PAGE is an electrophoretic technique used to purify and analyze proteins.
Sodium dodecyl sulfate (SDS) is a detergent that interferes with the hydrophobic
interactions in protein, which usually stabilizes the protein structure. SDS denatures
proteins, masks intrinsic charge of proteins and proteins when treated with SDS
display rod-like structure. This results in a similar charge-to-mass ratio and shape of
all SDS-treated proteins. Therefore, SDS separates proteins based on gel filtration
and gel molecular mass. The relative mobility of protein varies linearly with the
logarithms of molecular mass; using molecular markers the molecular mass can be
predicted with ~10% accuracy (Janson 2012). Molecular masses of the protein
subunits can also be determined by SDS-PAGE as SDS disrupts the non-covalent
interactions among polypeptides. The link between the subunits in a polypeptide
formed by disulfide bonds can be determined using SDS-PAGE via preparing
protein samples both in the absence and presence of the reducing agent
2-mercaptoethanol which breaks the disulfide bond.
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2.1.6 Purification of Proteins Based on Charge

Proteins can be separated based on charge by ion-exchange chromatography, iso-
electric focusing, and polyacrylamide gel electrophoresis.

2.1.6.1 Ion-Exchange Chromatography
Proteins have both negative and positive charges that can bind with both anion and
cation exchangers, respectively. The frequently used anion and cation exchangers
for protein purification are diethylamine ethyl (DEAE) groups and carboxymethyl
(CM) groups, respectively. Agarose-based and cellulose-based resin are the most
widely used matrix materials in the ion-exchange chromatography for protein
purification. The binding affinity of target protein in ion-exchange chromatography
depends on the presence of other ions which would compete with protein to bind
with the ion exchangers and also depend on the pH of the solution that influences the
charge of the target protein. The desired proteins to be separated are applied to the
column after dissolving in buffer with suitable salt concentrations and pH. Then the
column is washed with buffer, and the proteins with higher affinities of ion
exchanger move slowly through the column when compared to the protein that
binds with lower affinities. The effluent of the column is collected in a series of
fractions, and the bound proteins are eluted using eluent with higher pH or concen-
tration of salt, which reduces the affinity of the matrix that binds to the protein. The
obtained effluents are monitored at an absorbance of 280 nm for the presence of
proteins, which can further be tested with a more specific assay for the target protein.

2.1.6.2 Isoelectric Focusing
Charged groups of both polarities are present in proteins, and therefore there is a
specific isoelectric point (pI) for each protein. At an isoelectric point, the net charge
of the protein is zero, and so it is immobile in the electric field. Isoelectric focusing
(IEF) is an electrophoretic technique in which each protein is focused as bands at
their respective pI during electrophoresis with a stable pH gradient.
Two-dimensional gel electrophoresis can be developed by combing IEF and
SDS-PAGE in which protein is separated by IEF in one direction and further
separated by SDS by electrophoreses in perpendicular direction. This method results
in an develops array of spots representing each protein, and up to 5000 proteins can
be separated in a single 2D gel electrophoresis (Roe 2001). All of the expressed
proteins of a cell can be cataloged by 2D gel electrophoresis with aparticular focus
on the location, quantification, interaction, modification, and activities of proteins.
Spots of target proteins after staining with appropriate stain can be visualized,
excised, destained, and eluted from the gel and used for characterization by mass
spectrometry. Several reference 2D gels are available in the web-accessible
databases for many organisms and tissues that can be used to compare, identify,
and detect the amount of component proteins in the sample.
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2.1.6.3 Polyacrylamide Gel Electrophoresis
Proteins are separated based on electric charge and shape or size by agarose gel or
polyacrylamide gel electrophoresis, respectively. Electrophoresis is different from
the gel filtration process because the electrophoretic mobility of larger molecules is
lesser than the mobility of small molecules with the same charge density. At high
pH, the proteins have a net negative charge and move toward the anode in gel
electrophoresis. Proteins of similar size migrate as a single band in the gel electro-
phoresis, which can be visualized by staining techniques such as Coomassie brilliant
blue staining, autoradiography, immuno-blotting, and Western blotting, etc.,. Based
on the visualization technique and dimensions used, the samples containing less than
one ng of protein can be separated by gel electrophoresis (Tanford and Reynolds
2001).

2.1.7 Purification of Proteins Based on Polarity (Hydrophobic
Interaction Chromatography)

This chromatography is based on hydrophobic interactions between octyl and
phenyl groups in the chromatographic matrix and proteins in the mixture.
Non-polar groups on the protein surface interact with the hydrophobic groups at
high salt concentration, and both groups are excluded using a polar solvent. Eluent is
an aqueous buffer with increasing detergent concentration (disrupt hydrophobic
interaction), decreasing salt concentration, and changing the pH.

2.1.8 Purification of Proteins Based on the Binding Property
(Affinity Chromatography)

Based on the binding property, the proteins are purified by affinity chromatography.
Affinity chromatography exploits the characteristics of protein to bind tightly,
non-covalently, and specifically with the ligand molecules for purifying the protein.
In this method, ligands specifically bind to a nonreactive analog of the target
enzyme’s substrate that is linked to an inert matrix by a covalent bond. The target
protein in the mixture alone could bind with the specific immobilized ligand.

Moreover, by altering the elution conditions, the target proteins are released from
the matrix in a highly purified form. The significant advantage of affinity chroma-
tography is it relies on the biochemical properties of target proteins when compared
to other chromatographic techniques which depend on the physicochemical
properties of proteins. Therefore, the separation efficiency of affinity chromatogra-
phy is higher than other chromatographic methods. In this method, the columns are
constructed by attaching specific ligands to the matrix. In immune-affinity chroma-
tography, target protein-specific antibody can be bound with the chromatographic
matrix to purify the protein. In affinity chromatography, the ligand should possess
a high affinity to bind to target protein without denaturing it. The bound protein is
eluted using a solution of different ionic strength or pH or using a higher
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concentration of free ligand. In metal chelate affinity chromatography, divalent
metal ions (Ni2+ or Zn2+) are bound to a chromatographic matrix, which is used to
purify proteins with chelating metal groups (multiple histidine side chains). His-tag
made up of six consecutive His residues can be allowed to bind with the C-terminal
or N-terminal of the recombinant protein/polypeptide that can be purified by metal
chelate chromatography. After eluting the purified protein by changing the pH,
His-tag can be removed using protease, which specifically recognizes (His)x6
sequence from the remaining protein.

2.2 Biophysical and Biochemical Characterization of Protein

Structure of protein is classified into four categories, namely (1) primary structure,
the linear sequence of amino acids in peptide chain, (2) secondary structure,
organized regions within the peptide chain, (3) tertiary structure, three-dimensional
conformation of a polypeptide, and (4) quaternary structure, spatial combinations of
multiple peptide chains. Each protein structure has some unique, and it is different
from other proteins. Protein structure and its stability play a very important role in
determining their function which is confirmed into experimental and computational
methods. Protein stability is a net balance of physical energy, which determines
whether the protein will be in native, folded, or unfolded conformation. Structure
and stability of protein vary from one protein to another. For example, thermophilic
proteins maintain their stability at extreme temperatures (70–100 �C), while some
proteins are very sensitive and stable only at normal temperatures. Biophysical and
biochemical characterization methods are effective in determining the protein struc-
ture, thermal stability, particle size, aggregation, degradation, etc.

2.2.1 Biophysical Characterization Methods

Biophysical methods are used to explore the different molecular interactions
between protein molecules and solutes. It plays an important role in the development
of protein analysis for drug development. Biophysical methods can provide several
information including protein interaction and aggregation. Biophysical methods can
reveal insights into reaction of protein in solution and its dynamic interaction with
each other. These methods are classified into three main categories which includes
the following:

• Hydrodynamic methods (analytical ultracentrifugation, viscometry, etc.),
• Thermodynamic methods (light scattering, microcalorimetry, and surface plasma

resonance), and
• Spectroscopic methods (fluorescence, circular dichroism (CD) electron

paramagnetism).
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However, some important methods can be used for biophysical characterization
of proteins such as dynamic light scattering (DLS), differential scanning calorimetry
(DSC), circular dichroism (CD) spectroscopy, Fourier transform infrared (FTIR)
spectroscopy, and isothermal titration calorimetry (ITC).

2.2.2 Dynamic Light Scattering (DLS)

Dynamic light scattering (DLS), also known as photon correlation spectroscopy or
quasi-elastic light scattering, is one of the most popular light scattering techniques.
DLS is a standardized method for particle size distribution and size analysis of
proteins, polymers, nanoparticles, biological cells, gel, and micelles. This technique
is very popular to determine the size of particles that range from 0.001 to several
microns. In earlier days, DLS was used to determine the hydrodynamic radius of
proteins in solution, but recently, size of proteins in solution can be detected using
backscattering (Hushcha et al. 2000).

The theoretical background of DLS is based on the Brownian motion of dispersed
particles. Those particles are dispersed on liquid, and it will move randomly in all
directions. Particles constantly colliding with solvent molecules are defined as
Brownian motion. These particle motions are induced by a certain amount of energy,
which is transferred during this collision. The smaller particle will be having greater
effect due to the Brownian motion because energy transfer is more or less constant
on smaller particle. As a result, smaller particles move at a higher speed than larger
particles. Hence, the hydrodynamic diameter can be determined by measuring the
speed of particles, if we know all other parameters which have an influence on
particle movement (Jaramillo-Flores et al. 1998).

2.2.2.1 Applications of DLS
Based on the hydrodynamic sizes, DLS is used for the analysis of

• Aggregation states of proteins,
• Crystal formation,
• Association reactions.

Further studies using DLS precrystallization, assay of aggregation state of insulin
(Kadima et al. 1991), lysozyme (Georgalis et al. 1995), and amino-acyl tRNA
synthetase (Mikol et al. 1991) prior to crystallization have also been reported. In
human serum albumin, a conformational change in small molecules has been
reported. These conformational changes are monitored through diffusion
coefficients measured by DLS (Hu and Kerppola 2003).
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2.2.3 Circular Dichroism (CD) Spectroscopy

CD spectroscopy is a very powerful technique to study secondary structures of
macromolecules. This method is widely used to study the biological molecules,
their structure and interactions with metal and other molecules. It is also used to
determine the secondary structure, protein folding, and interaction between soluble
proteins. In genomics projects some proteins are ignored, and these ignored proteins
can be certainly solved by CD spectroscopy. A major aspect of CD spectroscopy is
that it is the fastest method to detect for protein folding within microsecond time
frame. It is also used to detect the protein stability by changes in the composition of
secondary structure. CD spectroscopy method is relatively expensive and also could
not provide site-specific information (Miles and Wallace 2016; Tripathi 2013).

For proteins, this method will be mainly concerned with the absorption in far
ultraviolet (UV) wavelength region between �240 and 190 nm due to the amide
chromophores of the peptide bonds. In wavelength region, there are two kinds of
electron transitions responsible for the CD signals, such as

(i) n ! π� transition at around 222 nm,
(ii) π ! π� transitions at �208 and 190 nm (both parallel and perpendicular

orientations).

2.2.3.1 Applications of CD
• CD plays a vital role in supplementing higher resolution structural approach of

X-ray crystallography & NMR.
• It is a rapid and convenient technique.
• CD is mainly used in determining the structural aspects of protein and as a

supplement with other structure defining techniques.
• CD spectroscopy is widely used in protein engineering studies including folding

and unfolding characteristics.
• CD is mainly used for studying secondary structure, dynamics folding pathways

and interaction of soluble protein that facilitates to analyze stability and confor-
mational changes of protein structure.

• Interaction between thermodynamics of folding and unfolding of proteins and
conformation nucleic acids can be evaluated by CD spectroscopy.

2.2.3.2 Advantages of CD
• Uses of very less quantity of sample (200 μL of 0.5 mg/mL solution).
• Non-destructive.
• Relative changes due to the influence of environment on sample like pH, temper-

ature, and denaturant can be monitored accurately.

2.2.4 Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry (DSC) is a very sensitive thermo-analytic tech-
nique, which was first developed by M.J. O’Neil and E. Watson of Perkin Elmer in
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1960s. DLS is an experimental method to characterize thermal-induced conforma-
tional changes in protein and other biological molecules. For example, DLS
facilitates to study the different conformations of the proteins, DNA binding, and
lipid interactions. DNA drugs and pharmaceutical field with excipient studies have
been utilized in DSC. The main role of non-perturbing DSC method is to character-
ize the stability of a protein, folding mechanism, and thermal behavior of particular
compound (Johnson 2013).

2.2.4.1 Applications of DSC
• To determine the melting point of your protein
• Protein folding and thermal stability
• DSC is also used to probe folding free energy surfaces and barrier heights
• Drug discovery and development
• Ligand interaction studies
• Rapid optimization of purification and manufacturing conditions
• Easy, rapid determination of optimum conditions for liquid formulations
• Quick stability indicating assay for target proteins to be used for screening.

2.2.5 Fourier-Transform Infrared (FTIR) Spectroscopy

Fourier transform infrared (FTIR) spectroscopy is one of the major techniques to
determine the structural characterization of proteins. Especially protein’s secondary
structure can be determined by this method which enhance the understanding of
protein conformational changes (effects of ligand binding, temperature, pH, and
pressure) and stability aggregation of proteins. FTIR is crucial for understanding the
structure–function relationship and enzyme kinetics of various proteins to identify
the secondary structure of protein. FTIR also enables the analysis of chemical bonds,
protein complex, or secondary structure of protein. FTIR measures the amount of
light absorbed by sample at each wavelength. The principle of FTIR depends on the
fact that most molecules are absorbing the light in infrared region of the electromag-
netic spectrum. This absorption resembles the bonds present in molecule. The
frequency ranges are measured as wave numbers typically over the range of
4000–600 cm�1.

2.2.5.1 Advantages of FTIR
• Understanding the protein secondary structure.
• FTIR spectroscopy for structural characterization is the lack of dependence on the

physical state of the sample.
• Aqueous or organic solutions, hydrated films, nonhomogeneous dispersions, or

solids and proteins have been analyzed by FTIR spectroscopy in all of these
physical states.

• Rapid collection of data and high light intensity at the detector and in conse-
quence the high signal-to-noise ratio.
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2.2.6 Isothermal Titration Calorimetry (ITC)

ITC determines the thermodynamic parameters of all interactions in solution. This
method is often used to study the binding of small and macro molecules (Pierce et al.
1999). The main role of this technique is to quantify the non-covalent binding of
proteins by both exothermic and endothermic. When two or more proteins interact
with one another, the conformational changes in protein or rearrangement result in
the absorption or generation of heat. The heat generated in the reaction will be
quantified by ITC and also provide a thermodynamic description of the binding
interaction and the stoichiometry of binding.

ITC determines the heat evolved during protein–protein interaction and provides
stoichiometry (n), binding constant (Ka) as well as the enthalpy of binding (ΔH ).
This method also enables the change in entropy (ΔS) and the change in Gibbs energy
of the system, ΔG, to be acquired from the following:

�RT ln K ¼ ΔG ¼ ΔH � TΔS

where T represents the temperature, R is the universal gas constant.
For efficient protein interaction, the crystal structure of protein complexes

necessitates hydrophobicity, charge, and shape complementarity so that the resulting
interface is packed like a protein’s interior. In theory, the interaction of two proteins
can predict the interaction interfaces and the binding mechanism. However, in
practice, it is complicated by the dynamic event of the protein and the solvent.

2.2.6.1 Applications of ITC
• To measure the quantification of thermodynamic properties driving protein–

protein interactions.
• ITC is widely used for drug discovery.
• Determination of binding specificity and stoichiometry.
• To characterize the thermodynamic properties of protein–protein interactions

(Doyle 1997).
• To characterize the binding affinity of ligands for proteins.
• To study the bio-molecular interactions and validation of IC50 and EC50 values

during hit-to-lead.
• To characterize the mechanism of action and measurement of enzyme kinetics.

2.2.7 Biochemical Characterization

To develop protein therapeutics, chemical stability is the major concern due to its
impact on both efficacy and safety. Protein “hotspots” are amino acid residues that
are subject to various chemical modifications, including deamidation, isomerization,
glycosylation, and oxidation. By using these methods, we can modify the stability of
protein structure and conformational changes of the protein. Therefore, it is to
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determine the protein structure and analyze the stability of the structure. Widely used
biochemical analysis techniques are as follows:

• Oxidation
• Deamidation
• Phosphorylation
• Acetylation
• Glycosylation.

2.2.8 Oxidation

Oxidation is a type of chemical reaction that involves the transfer of electrons
between two species. Oxidation is the gain of oxygen during the reaction by a
molecule, atom, or ion. If oxygen is removed during the reaction, it is called
reduction. Both oxidation–reduction reactions are called as a redox reaction which
is a vital role in the basic function of life such as combustion, respiration, photosyn-
thesis, and corrosion or rusting. Protein oxidation is defined as the covalent modifi-
cation of a protein by the direct reactions with reactive oxygen species (ROS) or by
indirect reactions with secondary products of oxidative stress (Zhang et al. 2014). In
this ROS can cause modification in the side chain of proteins, which leads to
structural changes at primary, secondary, and tertiary structure level of proteins.
These structural changes may induce conformational and functional modifications of
proteins including enzyme activity. Therefore, this method can be used for the
characterization of proteins by the biochemical method. Both carbonyl residues
and 3-nitrotyrosine residues can be detected by protein carbonyl assays and protein
nitration assays, respectively, and are stable markers of oxidative stress.

2.2.9 Deamidation

Deamidation is one of the chemical reactions which are used to remove the func-
tional groups of amide from organic compounds. Moreover, loss of the ammonium
group of asparagine and glutamine to form aspartic and glutamic acid, respectively,
is called deamidation and is the most commonly occurring posttranslational modifi-
cation in proteins. Typically, asparagine is converted to aspartic acid or isoaspartic
acid. Glutamine is converted to glutamic acid or pyroglutamic acid (5-oxoproline).
In proteins, this reaction plays a very crucial role because they may alter the protein
structure, function, and stability, and could lead to degradation of protein. In 1990,
first Gln deamidation study was published, which exhibited the formation of
glutarimide intermediate and deamidation products, α- and γ-glutamate (Glu, E)
(Capasso et al. 1991). Protein-based drugs play vital role in drug discovery because
it possesses high target specificity with a low side effect (Jia and Sun 2017). They
could influence the rate of deamidation in three-dimensional structure (primary
sequence, tertiary structure), pH, buffer salts, and solvent properties (Li et al.
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2005). Protein deamidation can be analyzed by Peptide mapping using reverse-phase
liquid chromatography (RPLC) (Zhen et al. (2018). Mass spectrometry can be used
to characterize the deamidation states of a protein. This technique is helpful for the
analysis of deamidation due to its high speed, specificity, and sensitivity (Hao et al.
2017). The main factor of deamidation reactions is that it has been found to limit the
useful lifetime of proteins (Clarke 2003). These reactions continue very rapidly at
high pH (>10) and temperature.

2.2.10 Phosphorylation

Protein phosphorylation is a reversible posttranslational modification catalyzed by
protein kinases. It was first reported in 1906 by Phoebus Levene with the discovery
of phosphorylated vitellin. Phosphorylation is one of the chemical reactions, the
addition of phosphate group to a molecule. It plays a crucial role in the mechanism of
protein and function of the enzyme. Protein phosphorylation can be regulated to
cellular functions, and it may change the structure of the protein. The main mecha-
nism of phosphorylation is the transfer of a phosphate group to the amino acids side
chain (Erlandsen and Stevens 1999). After the reactions, it will activate or deactivate,
or modify its function. Approximately 13,000 human proteins have sites that are
phosphorylated. Serine, threonine, and tyrosine are the most commonly
phosphorylated amino acids. Thirty percent of human proteins can be
phosphorylated, and abnormal phosphorylation was now identified as a cause of
human disease. Abnormal phosphorylation causes a number of diseases such as
Alzheimer’s disease, Parkinson’s disease, and other degenerative disorders. Protein
phosphorylations lead to changes in protein stability, function, and localization
(Johnson and Lewis 2001). Some important methods can be used for the detection
of protein phosphorylation such as western blotting, ELISA, quantitative mass
spectroscopy, multi-analyte profiling, and intracellular flow cytometry. The most
domain of phosphorylated and unphosphorylated crystal structure was reported
(Kobe et al. 1999). Some of the main functions of protein phosphorylation are as
follows:

• Degradations of proteins
• Gene transcription
• Cellular proliferation
• Signal transductions
• Regulating pathways
• Regulations of enzymes
• Protein–protein interactions
• protein localization
• To activate the enzyme activity.
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2.2.11 Acetylation

Acetylation is the introduction of an acetyl functional group to the lysine amino acids
of histone tail. It will provide binding sites for a number of proteins. Acetylation is a
typical metabolic reaction with thiol groups, hydroxyl groups, and often amino
groups (Christensen et al. 2019). Acetylation can alter the stability of proteins,
expression of genes, and protein–protein interactions. The removal of an acetyl
group is called deacetylation. Acetylation was first detected in histones. The acetyl
group is transferred from acetyl-coenzyme A catalyzed by acetyltransferases (Cunin
et al. 1986). In many cellular processes, acetylation and deacetylation are very
crucial methods. Two kinds of acetylations of amino groups of proteins can occur,
lysine acetylation and N-terminal protein acetylation. The main function of
acetylations is the stability of proteins, protein localization, synthesis of protein,
metabolism, and apoptosis. Acetylation can be detected by a mass spectrometer
(Brown et al. 2017; Kentache et al. 2016; Ouidir et al. 2015), so that, we can easily
predict the protein stability, also to detect the function of the protein used by
acetylation.

2.2.12 Glycosylation

The addition of carbohydrate moiety to a protein molecule is called protein glyco-
sylation to occur in protein biosynthesis (Fig. 2.1). Glycosylation is one of the
enzymatic processes. This method is one of the most common posttranslational
modifications (PTM) because posttranslational modifications are very essential for
the stability of proteins, protein–protein interactions, cascade amplifications,
localizations of protein, biochemical activity. Here, the role of PTM is a modification
of amino acids.

Fig. 2.1 Overview of
glycosylation
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Protein glycosylation takes place in the endoplasmic reticulum (ER) and golgi
body. It mainly helps in the appropriate folding of the protein and maintaining the
protein structure. For example, some proteins do not fold properly unless they are
glycosylated and cannot be exported from the ER. Some glycoproteins act as a
carrier, it will directly bind to the molecules, for example for ceruloplasmin.

The main purpose of glycosylations is cell–cell adhesion, to avoid degrades,
folding, and stability. Over 40 disorders of glycosylations have been reported in
humans. With the help of amino acid modifications, we could analyze protein
structure stability, easy to predict the function of the protein.

2.3 Structure Determination

Proteins are marvel molecules, omnipresent in all living organisms that essentially
perform all functions required for survival. Whatever functions performed in any
living organism, such as transport, storage, mechanical support, movement, and
growth, are accomplished by this phenomenal molecule termed as proteins. To
achieve this, we have to reveal the structure of these biomolecules which will give
insights about its function. Proteins are biopolymers that consist of 20 different
amino acids determined by the gene that codes it (monomer) linked by peptide bond
which eventually folds into three-dimensional structures by inter-atomic
interactions. However, the structure of proteins can be described into four different
levels (Desai et al. 2010; Bencharit and Border 2012).

The primary structure is the linear sequence of specific amino acids arrangement
of the protein. The secondary structure extends to a short range of sequences formed
because of the local interacting hydrogen bonds between backbone C–Cα, mostly
forms α-helices or β-sheets. Tertiary structure is the three-dimensional arrangement
formed between side chains of amino acids resulting in different conformations with
secondary structures like α-helices and β-sheets connected by disordered regions
termed as turns or loops. Quaternary structures are complete spatial arrangements of
two or more subunits within a protein molecule (Walsh et al. 2015). The different
levels of organization of protein structure can be determined using various methods
such as primary structure, i.e., sequence of any given protein can be found by Edman
degradation method and mass spectrometry. The secondary structure can be deter-
mined by circular dichroism and FTIR. The three-dimensional structure of a protein
(tertiary/quaternary) can be determined by either experimental methods like X-ray
crystallography, NMR, Cryo-EM, and neutron diffraction or can be predicted by
computational methods like homology modeling, ab-initio, and threading methods
(Walsh et al. 2015). Each method has its own merits over the other with certain
limitations, whereas the most popular and widely used method for experimental
determination of protein structure is X-ray crystallography, and with over 89% of
structures deposited in Protein Data Bank were solved by this method, followed by
NMR over 8%, Cryo-EM about 2.5%, and the remaining 0.5% structures were
solved using other methods of 156,365 structures currently deposited in PDB
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(Burley et al. 2019). In this chapter, the basics, principle, and structural determina-
tion of protein by various methods will be described briefly.

2.3.1 X-Ray Crystallography

In simple terms, X-ray crystallography means the investigation of crystals by X-ray.
The prerequisite for the determination of protein structure using X-ray crystallogra-
phy is to obtain a crystal. The crystallization of proteins is difficult as the actual
physics behind it is not well understood; lots of factors affect crystallization pro-
cesses like pH, temperature, vibration, protein and precipitant concentration, protein
purity, and flexibility (Parker 2003). Protein crystals are obtained by supersaturation
of protein solution either by increased concentration of precipitant or by protein.
X-rays are produced when accelerated electron (synchrotron) or electron hits an
anode metal, the crystal is mounted in a goniometer, a device that rotates 360� so that
X-rays can be exposed throughout the crystals. When X-ray is exposed to crystals,
they are scattered by the electron present in an atom forming diffraction patterns that
contain structural information of the molecule (Smyth and Martin 2000). However,
detection of diffraction by single molecule will be too weak, but the crystals which
are orderly fashioned repeats make it possible to detect. The basis for this experiment
is laid by Laue and W. L. Bragg, named as Bragg’s law, accordingly X-ray
diffraction is considered similar to the reflection of atoms in a plane of crystals.
Constructive coherent interference should occur for a diffraction pattern to be
obtained which appears only when the given equation is satisfied,

nλ ¼ 2d sin θ

where λ is the wavelength of X-ray, d is the inter plane distance, and θ is the angle
between the incident ray and planes.

The scattered X-rays are recorded by CCD (charged coupled device) detectors
and the diffraction intensity data were collected, which may be influenced by several
factors such as quality of the crystal, crystal symmetry, X-ray intensity, and detectors
efficiency. This collected data is processed using modern software for crystal system
identification, indexing, measurement of intensities and scaling factor to get electron
density maps. The main bottleneck of crystallography is phase information, that is
not obtained, thus this has to be fetched using various methods like molecular
replacement where experimentally solved homologous protein structure’s phase
information is used, isomorphous replacement data is collected in native form and
with heavy atom soaked form, when this signal is weak then multiple heavy atoms
can be soaked which would eventually result in multiple heavy atom signal and
thereby phase information can be fetched. With the obtained amplitude and phase
information, electron density maps are constructed using a fast Fourier transform
method. This will give the three-dimensional contours from which the structure will
be build and further the quality of the structure can be found by the R-factor. Once
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the model of the structure is predicted, further refinement by computer programs like
Refmac will be performed to get better quality structures (Su et al. 2015).

Though X-ray crystallography fetches the highest atomic resolution of protein
structures, there are certain limitations in it such as the protein needs to be soluble,
crystallizable, and is required in large quantity. But bigger proteins are difficult to
express and crystallize, and therefore the target proteins that are comparatively larger
than 250 kDa are hard to be solved by this method. Though X-ray crystallography
fetches the highest atomic resolution of protein structures, there are certain
limitations in it such as the protein needs to be soluble, crystallizable, and is required
in large quantity. But bigger proteins are difficult to express and crystallize, and
therefore the target proteins that are comparatively larger than 250 kDa are hard to be
solved by this method.

2.3.2 Nuclear Magnetic Resonance (NMR) Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is a technique used to measure the
absorbance of radio frequency (RF) radiation by certain nuclei like H1, C13, N15

when exposed under high magnetic fields. This works by the principle that certain
molecules are magnetic and their nucleus spin in the presence of magnetic field.
When external magnetic fields are applied, protons exhibit certain spinning states (α
or β forms), and the difference between these states is related to the strength of the
applied magnetic field. The spin state can be shifted from α form to excited β form by
applying the appropriate pulse frequency of electromagnetic radiation specific to
atoms which is termed as resonance. This resonance spectrum can be obtained by
varying electromagnetic radiation or magnetic field by keeping either one as con-
stant. To determine the structure of a protein using NMR, it should first be labeled
with C13 and N15 atoms that will enable it to study the structure which can be
achieved by recombinant expression of protein in C13-labeled glucose and N15-
labeled ammonium chloride as sole carbon source and nitrogen source, respectively,
which results in radiolabeled protein (Sugiki et al. 2017).

The structure determination by NMR is performed by two data sets, first is the
measurement of nuclear magnetic resonance by isotopic labeled molecule such as
C13, N15, and proton that has specific resonance when exposed in electromagnetic
radiation. Resonance differ based on the nuclei, frequency, and the electromagnetic
environments in three-dimensional structure of the protein which will be assigned to
a specific amino acid that will be found using various experiments. The second data
set has information about internuclear distances and the position of the atom that can
be found by the NOE (Nuclear Overhauser effect), i.e., magnetization effect is
shifted from one nuclei to other which is less than 5 Å apart. This provides the
position of an atom relative to one another in three-dimensional space which can be
used to reconstruct the structure of the protein. Several factors such as inadequate
data set, approximate distance information and necessity of proteins in solution state
affect the determination of protein structure by NMR (Wider 2005).
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The proteins that cannot be crystallized but are soluble and are relatively small in
size (2–40 kDa) can be solved using NMR, and ensembles of protein structure are
determined in solution and therefore the dynamical behavior of the protein can be
studied. The resolution of protein structure solved in NMR is relatively low com-
pared to X-ray crystallography where essential information like active site
interactions are difficult to obtain.

2.3.3 Cryo-electron Microscopy

Cryo-electron microscope is similar to the light microscope in principle but the
difference is instead of light as radiation source with a higher wavelength of
4000–7000 Å, electron that has a wavelength of 0.02 Å (300 kV) is used which
enables interaction with molecules in a greater extent compared to light. It is a
widely used technique in visualizing cell architecture and complex structures such as
protein assemblies at a molecular resolution which cannot be achieved in any other
method, and protein as large as several mega Daltons structure can be solved. With
the latest advancements in computational and imaging techniques, higher resolution
(1.8 Å resolution) of the AAV2 capsid variant (3.9 MDa) has been recently solved
(Tan et al. 2018).

First, the macromolecular sample in solution state is applied onto a carbon-based
film with EM grid spread across to have even molecule distribution by special
treatment of grid through ion bombardment, creating a hydrophilic surface to hold
protein and are frozen using liquid nitrogen or liquid helium to form amorphous ice
for the protection of samples from radiation damage. This vitrified water (ice) is used
as a substratum to hold the molecules intact and sandwiched. The frozen grids are
transferred to cryo-transfer holders where imaging is done with a low electron dose
to reduce radiation damage. Then, several thousand images were recorded by tilting
the specimen that reduces the need for rotation, with the molecules in different
orientations using an advanced detector. The images are collected in defocused
condition to typically increase the phase contrast that will reduce the noise-to-signal
ratio.

The obtained cryo-EM micrographs are computationally reconstructed to get a
three-dimensional model upon performing the Fourier transform of projection. Once
the data reconstruction is done beyond 4 Å resolution, certain tweaking like the de
novo model by various refinement programs will result in higher resolution data
(Lyumkis 2019).

2.3.4 Prediction of Structure Using Computational Methods

Proteins structures that could not be found using the various experimental techniques
discussed earlier either due to time constraints or because of experimental challenges
can be predicted by different computational approaches. These structures can be
compared at par with experimentally solved structures but with a certain degree of
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variability. Ab initio prediction methods can be used to predict the structure directly
from sequence without any reference to the structural template using quantum
mechanics. Small proteins with a sequence length of about 100–150 residues and
with no availability of structural template, this method would be used. But the
accuracy is one of the major problems in this method; moreover, there are certain
assumptions like neglecting the side chains and considering peptide bonds as a plane
(Venkatesan et al. 2013).

2.3.5 Homology Modelling

Homology modeling is a method of protein structure prediction which is based on
the principle that protein sequences are evolutionarily related, similar protein
sequences have more conserved structures. Many protein structures deposited in
PDB share similar folds, in turn, lots of protein structures can be solved using this
method. The only criterion is the protein should share at least 40% sequence identity
with the template when it is aligned pairwise. First, the homologous protein template
is identified from PDB based on the sequence match. Then the pairwise alignment is
carried out between the query and template protein, using which an initial model is
built with insertion, deletion, residue substitution from template followed by optimi-
zation of model. This is a widely used methodology to predict the protein structure,
provided the experimentally solved homologous template structure should be avail-
able (Nikolaev et al. 2018).

2.3.6 Threading Methods

Threading is similar to that of homology modeling, but the difference is it does not
require having a homologous sequence. Here the protein sequence is aligned to the
backbone structure with an evaluation parameter such as a quasi-energy function to
assess the sequence–structure compatibility. The concept behind it is that the number
of unique folds is lesser than the number of proteins in nature. Protein domains that
are a smaller subunit of a protein have folds independent of the protein. The
parameters in this method not only consider the amino acids but also their position
with the other properties like secondary structure, solvent accessibility, and adjacent
amino acids spatially (Shehu et al. 2016).

2.4 Role of Molecular Interactions in Structural Stability

The complete valence shell of atoms and molecules are tightly packed to one another
to form the defined structure. Each atom of a molecule is associated with a specific
charge (positive or negative) to attract or repel the atoms defined as electrostatic
interactions. These molecular interactions are an important parameter in the diverse
field of life science. For example, it helps to understand protein folding, drug
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designing, and material science, nanoscience, etc. Intermolecular interaction or
non-covalent interaction that forms interactions between two or more molecules or
atoms is called intra-molecular interactions (Reece et al. 2011). Non-covalent
interactions are differing from covalent interaction, which does not share electrons
rather it forms force between the atoms. Usually, bonds between the atoms hold the
molecule in particular conformation in their environment which is important to
restrain the stable structure. The atoms like nitrogen, oxygen, iodine, and hydrogen
are present in the two-atom molecule at room temperature. Under high pressure and
temperature, Nitrogen atoms lose their interaction thereby deform the native struc-
ture called a chemical reaction.

The amount of energy consumed to break the bonds between the atoms is defined
as bond enthalpies. For instance, breaking the bonds of water molecule requires
493 kJ/mol energy; likewise, all the atoms do break the bond to some extent. Bonds
in the biological molecular are the same in DNA, RNA, and protein unfolding and
are not involved in breaking the bonds to deform the structure. The enthalpy energies
of the molecule can be varied according to the environmental condition. Mostly, the
molecular interactions in structure give stability to attain the biological function of
the complexes. The protein forms particular fold-like structure and stabilized when it
forms globular fold. DNA molecules always have a double standard helix for
biological function. It maintains the structure due to the molecular interaction
between the helices. As such, protein binds with a DNA groove for complex
formation which is the cause of molecular interaction (electrostatic interaction)
between the two complexes. In the biological assembly of protein–DNA complex,
proteins recognize and bind to the DNA groove. In contrast, when the complexes
unfold or disassemble the structure, the surface of the protein is surrounded by the
water molecule; therefore, the molecular interactions occur with the surrounded
water surface. Hence the nature of the protein or DNA may differ from the native
fold of the complexes.

The term molecular interaction was first coined by Johannes Diderik van der
Waals. The van der Waals interaction defines the attractive or repulsive force of the
atom (Roth et al. 1996). Molecular interactions are electrostatic in nature which is
charged surface of the molecule. The structural stability of protein, DNA, or RNA is
relying upon the molecular interaction. In the drug discovery process, physicochem-
ical properties and geometry of the ligand molecule are important for binding to the
specific binding site for inhibitory activity. The covalent single bond of the com-
pound comprises of 80–100 Kcal/mol energy and few non-covalent interactions
(Andrews et al. 1984). Usually, energies of salt Bridge, H-Bond, hydrophobic and
aromatic interactions consist of ~2, ~1, ~0.7, and ~ 1–3 kcal/mol, respectively. Also,
we can measure 25-fold increased affinity for single ionic interactions when
dG ¼ �2.303 RT log K; likewise, a hydrogen bond produces six-fold increased
energy and 3.5-fold increased energy for the methyl group (�CH3). Even a steric
clash between atoms induces a remarkable impact on the binding affinity, which was
simply explained by the Lennard-Jones potential. The term molecular interaction
comprises of several types which are (1) electrostatic interactions, (2) salt bridges,
(3) hydrogen bonds, (4) short-range repulsion, (5) ion pairs in proteins, (6) dipolar
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Interactions, (7) dipole–dipole interactions, (8) dipole-induced dipole interactions,
(9) charge–dipole interactions, (10) fluctuating dipolar interactions, (11) cation-Π
interactions, and (12) the Lennard-Jones potential and van der Waals radii.

2.4.1 Electrostatic Interactions for Biological Functions

In protein, the ionizable side chains of amino acids such as Asp, Glu, His, Lys, and
Arg residues are important to define the protein property. Charges of these amino
acids can modulate by changing the pH, thereby it affects the protein folding nature.
Also, phosphorylation and de-phosphorylation alter the charges of Ser, Thr, and Tyr
residues which involves in the protein–protein interactions for signaling mechanism.
Posttranslation includes charge modification, acetylation of lysine, enhancing the
strength of the protein–DNA association for the complex formation. In transcrip-
tional regulation, the protein and DNA molecules have their charged surface binding
strongly due to the electrostatic interactions. Charges of the proteins are vital for the
binding of ligand and metal ions in the specific site of protein through the trans-
membrane channel. In addition to that, the polar residues consisting of partial
charges on the structure are involved in partial electrostatic interaction between the
charged residues for protein folding, binding recognition, and condensation.
Charged residues are significantly differing from the non-polar residues as the
hydrophobic interaction of the residues provides the driven force to enhance the
structural stability of the protein. The charged residues consist of either a positive or
negative charged surface that binds with the oppositely charged residues. Charged
residues interact with polar residues and make specific hydrogen bond interactions.
Most significantly, charge–charge interaction forms stable interaction even at a
distance of 5–10 Å which facilitates binding of the small molecules in the protein
for complex formation (Zhou and Pang 2018).

2.4.2 Salt Bridges in Protein Structure

Salt bridge is a type of non-covalent interactions, typically forms interaction between
two ionized sites of the amino acids in the protein. In general, the side chain of
opposite charge of amino acids (Glu� or Asp� vs. Arg+ or Lys+) forms salt bridges.
Also, amino acid side chains in protein can form salt bridges with ionized ligand,
such as K+ and SO4

2+. It also contributes to the structural stability of the native
protein. Mostly, the salt bridges are believed to exist in the center of charged atoms
with a distance of 4 Å. The proteins of thermophiles have additional salt bridge than
the protein of mesophiles organism. It gives the structural stability to protein and
resistance to live in the thermal environments. Salt bridges consist of two main
components, namely hydrogen bonds and ionic interactions. Hydrogen bonds are
very crucial for the ligand binding, protein–protein interaction, and enzymatic
activity. Ion pairing interactions are one of the most crucial interactions and involved
in the structural stability of the proteins. Also, the proton donor and acceptor of
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atoms form hydrogen bond interaction with an average distance of 3 Å which shows
that the distance in hydrogen bond could differ from the ion-pair interactions.
Mostly, non-covalent interactions are weak interaction, but it contributes less to
structural stability in protein conformation (Gromiha 2010).

2.4.3 Hydrogen Bonds

Hydrogen bonds form the interactions with and within the two atoms of molecules. It
contributes to the configuration of protein structure folding and stability. Yet the
researchers are unsure about the nature and importance of hydrogen bonds in the
protein structure completely. In hydrogen bond formation, the hydrogen atom form
interaction with electronegative atoms such as O2, Cl2, and F. The interaction is very
strong compared with van der Waals interaction but weaker than covalent bond
interaction. In general, hydrogen bonds found in the DNA base pair of two strands
give structural geometry and stability. In protein, each hydrogen bond in the
structure gives 5 kcal mol�1 of stability in a unique configuration.

2.4.4 Short-Range Repulsion

The forces of attraction and repulsion of two molecules are defined as intermolecular
interaction in which short-range force occurs between the center of two molecules
with a distance of 3 Å. Mostly, short-range forces likely to be repulsive since the two
or more atoms present near to the orbitals on the surface of the atom are of very short
range. It is very important for protein structure stability because it prevents the
residual collapse in maintaining the structural folds (Feke et al. 1984).

2.4.5 Ion Pairs in Proteins

Ion pairs generally consist of positive and negatively charged particles. Adequate
energy given to neutral atoms produce charged particles of ion pairs that results in
occurrence of dissociation in the oppositely charged molecule. Ion pairs are vital
interaction between the oppositely charged amino acids for the stabilization of
protein structure. They are simply classified as a class of salt bridges that forms
the single conformer hydrogen bonded ion pair in the crystal structure. In solution,
ion pair is important for stabilizing α-helix in the domain which consists of charged
residues (Arg, Glu, and Lys) in the turn of the helix to form interaction (Batchelor
et al. 2019).
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2.4.6 Dipole–Dipole Interactions

Dipole forms interactions with the unequal pair of electrons between atoms or
molecules. Dipole–dipole interactions form when two dipolar molecules interact
with one another. The partially charged negative region of polar molecule attracts the
partially charged positive portion of another polar molecule. In protein structure,
dipole–dipole interactions are playing a major role in stabilizing the helical structure.
This interaction generally dictates to adapt a distinct conformational change in the
protein structure for binding with other proteins or peptides. Also, dipole–dipole
interactions are important for protein–protein complex formation.

2.4.7 Pi–Pi (P–P Stacking) Interactions

Pi–pi stacking interactions are the type of non-covalent interaction formed between
the aromatic ring of molecules or amino acids. The residues tryptophan, tyrosine,
and phenylalanine consist of an aromatic ring which may form pi–pi stacking
interaction with other aromatic containing molecules or compounds. Pi–pi staking
interactions are important in the structural stability and molecular recognition of
protein–protein and protein–ligand for biological mechanism. The aromatic ring
consisting of ligand molecule will approach the active site residues of protein via
pi–pi stacking interaction which later binds with the pocket with high affinity.

2.5 Importance of Physical Properties and Its Influence
on Structural Stability

Proteins are complex macromolecules found in all living systems and serve a crucial
role in the biological process. For example, they catalyze thousands of chemical
reactions as a catalyst, they are messengers to transport ions, electrons, and small
molecules, and they also regulate gene expression besides protecting cells from
foreign particles in the form of the antibody. Indeed, proteins play a dynamic role in
all living systems. They are polymers of amino acids constructed from 20 different
amino acids and linked by amide groups known as a peptide bond. Each amino acid
consists of alpha carbon bonded to four structural groups such as hydrogen atom,
carboxyl group, amino group, and a variable R group (Fig. 2.2). The R group
comprises different chemical properties and it varied from one amino acid to another.

In general, aminoacids are regulating protein metabolism. Similarly, the structure
and function of the protein are determined by a linear sequence of amino acids.
Protein has four hierarchical structural organizations: primary, secondary, tertiary,
and quaternary structures. In primary structure, amino acids are linked with a peptide
bond, while in alpha-helix and beta-sheet forms of secondary structure, the repeating
pattern of a hydrogen bond is formed between the backbone atoms. The tertiary
structure of the protein is a three-dimensional structure enabled by non-covalent
interactions such as hydrophobic bonds, electrostatic bonds, and van der Waals
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forces. Quaternary structure designates interaction between one or more
polypeptides to regulate the protein function using the same forces. Every protein
possesses its unique properties to carry out its function. To understand the diversity
of protein function, it is necessary to look for the physicochemical properties of the
protein.

2.5.1 Physical Properties of Proteins

Every protein has specific physical properties to maintain their structure and func-
tion. Moreover, molecular forces and interactions in the protein structure determine
the stability of the protein. Similarly, covalent bond, electrostatic interaction, hydro-
gen bond, disulfide bond, and van der Waals interaction in the protein structure
regulate their proper folding and functional mechanisms. Changes occur in the
properties due to environmental stress like temperature, pH, and osmotic pressure
which affects the molecular interaction, structural stability, and function of the
protein. In consequence, physical properties are an important tool for maintaining
the structural stability and function of the protein. Following factors are important in
predicting the physical properties of proteins:

2.5.2 Shape and Size

Generally, proteins are of two distinct shapes: spherical globular protein and strand-
like fibrous protein. Globular proteins are soluble; hydrophobic groups are packed in
the interior away from the water, and only hydrophilic groups are exposed to the
outside which is the reason for its soluble nature. They are folded into a ball-like
structure (e.g., hemoglobin). Fibrous proteins are thread-like structures, present in
the form of wires. They are insoluble and the peptide chains are bound together by
strong disulfide bond making the protein more stable (e.g., collagen and keratin).
Globular proteins have multiple functions, and they catalyze the metabolic reaction

Fig. 2.2 Amino acid
structure
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and cellular messengers to transport oxygen around the body. Fibrous proteins are
involved in the structural function. The globular nature of the protein is determined
by ultracentrifugation and dynamic light scattering techniques.

2.5.3 Molecular Weight

The molecular weight of the proteins is varied from smaller 5000 Da to as large as
several million daltons. The molecular weight of protein depends on the number of
amino acids present (average weight of one amino acid is 110 da). Hence, the amino
acid composition is one of the parameters used to calculate the molecular weight of
proteins.

2.5.4 Denaturation

Denaturation of protein includes the destruction of secondary and tertiary structures
of protein without affecting the primary structure. During the denaturation process,
some physical, biological, and chemical alterations occur in protein structure and
disrupting their functional activity. Moreover, a variety of physical conditions and
chemical reagents can cause denaturation by affecting the bonding interaction of
secondary, tertiary, and quaternary structures. The main observation of the denatur-
ation process is precipitation and coagulation.

2.5.4.1 Effect of Physical Condition
A physical condition such as heat, UV radiation, and repeated freezing causes
denaturation in protein structure by disrupting the hydrogen bond between the
amide groups in secondary structure and hydrophobic interaction, salt bridges,
disulfide bonds in tertiary structure (Matsuura et al. 2015). Usually, heat increases
kinetic energy which modulates the reaction and causes molecules to vibrate so
rapidly that the bonds are disrupted.

2.5.4.2 Effect of Chemicals
Chemical reagents include organic solvents (ethyl alcohol) and acid (tannic acid),
and heavy metals (mercury, lead, and silver) cause denaturation which affects
hydrogen bonds, salt bridges, ionic bands, and sulfide linkages in the protein
structure. In some cases, denatured proteins are renatured under suitable conditions
and enough time, and it may again exhibit the biological activity.

2.5.5 Amphoteric Nature

Protein also exhibits amphoteric nature similar to that of aminoacids. They react both
with alkali and acid in solution. Every protein has a specific pH, and at this pH
protein has no charge and cannot move toward either a positive or negative electrode
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called isoelectric pH or isoelectric point (pI). The charge of the protein is influenced
by pH and the increase or decrease in pH above isoelectric point leads to negative or
positive charges in proteins that move towards anode or cathode respectively.

2.5.6 Solubility

Protein solubility is an important physical property and provides excellent informa-
tion about their function. The solubility of the protein primarily depends on amino
acid composition, molecular weight, and polarity (polar and non-polar) of the amino
acid surface. Based on these properties, protein solubility is differing from one to
another. The solubility of the protein is influenced by various extrinsic factors
including pH, ionic strength, and temperature (Trevino et al. 2008).

2.5.7 Effect of pH

pH is an important factor in determining the soluble nature of the protein. Solubility
highly depends on the electrostatic repulsion and hydrophobic interactions between
the molecules. At the isoelectric pH, the solubility of protein is very low. Protein
solubility is enhanced by increasing or decreasing the pH of the solution.

2.5.8 Ionic Strength and Temperature

The solubility of the protein also depends on salt concentration. In lower salt
concentration, protein solubility increases (salting in) and after reaching a maximum
of solubility, it decreases (salting out). Increasing the salt concentration higher than
1Mmay cause decreased solubility. Temperature also influences the solubility of the
protein. Every protein has a specific temperature, sometimes increasing the temper-
ature causes insoluble precipitate form.

2.5.9 Computational Tools Used to Analyze the Physical Properties
of Protein

Various computational tools used to analyze the physical properties of protein are as
follows:

UniProt http://www.uniprot.org/
PsychoProt http://psychoprot.epfl.ch/
Variability from alignment http://psychoprot.epfl.ch/aln2data.html
ProtParam http://web.expasy.org/protparam/
ProtScale http://web.expasy.org/protscale/
MultiProtScale http://lucianoabriata.altervista.org
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2.6 Conformational Analysis to Understand the Structural
Folding

Proteins are macromolecules, made up of a sequence of amino acids that play a
fundamental role in the spatial arrangement of protein structures. Each amino acid in
the protein is covalently attached by the peptide bonds to form a polypeptide chain
mediated by hydrolysis. The linear form of the amino acid sequence is termed as the
primary structure. The amino acid of proteins consists of different properties, and it
highly depends on their side chains. Most of the amino acid groups are hydrophobic
in nature, and some possess positively and negatively charged side chains. The side
chains of charged amino acids are capable of forming ionic interactions and the polar
amino acids form hydrogen bonds within the proteins. Also, the hydrophobic nature
of side chains interacts with other residues through van der Waals interactions.
Significantly, Cysteine residues form covalent interactions to maintain the structural
conformation and provide stability to the protein structure. These chemical features
of the amino acids interact with other amino acids to form a particular conformation
that plays a major role in the biological function of the protein. Precisely, the
dihedral angle of the amino acids and the molecular interactions of the proteins
propose the significant folds of the protein. The primary structure of protein typically
comprises amino acid sequences that drive the protein folding and bond formation
for three-dimensional structures of the protein. The secondary structures of proteins
are alpha-helix and beta-sheets that form hydrogen bonds with carboxyl and amino
groups of the amino acids to form stable folds. These ensembles form particular folds
called tertiary structure. Finally, the quaternary structures are formed by multiple
subunits of tertiary or secondary folded structures. These properties enable the
protein to form particular folds which are energetically minimized structures and
are functionally active. To attain a particular structure, protein must undergo several
conformational changes to reach the final form. Therefore, non-covalent interactions
of amino acids and chemical force of the proteins in the defined environment give
defined shape and structural stability to proteins. While protein folding not only
relies upon the amino acid strung together, it also depends on the interaction of
macromolecules present in the cytoplasm to the partially folded protein, thereby the
inappropriate association of protein can attain proper folding to form protein aggre-
gation. This protein called molecular chaperones is essential in the cells to prevent
the inappropriate association of protein.

2.6.1 Conformational Analysis of Protein Folding

Each molecule in the living system consists of specific kinetic and thermodynamic
properties which depend on the conformation, energies, arrangements, and chemical
features of the molecules. Moreover, proteins must attain their unique structural
folds via unpredictable ways and conformations (Nachiappan et al. 2019). If the
protein folding process is successful, the health of biological systems will be
maintained and the absence of this will induce disease. Although, the protein folding
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process and the way it attains the folding is quite puzzling and cannot be fully
understood by biophysical and biological methods. In the early stages, researchers
assumed that protein folds are mediated by the intermediates of distinct pathways
(Englander and Mayne 2014). Researchers predicted that the protein folds are
formed without any external effects on the protein and it randomly selects their
native structure by a number of structural options (Anfinsen et al. 1961). Fundamen-
tal differences in protein folding have been evident by protein biophysics methods
(Plotkin and Onuchic 2002) by experimentally solving the structures in the unfolded
structure to the native structure. But it is quite difficult to analyze the unfolded form
of protein to native structure properties. Usually, crystallography and NMR methods
cannot define the partial structure rapidly and therefore researchers are forced to
select spectroscopic methods such as fluorescence, circular dichroism, and infrared
spectroscopy. These methods can explain the kinetic folding of the proteins, but it
does not show any structural information. Therefore, researchers found an alterna-
tive method to avoid the misconception of protein folding. The theory-based com-
puter simulation is one such powerful method that tracks the protein-folding process
by applying biophysical parameters and extensive force field consisting of chemical
parameters (Withers 2013). The existing experimental studies have been very
difficult to understand the conformational transition of protein. To understand the
protein folding and aggregation, it is important to analyze the atomic jiggling and
wiggling of the molecules, thereby protein motion, conformation, and allosteric
regulatory mechanisms that can be explained using molecular dynamics simulation
studies. The intermediates and their pathways involved in protein folding can be
explained in three ways: (i) during the kinetic folding, the protein intermediates
structures attain the significant occupancy, (ii) the excited state of protein conforma-
tion at their equilibrium Boltzmann level high in the free energy landscape above
then native protein, and (iii) modification of molten globular protein becomes a
higher energy state to lower energy state by destabilizing the native protein. In
computation, graph theory analysis provides a significant conformation analysis of
protein structure (Hubner et al. 2006). Each residue in protein structure is considered
as a node and connecting two nodes with a particular distance (r) is constructed using
graph theory. This method explains the significant residual contribution for protein
conformation and energy to confer the structural changes that can be analyzed
(Englander and Mayne 2014; Anfinsen et al. 1961).

2.7 Conclusions

An essential step for understanding the properties of cells in an organism is to map or
predict the structure, stability, functions, and interactions of its proteins completely
and accurately by both experimental methods and computational techniques.
Proteins can be purified by differences in solubility by salting out process. Proteins
can also be purified by ultracentrifugation methods based on differences in size.
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Proteins are purified by chromatographic techniques based on size (gel filtration
chromatography), charge (ion-exchange chromatography), polarity (hydrophobic
interactions), and binding property (affinity chromatography). In all chro-
matographic methods, the efficiency of protein purification depends on the pH and
salt concentration. Electrophoretic methods also purify proteins based on size
(SDS-PAGE) and charge (PAGE) that can be used to resolve many proteins.
Hydrodynamics (analytical ultracentrifugation, viscometry), thermodynamics (light
scattering, microcalorimetry, and surface plasma resonance), and spectroscopic
methods (fluorescence, circular dichroism (CD) electron paramagnetism) are the
biophysical methods used to explore the molecular interactions between proteins and
solutes. Oxidation, deamidation, phosphorylation, acetylation, and glycosylation are
widely used biochemical techniques to modify the stability and conformations of the
protein. The 3D structure or tertiary/quaternary structure of proteins can be deter-
mined by in-vitro methods such as X-ray crystallography, NMR, Cryo-EM, and
neutron diffraction or can be predicted by in-silico methods like homology
modeling, ab-initio, and threading methods. Structural stability of protein, DNA,
or RNA rely on the molecular interactions, namely electrostatic interactions, salt
bridges, hydrogen bonds, and short-range repulsion, ion pairs in proteins, dipolar
interactions, dipole–dipole interactions, dipole-induced dipole interactions, charge–
dipole interactions, fluctuating dipolar interactions, cation-Π interactions, and van
der Waals radii. Study of physicochemical properties of proteins, especially shapes,
size, molecular weight, denaturation, solubility, amphoteric nature, the effect of pH,
ionic strength, and temperature, is essential to understand the diversity of protein
function. Several computational tools including UniProt, PsychoProt, Variability
from alignment, ProtParam, ProtScale, and MultiProtScale are used to analyze the
physical properties of the protein. The intermediates of protein folding and their
pathways can be explained during the kinetic folding or the excited state of protein
conformation at their equilibrium or during modification of a molten globular
protein. Graph theory is used in computational methods to analyze the conformation
of protein structure. Unveiling the structure and stability of proteins within the cell
by the specified methods can enhance the understanding of disease at the molecular
level and augment the development of potent therapeutic or drug molecules.
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Wet-Lab Approaches to Determine
Three-Dimensional Structures of Proteins 3
Rajan Kumar Pandey, Rupal Ojha, and Vijay Kumar Prajapati

Abstract

Protein is the functional unit of cells composed of amino acid residues joined
together by peptide bond. A total of four forms of proteins are present, starting
with the simple primary structure to the complex tertiary and quaternary forms.
Tertiary structure is the functional form of protein composed of a single polypep-
tide chain, while quaternary structure consists of two polypeptide chains. To
study the functional aspects of protein, it is necessary to determine its tertiary
structure. With the advances of science, various approaches have been reported to
produce the tertiary structure either in crystal form or in native stage of proteins.
This chapter covers the three scientific techniques, namely nuclear magnetic
resonance, X-ray crystallography, and cryo-electron microscopy. These charac-
terization techniques help understand the structure and function of proteins.

Keywords

Protein structure · Nuclear magnetic resonance spectroscopy · X-ray
crystallography · Cryo-electron microscopy

3.1 Introduction

Proteins are the complex biological macromolecules consist of a repetitive subunit of
amino acids joined together by peptide bond. They have proven to be diverse in
terms of functionality, i.e., they are the crucial component of cell membrane
providing structural support, helps in the transport of substances, and acts as
enzymes (Alberts et al. 2002). Amino acids join together with peptide bonds to
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form a polypeptide chain and one or more polypeptide chains twisting up to form a
functional protein. The functional aspect of protein entirely depends on its shape and
confirmation. The shape and conformation of a protein depend upon the four levels
of protein structures ranging from simple primary structure to the more complex
quaternary structure. A simple linear chain of amino acid residues constitutes the
primary structure of the protein. These residues joined with each other via a peptide
bond, resulting in a polypeptide chain. The next level of protein structure is a
secondary structure formed by the interaction between atoms of the backbone of
the polypeptide chain that leads to the local folding. The protein secondary structure
has two common forms, namely alpha (α) helix and beta (β) sheet, formed by the
local folding of the polypeptide chain. These two structural forms have a crucial role
in maintaining the shape and conformation of protein molecules by forming hydro-
gen binding (Alberts et al. 2002). The functional form of protein is a tertiary structure
having a three-dimensional structure with more complex protein folding. It forms
due to the interaction between R-groups of amino acid residues forming a protein.
However, the types of interactions are of non-covalent type, mainly ionic bond,
hydrogen bond, London-dispersion forces, and dipole–dipole interaction. The pres-
ence of nonpolar and hydrophobic amino leads to their clustering inside of the
protein while hydrophilic amino acids occupy an outside position to interact with
a water molecule (Godbey 2014). Other interactions include a disulfide bond, a type
of covalent bond, formed between sulfur-containing cysteine residues. The proteins
are having only one polypeptide chain from the three-level of structure, i.e., primary,
secondary, and tertiary. However, proteins having multiple polypeptide chains lead
to the formation a quaternary structure. In this case, each polypeptide is known as a
subunit (Godbey 2014). The native folded state of the protein has only relatively
limited stability over the unfolded state(s) under physiological conditions (Tripathi
2013).

3.2 Approaches to Determine Protein 3D Structure

As above, we discussed the 3D structure of the protein in a defined form, but the
actual question is how the 3D structure of a specific protein looks like? Because once
we have a protein 3D structure, we can quickly determine the protein functionality,
shape, and specificity of the active site. Several approaches are available to deter-
mine the protein structure, and each of them has its advantages and disadvantages.
Nuclear magnetic resonance (NMR) spectroscopy, X-ray crystallography, and cryo-
electron microscopy (cryo-EM) are the widely used methods to elucidate the struc-
tural conformation of the protein (Venien-Bryan et al. 2017) (Fig. 3.1). Each method
needs several pieces of information and came out with different experimental data
output. X-ray crystallography gives an X-ray diffraction pattern; NMR gives infor-
mation regarding local conformation of the protein and also uncovers the distance
between closely situated atoms. While cryo-EM gives the image elaboration, the
overall shape of the molecule. The details of all these methods elucidating protein
structure are mentioned as follows.
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3.2.1 Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is an important technology capa-
ble of determining the macromolecular structure of the protein molecule in the
solution phase and of studying the enzyme kinetics reaction and protein properties
at the atomic level. This unique methodology is used to determine the three-
dimensional molecular structure of the protein by observing the isotopic signals
with a magnetic moment. The isotopes primarily used for the same are 1H, 13C, 15N,
19F, 32P, and 113Cd (Kainosho et al. 2006). Cadmium isotopes are rarely used to
substitute the protein-bound metal, mainly calcium and zinc. NMR needs a very less
quantity of dissolved biological samples (0.2–0.5 mL) with a concentration of
0.2 mM or more. These samples are paced in a glass tube centered in a high magnetic
field. Once these samples got irradiated with radiofrequency pulses (also called pulse

Fig. 3.1 Scientific approaches to determine the protein structure and the available online
repositories to access the same
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sequence), resulting in the generation of the response signal, which reflects the
relatedness between different nuclei. These signals can be interpreted to uncover
the data about the 3D structure and dynamics state of proteins. Whether the protein is
having a sharp and well-characterized 3D structure or having a flexible polypeptide
chain, every morphological form exhibits a unique NMR signal. This technique uses
a series of protocols to determine the folded protein structure, but its success depends
upon the enrichment of protein with stable isotopes. If not improved optimally, then
1H is the only hope to determine the same as this NMR-active constant isotope has a
rich profusion in polypeptides. This restricts the utilization of NMR for protein
structure determination with a molecular weight of less than 15 kDa. However, the
utilization of 13C, 15N, and 2H (rarely) for protein labeling using a bacterial expres-
sion system facilitates the structural analysis of protein with a molecular weight
ranging 40 kDa or more.

3.2.1.1 Sample Preparation for NMR-Based Structure Determination
Before proceeding NMR-based structure determination, it is essential to prepare the
protein sample up to the mark where it can be used for the structure determination.
However, it is a time-consuming step. An ideal NMR sample should have a buffer
(pH < 8) volume of 0.2–0.5 mL consisting of 0.2–1.0 mM of protein sample. The
buffer utilized for the NMR must be steady at room temperature for a more drawn
out length. Depending upon the amino acid composition, prepared protein may be
insoluble or unstable, but most often, its dissolvability and steadiness can be
improved by veering off the salt concentration and change in pH, temperature, and
buffer.

Be that as it may, regularly, and dependability can be improved by salt focus and
change in pH, temperature, and cradle. This issue can likewise be settled by
including a small amount of detergent. Sometimes, soluble enrichment tag (SET)
can be used to substitute the surface exposed, hydrophobic, non-essential amino acid
residues with the hydrophilic one. This leads to giving the overall solubility of the
protein and inhibits the irreversible precipitation (Wüthrich 1986). NMR needs
isotopically enrich protein, which can be developed by labeling the protein by
using different expression systems, mainly mammalian cell lines, yeast, slime
mold, and insect cells. It is the expression vector which decides the amount of
protein to be produced and its solubility behavior. The purification of soluble protein
is facilitated by adding various tags like six-histidine tag, glutathione S transferase
(GST-tag), or protein GB1 (GB1) to the expressed protein. These tags must be
removed from the expressed protein by enzymatic approaches to get the actual
protein before going through the NMR study. The final prepared sample should
not consist of more than 5% solute, and it must be devoid of endogenous proteases.

3.2.1.2 Sequence-Specific Labeling of Unlabeled Protein
The process of 1H resonance assignments depends upon the protein size. If the
protein size is small, specifically short peptides and small protein, there is no need for
isotope labeling for getting the same. In this case, two-dimensional experimental
approaches are used. Firstly, each amino acid residue is assigned with the spin
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system using the bond 1H–1H correlation with COrrelationSpectroscopY (COSY)-
type experiment (Cavanagh et al. 1995). Every one of these experiments may
connect over scalar coupling spins isolated by close to three chemical bonds. Further
advances deal with the finding of successive through-space networks between the
amide protons of peptide spine and protons of preceding amino acid residues. This
step comprises a weak interaction, namely dipole–dipole bonding, which gives a
cross-peaks in two-dimensional nuclear overhauster effect spectroscopy (NOESY).
In conclusion, the successively associated amino spin system is coordinated to the
protein sequence. This point is essential and chooses the destiny of the experimenta-
tion; here, the spin-system topologies are checked for uniformity.

3.2.1.3 Assigning Progressive Backbone Resonance After Protein
Labeling

The protein backbone marking is an essential step toward its structure determination.
The most commonly used labeling method is 13C and 15N-based protein labeling,
which is helpful to determine protein structure. To achieve an efficient 1H, 13C, and
15N resonance assignment for the protein backbone and side chain, a set of triple
resonance (1H/13C/15N) experiment can be used (Van de Ven 1995). This arrange-
ment of triple resonance examinations comprises of three experimental pairs, namely
HNCACB and HN(CO)CACB, HNCA, and HN(CO)CA, and HNCO and HN(CA)
CO. Each letter means that nuclei associated with a specific pulse sequence. The
experimental result yields are logged in duos where one amino acid residue based on
its N-H group is linked with any one of the signals, namely CA, CO, or the CB
signals of own residues or the preceding one. Furthermore, the intra-residue rela-
tionship is contrasted with the sequential inter-residue correlation, and the
coordinating sets are exposed to the string of spin systems relegated to the protein
amino acid residues. A lot of six triple resonance tests can be kept running for a
complete length of 6–12 days. The time of the experiment varies as per the protein
concentration and molecular weight, but this time can be shortened to 1 day by using
cryogenic probes and nonuniform sampling technique (Hoch and Stern 1996).
Furthermore, the spectra data can be processed and analyzed by using a computer-
based automation program to get the sequential assignment.

3.2.1.4 Side-Chain Assignment for the Labeled Protein
The side chain of labeled proteins can be assigned with the HCCH-TOCSY experi-
ment; leads to fix all 13C and 1H resonance corresponding to the identical amino acid
spin system (Cavanagh et al. 1995). Further C(CO)NH and H(CCO)NH experiments
are used to correlate aliphatic 13C and 1H resonance with backbone NH. This method
is beneficial for correlating all side-chain 13C and 1H resonance with the backbone
amide group in a solitary dataset. Along these lines, the task methodology can be
effectively mechanized.

3.2.1.5 Resolving Initial Fold
The inter-nuclei distance information can be extracted by getting 2D NOESY and
3D heteronuclear NOESY data. Further, CYANA, CNS, and XPLOR can be used to
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determine the initial protein 3D fold with a per residue assigned distance constraint
of 3–4 NOE. The computation technique incorporates distance geometrical calcula-
tion that utilizes NEO constraints and the simulated annealing method (Craik 1996).
At this stage, the separation imperatives identified with the amide of the protein
backbone, aromatic side-chain groups, and methyl groups are utmost weighty for
characterizing the normal optional structural components and the hydrophobic
center of the polypeptide chain. We can use different tools like CANDID and
ARIA, to allocate the NEO peak spontaneously and to calculate the early
protein fold.

3.2.1.6 Protein Structural Refinement and Validation
It is the early protein model that decides the number of NOE peaks to be assigned. If
a higher number of NOE peaks are assigned, it will bring about more separation
limitations during the protein refinement. In this repetitive approach, it is further-
more precarious to dispose of incorrect NOE assignments that lead to cause
misshaped protein structures and anticipate the assembly of structural scheming.
To obtain a good NMR structure, on average, 10–20 constraints per residue is
required (James et al. 2001). Several factors may lead to improve the precision
and convergence of the NMR-based protein structure ensemble. These factors are
backbone carbon dihedral angle constrain, hydrogen bond constraints, side-chain
rotamers libraries, orientation constraints, and stereospecific assignment of methyl or
methylene group.

The final ensemble NMR structure should be routinely checked for its quality,
and this could be done by using computational software, namely ProcheckNMR.
There are specific rules to asses and validate the NMR structural output quality,
mainly (a) the usual RMSD of the backbone atom should be less than 1.0 in
comparison with mean structure, (b) the number of residues should not be more
than 1% in the disallowed region, once validated for the Ramachandran plot (c) there
should not be more than 0.5 of NOE distance violation. The dihedral angular
violation should be less than 5�.

3.2.2 X-Ray Crystallography

X-ray diffraction-based sub-atomic structure analysis has gained its importance in
the early twentieth century. In the late nineteenth century, X-ray was discovered by
Wilhelm Conrad Rӧntgen, and he received the first Nobel Prize for Physics for this
discovery. Later by 1912, X-ray diffraction in the crystal was discovered by
Friedrich, Von Laue, and Knipping. However, Bragg and Brag were the pioneers
to obtain the crystal structure; for that, they received Nobel Prize for physics in
1915s. X-ray crystallography can be aimed to elucidate the three-dimensional
structural feature of the biological macromolecules from a crystal. The
macromolecules may be either protein or nucleic acid but must be purified and
concentrated on making their crystal followed by exposure to the X-ray beam. It is
one of the most broadly utilized and incredible tools to elucidate the
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three-dimensional form of biological macromolecules with the atomic level of
resolution. The data output of the X-ray diffraction pattern can be used to determine
the crystal packaging symmetry and the size of the atoms that form the protein
crystal (Picknett and Brenner 2001). The strengths of diffraction spots can be utilized
to explain the structural elements to map the density of electron. This step followed
by the quality improvement of the map to authorize the making of protein molecular
structure using its primary polypeptide sequence. The resulting structure is then
refined to opt for a thermodynamically favored conformation. The whole steps of
X-ray crystallography, starting from crystallization to model building, are
summarized as follows.

3.2.2.1 Protein Crystallization
The protein crystallography starts with the expression, purification, and concentra-
tion of protein to yield high-quality, homogenous, and soluble protein. The obtained
protein is used for crystallization purposes, but the growing protein crystal must be
of sufficient quality because it is the factor that decides the fate of protein crystallo-
graphic work. The protein crystallization starts with the induction of highly
concentrated protein to come out of a solution under standard condition because
fastening of this process leads to the protein precipitation (Luft et al. 1994; Wilson
et al. 1991; Gernert et al. 1988). This is the step that determines the success of a
proposed work because the inability of protein crystallization may abort the whole
project. The success of protein crystallization can be assured by optimizing different
variables, including protein concentration, temperature, pH, buffer, and the crystal-
lization technique. Commercially available crystal screen packages can be used to
optimize these variables and yield the protein crystals of sufficient quality (Jancarik
and Kim 1991; Hampel et al. 1968). Generally, the glycosylated, flexible, and less
conformationally constrained proteins are tough to crystalize while proteins with
large complexity but high symmetry are easy to crystalize (Rossmann et al. 1985;
Smyth et al. 1995). The ideal protein crystal should have a longest dimension of
minimum 0.1 mm to offer a sufficient crystal lattice volume that can be subjected to
the X-ray beam.

3.2.2.2 Optical Setup for X-Rays
The generation of an optimum X-rays beam is an essential step of crystallography
post protein crystallization. There are two ways to generate an X-ray, mainly
accelerated electrons in a synchrotron storage ring or by using an electron striking
a copper anode. The former follows the process of monochromatic, where we select
the only single X-ray wavelength while remaining others were excluded by absorp-
tion, while in the later no need of the same because it generates a strong wavelength.
Among any of them, the main objective is to focus the ray into the beam and
afterward collimated to guarantee the parallel nature of the beam. Further, X-ray
beams are made accurately parallel with adjustable slits to 0.1–0.3 mm diameter.
Then the protein crystal is subjected to the beam of X-ray, and the goniometer is
wisely adjusted to ensure its presence in the beam.
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3.2.2.3 Diffraction Analysis
Post-exposure of macromolecule crystals to the X-ray beam, the next step is to
analyze the diffraction data. X-ray exposure to protein crystal can be given via two
modes, firstly by X-ray generator or by synchrotron sources. The latter is advanta-
geous over the first one in generating a powerful beam of an X-ray with high-quality
optics; this results in need of shorter exposure time but comes out with a higher
signal-to-noise ratio among the diffraction image. This method is favorably used to
get the solution of challenging crystallographic problems (Helliwell 2005; Ealick
and Walter 1993). The crystal can be exposed to the X-ray beam by using two
methods mainly by exposing the protein crystal after placed into the capillary tube at
normal room temperature or place it in liquid nitrogen using a small size loop
(Hampel et al. 1968). The latter uses a single protein crystal but gives a complete
dataset. Another side the former has the advantage of getting diffraction
characteristics of a new protein crystal. Initially, X-ray films were used to collect
the X-ray diffraction images, but in the past two decades, imaging plates took its
place because it is highly sensitive (approx. ten times or more) than conventional
X-ray film and read out a digitized image within a few minutes of completion of the
exposure. However, charged coupled device (CCD) has replaced the imaging plate
by their readout times in seconds rather than minutes (Moy 1994; Gruner 1994).
Before X-ray exposure, it is good to calculate and justify the distance between the
protein crystal and the detector. This will lead to collect the diffracted spots as a rule
with a limit of 1.5–3.0 Å goals. The resolution of the collected spot is directly
proportional to the diffracted angle on the detector.

Like this, the essential goals will be acquired at the edge of the detector, and if we
choose the diffracted edge required and the separation between the detector and
crystal protein, it very well may be effectively balanced. To get the principal
diffraction picture for another crystal, it must affirm that the diffraction prompts
high resolution to make a protein structure with clear details at near-atomic level. For
the most part, a spot resolution up to 3 Å is adequate to give detailed for amino acid
side chains in the electron density map.

3.2.2.4 Data Collection
It is the condition which decides the quantity of data needed and plan for its
achievement (Dauter et al. 1997). For example, (1) a cubic crystal system having
high symmetry only needs to collect the X-ray diffraction data over as small as 35�.
On the other side, a crystal with lower symmetry needs to collect the diffraction data
over 180�. (2) For non-crystallographic symmetry such as virus particles having
may, identical subunits constitute the highest level of NCS (Smyth et al. 1995). Here,
the high-quality structure can be gotten from informational indexes that are a long
way from 100% complete in light of remuneration by averaging. Other factors
include (3) the requirement of molecular replacement, and (4) the upper-resolution
limit requirement. Initial diffraction investigation comes out with the indication of
spots positioning on the detector at an ideal distance. This data can be further
processed to decide the oscillation (range for each X-ray exposure). During X-ray
beam exposure, crystal is rotated perpendicular to the beam of ray, and this leads to
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the recording of a maximum number of data for each image. It is the size of crystal
that decodes the angle of diffraction, for example, the larger unit has an angle of
approximately 0.25�, and for the smaller unit cells, an angle of 2� is much enough to
collect spot without overlap.

3.2.2.5 Processing of Output Data
Softwares-based algorithms have made easier the mathematical processing of output
diffraction data using well-established algorithms. These algorithms are easy to
understand, and even newcomers can easily process the data and calculate the
resulting electron density map. The data processing can be divided into various
steps (1). The first step includes resolving the crystal system and the dimension of the
unit cell in an accurate manner. This step also allows determining all the promising
orientation for the crystal in the beam of X-ray (Gruner 1994). The process of
indexing can only be processed once we have knowledge of the cell and its
positioning (Kabsch 1988). There are three numerals, namely h, k, and l, which
are used to assign an index to each spot of the image. This process should be
thoroughly checked to avoid possible errors due to mis-indexing. The next step
consists of the intensity measurement for each spot. In general, it was absorbed that
protein crystal diffract weakly due to the presence of light atoms and large unit cells
in their composition. However, the larger the crystal volume, the stronger will be the
diffraction. The amplitude and phase relation of the diffracted waves decide the
intensities of diffracted spots. DENZO is the most important computational program
used in protein crystallography to measure the intensity and perform auto-indexing
(Otwinowski and Minor 1997). Secondly, there must be a scale factor that can be
used to relate the intensities of all the images, and it allocated at a scale factor of one
for the first image, and subsequent images will be scaled up to attain the same. Based
on the scaling statistics, the picture will be dismissed or reprocessed to save its
quality for the benefit of the final dataset. This step can be easily handled by using
SCALEPACK program (Otwinowski and Minor 1997). The output scaling file can
be sorted by using the SortMTZ program of the CCP4 suite.

3.2.2.6 Amplitude Analysis
The diffracted waves and its incident on the detector decide the intensity of the
diffracted spots. The amplitude of diffracted waves and the angle between them
called phase differences. Different phase difference values have different interfer-
ence; constructive interference can be achieved at a lower phase difference of zero,
while the higher phase difference value of 180� leads to destructive interference.
There are several computational tools, mainly the Truncate module of CCP4, which
can be used to calculate the amplitude (Collaborative CP 1994).

3.2.2.7 Electron Density Mapping and Calculation
Once we have the data of amplitude and phases, we can go with the calculation of
structural factors by using the fast Fourier transform (FTT) (Ten Eyck 1973). The
succeeding electron density map is the critical factor to frame the 3D shape of a
protein crystal, which further leads to construct the protein structure. The spacing
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present at the edge of the unit cell decides the nature of the map detail and the speed
of the figuring. This makes the three-dimensional grid inside the unit cell.

3.2.2.8 Refinement and Model Building
Refinement is an important step in improving the quality of the electron density map
(Brünger 1992). If an asymmetric unit consists of multiple identical molecules or
subunits, it might be possible to use their molecular average to make the refined
structure, and this can be achieved by using the NCS. Further, the observed structural
features are compared with the one which we calculated to determine the inconsis-
tency known as R-factor. The phasing power is proportional to the square root of the
NCS. Once we have an electron density map that has sufficient quality, then the
model is built. Further, computational tools can be used to visualize the map.

3.2.3 Cryo-Electron Microscopy

Cryo-electron microscopy (cryo-EM) is an advanced technique used to visualize the
structural features of proteins. The presence of cryo-EM would have been not
possible without the contribution of Dubochet and colleagues (1980s) in unique
specimen preparation protocol (Adrian et al. 1984) to preserve the biological mate-
rial in its native state using amorphous ice film of a little thickness. This directly
allows observing the molecular structure using a low-dose transmission electron
microscope functioning at a very low temperature of liquid nitrogen or even below.
This elucidates the structural features of biological macromolecules at near-atomic
resolution in comparison with NMR and X-ray crystallography. The major advan-
tage of this method is the lack of necessity of 3D protein crystal as it supports to
observe the protein in multiple conformations under its natural environment. This
accommodates a more extravagant understanding of the dynamic behavior of input
protein molecules. Secondly, cryo-EM can determine the protein structure with a
starting molecular weight of around 50 kDa, which is the upper limit of NMR.

In cryo-EM, specimen preparation is an important step where biomolecules are
rapidly frozen in solution followed by their loading into an electron microscope
column working at very low temperature but having a high vacuum which maintains
the amorphous state of ice, thereby minimizing the radiation-mediated damages to
the protein (Fujiyoshi 2013). Depending on temperature, ice has two forms, mainly
cubic (115–150 K) or hexagonal crystal form (170 K). However, the rapid freezing
of biomolecules bypasses the crystal form but makes amorphous ice. Liquid nitrogen
is the best way to provide the most reliable data quality; however, it also provides the
specimen protection from damage compared with the low temperature.

With the increasing time, electron microscopy has gained two significant updates,
mainly the detector and image processor. The former got upgraded by the entry of a
direct electron detector (DED), which directly detects the electron and greatly
enhanced the quantum efficiency as compared to previous detectors (Brilot et al.
2012). The latter is the image processing algorithm, which constantly increased the
microprocessor performance and allowed classifying various EM images.
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3.2.3.1 Sample Preparation for Cryo-EM
This is the first and most important step of cryo-EM starting with sample verification
to the low-dose image collection. A solution containing macromolecules is applied
to a holey carbon EM grid. These grids consist of various conductive materials,
ranging from copper to gold and many others. These grids further get covered by a
perforated support layer having a regular array of holes of well-defined size, shape,
and pitch. The hydrated sample with a volume of 2–3 mL is applied to the holey grid,
followed by removing the excessive solution, and placing this grid into cryogen
already precooled using liquid nitrogen. One thing must be kept in mind to distribute
the sample by pre-treatment of the support film evenly. For the soluble sample, the
hydrophilic surface is required, which is created by bombing ions in a glow-
discharging device or by using plasma cleaning (Bernecky et al. 2016). However,
if the sample is hydrophobic, then amyl amine can be used in the evaporation
chamber (Grassucci et al. 2007). The most common cryogen is ethane-propane
mix having the advantage of reducing freezing temperature to allow the direct
thermal contact among cryogen and liquid nitrogen devoid of freezing the mixture.
Presently, blotting robots like FEI Vitrobot, Gatan CP3, or Leica EM GP can be used
for ice embedding of specimens to remove excess liquid. This process needs very
less volume of moderate concentration protein (0.1–2.0 mg/mL). Currently, multiple
approaches are under research and development to improve cryoembedding.

3.2.3.2 Low-Dose Image Collection
Low-dose procedures are helpful to yield high-resolution images of cryo-EM for the
ice-embedded biological macromolecules on a digital image detector. This method is
also helpful in avoiding irradiation damage to the biological macromolecules by
defocused diffraction mode. The frozen grid containing biomolecules is placed on
cryo-transfer holder, and then this specimen is laden into cryo-EM by the help of
cryo-transfer holder. Cryo-specimen cassettes can also be used instead of the cryo-
transfer holders and having the advantage of holding a dozen of cartridge-mounted
grids simultaneously. Initially, the focus of cryo-EM is adjusted nearby, then, the
target is given with exposure at specific preset magnification to get clear images.

3.2.3.3 Single-Particle Analysis for Cryo-EM
Single-particle analysis (SPA) is a powerful technique used to determine the protein
structures that have escaped crystallization. Principally, this is an average view of
multiple copies of the primary molecule, therefore, sometimes called single-particle
averaging. The SPA information accumulation technique disseminates the doses of
electron among the multiple copies of alike biomolecules. Since every molecule has
arbitrary orientation once frozen, there is no need to tilt the specimen containing
stage to achieve complete rotational sampling.

Moreover, regular SPA datasets include a great many pictures, all of which
contain up to a thousand projections of the biomolecules in different directions.
The image reconstruction consists of two alternative steps: (1) search for possible
orientation for all projections and (2) 3D reconstruction, which leads to making a
three-dimensional electron potential map. This cycle is typically iterated until the
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resolution of the obtained picture does not improve further. To achieve increased
phase contrast, the defocused condition is applied to collect cryo-EM images. These
pictures are modified in frequency space by the phase contrast transfer function
(CTF). This can be assessed by using various computational softwares, for example,
ctffind, gctf, and e2ctf.py (Rohou and Grigorieff 2015; Zhang 2016; Bell et al.
2016). Post CTF estimation, randomly oriented molecular images are poised, and
various tools can be used to automatically pick the particle and make their correla-
tion. These tools are scipion, signature, FindEM, Relion-autopick, and e2boxer.py
(de la Rosa-Trevín et al. 2016; Chen and Grigorieff 2007; Roseman 2004; Scheres
2012; Tang et al. 2007). Lastly, the 3D structure is reconstituted for the biomolecules
in its native state.

3.2.3.4 Subtomogram Averaging
Subtomogram averaging (STA) is a recent success of tomograms, and this is the
basis of STA. The tomograms of closely identical biomolecule 3D structure are the
starting point of STA. The procedure starts with information gathering by tilt series
pursued by tomographic remaking. Further, during following up the averaging
method, the main emphasis should be given to the first frame because of its least
damage due to radiation effect. The reconstructed tomogram came out with the
selection of multiple copies of particles to build subtomograms or 3D particles. STA
prompts the expanded SNR of the final subtomogram average and simultaneously
reducing the missing wedge artifacts. Further, CTF corrections can be useful to each
projection data before image reconstruction.

3.2.3.5 Resolution Analysis, Model Building, and Validation
The comparison of two reconstructions leads to the estimation of the possible
resolution of reconstruction. The two reconstructions come from half a set of images
in the frequency domain, and they differ more and more with increasing levels of
details. This correlation coefficient can be plotted in the form of a Fourier shell
correlation (FSC). The threshold FSC of 0.5 indicates the resolution of the map at
minimized reference bias.

Lastly, all approaches above come out with the structural features and dynamics
of biomolecule, mainly protein. Once we obtain a high-resolution structure of
biomolecule reconstructed beyond 4 Å, it is frequently promising to assemble a
nuclear model of the whole molecule de novo or by using rigid-body docking. This
is followed by the automated structure refinement by incorporating chemical knowl-
edge and force field. Further, the refined model must be subjected to the validation
using a crystallographic geometry validation tool. The output map deposited into the
public database, namely Electron Microscopy Data Bank and Protein Data Bank.
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Use of Group-Specific Reagents in Active
Site Functional Group Elucidation I: Cys,
Ser, Tyr, and Trp Residues

4

Pravin Kumar Ambasht

Abstract

The functional groups present in the active site of an enzyme are explored with
the help of the determination of pKa values and group-specific reagents. Some of
the commonly used group-specific reagents are listed along with the functional
groups: iodoacetamide, iodoacetate, p-chloromercuribenzoate, N-ethylmaleimide
(Cys); phenylmethylsulfonyl fluoride (Ser); tetranitromethane, iodine (Tyr); N-
bromosuccinimide (Trp). The enzyme is incubated with group-specific reagent
and its effect is tested on activity. The loss of activity indicates the presence of the
functional group. The modification is also analyzed through UV-visible, fluores-
cence, and circular dichroism spectra analysis. The inactivation kinetics, kinetic
parameters, protection in the presence of substrates, etc. have been elaborated.

Keywords

N-ethylmaleimide · Iodoacetamide · N-bromosuccinimide · Enzyme inactivation ·
Activity · Kinetics

4.1 Introduction

Enzymes are biological catalysts that are responsible for catalyzing reactions in the
living system. They are basically proteins; however, there are reports of catalytic
RNA (ribozyme) and catalytic antibodies (abzymes). In the present chapter, I am
going to consider enzymes that are proteins. Enzymes have a cleft responsible for the
binding of substrate and bringing about its transformation to products. The
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functional groups in the active site are, therefore, important for a proper understand-
ing of the catalytic process. Proteins have different levels of structures like primary,
secondary, tertiary, and quaternary. The primary structure represents the covalent
linear structure with an amino acid sequence without any interaction. In secondary
structure, there is folding represented by an alpha helix and a beta-pleated sheet. In
both, there is the formation of hydrogen bonds between carbonyl oxygen (C¼O) and
amino hydrogen (–NH) of the peptide bond. The tertiary structure involves super-
folding, giving rise to a compact native structure in the case of non-oligomers. The
hydrogen bonds are between side chains. Other interaction includes salt bridges and
van der Waals force. The quaternary structure includes oligomeric enzymes with the
interaction between subunits. Under physiological conditions, the folded state of the
protein has very limited stability over the unfolded state (Tripathi 2013).

It is observed that in the native state, the polar residues are exposed and interact
with water. The nonpolar residues are, however, buried and protect themselves from
water. A few polar residues are also buried that form the active site cleft. The active
site residues in primary structure may lie far apart, but in the native state, they lie in
close proximity. Chymotrypsin has Ser195, His57, and Asp102 constituting the
active site (Stryer 1995). The active site was considered to have a rigid structure.
Now, it is known to be flexible with the induced fit model proposed by Koshland.
The latter suggested that with the approach of the substrate toward the enzyme, the
shape of active site changes. In the case, of carboxypeptidase A, there is a movement
of Arg145 and Glu270 by 2 Å and Tyr248 by 12 Å upon binding of substrate. The
substrate is supposed to be in close proximity and correctly oriented for interaction
with functional groups of the active site. The substrate binds to the active site and
forms the enzyme–substrate complex and the interaction is close to less than 0.4 nm.

To study the mechanism of action of an enzyme, it is necessary to investigate the
functional groups in the active site. The use of group-specific reagents was devel-
oped to investigate amino acid residues present in the active site. In addition, the use
of affinity labeling was also employed. Further, site-directed mutagenesis was used
as an important tool in this direction. In the present chapter, the focus is on the use of
group-specific reagents. The effects of group-specific reagents on enzyme activity,
kinetics, and spectral analysis have been presented. In the present chapter, the focus
is on the investigation of Cys, Ser, Tyr, and Trp residues in the enzyme active site. In
the subsequent chapter, the discussion is focused on Glu, Asp, Arg, Lys, and
His residues.

4.2 Cysteine

The thiol group is one of the important functional groups present in the active site of
an enzyme. Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) is one such
enzyme that catalyzes the conversion of glyceraldehyde-3-phosphate to
1,3-bisphosphoglycerate in the presence of NAD+ and Pi (Stryer 1995). Cysteine
proteases depend on the thiol group for catalytic functions (Lowe 1976). Thiol group
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functions as a nucleophile and, therefore, can be modified with greater ease, and the
reactions have been reviewed earlier (Liu 1977; Brocklehurst 1979).

4.2.1 Reversible and Irreversible Blockers

The thiol functional group can be modified in the presence of reversible and
irreversible blockers. The reversible blockers include fluorodinitrobenzene
(FDNB), sodium tetrathionate, 4,40-dithiodipyridine, and 5,50-dithiobis-
(2-nitrobenzoic acid) (DTNB). The latter two are helpful in quantitative determina-
tion (Kenyon and Bruice 1977). Quantification of thiols and disulfides has been
explained and reviewed (Yan et al. 1998; Winther and Thorpe 2014). DTNB and
4,40-dithiodipyridine react with –SH group and liberate 2-nitro-5-thiobenzoic acid
(Ellman 1959) and 4-dithiopyridone. 2-Nitro-5-thiobenzoic acid absorbs strongly at
410 nm (Ellman 1959). In some reports, absorbance was recorded at 412 nm (Song
et al. 1986). Reagents used for estimation of –SH group in a protein and the ones
keeping the reducing environment have been shown in Fig. 4.1.

The enzyme is titrated with excess DTNB in the absence and presence of sodium
dodecyl sulfate (SDS). In the absence of SDS, the result indicates reactive SH groups
while, in the presence of SDS, the result indicates total –SH groups (Kumar and
Malhotra 1988; Malhotra and Kayastha 1989). In place of SDS, 8 M urea has also
been used (Malhotra et al. 1991).

Fig. 4.1 Structures of different thiol reagents employed in the estimation of –SH group in a protein
and under reducing environment
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4.2.2 Estimation of Thiol

PEP phosphatase from mung bean is a tetrameric enzyme with a total of 8 –SH
groups. Four –SH groups were found to be more reactive. The reaction of DTNB
with the enzyme was carried out at pH 7.5 and 8.5, exhibited a biphasic curve. There
is a distinct fast and slow phase. The amplitude of fast and slow phases was nearly
similar at both pH; however, values of kfast and kslow were higher at pH 8.5. The
overall result suggested that two of the reactive –SH groups react faster than the
other two reactive –SH groups (Malhotra and Kayastha 1989). The reports on the use
of DTNB for the estimation of thiol groups have been summarized in Table 4.1.

4.2.3 Thiol Modifiers

The thiol functional group present in the active site can be modified with the
following reagents which block the SH group irreversibly, namely p-
chloromercuribenzoate ( p-CMB), N-ethylmaleimide (NEM), iodoacetamide,
iodoacetate, and bromoacetate (Kenyon and Bruice 1977). Bromoacetate can also
be used, but the reaction is slower in comparison to iodoacetate as iodide is a better
leaving group (Eyzaguirre 1987).

Dissociation of catalytic and regulatory subunits of rabbit muscle cAMP-
dependent protein kinase has been shown to occur in the presence of p-CMB
(Murray et al. 1974). The structures of thiol group-specific reagents and structure
of modified active site thiol have been shown in Figs. 4.2 and 4.3. Molecules like
dithiothreitol and β-mercaptoethanol have been used in extraction buffers for
keeping a reducing environment (Malhotra and Kayastha 1990; Ambasht et al.
1996).

Table 4.1 Use of DTNB for the estimation of thiol groups

S. no. Enzyme
Reactive
thiol

Total
thiol References

1. Sulfhydryl oxidase 1.93 3.29 Song et al. (1986)

2. Phosphoglycerate kinase 1.03 3.3 Kumar and Malhotra
(1988)

3. Phosphoenolpyruvate
carboxylase

7.85 12.1 Stiborova (1988)

4. PEP-phosphatase 3.88 8.07 Malhotra and Kayastha
(1989)

5. Isocitrate lyase 4.15 7.9 Malhotra et al. (1991)

6. Urease 5.82 12.1 Srivastava and Kayastha
(2000)

7. 6 34 Kumar and Kayastha
(2010)
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Fig. 4.2 Thiol group-specific reagents employed to modify thiol groups in an enzyme

Fig. 4.3 Modified thiol group in the presence of thiol group-specific reagents
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4.2.4 Reaction

Iodoacetamide and iodoacetate are known as alkylating agents and react with
sulfhydryl groups under neutral pH (Suzuki 2015). Iodoacetamide reacts with the
free thiol group of a protein covalently forming stable carboxamide methylated
protein and HI. NEM and p-CMB react with –SH group under acidic conditions
and form adduct and mercaptide, respectively (Riordan and Vallee 1972a). NEM
exhibits a reaction between pH 5.0 and 7.0, while p-CMB between pH 4.5 and 5.0
(Suzuki 2015). NEM is a hydrophilic molecule, while p-CMB and DTNB are having
hydrophobic structural elements (Malhotra et al. 1991). The reaction of NEM with
the thiol group shows better specificity and can be monitored spectrophotometri-
cally. The organic mercurial p-CMB dissolves in water and becomes hydroxyl
derivative and reacts with thiol, displaying an increase in absorbance at 255 nm
(Eyzaguirre 1987). The reaction of the thiol group in the presence of thiol reagent
exhibits an increase in absorbance at 255 nm due to the formation of a complex
between Cys residue and the reagent (Huang and Ichikawa 1995; Roknabadi et al.
1999). The use of different thiol reagents on different enzymes available in literature
has been summarized in Table 4.2. NEM and p-CMB have been used mostly in
comparison to alkylating agents. Thiol-specific reagents like NEM, iodoacetamide,
and p-CMB have been used for the identification of cysteine proteases (Kundu et al.
2000; Duarte et al. 2009; Singh et al. 2010).

4.2.5 Inhibition Studies

Cytosolic 50-nucleotidase and plasma membrane 50-nucleotidase exhibited
contrasting results when exposed to iodoacetamide (15 mM) for 15 min at 37 �C.
The plasma membrane enzyme was very sensitive, with only 4.0% residual activity,
while the cytosolic enzyme showed a marginal loss in activity (92% residual
activity). The plasma membrane enzyme displayed protection in the presence of
ATP. In the presence of HgCl2, both enzymes showed inactivation. In the presence
of NEM, both enzymes displayed marginal losses in the activity. The overall result
suggests the presence of a thiol group in the active site (Worku et al. 1984). Maize
phosphoenolpyruvate carboxylase activity was lost when it was pre-incubated with
p-CMB (147 μM) and Cu2+(5 μM) for 30 min. In both cases, PEP (1 mM) exhibited
protection in the activity. The enzyme showed activation in the presence of DTT and
β-mercaptoethanol. The result suggests the involvement of the thiol group in the
catalytic function of the enzyme (Stiborova 1988). NEM brought inactivation of
11β-hydroxysteroid dehydrogenase (IC50 ¼ 10 μM). The activity was enhanced by
DTT (EC50 ¼ 1 mM) (Niu and Yang 2002).

Invertase from Trapaeolum was competitively inhibited in the presence of p-
CMB. The thiol group present in the active site was protected by fructose but not by
sucrose and trehalose. The enzyme was also inhibited in the presence of DTNB (Isla
et al. 1998). GAPDH from rabbit muscle exhibited a loss in activity in the presence
of peroxynitrite (Souza and Radi 1998).
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Table 4.2 Use of different thiol reagents

S. no. Thiol reagents Enzyme Reference

1. Iodoacetamide Pig heart malate
dehydrogenase

Aspray et al. (1979)

2. Plasma membrane
50-nucleotidase

Worku et al. (1984)

3. Cytosolic 50-nucleotidase Worku et al. (1984)

4. Klebsiella aerogens urease Todd and Hausinger (1991)

5. Corynebacterium sarcosine
oxidase

Hayashi et al. (1983), Suzuki and
Kawamura-Konishi (1991)

6. Mung bean pyruvate kinase Ambasht et al. (1997)

7. Pigeon pea urease Srivastava and Kayastha (2000)

8. Platelet α-1,6-fucosyl
transferase

Kaminska et al. (2003)

9. Soybean urease Kumar and Kayastha (2010)

10. Iodoacetate Sulfhydryl oxidase Song et al. (1986)

11. Mung bean
phosphoglycerate kinase

Kumar and Malhotra (1988)

12. Mung bean PEP-phosphatase Malhotra and Kayastha (1989)

13. Mung bean GAPDH Malhotra et al. (1993)

14. Watermelon seed urease Prakash and Bhushan (1998)

15. Platelet α-1,6-fucosyl
transferase

Kaminska et al. (2003)

16. Castor bean acid phosphatase Granjeiro et al. (2003)

17. Jacaratia protease Duarte et al. (2009)

18. Porcerain B Singh et al. (2010)

19. NEM Urease Gorin and Chin (1965)

20. Jack bean urease Andrews and Reithel (1970)

21. Plasma membrane
50-nucleotidase

Worku et al. (1984)

22. Cytosolic 50-nucleotidase Worku et al. (1984)

23. Mung bean
phosphoglycerate kinase

Kumar and Malhotra (1988)

24. Mung bean PEP-phosphatase Malhotra and Kayastha (1989)

25. Brassica nigra
PEP-phosphatase

Duff et al. (1989)

26. Chalcone isomerase Bednar (1990)

27. Castor isocitrate lyase Malhotra et al. (1991)

28. Mung bean GAPDH Malhotra et al. (1993)

29. Rat liver NADP+ linked
isocitrate dehydrogenase

Fatania et al. (1993)

30. Mung bean pyruvate kinase Ambasht et al. (1997)

31. α3-Fucosyl transferase Britten and Bird (1997)

32. Watermelon seed urease Prakash and Bhushan (1998)

33. Pigeon pea urease Srivastava and Kayastha (2000)

34. Ervatamin B Kundu et al. (2000)

(continued)
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4.2.6 Inactivation Kinetics

The effect of thiol reagents was tested on the activities of different enzymes.
Phosphoglycerate kinase from mung bean did not exhibit any loss in activity in
the presence of iodoacetate, NEM, and p-CMB at 5 mM concentration, suggesting
that –SH groups are not critical for the enzyme activity (Kumar and Malhotra 1988).

PEP-phosphatase from Brassica nigra also did not exhibit a loss in the presence
of NEM (Duff et al. 1989; Ambasht and Kayastha 1999). Barley β-glucosidase did
not show inactivation in the presence of p-HMB (5 mM), suggesting that Cys is not
part of the active site (Skoubas and Georgatos 1997).

Castor bean acid phosphatase displayed inactivation in the presence of iodoacetic
acid at 37 �C but not at 25 �C, suggesting that it is temperature-dependent enzyme.
The inactivation followed second-order kinetics and exhibited protection against
inactivation in the presence of Pi and p-nitrophenol, suggesting that thiol is part of
the active site (Granjeiro et al. 2003). Single exponential loss in activity was
observed in GAPDH in the presence of peroxynitrite with IC50 of 17 μM. The
activity loss was along with protein thiol oxidation (8 –SH/tetramer); however, only

Table 4.2 (continued)

S. no. Thiol reagents Enzyme Reference

35. 11β-hydroxysteroid
dehydrogenase

Niu and Yang (2002)

36. Platelet α-1,6-fucosyl
transferase

Kaminska et al. (2003)

37. Porcerain B Singh et al. (2010)

38. Soybean urease Kumar and Kayastha (2010)

39. p-CMB Phosphoenolpyruvate
carboxylase

Stiborova (1988)

40. Invertase Isla et al. (1998)

41. Mung bean
phosphoglycerate kinase

Kumar and Malhotra (1988)

42. Mung bean PEP-phosphatase Malhotra and Kayastha (1989)

43. Castor isocitrate lyase Malhotra et al. (1991)

44. Retinal oxidase Huang and Ichikawa (1995)

45. Mung bean pyruvate kinase Ambasht et al. (1997)

46. Watermelon seed urease Prakash and Bhushan (1998)

47. Pigeon pea urease Srivastava and Kayastha (2000)

48. Ervatamin B Kundu et al. (2000)

49. Platelet α-1,6-fucosyl
transferase

Kaminska et al. (2003)

50. Porcerain B Singh et al. (2010)

51. Soybean urease Kumar and Kayastha (2010)

52. p-HMB Barley β-glucosidase Skoubas and Georgatos (1997)

53. Lentil acid phosphatase Roknabadi et al. (1999)

54. Peroxynitrite Rabbit muscle GAPDH Souza and Radi (1998)
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one critical SH group was important. Glyceraldehyde-3 phosphate exhibited protec-
tion (Souza and Radi 1998).

Some of the enzymes, upon reaction with thiol reagents, exhibited pseudo-first-
order kinetics (Song et al. 1986; Malhotra et al. 1993; Fatania et al. 1993; Huang and
Ichikawa 1995; Ambasht et al. 1997; Britten and Bird 1997; Roknabadi et al. 1999).
Interestingly, mung bean GAPDH followed pseudo-first-order kinetics with
iodoacetate and NEM, but the biphasic kinetic pattern with p-CMB (Malhotra
et al. 1993). In the case of NADP+-linked isocitrate dehydrogenase from rat liver,
NADP+ brought enhancement of inactivation, while isocitrate brought protection
against inactivation (Fatania et al. 1993). From the rate versus pH plot of mung bean
pyruvate kinase catalyzed reaction, pKa value for side chain was determined and
found to be 8.9, suggesting the presence of thiol group tentatively at the active site.
With iodoacetamide, NEM, and p-CMB at 100 μM, inactivation was observed with
k values 0.022, 0.032, and 0.029 min�1, respectively (Ambasht et al. 1997). Lentil
non-specific acid phosphatase in the presence of 100 μM p-HMB exhibited an
identical value of k (0.115 min�1) without substrates p-NPP and AMP (Roknabadi
et al. 1999). In fucosyl 3-transferase, NEM brought 50% inhibition at 200 μM and
complete inhibition at 500 μM. The inactivation at 500 μM is time- and temperature-
dependent. GDP-fucose displayed protection against NEM inhibition (Britten and
Bird 1997).

Some other enzymes exhibited biphasic inactivation kinetics in the presence of
thiol reagents with distinct slow and fast phases (Malhotra and Kayastha 1989;
Malhotra et al. 1991; Prakash and Bhushan 1998; Srivastava and Kayastha 2000;
Kumar and Kayastha 2010). It is being suggested that biphasic kinetic pattern and
half-site reactivity are observed with large nonpolar groups (Malhotra et al. 1993).
The time course of inactivation is consistent with the following equation:

At ¼ Afast
e�kfast:t þ Aslow

e�kslow:t

where At ¼ % residual activity at time t, Afast and Aslow are the amplitudes, and kfast
and kslow are first-order rate constants.

In most of the enzymes, Afast and Aslow were equal to 50% or close to it (Malhotra
and Kayastha 1989; Malhotra et al. 1993; Srivastava and Kayastha 2000; Kumar and
Kayastha 2010). In the case of watermelon urease, Afast and Aslow were 60 and 40%,
respectively, in the presence of NEM (Prakash and Bhushan 1998).

Protection against inactivation ( p-CMB) was also observed in the presence of L-
Cys (Malhotra et al. 1993; Srivastava and Kayastha 2000; Kumar and Kayastha
2010). Fluoride exhibited protection against NEM inactivation (Srivastava and
Kayastha 2000; Kumar and Kayastha 2010). The substrate urea provided much
weaker protection against SH group reagents (Srivastava and Kayastha 2000).

Native jack bean urease exhibited a fast reaction in the presence of DTNB and
NEM with 26–28 SH groups without inactivation, but further titration brought
reaction with 7–9 –SH groups slowly with inactivation (Andrews and Reithel
1970). Urease reacts with NEM (21 moles) rapidly without any loss in activity,
but further reaction with NEM (7–8 moles) was slow with loss in activity (Gorin and
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Chin 1965). Urease from Klebsiella aerogenes exhibited inactivation in the presence
of [14C] iodoacetamide at pH 6.3 with the incorporation of radioactivity into a single
peptide, and protection was observed in the presence of Pi. When a similar reaction
was carried out at pH 8.5, the modification was observed in several peptides.
However, modification of a single peptide was identical to that observed at pH 6.3
in the loss of activity pattern. A single thiol group (Cys-319) was identified to be
essential for catalysis (Todd and Hausinger 1991).

Malate dehydrogenase from pig heart was alkylated in the presence of
iodoacetamide, giving rise to carboxamidomethyl cysteine and carboxamidomethyl
methionine. The results suggest that the inactivation of the enzyme was not due to
the above modifications (Aspray et al. 1979). The effect of iodoacetamide on
sarcosine oxidase from Corynebacterium was investigated and was found to inhibit
the activity. In the presence of sodium acetate, the inhibition was prevented. Sodium
sulfite did not bring any inhibition to the iodoacetamide-treated enzyme in the
presence or absence of sodium acetate. Results suggest that there are at least two
Cys residues that are located in the subunit B, one at the sarcosine-binding site and
other to the covalent FAD-binding site (Suzuki and Kawamura-Konishi 1991). In the
presence of NEM, chalcone isomerase got inactivated following pseudo-first-order
kinetics below pH 7.0. At pH 9.9, the semi-log plot was not linear and the curvature
is due to base-dependent decomposition of NEM. The inactivation was dependent on
the concentration of NEM. Over a range of pH, the results suggest modification of a
single Cys residue. Competitive inhibitors protected the activity, suggesting that this
Cys residue is near the active site (Bednar 1990). Sarcosine oxidase from Coryne-
bacterium in the presence of iodoacetamide was inactivated with complete loss in
activity. The inactivation followed first-order kinetics with respect to iodoacetamide
concentration. In the presence of acetate, 50% protection was observed (Hayashi
et al. 1983). α-1,6-Fucosyltransferase from human platelets was subjected to differ-
ent thiol reagents like p-CMB, iodoacetamide, iodoacetate, NEM, marasalyl, and
methyl iodide. All reagents except NEM brought inactivation. GDP-fucose and GDP
offered protection against inactivation. The result suggests that Cys residue is close
to the substrate binding site (Kaminska et al. 2003).

4.3 Serine

Amino acid serine possesses –OH group in its side chain. Its role in the mechanism
of action of chymotrypsin has been well elaborated (Stryer 1995). Different reagents
are being used to block –OH group of a Ser residue in an enzyme. Alkyl isocyanates
have been found to inhibit Ser proteases. Enzymes like chymotrypsin, elastase, and
trypsin displayed different behavior toward alkyl isocyanate. Trypsin activity is
unaffected by octyl and butyl isocyanate; elastase is inactivated by only butyl
isocyanate, whereas chymotrypsin is inhibited by both the above inhibitors
(Brown and Wold 1973). Phenylmethylsulfonyl fluoride (PMSF) is one of the
blockers of a Ser residue. Barley β-glucosidase, when incubated with PMSF, did
not bring any change in activity, and thus, the possibility of serine to be part of active
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site was ruled out (Skoubas and Georgatos 1997). Group-specific reagents are shown
in Fig. 4.4.

Different enzymes were shown to exhibit inactivation in the presence of PMSF
(Tavakoli et al. 2006; Maruthiah et al. 2013; Matkawala et al. 2019). Choline
oxidase from Alcaligenes was modified with PMSF, and the Lineweaver-Burk plot
indicated uncompetitive inhibition. Further, the fluorescence spectrum revealed that
there was no change in the intrinsic fluorescence in the presence of PMSF. The far
UV-CD results exhibited no significant change upon modification. The overall
results suggested the location of Ser outside the active site (Tavakoli et al. 2006).
Some of the proteases displayed inactivation in the presence of PMSF and activation
in the presence of mercaptoethanol and DTT (Maruthiah et al. 2013; Matkawala
et al. 2019). Protease from Bacillus subtilis AP-MSU-6 displayed complete loss in
activity at 10 mM PMSF and thus establishing it to be a serine protease (Maruthiah
et al. 2013). Protease from Neucosmospora is suggested to be a thiol-dependent
serine protease (Matkawala et al. 2019). PMSF has been used for the identification of
several serine proteases (Pande et al. 2006; Yadav et al. 2006; Singh et al. 2008;
Kumari et al. 2010; Raskovic et al. 2014). Diisopropyl fluorophosphate has also
been reported to be used for the identification of serine proteases (Pande et al. 2006;
Yadav et al. 2006). Diisopropylfluorophosphate specifically reacts with Ser-195
only of chymotrypsin but not with other 27 Ser residues (Stryer 1995). The structure
of modified Ser residue in the presence of PMSF has been shown in Fig. 4.5.

4.4 Tyrosine

Tyrosine is an aromatic amino acid with the characteristic phenolic group at the para-
position in the side chain. Its presence in the active site is being detected through
several compounds that bring about its modification. Commonly used ones are

Fig. 4.4 Serine group-specific reagents
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tetranitromethane (TNM) and iodine, which bring about nitration and iodination,
respectively. The use of tetranitromethane has been elaborated for nitration of
Tyr residues (Sokolovsky et al. 1966; Sokolovsky and Riordan 1970; Riordan and
Vallee 1972b). The mechanism of nitration in the aromatic compounds and Tyr has
been reviewed (Isaacs and Abed 1982; Ischiripoulos 2009).

4.4.1 Methods, Reaction, and Characteristics

TNM is dissolved in 95% alcohol, while iodine is dissolved in KI (Krishnan and Dua
1985). TNM reacts with Tyr under the mild condition to yield chromophore
3-nitrotyrosine, which has a pK value close to 7.0 and is more acidic than Tyr
(Eyzaguirre 1987; Suzuki 2015). The reaction of Tyr with iodine upon modification
yields diiodotyrosine (Ramchandran 1956).

TNM is also known to bring about dimerization or trimerization of the enzyme
(Riordan and Vallee 1972b). The cross-linking of protein molecule was ruled out in
the case of modified α-amylase and glutamine synthetase as there was no change in
the molecular weight (Kochhar and Dua 1985a; Krishnan and Dua 1985). Further,
the modification of aminopeptidase M did not bring about dissociation of subunits as
the elution volume of the native, and the modified enzyme was identical (Femfert
and Pfleiderer 1969). The structure of Tyr modifying reagents and modified Tyr
residue has been shown in Figs. 4.6 and 4.7, respectively.

4.4.2 Reports on the Identification of Tyr Residues
and Stoichiometry

Reports on the identification of Tyr residues in the active site are summarized in
Table 4.3. The number of Tyr residues modified are summarized in Table 4.4.

Fig. 4.5 Modified
Ser residue in the presence
of PMSF
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4.4.3 Spectral Analysis

TNM is also known to modify Cys and Trp residues with characteristic absorption
spectrum between 300 and 400 nm (Riordan and Vallee 1972b; Kochhar and Dua
1985a). The modification of Trp and Cys was ruled out in α-amylase as there was no
absorption peak between 300 and 400 nm (Kochhar and Dua 1985a). The
nitrotyrosyl content in the TNM-modified enzymes was detected by recording
absorption at 428 and 430 nm (Femfert and Pfleiderer 1969; Maralihalli and
Bhagwat 1992; Yang et al. 1996). Modification of Tyr as acetyl-tyrosine in
α-amylase has been reported in the presence of acetylimidazole, and the difference
absorption spectrum of native and modified enzyme exhibited a decrease at 280 nm
(Kochhar and Dua 1985a).

4.4.4 Inactivation Kinetics

The effect of TNM and iodine has been tested on mung bean enzymes like phospho-
glycerate kinase, PEP-phosphatase, and pyruvate kinase. These enzymes did not
exhibit any loss in activity, thus ruling out the presence of the Tyr group in the active

Fig. 4.6 Group-specific
reagents for Tyr residue

Fig. 4.7 Modified Tyr
residue in the presence
of TNM

4 Use of Group-Specific Reagents in Active Site Functional Group Elucidation I:. . . 83



site (Kumar and Malhotra 1988; Malhotra and Kayastha 1989; Ambasht et al. 1997).
Pyruvate kinase exhibited a loss in activity in the presence of DEPC without any
change in absorbance at 278 nm, ruling out the presence of Tyr residue in the active
site (Ambasht et al. 1997).

Loss in activity was observed when the enzymes were incubated with TNM
(Krishnan and Dua 1985; Kochhar and Dua 1985a; Mathew and Balasubramaniam
1986; Maralihalli and Bhagwat 1992; Komissarov and Debabov 1995; Kovina et al.
1996; Stratilova et al. 1996; Yang et al. 1996; Lee and Fung 2003). The inactivation
in α-galactosidase from coconut was dependent on TNM concentration. The nitra-
tion initially was fast and subsequently slowed down due to the breakdown of
reagent. The inactivation was there at pH 8.0 and not below pH 6.0, thus ruling

Table 4.3 Reagents used for the identification of Tyr residues

S. no. Reagent Enzyme Reference

1. TNM Aminopeptidase M Femfert and Pfleiderer (1969)

2. Glutamine synthetase Krishnan and Dua (1985)

3. α-Amylase Kochhar and Dua (1985a)

4. α-Galactosidase Mathew and
Balasubramaniam (1986)

5. Phosphoglycerate kinase Kumar and Malhotra (1988)

6. PEP-phosphatase Malhotra and Kayastha
(1989)

7. Phosphoenolpyruvate
carboxylase

Maralihalli and Bhagwat
(1992)

8. Uridine phosphorylase Komissarov and Debabov
(1995)

9. H+ pyrophosphatase Yang et al. (1996)

10. Transketolase Kovina et al. (1996)

11. Polygalacturonase Stratilova et al. (1996)

12. Pyruvate kinase Ambasht et al. (1997)

13. Glutathione-S-transferase Lee and Fung (2003)

14. Iodine Glutamine synthetase Krishnan and Dua (1985)

15. Phosphoglycerate kinase Kumar and Malhotra (1988)

16. PEP-phosphatase Malhotra and Kayastha
(1989)

17. Pyruvate kinase Ambasht et al. (1997)

18. Peroxynitrite Tyrosine hydroxylase Blanchard-Fillion et al.
(2001)

19. Glycogen phosphorylase Dairou et al. (2007)

20. N-Acetylimidazole α-Amylase Kochhar and Dua (1985a)

21. Polygalacturonase Stratilova et al. (1996)

22. Glycogen phosphorylase Dairou et al. (2007)

23. Nitroglycerine Glutathione-S-transferase Lee and Fung (2003)

24. Acetic anhydride Polygalacturonase Stratilova et al. (1996)

25. p-Nitrobenzene sulfonyl
fluoride

Phospholipase A2 Yang et al. (1985)
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out the modification of Cys residue (Mathew and Balasubramaniam 1986). In maize
PEP carboxylase, the inactivation was studied at pH 6.3 and 7.9, and it was found
that the extent of inactivation increased at pH 7.9. Further, they masked the –SH
group with p-HMB before modification with TNM (Maralihalli and Bhagwat 1992).
In most cases, the reaction of TNM with enzyme has been carried out at pH 8.0
(Kovina et al. 1996; Stratilova et al. 1996). Inactivation results suggested the
presence of essential Tyr residue for catalysis (Stratilova et al. 1996; Yang et al.
1996). Bacterial glutamine synthetase and uridine phosphorylase exhibited pseudo-
first- and second-order kinetics, respectively, upon treatment with TNM (Krishnan
and Dua 1985; Komissarov and Debabov 1995).

Inactivation of enzyme activity was also observed when the enzymes were
modified in the presence of peroxynitrite (Blanchard-Fillion et al. 2001; Dairou
et al. 2007), N-acetylimidazole (Kochhar and Dua 1985a; Stratilova et al. 1996),
acetic anhydride (Stratilova et al. 1996), and p-nitrobenzene sulfonyl fluoride
(NBSF) (Yang et al. 1985). The modification of Tyr residue of glycogen phosphor-
ylase by peroxynitrite brought inactivation following second-order kinetics. Further,
the modification of Tyr was confirmed through inactivation in the presence of N-
acetylimidazole. No loss in activity was observed with NEM and iodoacetamide,
thus ruling out the modification of a thiol residue (Dairou et al. 2007). Tyrosine
hydroxylase, when exposed to 250 μM peroxynitrite, more than 50% loss in activity
was observed without oxidation of thiol. No loss in activity was observed in the
mutant enzyme (Tyr-423 ! Phe). The results suggest that nitration of Tyr-423 is
responsible for the inactivation of tyrosine hydroxylase (Blanchard-Fillion et al.
2001). Tyr-3 and Tyr-63 residues from snake venom phospholipase A2 were
modified in the presence of p-nitrobenzenesulfonyl fluoride at pH 8.0 with pK values
10.1 and 11.0, respectively. The reactivity of Tyr-3 toward NBSF was not affected
by the presence or absence of Ca2+ ions. However, Tyr-63 exhibited enhanced
activity by Ca2+ ions (Yang et al. 1985).

Table 4.4 Modification of Tyr residues

S. no. Reagent Enzyme
Number of
modified Tyr Reference

1. p-Nitrobenzene
sulfonyl fluoride

Phospholipase
A2

2 Yang et al. (1985)

2. TNM α-Amylase 5 Kochhar and Dua
(1985a)

3. α-Galactosidase 1 Mathew and
Balasubramaniam
(1986)

4. Uridine
phosphorylase

4 Komissarov and
Debabov (1995)

5. Transketolase 3 Kovina et al. (1996)

6. H+

pyrophosphatase
4 Yang et al. (1996)

7. N-acetyl imidazole α-Amylase 5 Kochhar and Dua
(1985a)
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The inactivation of polygalacturonase in the presence of N-acetylimidazole was
concentration-dependent and was fast initially. When N-acetylimidazole was 60-fold
molar excess, 50% loss was achieved within 60 min. However, when the reagent was
170-fold, molar excess, 80% loss was achieved within 10 min (Stratilova et al.
1996). In α-amylase, when the reagent was 200-fold excess, 40% loss in activity was
achieved after 30 min. In the presence of hydroxylamine, full activity was restored
(Kochhar and Dua 1985a).

4.4.5 Kinetic Parameters

Modification of uridine phosphorylase in the presence of TNM led to a shift of pH
optimum from 7.1–7.2 to 6.5–6.6. In the presence of protective ligands, similar pH
optimum as that of native enzyme was exhibited (Komissarov and Debabov 1995).
Modified plant vacuolar pyrophosphatase displayed an increase in the Km without a
change in Vmax. There is a possibility that modification of Tyr residue may induce
conformational change, thereby lowering the accessibility of substrate (Yang et al.
1996). Modification of Tyr residue of α-amylase brought an increase in apparent Km

value for soluble starch (Kochhar and Dua 1985a).

4.4.6 Protection Studies

Substrates and products displayed protection against inactivation (Kochhar and Dua
1985a; Krishnan and Dua 1985; Mathew and Balasubramaniam 1986; Maralihalli
and Bhagwat 1992; Komissarov and Debabov 1995; Yang et al. 1996). In glutamine
synthetase, Glu and ATP together displayed protection suggesting the importance of
Tyr residue in transferase and synthetase activities (Krishnan and Dua 1985).
Substrate PEP and Mg2+ brought complete protection against TNM inactivation in
PEP carboxylase from maize (Maralihalli and Bhagwat 1992). Substrate protection
studies in liquefying α-amylase from Bacillus amyloliquefaciens, suggest that only
two Tyr residues were protected and thus suggesting the participation of two Tyr
residues in the active site. The reduction of TNM-modified α-amylase with sodium
dithionite brought a partial restoration of activity (Kochhar and Dua 1985a). Inacti-
vation of glutathione-S-transferase activity was observed when the enzyme was
treated with TNM in the absence of GSH. In the presence of the latter, however,
protection of activity was observed (Lee and Fung 2003).

4.5 Tryptophan

Tryptophan is an aromatic amino acid with an indole ring, and it plays a vital role in
the catalysis of different enzymes as part of an active site. Various compounds have
been explored for the identification of tryptophanyl residue in the active site of an
enzyme. Most reports are there on the use of N-bromosuccinimide (NBS) for the
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modification of Trp residue. NBS is an oxidizing agent and brings about the
formation of oxindole (Spande and Witkop 1967; Eyzaguirre 1987). NBS is not
very specific for Trp residue and reacts with also Cys, His, and Tyr (Spande and
Witkop 1967). The structures of NBS and 2-nitrophenylsulfenyl chloride, along with
modifications are shown in Fig. 4.8.

4.5.1 Methods

The number of Trp residues modified is calculated using the molar absorption
coefficient (5.5 � 103 M�1 cm�1) (Spande and Witkop 1967). The NBS-mediated
inactivation is followed by monitoring fall in absorption at 280 nm (Gote et al.
2007). The results of the use of NBS and 2-nitrophenylsulfenyl chloride for modifi-
cation of Trp residues in the active site are summarized in Table 4.5.

4.5.2 Effect of Incubation of NBS on Enzymes

Some enzymes, when incubated with NBS, did not show any inactivation suggesting
that Trp is not important for catalysis (Kumar and Malhotra 1988; Malhotra and
Kayastha 1989; Ambasht et al. 1997). Some other enzymes exhibited a loss in
activity when incubated in the presence of NBS (Kochhar and Dua 1985b; Mathew
and Balasubramaniam 1986; Hsieh et al. 1993; Rawat and Rao 1996; Mardanyan
et al. 2001; Gote et al. 2007; Kestwal and Bhide 2007). In some cases, the
NBS/enzyme ratio was found to be important for modification of Trp (Nagashima

Fig. 4.8 Group-specific
reagents for modification of
Trp residue and corresponding
modifications
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et al. 1986; Srinivasulu and Appu Rao 2000; Mardanyan et al. 2001). At low
NBS/enzyme ratio, in aspartate aminotransferase from pig heart cytosol, modifica-
tion of Trp-122 occurred without any loss in activity. However, at a higher
NBS/enzyme ratio, Trp-48 was modified with loss in activity (Nagashima et al.
1986). At a higher NBS/enzyme ratio, a decrease in activity of soybean lipoxygenase
and bovine adenosine deaminase from brain and spleen was observed (Srinivasulu
and Appu Rao 2000; Mardanyan et al. 2001).

4.5.3 Stoichiometry

The reports on the determination of some modified Trp residues are summarized in
Table 4.6. The role of pH is important in the accessibility of Trp residue toward
NBS. In soybean lipoxygenase-1, only one Trp residue was accessible for NBS at
pH 9.0, and it increased to 7 at pH 2.0 (Srinivasulu and Appu Rao 2000).

4.5.4 Inactivation Kinetics

The loss of activity of the enzyme in the presence of NBS was found to be
pH-dependent. α-Galactosidase from Bacillus stearothermophillus exhibited an
80% loss in activity at pH 3.0, but no loss was observed at pH 5.0 (Gote et al.
2007). The loss of enzyme activity in the presence of NBS was also concentration-

Table 4.5 Use of group-specific reagents for modification of tryptophanyl residue

S. no. Reagent Enzyme Reference

1. NBS α-Amylase Kochhar and Dua (1985b)

2. Lipoxygenase 1 Klein et al. (1985)

3. α-Galactosidase Mathew and Balasubramaniam
(1986), Gote et al. (2007)

4. Aspartate aminotransferase Nagashima et al. (1986)

5. Phosphoglycerate kinase Kumar and Malhotra (1988)

6. PEP-phosphatase Malhotra and Kayastha (1989)

7. Glucokinase Hsieh et al. (1993)

8. Xylose reductase Rawat and Rao (1996)

9. Pyruvate kinase Ambasht et al. (1997)

10. Arginyl t-RNA synthetase Zhang et al. (1998)

11. Lipoxygenase-1 Srinivasulu and Appu Rao (2000)

12. Glutaryl 7-aminocephalo-
sporanic acid acylase

Lee et al. (2000)

13. Adenosine deaminase Mardanyan et al. (2001)

14. β-Galactosidase Kestwal and Bhide (2007)

15. Amylomaltase Rachadech et al. (2015)

16. 2-Nitrophenyl-
sulfenyl chloride

Phospholipase A2 Chang et al. (1993)
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dependent (Lee et al. 2000; Gote et al. 2007). Amylomaltase from
Coorynebacterium glutamicum, when treated with NBS, resulted in inactivation
following pseudo-first-order kinetics. Substrate protection indicated that modified
Trp residue is part of the active site (Rachadech et al. 2015). In another case, biphasic
kinetics in the inactivation was observed with a fast and slow phase and the order
was 2 (Rawat and Rao 1996). Sulfenylation of Trp-18 of phospholipase A2 brought
maximum loss in enzyme activity suggested that this residue is involved in substrate
binding (Chang et al. 1993).

The NBS-modified α-amylase from Bacillus amyloliquifaciens exhibited an
increase in Km of soluble starch. The latter result suggests that Trp residue is in a
substrate-binding region (Kochhar and Dua 1985b). In glucokinase, however, there
was no change in the Km value of phosphoryl donors, but catalytic efficiency of
enzyme decreased suggesting the involvement of Trp residue in catalysis (Hsieh
et al. 1993).

4.5.5 Spectral Analysis

A decrease in absorbance at 280 nm was observed following inactivation of the
enzyme upon reaction with NBS (Klein et al. 1985; Rawat and Rao 1996; Lee et al.
2000; Mardanyan et al. 2001; Kestwal and Bhide 2007; Gote et al. 2007). Fluores-
cence spectrum has been recorded in the modification of enzymes in the presence of
NBS (Rawat and Rao 1996; Srinivasulu and Appu Rao 2000; Gote et al. 2007;
Kestwal and Bhide 2007). In every case, the modified enzyme showed similar
emission maximum as that of the native enzyme without any shift; however,
quenching was observed (Rawat and Rao 1996; Srinivasulu and Appu Rao 2000;
Gote et al. 2007; Kestwal and Bhide 2007). In the presence of a substrate, however,
quenching was protected (Kestwal and Bhide 2007). CD spectral analysis of native
and modified enzyme was also carried out. The CD spectra of native and modified
enzymes were near identical, suggesting that the loss in activity was not because of
any conformational change or extensive structural changes (Hsieh et al. 1993; Rawat

Table 4.6 Stoichiometry of modified Trp residues

S. no. Reagent Enzyme

Number of
modified Trp
residues Reference

1. NBS Lipoxygenase-
1

2 Klein et al. (1985)

2. α-Galactosidase 1 Mathew and
Balasubramaniam
(1986)

3. Arginyl-t-RNA
synthetase

1 Zhang et al. (1998)

4. 2-Nitrophenyl-
sulfenyl chloride

Phospholipase
A2

3 Chang et al. (1993)
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and Rao 1996; Lee et al. 2000). Difference spectra of modified α-galactosidase
showed a decrease in absorbance along with isosbestic points around 260 and
305 nm that loss in activity is due to modification of Trp residue (Gote et al. 2007).

4.5.6 Protection Studies

Preincubation of the enzyme with the substrate or competitive inhibitor brought
protection against NBS inactivation (Kochhar and Dua 1985b; Mathew and
Balasubramaniam 1986). The modified glucokinase afforded protection in the pres-
ence of phosphoryl donors and xylose (Hsieh et al. 1993). The protection in the
presence of substrates, competitive inhibitors indicate their binding to the
enzyme active site.

4.6 Conclusion

The elucidation of functional groups (Cys, Ser, Tyr, and Trp) in the active site of an
enzyme has been explained through the use of different group-specific reagents.
When the enzyme is incubated with reagent, it may or may not result in loss of
activity. The loss indicates the presence of that particular functional group. The
pattern of loss in the activity was mostly single exponential (pseudo-first-order). In a
few cases, biphasic kinetics was also observed. The modifications have also been
monitored through UV-visible and fluorescence spectrum. The CD analysis of native
and modified enzymes was very similar, suggesting that loss in activity is not
associated with conformational change. Protection studies in the presence of
substrates indicate the nature of their binding to active site and mechanism of
catalysis.
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Use of Group-Specific Reagents in Active
Site Functional Group Elucidation II: Asp,
Glu, Arg, Lys, and His Residues

5

Pravin Kumar Ambasht

Abstract

The use of group-specific reagents for acidic and basic amino acid residue side
chain have been discussed. The reagents include carbodiimide, Woodward’s
reagent K (Asp/Glu), phenylglyoxal, 2,3-butanedione, 1,2-cyclohexanedione
(Arg), trinitrobenzene sulfonic acid, pyridoxal phosphate (Lys), and
diethylpyrocarbonate (His). The effect of incubation of different group-specific
reagents on enzyme activity has been tested. In case of loss in activity, from
inactivation kinetics data, values of t1/2 and k are determined. The inactivation in
the presence of substrates and inhibitors was also studied along with spectral
analysis. This chapter will be helpful in understanding the modification of
enzymes and the mechanism of the reaction.

Keywords

Carbodiimide · Phenylglyoxal · Trinitrobenzenesulfonic acid · Pyridoxal
phosphate · Photooxidation · Diethylpyrocarbonate · Inactivation kinetics ·
Protection

5.1 Introduction

In the previous chapter, I discussed the use of group-specific reagents for the
identification of active site functional groups like Cys, Ser, Tyr, and Trp. In the
present chapter, the focus is on the identification of acidic and basic amino acid
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residues like Asp, Glu, Arg, Lys, and His. Among these, Asp is the most acidic and
Arg, the most basic amino acids. The role of pKa is, therefore, very important. In
addition to the use of group-specific reagents, photooxidation has also been
discussed for the identification of His residues. Protection to the loss of activity in
the presence of reagents proved to help understand the nature of their binding.

5.2 Aspartic Acid and Glutamic Acid

Some enzymes have a carboxylic acid side chain (Asp and Glu) as part of the active
site. Asp is a stronger acid in comparison to Glu. Asp is part of the active site of
chymotrypsin, while Asp and Glu are together involved in the catalysis of lysozyme
(Stryer 1995).

5.2.1 Characteristics of Reagents and Methods

Amethod for modification of the carboxyl group was developed using water-soluble
carbodiimide (Hoare and Koshland 1967). The chemistry of carbodiimide has been
extensively discussed earlier (Khorana 1953). Carbodiimide brings about activation
of the carboxyl group. Commonly used carbodiimide derivatives included BDC
(1-benzyl-3-dimethyl aminopropyl-carbodiimide), EDC (1-ethyl-3-dimethyl
aminopropyl carbodiimide), and CMC (1-cyclohexyl-3-(2-morpholino ethyl)
carbodiimide). The activated carbodiimide is allowed to react with a nucleophile
like a glycine methyl ester. Variations in the structure of carbodiimide and variations
in the properties of nucleophiles can alter the type of modification of the carboxyl
group. Further, the method works well in the presence of urea and guanidine
hydrochloride (Hoare and Koshland 1967). Glycine ethyl ester has also been used
(Singh and Kayastha 2014). The reaction between enzyme and EDC has been carried
out at pH 6.0 (Dua and Gupta 1985a; Gote et al. 2007; Singh and Kayastha 2014).
EDC, in addition to carboxylic acid, also modifies SH and Tyr residues (Singh and
Kayastha 2014).

Another reagent used for the identification of carboxylic acid in the active site is
Woodward’s reagent K (N-ethyl-5-phenyl-isoxazolium-30-sulfonate). The reaction
of the reagent with enzyme was carried out in 50 mM sodium phosphate buffer,
pH 6.0 (Gote et al. 2007). The reaction of Woodward’s reagent K with invertase was,
however, carried out in 200 mM MES buffer, pH 4.7 (Isla et al. 1998). The reagent
has been reported to be very unstable in an aqueous medium (Dunn et al. 1974).
Different reports on the use of group-specific reagents for the identification of
carboxylic acid have been summarized in Table 5.1. Limited literature is available on
this aspect. The structures of different group-specific reagents have been shown in
Fig. 5.1.
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5.2.2 Inactivation Kinetics

The presence of a carboxyl group in the active site of coconut α-galactosidase and
wheat α-amylase was established using EDC (Mathew and Balasubramaniam 1986;
Singh and Kayastha 2014). When the enzymes were incubated in the presence of
EDC, it resulted in the loss of activity, following single exponential decay or pseudo-
first-order kinetics. In both the above enzymes, protection of loss in activity was
observed in the presence of substrates (Mathew and Balasubramaniam 1986; Singh
and Kayastha 2014). Goat pancreas carboxypeptidase, when incubated with CMC,
resulted in the loss of enzyme activity. The loss in activity was pH and CMC
concentration-dependent. The experiment was conducted between pH 8.0 and 6.0.
The optimal loss occurred at pH 6.0 in the presence of 50 mM CMC. Single
exponential decay was observed in all cases. The plot of k versus [CMC] exhibited
a nonlinear plot suggesting a two-step reaction. CMC-modified carboxypeptidase A
was desalted, and the time-dependent loss in peptidase and esterase activities were

Table 5.1 Use of group-specific reagents for the identification of carboxylic acid in the active site

S. no. Reagents Enzyme Reference

1. Carbodiimide Carboxypeptidase
A

Dua and Gupta (1985a)

2. α-Galactosidase Mathew and Balasubramaniam (1986),
Gote et al. (2007)

3. α-Amylase Singh and Kayastha (2014)

4. Woodward’s
reagent K

Nuclease Dunn et al. (1974)

5. Invertase Isla et al. (1998)

6. α-Galactosidase Gote et al. (2007)

Fig. 5.1 Structures of different group-specific reagents for the identification of carboxylic acid in
the active site
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monitored. The loss of activity runs parallel, indicating that the carboxyl group is
involved in catalysis (Dua and Gupta 1985a).

In wheat α-amylase, pKa value 4.87 indicates the presence of carboxylic acid as
part of the active site (Singh and Kayastha 2014). From the plot of log inactivation
rate versus [Carbodiimide], the slope was determined and found to be 1.8,
suggesting that two carboxyl groups are at or near active site (Mathew and
Balasubramaniam 1986).

In the presence of Woodward’s reagent K, invertase from Tropaeolum and
α-galactosidase from Bacillus stearothermophilus exhibited a loss in activity. The
results suggested the presence of carboxylic acid in the active site of the above
enzymes (Isla et al. 1998; Gote et al. 2007). The latter enzyme also exhibited a loss in
activity in the presence of EDC (Gote et al. 2007). In the case of α-galactosidase, the
inactivation was concentration-dependent and did not follow first-order kinetics.
Kinetic analysis revealed that Km value remains unchanged (Gote et al. 2007). The
nuclease activity was lost in the presence of Woodward’s reagent K and was pH and
reagent concentration-dependent (Dunn et al. 1974).

Substrates and competitive inhibitors have shown to bring about protection to the
loss of activity. Sucrose brought protection to the loss of activity, but fructose did not
in Tropaeolum invertase (Isla et al. 1998). β-Phenylpropionic acid and glycyl-L-
tyrosine exhibited protection to both peptidase and esterase activities in
CMC-modified carboxypeptidase A (Dua and Gupta 1985a). The CD spectra of
modified and native enzyme (α-galactosidase) were identical, suggesting that modi-
fication did not bring any gross conformational change (Gote et al. 2007).

5.3 Arginine

Arginine is the most basic amino acid with the presence of the guanidino group. It
functions in the catalysis of different enzymes being part of the active site.
Arg residues have a general role as anionic binding sites (Riordan 1979). Different
reagents used for the modification and identification of Arg residue are
phenylglyoxal, 2, 3-butanedione, and 1, 2-cyclohexanedione.

5.3.1 Methods

Phenylglyoxal reacts with Arg under mild conditions between pH 7.0 and 8.0 at
25 �C to yield a derivative containing two phenylglyoxal per guanidine group of
arginine (Takahashi 1968). Other reagents like 2, 3-butanedione, and
1, 2-cyclohexanedione react with Arg at pH 8.0 and 8.5, respectively (Kang et al.
1997; Chang et al. 2004). 1,2-Cyclohexanedione condenses with guanidine group of
Arg to form cyclohexanedione-Arg (CHD-Arg) under alkaline aqueous medium
(Toi et al. 1967). The use of phenylglyoxal for the identification of Trp residue has
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also been reported (Kojima et al. 1991). Phenylglyoxal and its derivatives like
hydroxyphenylglyoxal, chlorophenylglyoxal, dimethylaminophenylglyoxal, and
O-methylphenylglyoxal were tested for their effects on N-acetylarginine and buffers
as a probe for Arg investigation (Baburaj and Durrani 1991). p-
Hydroxyphenylglyoxal reacts with Arg residue under mild conditions between
pH 7.0 and 9.0 at 25 �C. The extent of modification can be determined at 340 nm
using the molar absorption coefficient of 1.83 � 104 M�1 cm�1 (Yamasaki et al.
1980). The structures of commonly used group-specific reagents for the identifica-
tion of Arg residues have been shown in Fig. 5.2.

5.3.2 Reports on the Identification of Arg in an Active Site Using
Different Group-Specific Reagents

In most reports, phenylglyoxal and 2, 3-butanedione have been used. Red beet
plasma membrane Ca2+ ATPase and mung bean vacuolar H+-PPase were found to
be more sensitive to phenylglyoxal than butanedione (Basu and Briskin 1996; Hsiao
et al. 2007). Phenylglyoxal is more hydrophobic than 2, 3-butanedione; it is
suggested that Arg is embedded in a more hydrophobic environment (Hsiao et al.
2007). Because of the modification of Arg residue in plasma membrane Ca2+

ATPase, both ATP-dependent Ca2+ transport and ITP hydrolysis rate were inhibited
(Basu and Briskin 1996). Rubisco has been extensively studied with respect to the
identification of Arg residue in the presence of phenylglyoxal and 2, 3-butanedione
(Schloss et al. 1978; Chollet 1981; Mizohata et al. 2003). In the presence of
1, 2-cyclohexanedione, reversible modification of Arg residues was reported with
native egg white lysozyme and bovine pancreatic RNase (Patthy and Smith 1975).
Reports of the use of group-specific reagents for Arg have been summarized in
Table 5.2.

5.3.3 Inactivation Kinetics

Different enzymes exhibited inactivation when allowed to react with Arg-specific
reagents with loss of enzyme activity (Dua and Gupta 1985b; Baijal and Sane 1988;
Kang et al. 1997; Kaminska et al. 2003; Chen et al. 2005). The inactivation in

Fig. 5.2 Structures of group-specific reagents for the identification of Arg residue
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Table 5.2 Reports on the investigation of Arg residue in an active site using group-specific
reagents

S. no. Reagents Enzyme Reference

1. Phenylglyoxal Ustilago RNase U1 Hashimoto and Takahashi
(1977)

2. Ribulose bisphosphate
carboxylase

Schloss et al. (1978),
Chollet (1981)

3. Porcine phospholipase A2 Vensel and Kantrowitz
(1980)

4. Porcine pancreatic
phospholipase A2

Fleer et al. (1981)

5. Goat carboxypeptidase A Dua and Gupta (1985b)

6. Escherichia coli alkaline
phosphatase

Chaidaroglou et al. (1988)

7. Amaranthus nitrate
reductase complex

Baijal and Sane (1988)

8. Mung bean seedling
pyrophosphatase

Kuo and Pan (1990)

9. Zea mays malic enzyme Rao et al. (1991)

10. Pig kidney diamine oxidase Shah et al. (1996)

11. Red beet plasma membrane
Ca2+ ATPase

Basu and Briskin (1996)

12. E. coli aldolase Qamar et al. (1996)

13. Taiwan cobra phospholipase
A2

Chang et al. (1998)

14. Pseudomonas
7-aminocephalo-sporanic
acid acylase

Lee et al. (2000)

15. Spinach Rubisco Mizohata et al. (2003)

16. Platelet α1,6-
fucosyltransferase

Kaminska et al. (2003)

17. Notechis scutatus
phospholipase A2

Chang et al. (2004)

18. Pinctada fucata alkaline
phosphatase

Chen et al. (2005)

19. Mung bean vacuolar
H+pyrophosphatase

Hsiao et al. (2007)

20 2,3-Butanedione Porcine heart malate
dehydrogenase

Bleile et al. (1975)

21. Porcine phospholipase A2 Vensel and Kantrowitz
(1980)

22. Ribulose bisphosphate
carboxylase

Chollet (1981)

23. Amaranthus nitrate
reductase complex

Baijal and Sane (1988)

24. Mung bean seedling
pyrophosphatase

Kuo and Pan (1990)

25. Zea mays malic enzyme Rao et al. (1991)

26. E. coli aldolase Qamar et al. (1996)

(continued)
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NADP+-dependent malate dehydrogenase from Pisum sativum leaves was time and
concentration-dependent (Kang et al. 1997). Pig kidney diamine oxidase in the
presence of 2, 3-butanedione exhibited photochemical inactivation (50% loss in
the activity was observed in 30 min) in the presence of light but did not show a
loss in activity under dark condition. In the presence of phenylglyoxal, a 50% loss in
activity was observed only (Shah et al. 1996). The loss of activity in red beet plasma
membrane Ca2+ ATPase in the presence of 2, 3-butanedione and phenylglyoxal
exhibited nonlinear log % residual activity versus time plot (Basu and Briskin 1996).

Single first-order (pseudo-first-order) kinetics was observed in some cases
(Schloss et al. 1978; Vensel and Kantrowitz 1980; Dua and Gupta 1985b; Rao
et al. 1991; Chang et al. 2004). Second-order kinetics of inactivation has also been
observed (Chen et al. 2005). Nitrate reductase complex (NADH-NR, FADH2-NR,
and NADH dehydrogenase) from Amaranthus dubious leaves when subjected to
treatment with phenylglyoxal or 2, 3-butanedione brought a loss of activity in a
biphasic manner. The initial loss was rapid, while later, it was slow (Baijal and Sane
1988). Phenylglyoxal modified a single Arg residue of carboxypeptidase from the
goat pancreas with an increase in absorbance at 250 nm (Dua and Gupta 1985b).
Porcine phospholipase A2 exhibited maximum loss of activity in the presence of
phenylglyoxal. The rate of inactivation of the enzyme was reagent concentration-
dependent. Further, pH also influenced the rate of reaction between enzyme and

Table 5.2 (continued)

S. no. Reagents Enzyme Reference

27. Red beet plasma membrane
Ca2+ ATPase

Basu and Briskin (1996)

28. Pig kidney diamine oxidase Shah et al. (1996)

29. Pisum sativum malate
dehydrogenase

Kang et al. (1997)

30. Human phenol
sulfotransferase

Chen and Chen (2003)

31. Mung bean vacuolar
H+pyrophosphatase

Hsiao et al. (2007)

32. 1,2-Cyclohexane-dione Bovine pancreatic RNase Patthy and Smith (1975),
Richardson et al. (1990)

33. Egg white lysozyme Patthy and Smith (1975)

34. Porcine phospholipase A2 Vensel and Kantrowitz
(1980)

35. Porcine pancreatic
phospholipase A2

Fleer et al. (1981)

36. Taiwan cobra phospholipase
A2

Chang et al. (1998)

37. Notechis scutatus
phospholipase A2

Chang et al. (2004)

38. Phosphoric acid mono
(2,3-Dioxo-butyl) ester

Rabbit muscle aldolase Chabot et al. (2008)
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phenylglyoxal; with an increase in pH from 6.5 to 9.5, the second-order k increased
almost ten times (Vensel and Kantrowitz 1980). Cytoplasmic malate dehydrogenase
from porcine heart muscle exhibited inactivation (pseudo-first-order kinetics) in the
presence of 2, 3-butanedione with modification of four Arg residues. In the case
of the formation of the ternary complex (E.NADH.Hydroxymalonate), all four Arg
were inaccessible for modification (Bleile et al. 1975). Pyrophosphatase from
etiolated mung bean in the presence of phenylglyoxal and 2, 3-butanedione lost
the activity following pseudo-first-order kinetics. The lower t1/2 and Ki for
phenylglyoxal suggest that it is more effective than 2, 3-butanedione (Kuo and
Pan 1990). Human phenol sulfotransferase in the presence of 2, 3-butanedione
exhibited time- and concentration-dependent inactivation. The inactivation followed
pseudo-first-order kinetics (Chen and Chen 2003).

5.3.4 Protection Studies

Protection studies have also been carried out (Rao et al. 1991; Basu and Briskin
1996; Lee et al. 2000; Mizohata et al. 2003). The inactivation of glutaryl
7-aminocephalosporanic acid acylase (heterotetramer) from Pseudomonas could
not be protected by glutaric acid, 7-aminocephalosporanic acid (competitive inhibi-
tor), and substrate glutaryl 7-aminocephalosporanic acid (Lee et al. 2000). Some
other enzymes inactivated in the presence of Arg-specific reagents, exhibited pro-
tection in the presence of substrate or competitive inhibitor (Schloss et al. 1978;
Baijal and Sane 1988; Rao et al. 1991; Basu and Briskin 1996; Kang et al. 1997;
Mizohata et al. 2003; Chen et al. 2005). NADH exhibited protection in the slow
phase inactivation of nitrate reductase complex (NADH-NR-NADH dehydroge-
nase). The results suggest that NR contains Arg residue in the active site responsible
for the binding of NADH (Baijal and Sane 1988). In malic enzyme from maize (Zea
mays), protection in the presence of NADP alone or combination with Mg2+ ion and
malate was observed, suggesting that Arg residues are located at or near the active
site. The modification showed that the enzyme had a similar affinity for NADPH;
however, the affinity for malate was reduced. This suggests that Arg residue is
involved in the binding of malate (Rao et al. 1991). ATP exhibited protection to
plasma membrane Ca2+ ATPase suggesting the binding of ATP to the active site,
with some conformational change making the Arg residue less susceptible to the
attack of 2, 3-butanedione and phenylglyoxal (Basu and Briskin 1996). The modifi-
cation of the Arg residue of goat pancreas carboxypeptidase A was protected in the
presence of β-phenylpropionic acid (Dua and Gupta 1985b). GDP and GDP-fucose
protected against inactivation of α1,6-fucosyltransferase from human platelets in the
presence of phenylglyoxal (Kaminska et al. 2003). In the case of a modification of
Arg residue in the presence of phenylglyoxal of spinach, Rubisco brought inactiva-
tion, but the product 3-PGA protected inactivation (Mizohata et al. 2003). The
cytoplasmic malate dehydrogenase exhibits protection to two Arg residues out of
four in the presence of NADH. In the presence of AMP, protection from inactivation
was observed but not in the presence of nicotinamide. The result suggests that the
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AMP moiety of NADH is responsible for protection (Bleile et al. 1975). In the case
of etiolated mung bean pyrophosphatase, substrates provided partial protection
against these reagents. The overall result is suggestive of the presence of at least
one Arg residue in the active site (Kuo and Pan 1990). In most cases, it is being
suggested that Arg residue is critical and is located in the active site and is involved
in the binding of a substrate (Dua and Gupta 1985b; Kang et al. 1997; Kaminska
et al. 2003; Chang et al. 2004; Chen et al. 2005).

5.3.5 Site-Directed Mutagenesis

The effects of phenylglyoxal on wild-type and mutant (Arg 166 ! Ala) alkaline
phosphatase from Escherichia coli was investigated. It was found that wild type
exhibited inactivation, while in the mutant enzyme no loss in activity was observed.
The result suggests the presence of Arg residue in the active sites (Chaidaroglou
et al. 1988).

5.3.6 Modification and Conformation

The inactivation of Diamine oxidase in the presence of phenylglyoxal was without
any conformational change; however, when 10 Arg residues were modified, confor-
mational change was observed suggesting their structural role as well (Shah et al.
1996). Rubisco was shown to lose activity during activity assay despite the presence
of large excess of substrate known as “Fallover.” It is being explained by slow
conformational change-dependent loss in the activity. However, modification of
Arg residues led to a reduction in the fallover phenomenon (Mizohata et al. 2003).

5.4 Lysine

Lysine is another basic amino acid. It has primary amine as the side chain and is
involved in the catalytic functions in different enzymes. Several reagents have been
used for modification and identification of Lys residue in the active site. Pyridoxal
phosphate (PLP) and trinitrobenzenesulfonic acid (TNBS) are commonly used.

5.4.1 Reagent Characteristics and Methods

PLP reacts with ε-NH2 of Lys residue to form Schiff’s base, and its reduction in the
presence of NaBH4 results in a loss in activity (Benesch et al. 1972; Huang and
Ichikawa 1995). The reaction of PLP with ε-NH2 of Lys residue of the enzyme was
studied at pH 7.4. The molar extinction coefficient of the reaction of PLP with Lys
ε-NH2 was 9.72 � 103 M�1 cm�1 at 325 nm (Huang and Ichikawa 1995). TNBS
does not exhibit absorbance between 320 and 480 nm. The trinitrophenyl-enzyme
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shows a broad peak between 345–348 nm and a shoulder at 420 nm. The extinction
coefficient at 346 nm of trinitrophenyl-Lys is 1.45 � 104 M�1 cm�1. The
experiments are carried out in the dark because trinitrophenyl-Lys is photosensitive
(Hollenberg et al. 1971).

Citraconic anhydride (2-Methylmaleic anhydride) brings about citraconylation
reaction and has been used for the identification of Lys residue in the active site
(Gibbons and Perham 1970; Gote et al. 2007). The citraconylation reaction was
performed at pH 8.2 (Gibbons and Perham 1970). The structure of different reagents
employed for the identification of Lys residues in the active site is shown in Fig. 5.3.
The modification of Lys in the presence of TNBS results in the formation of
trinitrophenyl-lysine. The structure of the latter is shown in Fig. 5.4. There are
several reports on the identification of Lys residue using group-specific reagents
and have been summarized in Table 5.3.

5.4.2 Inactivation Kinetics

Different enzymes exhibited inactivation when incubated with PLP/NaBH4

(Wimmer and Harrison 1975; Bleile et al. 1976; Pandey and Iyengar 2002;
Kaminska et al. 2003). Porcine heart mitochondrial malate dehydrogenase and

Fig. 5.3 Structures of group-specific reagents for identification of Lys residue

Fig. 5.4 Structure of trinitrophenyl-lysine
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cytoplasmic malate dehydrogenase exhibited reversible inactivation in the presence
of pyridoxal-50 phosphate due to the formation of Schiff’s base with loss in activity
(Wimmer and Harrison 1975; Bleile et al. 1976). When Schiff’s base was subjected
to a reduction in the presence of NaBH4, irreversible inactivation was observed

Table 5.3 Identification of Lys residue in an active site using different group-specific reagents

S. no. Reagent Enzyme Reference

1. Pyridoxal
phosphate

Porcine heart mitochondrial malate
dehydrogenase

Wimmer and Harrison
(1975)

2. Porcine heart cytoplasmic malate
dehydrogenase

Bleile et al. (1976)

3. Bovine pancreatic RNase A Richardson et al.
(1990)

4. Chicken liver PEP-carboxykinase Guidinger and Nowak
(1991)

5. Snake venom Notexin Chang (1996)

6. Rat mevalonate kinase Potter et al. (1997)

7. Enterobacter aerogens glycerol
dehydrogenase

Pandey and Iyengar
(2002)

8. Platelet α-1,6-Fucosyl transferase Kaminska et al. (2003)

9. TNBS Bovine liver glutamate
dehydrogenase

Coffee et al. (1971)

10. Rabbit muscle pyruvate kinase Hollenberg et al.
(1971)

11. Calf liver glutathione reductase Carlberg and
Mannervik (1979)

12. Snake venom phospholipase A2 Yang and Chang
(1989)

13. Pig kidney diamine oxidase Shah et al. (1996)

14. Pinctada fucata alkaline phosphatase Chen et al. (2005)

15. Citraconic
anhydride

Rabbit muscle aldolase Gibbons and Perham
(1970)

16. Ustilago sphaerogena Ribonuclease
U1

Hashimoto and
Takahashi (1977)

17. Bacillus stearothermophilus
α-galactosidase

Gote et al. (2007)

18. 4-chloro-3,5-
dinitrobenzoate

Snake venom phospholipase A2 Chang et al. (1994)

19. 2,4-Dinitrophenyl-
propionate

Clostridium acetobutylicum
acetoacetate decarboxylase

Schmidt and
Westheimer (1971)

20. o-Phthalaldehyde Enterobacter aerogens glycerol
dehydrogenase

Pandey and Iyengar
(2002)

21. 2,4-pentanedione Chicken liver PEP-carboxykinase Guidinger and Nowak
(1991)

22. Iodoacetamide Corynebacterium sp. U-96 sarcosine
oxidase

Mukouyama et al.
(2004)

5 Use of Group-Specific Reagents in Active Site Functional Group Elucidation II:. . . 105



(Wimmer and Harrison 1975). A biphasic kinetic pattern was observed with the
initial phase representing the reversible formation of Schiff’s base and the second
phase representing the irreversible formation of X-azolidine-like structure. The
biphasic plot had two pseudo-first-order rates (Bleile et al. 1976).

Phosphoenolpyruvate carboxykinase from the chicken liver was modified in the
presence of 2, 4-pentanedione and pyridoxal-50-phosphate. The inactivation of
enzyme in the presence of 2, 4-pentanedione followed pseudo-first-order kinetics
and was linearly concentration-dependent. In the presence of pyridoxal-50phosphate
inactivation follows bimolecular kinetics. The pK value determined was 8.1. The
overall result suggests the presence of one reactive Lys at the active site (Guidinger
and Nowak 1991). Notexin from snake venom in the presence of pyridoxal-
50phosphate modified 2 Lys residues out of 11 residues, namely Lys-82 and
Lys-115. The modified notexin exhibited an increase in activity (Chang 1996).

Glycerol dehydrogenase from Enterobacter aerogens was inactivated in the
presence of pyridoxal 50-phosphate and o-phthalaldehyde due to modification. The
inhibition was time and concentration-dependent. The o-phthalaldehyde modified
the proximal Lys residue and a Cys residue with enzyme inactivation (pseudo-first-
order kinetics). In the latter modification, there is the formation of a thioisoindole
derivative as evident from emission maximum at 415 nm. (Pandey and Iyengar
2002).

There are reports on the inactivation of different enzymes due to their modifica-
tion in the presence of TNBS (Coffee et al. 1971; Hollenberg et al. 1971). Bovine
liver glutamate dehydrogenase exhibited modification of two Lys residues upon
treatment with TNBS, namely Lys-425 and Lys-428. The latter reacts rapidly in
comparison to Lys-425. The latter is modified only when Lys-428 has been modified
(Coffee et al. 1971). Rabbit muscle pyruvate kinase inactivation followed pseudo-
first-order kinetics. The modified enzyme upon hydrolysis gave ε-N-
trinitrophenyllysine (Hollenberg et al. 1971).

Phospholipase A2 from snake venom of Taiwan cobra exhibited a loss in activity
and resulted in the formation of two triphenylated derivative TNP-1 and TNP-2.
TNP-1 contained Lys-6, while TNP-2 contained Lys-6 as well as Lys-65. The
reactivity of Lys-6 and Lys-65 was enhanced towards TNBS in the presence of
Ca2+. These results suggest that two Lys residues were not involved in Ca2+ binding
(Yang and Chang 1989). Diamine oxidase from pig kidney upon treatment with
TNBS exhibited two kinds of Lys residues. Around 21 Lys residues did not show
any loss in activity and changes in conformation, while the remaining 19 Lys
residues showed changes in hydrodynamic properties and loss in activity (Shah
et al. 1996). Alkaline phosphatase from Pinctada fucata was inactivated due to the
modification of Lys residue and the loss in activity followed pseudo-first-order
kinetics (Chen et al. 2005). The inactivation reaction with TNBS of
α-galactosidase from Bacillus stearothermophilus was concentration-dependent
and did not show pseudo-first-order kinetics (Gote et al. 2007).

106 P. K. Ambasht



Phospholipase A2 from snake venom exhibited a loss in the activity upon
treatment with 4-chloro-3, 5-dinitrobenzoate. The reaction resulted in the
carboxydinitrophenylation of Lys-6 (Chang et al. 1994). Acetoacetate decarboxylase
from Clostridium acetobutylicum in the presence of 2, 4-dinitrophenyl propionate
was modified. A Lys amino group was considered to be important for the catalytic
mechanism. The loss of activity followed pseudo-first-order kinetics. The pK value
determined was 5.9, almost four pK units less than usual. The result suggests that it
represents actual pK of an amino group at the active site (Schmidt Jr. and
Westheimer 1971).

Iodoacetamide is usually used for the identification of a thiol group. There is
however a report of modification of Lys residue in the presence of iodoacetamide.
Sarcosine oxidase from Corynebacterium sp. U-96 exhibited inactivation in the
presence of iodoacetamide and followed pseudo-first-order kinetics (Mukouyama
et al. 2004).

5.4.3 Protection Studies

The Schiff base formed when porcine heart mitochondrial malate dehydrogenase and
cytoplasmic malate dehydrogenase were subjected to PLP showed protection in the
presence of NADH (Wimmer and Harrison 1975; Bleile et al. 1976). The protection
result suggests that the interaction of pyridoxal phosphate was near the active site
(Bleile et al. 1976). Chicken liver PEP-carboxykinase modified in the presence of
PLP exhibited complete protection of inactivation in the presence of IDP, ITP, and
PEP (Guidinger and Nowak 1991). NAD+ and NADH exhibited protection against
inactivation of PLP-modified glycerol dehydrogenase. The result suggested the
presence of active Lys residue near the coenzyme-binding site. Glycerol partially
protected the inactivation of o-phthalaldehyde-modified glycerol dehydrogenase but
NAD+ was ineffective. The Lys involved in o-phthalaldehyde inactivation was
different from pyridoxal-50-phosphate inactivated lysine (Pandey and Iyengar
2002). GDP-fucose and GDP offered protection against inactivation in the presence
of pyridoxal phosphate/NaBH4of α-1, 6-fucosyl transferase from human platelets.
The result suggests that Lys residue is close to the substrate-binding site (Kaminska
et al. 2003).

There are reports on the protection of enzymes inactivated in the presence of
TNBS. ADP exhibited strong protection against inactivation to rabbit muscle pyru-
vate kinase but PEP did not. Further, ATP also protected the activity against
inactivation, in a similar way to ADP. The results suggest that Lys residue is
important for the binding of ADP and catalysis (Hollenberg et al. 1971). Substrate
binding had little effect on alkaline phosphatase inactivation (Chen et al. 2005).
Sarcosine oxidase from Corynebacterium sp. U-96 modified in the presence of
iodoacetamide exhibited protection in the presence of acetate buffer of pH 6.4, 7.2
and 8.0 (Mukouyama et al. 2004).
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5.4.4 Spectral Analysis

CD spectral results indicated little change in the secondary structure of pyridoxal-
phosphate-modified chicken liver PEP-carboxykinase (Guidinger and Nowak 1991).
CD spectra of the PLP-modified notexin did not show any change in the secondary
structure and with respect to its affinity for Ca2+ suggesting that Lys residue is not
involved in calcium-binding (Chang 1996). The fluorescence spectral data of the
PLP-modified and sodium borohydride-reduced glycerol dehydrogenase indicated
modification of the ε-NH2 group of a specific Lys residue (Pandey and Iyengar
2002). CD spectroscopic results suggest that inactivation did not bring any confor-
mational change to TNBS-modified α-galactosidase, and hence loss in the activity is
not structural change related. The result suggests that Lys residue takes part in the
catalysis as well as substrate binding (Gote et al. 2007). The modification of
phospholipase A2 in the presence of 4-chloro-3, 5-dinitrobenzoate did not bring
any significant change in the secondary structure and Ca2+ binding. The result
suggests that Lys-6 plays an important role in the mechanism of catalysis of
phospholipase A2 (Chang et al. 1994).

5.5 Histidine

Histidine is a basic amino acid containing side-chain imidazole group. This is part of
the active site of several enzymes. Its role in active site of chymotrypsin is well
explained along with the use of tosyl L-phenylalanine-chloromethylketone (TPCK)
(Stryer 1995). The role of His in enzyme-active site has been reviewed (Miles 1977;
Schneider 1978). The identification of His residue has been approached through the
determination of pKa value, photooxidation, and use of diethylpyrocarbonate
(DEPC).

5.5.1 Methods

Rate versus pH plot helps in the determination of pKa value and gives a tentative
indication of the functional group (Ambasht et al. 1997). Photooxidation in the
presence of dyes methylene blue and rose Bengal has been discussed for identifica-
tion of His. Methylene blue is cationic, while rose Bengal is anionic. Methylene blue
shows low specificity as some other residues like Trp, Tyr, Ser, and Thr are also
modified (Bellin and Yankus 1968). Rose Bengal is more specific for the imidazole
group at neutral pH (Westhead 1972). In the experiment, the enzyme in the presence
of a light source (100 W bulb) is kept at 30 cm and illuminated. The time-dependent
loss in activity is monitored. The control experiment includes enzyme and dye in
the dark; enzyme alone in the dark, and in light (Malhotra and Kayastha 1989).

Diethylpyrocarbonate (DEPC) reacts with His residue to form carbethoxy-
histidyl derivative (Lundblad 2014). The reaction is pH-sensitive, i.e., it is highly
specific at near-neutral pH. In the alkaline pH, the reaction is reversed (Eyzaguirre
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1987). The loss in activity is followed by an increase in absorbance at 240 nm.
Hydroxylamine removes the carbethoxy-group from N-carbethoxyhistidyl residue
(Miles 1977). The treatment with hydroxylamine leads to the opening of the
imidazole ring with de-ethoxyformylation by the Bamberg reaction (Srivastava
and Kayastha 2001). DEPC is also shown to modify the imidazole ring of purine
to its carbethoxy form, and also, the ring can be cleaved by the Bamberger reaction
(Loosemore and Pratt 1976). The reaction of DEPC with His residue takes place
when both nitrogen atoms of His are free. The reports on the determination of pKa for
His residue have been summarized in Table 5.4. It is evident that pKa values
were between 6.2 and 7.2 representing perturbed values for His.

5.5.2 Photooxidation

Single exponential loss in activity (pseudo-first-order kinetics) was observed in
almost every case suggesting the presence of the imidazole group and its importance
for catalysis (Dua and Kochhar 1985; Malhotra and Singh 1992; Ambasht et al.
1997; Isla et al. 1998). The photooxidized enzyme exhibited an increase in absor-
bance at 250 nm that was directly proportional to the extent of inactivation (Dua and
Kochhar 1985). Substrates have been shown to bring protection against
photoinactivation (Dua and Kochhar 1985; Isla et al. 1998; Srivastava and Kayastha
2001). The results of photooxidation have been summarized in Table 5.5.

5.5.3 DEPC

An attempt was made with N of His residue, coordinated through Ru (II) or Pt (II) in
a metalloprotein or metalloenzyme, but the reaction did not take place (Jackman
et al. 1988). However, there is a report of reaction between DEPC with Co(III)
complexes [Co(III)(en)Cl His]Cl and [Co(III)(dien)His]Cl2 (Li and Rosenberg
1993). The structure of DEPC has been shown in Fig. 5.5.

Jack bean urease displays aggregation in the presence of Cu2+; however, upon
modification with DEPC, the enzyme’s affinity for Cu2+ decreases and reduces

Table 5.4 Reports of determination of pKa value in relation to His residue in enzyme-active site

S. no. Enzyme pKa Reference

1. Malate dehydrogenase 7.0 Aspray et al. (1979)

2. PEP-phosphatase 7.2 Malhotra and Kayastha (1990)

3. Pyruvate kinase 6.6 Ambasht et al. (1997)

4. H+ ATPase 6.7 Chu et al. (2001)

5. Urease 6.2 Srivastava and Kayastha (2001)

6. Alkaline phosphatase 6.6 Ding et al. (2002)

7. Pyrophosphatase 6.4 Hsiao et al. (2002)

8. α-Amylase 6.8 Singh and Kayastha (2014)
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aggregation. Jack bean urease contains 24 His residues; however, DEPC brings
about modification of 18–20 residues. Four His residues are coordinated with Ni in
the active site and are not accessible to DEPC as only 35% loss in activity was
observed. The CD spectra of native and DEPC-modified enzyme were very similar,
suggesting that secondary structure was retained (Follmer and Carlini 2005). The
results of the use of DEPC in the modification of His residue in the active site have
been summarized in Table 5.6.

5.5.3.1 Kinetics
Inactivation of enzyme activity has been observed in the presence of DEPC (Khan
and McFadden 1982; Hsiao et al. 2002; Colleluori et al. 2005; Tavakoli et al. 2006).
In most reports, single exponential loss in activity (first-order kinetics) has been
observed (Dua and Kochhar 1985; Malhotra and Singh 1992; Ambasht et al. 1997;
Roknabadi et al. 1999). Isocitrate lyase from flax indicated modification of two His
residue per subunit of the tetrameric enzyme (Khan and McFadden 1982). A similar
result was obtained with castor isocitrate lyase as well (Malhotra and Singh 1992).
α-3-Fucosyl transferase showed inactivation with IC50 (92 μM) and complete
inhibition at 500 μM (Britten and Bird 1997).The reaction of NADP+-malate
dehydrogenase from Pisum sativum and α-amylase from wheat in the presence of
DEPC was time and concentration-dependent (Kang et al. 1997; Singh and Kayastha
2014). Choline oxidase from Alcaligenes exhibited a loss in activity in the presence

Table 5.5 Results of photooxidation in the exploration of His residue in the active site

S. no. Dye Enzyme Reference

1. Methylene
blue

Mung bean
PEP-phosphatase

Malhotra and Kayastha (1989)

2. Mung bean
phosphoglycerate kinase

Kumar and Malhotra (1988)

3. Mung bean pyruvate
kinase

Ambasht et al. (1997)

4. Tropaeolum invertase Isla et al. (1998)

5. Pigeon pea urease Srivastava and Kayastha (2001)

6. Rose
Bengal

Bacillus
amyloliquefaciens
α-amylase

Dua and Kochhar (1985)

7. Mung bean
PEP-phosphatase

Malhotra and Kayastha (1989), Kayastha
and Malhotra (1993)

8. Castor isocitrate lyase Malhotra et al. (1987), Malhotra and Singh
(1992)

9. Mung bean pyruvate
kinase

Ambasht et al. (1997)

10. Pigeon pea urease Srivastava and Kayastha (2001)

Fig. 5.5 Structure of DEPC
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of DEPC, and the latter was a competitive inhibitor as indicated in the Lineweaver-
Burk plot (Tavakoli et al. 2006). The presence of DEPC brought changes to Vmax

only and not Km in vacuolar H+ pyrophosphatase from etiolated mung beans (Hsiao
et al. 2002).

In one case, DEPC was found to modify His residue in isozymes of phospho-
enolpyruvate carboxylase from maize in such a way that there is the dissociation of
the tetrameric structure. PEPCI is more sensitive in comparison to PEPCII towards
reaction with DEPC (Stiborova 1989). Laccase from Rigidoporus lignosus was
modified with DEPC, which revealed the presence of a His residue in the active
site, based on kinetic behavior and mass spectrometry results (Vianello et al. 2014).

5.5.3.2 Effect of Hydroxylamine
Restoration of activity has been reported in the presence of hydroxylamine (Khan
and McFadden 1982; Stiborova 1989; Lim and Turner 1996; Isla et al. 1998).

Table 5.6 Results of use of DEPC in the exploration of His residue in the active site

S. no. Enzyme Reference

1. Escherichia intermedia tyrosine phenol lyase Kumagai et al. (1975)

2. Flax isocitrate lyase Khan and McFadden (1982)

3. Rhodospirillum rubrum F1-ATPase Khananshivili and Gromet-Elhanan
(1983)

4. Corynebacterium sarcosine oxidase Hayashi et al. (1983)

5. Cytoplasmic 50nucleotidase Worku et al. (1984)

6. Maize δ-aminolevulinic acid dehydratase Maralihalli et al. (1985)

7. Watermelon isocitrate lyase Jameel et al. (1985)

8. Bacillus amyloliquefaciens α-amylase Dua and Kochhar (1985)

9. Castor isocitrate lyase Malhotra and Singh (1992)

10. Bovine inositol monophosphatase Rees-Milton et al. (1993)

11. Porcine kidney aminopeptidase P Lim and Turner (1996)

12. α3-Fucosyl transferase Britten and Bird (1997)

13. Pisum sativum malate dehydrogenase Kang et al. (1997)

14. Mung bean pyruvate kinase Ambasht et al. (1997)

15. Barley β-glucosidase Skoubas and Georgatos (1997)

16. Lens esculenta acid phosphatase Roknabadi et al. (1999)

17. Phaseolus vulgaris arginase Carvazal et al. (1997)

18. Tropaeolum invertase Isla et al. (1998)

19. Pigeonpea urease Srivastava and Kayastha (2001)

20. Vacuolar H+-ATPase Chu et al. (2001)

21. Megalobatrachus japonicus alkaline
phosphatase

Ding et al. (2002)

22. α1,6-Fucosyl transferase Kaminska et al. (2003)

23. Rat liver arginase Colleluori et al. (2005)

24. Alcaligenes choline oxidase Tavakoli et al. (2006)

25. Wheat α-amylase Singh and Kayastha (2014)

26. Rigidoporus lignosus laccase Vianello et al. (2014)
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Hydroxylamine, in certain cases, provided partial restoration or not any significant
recovery (Srivastava and Kayastha 2001; Chu et al. 2001). The restoration of activity
in the presence of hydroxylamine was different with respect to isozymes of
50nucleotidase. Hydroxylamine completely reversed the inhibition of the cytosolic
enzyme, while partial reversal of inhibition was observed in membrane
50nucleotidase (Worku et al. 1984).

5.5.3.3 Protection Studies
Substrates have shown to bring protection against DEPC inactivation (Dua and
Kochhar 1985; Maralihalli et al. 1985; Srivastava and Kayastha 2001; Hsiao et al.
2002). Acetate exhibited complete protection to the DEPC-modified sarcosine
oxidase (Hayashi et al. 1983). In the case of arginase from rat liver, L-ornithine,
and borate together brought complete protection while L-ornithine, alone brought
partial protection (Colleluori et al. 2005). In some other cases, the substrate did not
show protection (Britten and Bird 1997). NADPH (10 mM) exhibited more than
80% restoration of activity of chloroplast NADP+-malate dehydrogenase from pea
leaves (Kang et al. 1997).

Glycerol-3-phosphate, AMP, and Pi protected the alkaline phosphatase activity,
suggesting that modified His in the presence of DEPC is located in the active site
(Ding et al. 2002). L-Ala shows protection against inactivation (Kumagai et al.
1975). GDP-fucose did not bring any protection against inactivation of DEPC-
modified α1,6-fucosyltransferase (Kaminska et al. 2003). Succinate and glyoxylate
exhibited protection against inactivation due to DEPC in flax and watermelon
isocitrate lyase (Khan and McFadden 1982; Jameel et al. 1985). Succinate and
glyoxylate, when present together, resulted in better protection (Jameel et al.
1985). No protection in the presence of glyoxylate, however, was observed in castor
isocitrate lyase (Malhotra and Singh 1992).

5.5.3.4 Spectral Analysis
The reaction between DEPC and various enzymes results in inactivation. The loss in
activity was with a corresponding increase in absorbance at 240 nm (Malhotra and
Singh 1992; Ambasht et al. 1997; Chu et al. 2001). In some other reports, an increase
in absorbance was recorded at 242 nm (Kumagai et al. 1975; Ding et al. 2002;
Colleluori et al. 2005). The increase in absorbance was without any change in
absorbance at 278 nm, suggesting the presence of His residue at the active site and
ruling out the presence of Tyr residue (Malhotra and Singh 1992; Ambasht et al.
1997; Roknabadi et al. 1999). The increase in absorbance at 240 nm was also lost in
the presence of hydroxylamine (Maralihalli et al. 1985; Hsiao et al. 2002; Singh and
Kayastha 2014). The fluorescence spectrum of DEPC bound to choline oxidase
displayed quenching in the intensity. The Far-UV CD spectrum reveals that modifi-
cation of His residue is responsible for the change in secondary structure (Tavakoli
et al. 2006). The extent of modification of sarcosine oxidase was determined by
difference absorption spectrum, the peaks were at 246 and 292 nm and isosbestic
points at 237 and 283 nm (Hayashi et al. 1983).
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5.5.4 Iodoacetamide

Iodoacetamide is primarily used for modification of the thiol group. However, there
is a report on the modification of His residue in the presence of iodoacetamide
through alkylation. Malate dehydrogenase from pig heart was modified, giving rise
to 1,3-dicarboxamidomethyl histidine, 3-carboxamidomethyl histidine, and
1-carboxamidomethyl histidine. 1,3-Dicarboxamidomethyl histidine is responsible
for the inactivation of the enzyme. Protection against inactivation was observed in
the presence of NADH binding. The overall result suggests the presence of essential
His residue at or near the active site. The inactivation followed pseudo-first-order
kinetics (Aspray et al. 1979).

5.6 Conclusion

The challenge of understanding of enzyme-active site functional groups has been
sorted out by the use of different group-specific reagents. Different kinds of spectra
like UV visible, fluorescence and CD, inactivation kinetics, and protection in the
presence of substrates have also contributed to the understanding. With the advance-
ment, a technique like site-directed mutagenesis has brought strength in the explora-
tion of active site functional groups.
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Protein-Protein Interactions Modeling:
From Dry to Wet Lab 6
Ekta Khare and Dev Bukhsh Singh

Abstract

The basic study of protein provides insight into their role in health and diseases.
Protein–protein interaction (PPI) networks are intrinsic to virtually every cellular
process and of vital importance in systems biology. Besides the knowledge of
protein three-dimensional structures, their dynamics and interaction profiles are
important to completely understand the biochemical mechanisms at the molecular
level and utilize it for the benefit of mankind. Protein–protein interactions can
alter the kinetic properties of proteins, and this can be reflected in the form of
crucial alteration in specificity to substrates, catalysis, or altered allosteric
properties of the complex. Understanding of protein complex formation allows
an analysis of molecular functions, and hence needed to redesign and produce
tailor-made proteins suitable for desired work. In the last decades, a vast amount
of PPI data was generated by high-throughput experimental methods. However,
voluminous unexplored proteins, creating the computational analysis of the PPI
network a mandatory tool. Moreover, each method carries its advantages and
disadvantages to reproduce a true PPI model that precisely set up under physio-
logical conditions. To properly understand the significance of PPI in the cell, one
needs to thoroughly verify through the physical, molecular biological, and
genetic approaches that have been used to detect protein–protein interactions.
This chapter describes the various wet and dry lab approaches to study the
molecular details of interactions and to consider the reliability of each method.
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6.1 Introduction

Protein–protein interactions (PPIs) are the mandatory part of every single life on
earth from unicellular to multicellular, prokaryotes to eukaryotes, and plants to
animals. It is impossible to understand cellular functions without a thorough knowl-
edge of PPIs. Moreover, facts associated with PPIs are also important for designing
of new generation drugs. A protein molecule in itself is made up of a specific
sequence of amino acids that fold into secondary, tertiary, and quaternary structures
under the influence of posttranslational modifications, characteristic pH, and redox
environment of the cell. Furthermore, understanding the interactions between
proteins is thus even a more challenging process due to the lack of complete
information on proteins and gene expression events for the genome of organisms.

Over 80% of proteins have been estimated to operate as complexes (Berggård
et al. 2007). Well-known examples of multi-subunit proteins are RNA polymerases,
pyruvate dehydrogenase, etc. Many proteins–protein interactions are part of larger
cellular networks of cellular pathways. A proteome illustration of interactions
between proteins will provide unparalleled information to figure out the develop-
ment, cellular communications, and biochemistry of the cell (Zhang 2009). Protein
interactions can be categorized by functional and structural properties (Zhang 2009).
The important characteristics for understanding the function of PPIs are life span,
stability, and affinity. PPIs can be characterized by the life span as permanent or
transient and based on stability into obligate or non-obligate. Transient protein
complexes can be further differentiated into strong or weak in terms of affinity
(Nooren and Thornton 2003; Braun and Gingras 2012). Several proteins are known
to exist as components of permanent obligate complexes like multi-subunit.
Non-obligate complexes involved in enzyme–inhibitor, enzyme–substrate,
hormone–receptor, and signaling–effector types of interactions are of short duration
enzymes (Mintseris and Weng 2005).

Protein complexes of long duration formed due to strong interactions. Classical
biochemical methods such as size exclusion chromatography or native gel electro-
phoresis can be used for the assessment of such strong obligate interactions
(Podobnik et al. 2016). Traditional in vitro and in vivo approaches are not appropri-
ate for detection and analysis of transient interactions but require extremely respon-
sive and high-resolution experimental techniques (Sali et al. 2003). Experimental
methods like co-immunoprecipitation or affinity chromatography are often laborious
and expensive for the determination of obligate and non-obligate or transient
interactions. The outputs of these experiments might be affected by system errors
(Geva and Sharan 2010). It becomes a challenge to validate all the data of protein–
protein interactions in laboratory generated by high-throughput researches of the
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century. Interactions with the protein of known function can determine the role of
unidentified protein. Computational approaches are of great use to understand the
functions of the unexplored protein. Keeping these notions into consideration,
efficient use of integrative computational approaches is indispensable to thoroughly
investigate the protein–protein interactions. The goal of this chapter is to present
various methods from wet and dry lab to rationalize tools for the investigation of
protein interactions of various nature and strength.

6.2 Preferred Mode of Protein Associations

The process of association formation began with the random search of protein at a
rate, as stated by Brownian motion. This is trailed by accurate docking of the protein
interfaces. Still, a collision between proteins does not authenticate the formation of
the complex as their accurate relative orientation is necessary for electrostatic
attraction to initiate the process of protein–protein interaction and complex forma-
tion (Selzer and Schreiber 2001). The interface formed between the pair of proteins
plays an important role in the interaction. The amino acid residues of interacting
proteins contact in this interfacial region (Tuncbag et al. 2008). The interfaces
between permanently interacting proteins are in general larger in size (ranging
from 1500 to 10,000 Å2) over transient interfaces (<1500 Å2) (De et al. 2005;
Park et al. 2009). The amino acid composition of transient interfaces is not very
much different from the rest of the protein surface; however, it shows a somewhat
higher number of neutral polar groups (Ansari and Helms 2005; Perkins et al. 2010).
This is because each component of this non-obligate complex has to subsist sepa-
rately in the cell. Strongly interacting proteins have interfaces rich in hydrophobic
sites so that upon interaction they can form more widespread conformational
changes (Janin et al. 2008).

Hydrophobic interactions are the leading force in protein coupling driven by a
gain in free energy of binding (Tripathi 2013). However, this energy is not evenly
distributed across the interfaces. Recent studies generalized that on interfaces, a
small number of residues mainly contribute to the binding free energy of protein–
protein complexes termed as “hot spots” (Clackson and Wells 1995; Ma et al. 2003;
Moreira et al. 2007; Wang et al. 2018). Analysis of hot spots revealed that trypto-
phan (21%), arginine (13.1%), and tyrosine (12.3%) are most frequent and vital for
the interaction. The hot spot is surrounded by the residues with a less energetic
contribution for interaction that form O-ring-like shape so as to interrupt the entry of
bulk solvent (Bogan and Torn 1998). Alanine scanning mutagenesis is a general
approach for the identification of hot spot residues. In this technique interface
residues are sequentially mutated to alanine and every time measured for binding
affinity to associate protein. The residue which on mutation causes binding free
energy difference (ΔΔGbinding) � 2.0 kcal/mol is identified as hot spot residue
(Moreira et al. 2007). Several PPI analysis revealed that the structure of these hot
spot regions on interfaces is highly conserved (Moreira et al. 2007; Wang et al.
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2018), and their identification can add important steps towards our understanding of
protein–protein interactions.

Aloy and Russell (2004), based on their assumption about homologous proteins,
proposed that around 10,000 unique protein–protein interactions are possible. How-
ever, now it is well known that proteins from different families can form similar
interface interactions and complex structures. Nowadays, the increasing information
about hub proteins having many protein partners uncovered another fact that they
use different surfaces or faces for interaction with distinct partners. It is interesting to
know further about proteins using different faces for the same partner and proteins
with the same faces for different partners. Kim et al. (2006) explained the term
“faces” as a set of interface residues on a single domain contacting with another
domain within 5 Å. So, one can define hot spots as the complemented pockets of
structurally conserved residues scattered on the interfaces. Due to the complemen-
tarity of these pockets in terms of shape and juxtaposition of amino acid residues, the
hot spot of one face packed with that of another partner (Moreira et al. 2007). The
intense proclivity of hot spots towards different protein partners suggests the impor-
tance of its study not only for the understanding of protein–protein dimer but also for
getting information about faces interacting with other molecules (Thornton 2001).

6.3 Wet-Lab Methods of PPI Detection (Table 6.1)

6.3.1 In Vitro PPI Modeling

6.3.1.1 Nuclear Magnetic Resonance (NMR)
During the twentieth century, NMR was considered as the best method for the study
of three-dimensional structures of macromolecules. In recent times due to the
development of better equipment, NMR can be used for the analysis of PPIs without
the need for protein crystallization (Zuiderweg 2002). The crystallization of protein
complexes in biologically relevant form might not be possible for every case,
especially ones formed due to weak interactions, thus increase the importance of
the NMR technique. However, it is a low-throughput method of protein–protein
interaction study. Still, a range of NMR methods including chemical shift perturba-
tion analysis, nuclear Overhauser effects (and its derivatives), residual dipolar
couplings, paramagnetic approaches, solid-state NMR, and the analysis of
low-abundance species can be used to understand the PPIs (Nishida and Shimada
2011).

Chemical shift perturbation is the most excepted NMR method to record protein
interfaces. A two-dimensional NMR experiment called “Heteronuclear single quan-
tum correlation” correlates the amide attached 15 N frequency (chemical shift) with
the directly attached 1 H for every single amino acid. The interaction between
proteins affects the chemical shifts of the nuclei in the protein interfaces (Vaynberg
and Qin 2006). A full three-dimensional structure of protein complexes can be
determined using the nuclear Overhauser effect (NOE) that measures inter-proton
distances. However, this method is limited to the large size protein complexes
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(Kenworthy 2001; Vaynberg and Qin 2006). The accuracy of the NOE method can
be improved, employing residual dipolar coupling (RDC) as an additional check-
point. The relative orientation of certain dipoles existing within the complex in the
magnetic field helps to determine the relative orientation of interacting subunits in
PPIs (Prestegard et al. 2004).

Protein–ligand binding can be detected by paramagnetic NMR (paramagnetic
relaxation enhancement, PRE), which increases the transverse relaxation rate due to
dipolar interactions with unpaired electron immobilized on the protein (Sugiki et al.
2018). The molecular size and solubility limitation of NMR techniques have over-
come by solid-state NMR (ssNMR), utilizing the approaches of magic angle sample
spinning coupled with cross-polarization (Miao and Cross 2013). ssNMR has
enabled us to characterize interfaces of membrane protein–ligand or other protein–
protein complexes (Sun et al. 2012a). The NMR technique proceeds further with
titration to get a proper estimation of the affinity, stoichiometry, specificity, and
kinetics of binding or interaction between protein partners (Zuiderweg 2002).

6.3.1.2 Small Angle X-Ray Scattering (SAXS)
In contrast to the crystallography, which limited to the molecules with the ability to
form crystals, small-angle X-ray scattering (SAXS) is a solution (Grant et al. 2011).
SAXS is an effective technique to resolve structural features of biomolecules in the
range between 1 and 100 nm at near-physiological conditions. In recent times, the
SAXS method gets popular for the study of protein complexes (Allec et al. 2015;
Schindler et al. 2016). SAXS was typically used for the detection of shape, size,
distributions, and locations of various nanostructures, or can be used to reconstruct
the low-resolution image of the molecular envelope. This method needs highly
scattering molecular small size probes that bind with high affinity to selectively
targeted biomolecules, not only surface but buried 3D structures without averting
perturbing the system. The probes are designed in such a way that they elastically
scatter X-rays at small angles above the background signal generated from the
associated biomolecule (Koch et al. 2003). Protein–protein interaction can be
screened using several different probes. Targeted biomolecules, when reaching in
the zone of 1–100 nm proximity, produce signature scattering depending on the
intermolecular distance and characteristic of interacting partners (Allec et al. 2015).

Grant et al. (2011) studied 28 different samples through crystallography, NMR,
and SAXS methods and concluded that SAXS can enhance the structural informa-
tion gathered by different techniques and is helpful in the interpretation of functional
information from structural details. Several workers adopted an integrative approach
with SAXS data to inspect protein–protein complexes and understand interactions
on the genome-scale (Petoukhov and Svergun 2005; Hura et al. 2009; Pons et al.
2010; Schneidman-Duhovny et al. 2012; Karaca and Bonvin 2013; Xia et al. 2015).
Even though binding of the probe to the targeted site of proteins is a challenge,
SAXS utilizing optimally designed probes that generate sufficiently high scattering
signals has the potential to be applied under in vitro, in cellulo, and in vivo
conditions (Röllen et al. 2018).
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6.3.1.3 Co-immunoprecipitation (Co-IP)
Co-immunoprecipitation is a very impressive technique as it utilizes cell extract
containing proteins and cellular components providing native conditions to study
interactions (Moresco et al. 2010). In this technique, a target antigen (so-called bait)
is bound to an antibody (affinity tag) that is immobilized to a support material. The
bait protein interacts with other protein(s) present in cell extract and gets precipitated
due to the affinity tag attached to support. Sodium dodecyl sulfate-polyacrylamide
gel electrophoresis (SDS-PAGE) and western blot analysis allow the detection of
immunoprecipitated bait protein and interacting protein partners. The identification
of peptides is possible through the excision of protein bands followed by mass
spectrometry (Mann et al. 2001; Xing et al. 2016). This technique allows the study of
weakly interacting proteins; however, a disadvantage is the requirement of highly
specific tag antibodies. This difficulty can be resolved by using transfected cells
expressing tagged bait protein. Now an antibody specific against tag (instead of for
bait) can be utilized for the detection of interacting protein partners through co-IP
(Masters 2004; Berggård et al. 2007).

6.3.1.4 Cryo-Electron Microscopy (Cryo-EM)
Day-by-day advancement in electron microscopy instrument and image processing
system has made possible the study of protein complexes of sizes from hundreds of
kilo-daltons to mega-daltons at 3–5 Ǻ resolution (Costa et al. 2017). Crystallization
of samples not required is an advantage of this technique. Cryo sample preparation is
the sensational achievement, allowing the high resolution of EM structures
providing the name cryo-EM to the technique. In this process, exposure of frozen
solution of protein to an electron beam causes scattering of electrons that passes
through the lens to create a magnified image (Callaway 2015). The frequently used
variant of cryo-EM is single-particle cryo-EM, which combines a large number of
2D images of a protein complex in different orientations and creates a 3D image of
the molecule. After the generation of such a 3D atomic model for the protein partners
of complex the data integration into the density map to create pseudo-atomic models
enhance the performance of electron microscopy (Milne et al. 2013). Success in the
understanding of some Gram-negative bacterial type IV-secretion system assembly
and functionally is a major output of cryo-EM (Costa et al. 2017).

6.3.1.5 Atomic Force Microscopy
As earlier discussed, the intermolecular forces operate and determine the protein
interactions, so the method that will provide information about the distribution of
interaction energy in space between two molecules is of great importance. Atomic
force microscopy (AFM) makes available such information by measurement of force
(energy with respect to distance) between two molecules (Leckband 2000; Lin et al.
2005). The important features of AFM are high force sensitivity of ~10-2pN (Lee
et al. 1994), the dynamic range of ~0.001–5000 nN (Dammer et al. 1995), positional
accuracy by 0.01 mn, and above all functional at native physiological conditions.
The process involves scanning the molecule surface using a very sharp probe
attached at the end of a cantilever, scrutinizing the deflection of the lever, and
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reconstruction of a 3D topographical image. The materialistic properties (elasticity,
electrostaticity, adhesion, and viscosity) of proteins can be measured at a spatial
level due to the high force sensitivity of AFM (Chen et al. 1992; Clausen-
Schaumann et al. 2000; Bangalore and Tessmer 2018). However, a very important
limitation that is still associated with this technique is the sensitivity to the sample
preparation and the condition of force measurement.

6.3.1.6 Isothermal Titration Calorimetry (ITC)
Protein–protein interaction causes structural changes in protein partners. An exclu-
sive reorganization of bound water molecules due to interaction results in entropic
and enthalpic changes in the system. Removal of water molecules from nonpolar
surface is an enthalpically unfavorable but entropically favorable process. Balance of
the enthalpy and entropy changes caused due to the type and number of bonds
formed between protein interfaces develops a thermodynamic fingerprint, and that
biophysics is the base of isothermal titration calorimetry (ITC) (Ladbury and
Chowdhry 1996). This technique follows a direct and quantitative approach for the
thermodynamic characterization of an interactive system (Doyle 1997; Pierce et al.
1999). ICT involves the incremental injection of one protein into a second protein
sample taken in the calorimetric cell. Whether it is exothermic or endothermic
reaction, measurement of heat of reaction is taken as a function of the concentration
of protein complex formed during the binding reaction (Velazquez-Campoy et al.
2004). ITC is well suited for the study of heterodimeric interactions and dissociation
of homodimers. It is also possible to quantify thermodynamic contributions of
specific amino acids intercede the binding reaction on the availability of structural
information of interfaces of interacting proteins (Privalov and Dragan 2006).

6.3.1.7 Pull-Down Assays
Pull-down assay is quantitative in vitro method to screen or verify the direct protein–
protein interactions. The methodology of this assay is somewhat identical to
co-immunoprecipitation in terms of the requirement of an affinity ligand to confine
interacting proteins (Louche et al. 2017). A bait used in the pull-down method is a
purified and tagged protein, while in case of co-immunoprecipitation is an
immobilized antibody. This method uses immobilized tagged protein (bait) on
tag-specific affinity ligand and prey protein in solution. To determine the binding
affinity of bait and prey proteins, the bait at constant concentration allows interacting
with the increasing concentrations of prey until binding sites get saturated. Now the
bound prey-bait proteins complex eluted followed by the addition of competitive
reagents, pH changes, or boiling of beads to disturb the interactions. The protein
fraction is then resolved on sodium dodecyl sulfate-polyacrylamide gel followed by
gel staining and scanning by densitometer to quantify band intensities. The dissoci-
ation constant (K-d) calculated by putting this data on a curve represents the binding
affinity of bait-prey proteins (Pollard 2010). The specific sites which are necessary
and sufficient for interaction can be screened using point mutated either bait or prey
proteins or both of them (Lapetina and Gil-Henn 2017).
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6.3.1.8 Far-Western Blotting
Far-Western blotting is a popular molecular method to detect in vitro protein–protein
interactions. This method is quite similar to the traditional Western blotting, which
involves separation of protein sample on SDS-PAGE or Native PAGE gel, then to
transfer on the membrane. However, throughWestern blotting detection of protein is
possible if the target is known in advance. In contrast to that far-Western blotting
detects the binding sites with no need for the known identity of protein. In this
sequence, the basic difference between these two methods is the use of antibodies as
a probe in Western blotting while labeled “bait” proteins are used to probe target
“prey” protein in case of the far-Western blot (Wu et al. 2007; Machida and Mayer
2009). Another important point of consideration is that the proteins get denatured
during separation on SDS-PAGE gel, not suitable to detect protein–protein
interactions and depends upon secondary and tertiary structures of proteins. A
thoughtful implementation of the far-Western blotting method is the use of guani-
dine or urea for denaturation of proteins, and again renaturation and recovery of
secondary/tertiary structures by gradual reduction of guanidine or urea (Hall 2015).
Now “bait” protein probe is used for targeted binding to “prey” protein that observed
using a detection system according to the labeled probe. By measurement of bands
intensity, one can quantify the number and affinity between prey and bait proteins
(Machida and Mayer 2009). Still, a limitation of this technique is the observation of
false-positive results due to the development of non-native conformations following
the denaturation-renaturation step that may interact with bait protein in a novel yet
artificial way.

6.3.1.9 Tandem Affinity Purification-Mass Spectroscopy (TAP-MS)
Tandem affinity purification coupled with MS is a very effective method for high-
throughput identification of protein complexes. In this method, the protein of interest
is fused at C- or N-end with specially designed TAP tag by fusion of gene for a target
protein with DNA fragment for tandem affinity protein (TAP) tag (Vӧlkel et al.
2010; Podobnik et al. 2016). TAP tag is made up of two tags, the proximal
calmodulin-binding peptide (CBP) and the distal IgG-binding segment of Staphylo-
coccus aureus Protein A separated by either tobacco Etch virus (TEV) or rhinovirus
3C protease cleavage site (Rigaut et al. 1999; Van Leene et al. 2015). Under native
conditions and endogenous promoters, the expression is endorsed followed by
purification of binding protein partners with associated TAP-tag via a two-step
affinity procedure. The first step involves the immobilization of protein complex
on the IgG-containing matrix followed by specific elution through cleavage by TEV
or rhinovirus protease. In a second step, the elution fraction from the former step is
incubated with calmodulin-coated beads in the presence of Ca++ followed by
washing for the removal of remains of protease, then elution of protein complex
using chelating agents (Xu et al. 2010). These purification steps are taken over by
SDS-PAGE separation of proteins from complexes, then excision from gel and
digestion with trypsin. The amino acid sequence and mass data set generated by
MS used to identify the protein and deduction of the PPI network. Though TAP-MS
allows discrimination between specific protein–protein associations and nonspecific
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protein background, because of a large number of purification steps it is not suitable
for identification of labile and transient interactions (Pardo and Choudhary 2012;
Struk et al. 2018).

6.3.1.10 Protein Microarrays
Protein microarrays or protein chips are an attractive high-throughput technology for
multiplexed detection of protein–protein interactions that allows miniaturization and
quantification (Kukar et al. 2002). The microarray-based study of PPIs is a vision
before the year 2000 that materialized by MacBeath and Schreiber (2000). The first
proteome based microarray was developed by Zhu et al. (2001) that contained 85%
of the yeast genome and used to screen protein–protein interaction. Jones et al.
(2006) demonstrated the quantification of PPIs on an array. However, several
challenges associated with this technique include high-level expression of
interacting proteins, their purification, surface immobilization of bait proteins
keeping the tertiary structure intact (Hurst et al. 2009). Several bait-prey proteins
detection strategies are in use, i.e., (i) use of prey-specific antibodies (Merbl and
Kirschner 2009), (ii) expression of prey proteins associated with affinity tag like
hemagglutinin (Ramachandran et al. 2004), (iii) single tag-specific antibody for
multiple bait-prey associations (Hurst et al. 2009), (iv) fluorescent tag for small
peptides and prey proteins for direct detection (Schnack et al. 2008), and (v) cell-free
expression system for prey proteins for labeling with fluorophore, biotin, or 35S-
methionine. With continuing improvements, this technique will become a leading
tool for PPIs, especially for the diagnosis of diseases (Tomizaki et al. 2010).

6.3.1.11 Surface Plasmon Resonance
Surface plasmon resonance is a preferred method for the study or measurement of
binding parameters of strong as well as weak strong protein–protein interactions in a
range of mM to nM (Ohlson et al. 1997; Peess et al. 2015; Douzi 2017). This
technique provides such strong optical data so that it can be used for the validation of
interactions identified by other in vitro or in vivo methods (Nikolovska-Coleska
2015). In this method, sensor chip having carboxymethylated dextran monolayer
attached to a gold surface used for immobilization of ligand molecules. The analyte
solution now allows flowing over the surface of the immobilized ligand. Interaction
of analyte to ligand alters mass concentration at the metal surface that consequently
imitates in the refractive index, and thus generates resonance/response units (RUs)
(Moscetti et al. 2017). SPR provides kinetic parameters of interaction between
protein partners on a real-time basis even without labeling, and thus a well-suited
tool for drug discovery and diagnosis of diseases (Mariani and Minunni 2014;
Patching 2014). Another advantage of this technique is the ability to explore
interactions between many proteins that communicate in combined, synergistic, or
competitive modes (Ro et al. 2006).
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6.3.2 In Vivo PPI Modeling

6.3.2.1 Two-Hybrid System
The high-throughput two-hybrid systems follow the same approach of restoration of
protein activity through non-covalent binding between fragments of split protein.
One fragment of a selected modular protein is fused to a protein of interest called
“bait,” and other fragment fused to “prey” protein. After co-expression, bait and prey
proteins might interact and reconstitute the activity of modular protein factor that
screened through the expression of the reporter gene (Stynen et al. 2012; Mehla et al.
2017). Foundation of these methods was developed by Stanley Fields and Ok-Kyu
Song in 1989, using Saccharomyces cerevisiae transcription factor Gal4 as a modu-
lar protein for the production of the two-hybrid system, the so-called “yeast
two-hybrid system” (Fields and Song 1989). Two hybrids are developed between
proteins of interest and either the DNA-binding domain or the activation domain of
transcription factor Gal4. Yeast two-hybrid system can detect transient interactions,
but has constraint due to false-positive rate and limited information generation about
kinetics and dynamics of PPIs. Proteins that under natural conditions reside in
different subcellular locations might detect as interacting partners by this method.
The attempt to overcome this problem leads to a reduction in the efficiency of this
method (Brückner et al. 2009).

The bacterial two-hybrid system is another choice that is more preferably used for
bacterial proteins. In the initial 1990s, a bacterial two-hybrid system was developed
using dimeric λ repressor protein of Escherichia coli (Hu et al. 1990; Edgerton and
Jones 1992). Replacement of the C-terminal domain of λ repressor protein with the
protein of interest inhibits the binding of its N-terminal domain on DNA, which is
detected as repression of reporter gene lacZ. Bacterial adenylate cyclase based
two-hybrid system is another scheme of current interest. Joining of 25 kDa catalytic
site (T25) to 18 kDa calmodulin-binding site (T18) is necessary for the activation of
adenylate cyclase and synthesis of cAMP. These two T25 and T18 domains of
adenylate cyclase come in close immediacy on the interaction of bait and prey
proteins and lead the production of cAMP. Binding of cAMP to a catabolic activator
protein induce transcription of catabolic operons of lactose or maltose. The interac-
tion of bait and prey proteins is detected in the form of the characteristic phenotype
of E. coli on indicator media (Mehla et al. 2017).

Interactions between proteins of plant or mammalian origin detected through
yeast or bacterial two-hybrid system might provide the wrong idea due to differences
in the cellular system. A plant two-hybrid system using Arabidopsis thaliana
protoplast was developed by Ehlert et al. (2006). Basic leucine zipper (bZIP)
transcription factors having characteristics of homo- and heterodimerization were
selected as a system for the detection of protein–protein interactions. On comparison
of yeast and plant two-hybrid systems, Ehlert et al. (2006) found that weak
heterodimerization actions were detected through plant two-hybrid system, however,
remained undetected in a yeast system. In a similar way, use of mammalian
two-hybrid systems that allows posttranslational changes is desirable for the study
of interactions between mammalian proteins. Though the mammalian system offers
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perfect physiological conditions, it still does not provide high sensitivity for the
quantitative detection of mammalian protein–protein interactions (Riegel et al.
2017). Nowadays several variants of hybrid system are available, viz. reverse
two-hybrid systems, three-hybrid systems, two-bait hybrid systems, etc., that can
be of choice according to the type/origin of proteins for the studies of the interaction
(Ehlert et al. 2006; Brückner et al. 2009; Stynen et al. 2012; Riegel et al. 2017).

6.3.2.2 Synthetic Lethality
Synthetic lethality expresses a connection between a gene pair in which mutation in
the individual gene is nonlethal; however, mutation of both genes leads to cell death
(Bender and Pringle 1991; Ye et al. 2005). Proteins encoded by an enormous number
of synthetic lethal gene pairs share interaction partners and perform interrelated
functions (Appling 1999; Talavera et al. 2013). Protein–protein interaction is the
fundamental base of synthetic lethality. Consider a mutation in gene “a” of gene pair
“ab” weakens the interaction of its protein product “A” with “B.” Another mutation
now this time in gene “b” further weakens the interaction between “A” and “B” to a
synthetically lethal level. SSL interactions represent a type of negative genetic
interaction characterized by variation in expected phenotype due to mutations in
more than one gene (Michaut and Bader 2012).

In this method, mutations are generated in genes assumed to be the part of a gene
pair and observed for lethality only in case when both genes are mutated (Ooi et al.
2006; Rao et al. 2014). This method indirectly detects the interaction between
proteins, referred to as functional interactions. Nguyen et al. (1998) identified
various components of a g-tubulin complex of yeast by synthetic lethality method
and further verified this functional interaction through two-hybrid systems. In recent
years synthetic lethality appears as an important tool that allows identification of
specific targets of anticancer drugs (Liu et al. 2018; Benstead-Hume et al. 2019).
However, this method does not provide definitive evidence for protein–protein
interaction of any particular pathway. But the indication provided by synthetic
lethality method can be used to trace the role of that particular protein–protein
interaction in a pathway through subsequent biochemical or cell biological
experiments.

6.3.2.3 Fluorescence Resonance Energy Transfer (FRET)
The principle behind resonance energy transfer is the post-excitation redistribution
of electron energy either between or within molecules, first explained by Fӧrster
(1948). To study interactions among molecules, a technique developed based on this
principle is known as Fӧrster or fluorescence resonance energy transfer (FRET). The
technique involves dipole-dipole energy transfer from fluorescent donor to acceptor
with the condition that the distance between two fluorophores (donor and acceptor)
must be less than 10 nm (Cui et al. 2019). To do so, target proteins attached to
fluorophores either through fluorophore-tagged antibodies or by direct fusion. Fluo-
rescence intensity ratio is depicted as a decrease in fluorescence intensity of donor
fluorophore to that of the simultaneous increase in the intensity of acceptor
fluorophore, which is used as a measure of FRET.
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Several methods are available to measure FRET, viz. wide-field standard
epi-fluorescence microscopy, multi-photon, and confocal laser scanning microscopy
(Parsons et al. 2004; Jares-Erijman and Jovin 2006; Margineanu et al. 2016). High
background noise, insensitivity, and dependence of the signal on the amount of
fluorophores are some limitations of this method that can be resolved to a certain
extent using fluorescence lifetime imaging microscopy (FLIM), which collects data
of fluorescence lifetime of donor fluorophore (Sun et al. 2012b). Rainey and
Patterson (2019) developed a method called photoswitching FRET that offers a
non-complicated approach for improvement in FRET imaging. Meiresonne et al.
(2018) studied the protein interactions in the cytoplasm as well as in periplasm of
E. coli utilizing the FRET method based on spectroscopy. FRET-based methods
allow experimentation in real-time providing comprehensive and accurate knowl-
edge about protein–protein interactions (Fernández-Dueñas et al. 2012). The scope
of FRET methods for the study of molecular interaction will increase with
continuing innovations in fluorescent probes, microscopy, and image quantification
systems.

6.3.2.4 Bioluminescence Resonance Energy Transfer (BRET)
BRET was first observed in sea pansy Renilla reniformis and jellyfish Aequoria
victoria. BRET technique is based on the principle of resonance transfer and
appeared as a striking substitute to a FRET method for the real-time study of PPIs
in living cells, cell lysates, or purified proteins (Xu et al. 1999). In this method, the
cDNAs for interacting proteins were engineered to express on protein fused to the
luminescent donor (Renilla Luciferase) and other partners associated with fluores-
cent acceptor protein (usually a yellow fluorescent protein, YFP) (Dimri et al. 2016).
Now, coelenterazine (CLZN), a cell-permeable substrate, is added so that it can
undergo catalytic degradation on the interaction between proteins and the released
energy transferred for luciferase to YFP. Luminescent signals from luciferase are
checked at 480 nm, while light emitted by TFP is measured at 530 nm. Less than
10 nm distance between interacting partners is required for resonance energy
transfer, a feature perfect for the study of PPIs (Harikumar et al. 2017; Dale et al.
2019).

Nowadays, several approaches and new small modified nanoluciferase
(NanoLuc) are developed that are generally a 150-fold higher signal with four
times more stable signal half-life over Renilla Luciferase (Hall et al. 2012; El
Khamlichi et al. 2019). In several aspects, BRET is superior over FRET because
fluorescence based technique has drawbacks of photobleaching, autofluorescence,
and simultaneous excitation of donor and acceptor fluorophores. However, BRET
also has a disadvantage of the requirement of donor protein as a part of the fusion
protein, while in the case of FRET donor and acceptor fluorophores are conjugated to
antibodies, thus a better choice for the study of cell surface interactions (Pfleger and
Eidne 2005, 2006).
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6.3.2.5 Luminescence-Based Mammalian Interactome Mapping
To detect protein–protein interactions in mammalian cell systems,
luminescence-based mammalian interactome mapping technique was developed by
Barrios-Rodiles et al. (2005). This is a semiquantitative technique that allows the
detection or mapping of signaling pathways dependent on posttranslational
modifications (Deng et al. 2014; Taipale 2018). The LUMIER technique involves
co-expression of luciferase-tagged bait and N-terminal Flag-tagged prey proteins in
an efficient cell line through transfection. To detect the interacting proteins in an
extract from the cell lysate are enriched for Flag-tagged prey protein via affinity
purification using sepharose beads and Flag-specific antibodies. The next step is the
detection of generated bioluminescence on the addition of a substrate for luciferase
as an indicator of bound bait protein in enriched extract (Blasche and Koegl 2013).
Various luciferases can be employed for this purpose, such as Renilla luciferase
(RLUC or RL, 36 kDa) and Firefly luciferase (64 kDa) (Barrios-Rodiles et al. 2017).

In a modified method, luminescence-based maltose-binding protein pull-down
interaction screening system (LuMPIS), Vizoso Pinto and coworkers used
maltose-binding protein (MBP) to tag prey protein and enhanced green fluorescence
protein-luciferase (eGFP-Luc) tagged bait protein (Vizoso Pinto et al. 2009). An
improvement in the technique is the use of genetically modified luciferase of much
smaller size like NanoLuc (19 kDa) with high sensitivity for the optimized substrate.
Incorporation of such small and modified luciferase allows increased throughput
detection PPIs with luminometers without the utilization of ultra-sensitive
photomultipliers, an advantage for network biology or cell signaling studies (Hall
et al. 2012).

6.3.2.6 Mammalian Protein–Protein Interaction Trap
Mammalian protein–protein interaction trap (MAPPIT) is a novel high-throughput
two-hybrid mammalian system that allows the detection of proteins interactions in
cell physiological environment, even for those proteins that require posttranslational
modifications. This method is based on the concept of type I cytokine receptor signal
transduction (Uyttendaele et al. 2007). Binding of ligand to cytokine receptor elicits
the cross-activation of linked Janus kinase (JAK), which eventually leads to the
phosphorylation of tyrosine residue on the specific position of receptor tails. The
phosphorylated position now turns into the docking site for signal transducer and
activator of transcription (STAT) signaling molecules and subsequently activates
recruit STAT, which moves to the nucleus and induces transcription of the specific
target gene (Eyckerman et al. 2001; Levy and Darnell 2002; Tavernier et al. 2002).

Through the MAPPIT method, it is possible to even screen unidentified protein
partners to study cDNA libraries following the above-discussed concept. For the
purpose, specific HEK293T-derived cell lines can be developed by co-transfection
and stable expression of bait, prey cDNA, and reporter gene (Vyncke et al. 2019).
Bait is expressed as a fusion protein with STAT recruitment-deficient receptor but
still able to activate JAK and prey protein fused to a receptor fragment containing
functional STAT recruitment sites. Interaction of bait and prey proteins restores the
activity of STAT so that the clones expressing interacting protein partners are
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detected through the expression of stably integrated reporters such as luciferase
(Ulrichts et al. 2009) or puromycin resistance marker (Eyckerman et al. 2002) under
the control of STAT-responsive rPAP1 promoter. Now, the MAPPIT technique
based reverse two-hybrid system (reverse MAPPIT) is also available for relatively
easy detection and analysis of disruptor molecules (Eyckerman et al. 2005).

6.4 Dry-Lab (In Silico) Methods of PPI Detection

The function of a protein can be explained using the PPI relationship. Phenotype is
not the result of a single isolated protein or gene, but it is the result of the interaction
of many genes/proteins. The in vitro and in vivo methods of PPI have their
advantages and limitations. There are different in silico approaches for PPI analysis,
which are based on information derived from sequence, structure, chromosome
proximity, in silico 2 hybrid, gene fusion, phylogenetic profile, and gene expression
profile (Berggård et al. 2007). In most cases, proteins perform their function as a
complex with other proteins. Over 80% of proteins do not operate as isolated species
but in complexes with other. Proteins involved in the same cellular process interact
with each other.

6.4.1 Sequence-Based Approaches

In this approach, PPI analysis is based on sequential homology. It is considered that a
PPI relationship in one species can infer the interaction in other species if it shares
significant sequence homology (Lee et al. 2008). Sequence-based prediction is two
types: (1) ortholog-based approach and (2) domain-pairs-based approach. The
ortholog-based approach infers the interaction based on the similarity of the target
protein with a well-annotated sequence homolog. Many proteins in one target
organism share significant similarities with proteins involved in a pathway in other
organisms. The domain-pairs-based approach is based on conserved domains search,
which is used for predicting structural class, subcellular location, enzyme class and
subclass, and other predictions (Wojcik and Schächter 2001). Domains are involved
in the intermolecular interaction and may be used to interpret PPI.

6.4.2 Structure-Based Approaches

PPI can be inferred based on the similarity between the two proteins. If the interac-
tion between two proteins is known, then two other proteins that show significant
similarity with these interacting proteins can also interact with each other (Zhang
et al. 2012). The limitation of this method is that the structure of many proteins has
not been determined yet.
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6.4.3 Chromosome Proximity/Gene Neighborhood

This approach of PPI prediction assumes that the interacting proteins tend to closely
lie into the genomes in prokaryotes. Functional linkage existing between proteins
that are derived from the related genes can be compared. In adjacent bidirectionally
transcribed genes, one gene encodes for a transcriptional regulator, and the other
gene encodes for a non-regulatory protein (Yamada et al. 2003). This approach is
only applicable for bacteria since gene neighboring is conserved in the bacteria.

6.4.4 Gene Fusion

Single-domain proteins in one organism can fuse to form a multidomain protein in
other organisms (Marcotte et al. 1999). Domain fusion is seen in those proteins
involved in the metabolic pathway. PPI analysis can be deduced by using the
information of domain fusion in different genomes.

6.4.5 In Silico 2 Hybrid

The method is based on the assumption that the two interacting proteins undergo
coevolution to conserve the function. If some amino acids underwent certain
changes in one protein, then the related residues in the interacting protein should
also make mutations to store the function (Pazos and Valencia 2002). Here, PPI is
interpreted based on the correlation between the interacting protein and the individ-
ual proteins.

6.4.6 Phylogenetic Profile

During evolution, functionally interacting proteins or genes coexists and evolve
together. If two proteins have a functional linkage, then they will be inherited
together during evolution (Lin et al. 2013). A phylogenetic profile represents the
presence of certain proteins or genes in a set of the organism. Two proteins may have
a functional linkage if they share the same functional profile.

6.4.7 Gene Expression-Based Approaches

The expression of genes can be grouped into a certain cluster based on their
expression levels. The functional association of the various genes can be explained
using the expression level of genes under several experimental conditions. Genes
that show common expression-profile have more chances to interact with each other
than genes with different expression-profile (Grigoriev 2001). Gene co-expression is
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not an appropriate way to infer PPI but can be used to validate the PPI results
generated from other experimental methods.

6.5 Conclusions

Vast array of methods discussed here provides comprehensive information for the
selection of technique to understand the molecular dynamics of protein–protein
interaction. Regardless of latest developments in these techniques still have some
limitations. It is necessary to consider these limitations in addition to the benefits to
make a choice of technique for understanding the variety of PPIs. Therefore the data
set from each technique must validate using appropriate methods. Alternative in vivo
and in vitro techniques can take vital part in this data verification.
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Thermodynamics of Protein-Ligand Binding 7
Komal S. Khatri, Priya Modi, Shilpa Sharma, and Shashank Deep

Abstract

Most of the biological processes consist of the interaction of the protein with a
ligand. Understanding the molecular level picture of these interactions is vital for
controlling these processes. In this context, the measurement of a complete set of
thermodynamic parameters of interaction is a must. Here, we describe the impor-
tance of protein-ligand binding, the thermodynamic parameters describing the
binding, and the methods to measure these parameters.

Keywords

Binding affinity · Entropy of binding · Enthalpy of binding · Heat capacity of
binding · Isothermal calorimeter · NMR

7.1 Introduction

A variety of molecules such as ATP, GTP, saccharides, and macromolecules such as
another protein, nucleic acids, and peptides are known to interact with protein and
they are referred as a ligand. Some of the protein-ligand interactions are well known,
such as the interaction between an enzyme with its substrate, the interaction of an
antibody with its antigen, the interaction of protease with its inhibitor, interaction of
ATPases with ATP, the interaction of GTPases with GTP, and interaction of
transcription factors with DNA motifs.

Protein-protein interactions are essential for cellular regulation and signaling,
apoptosis, cell division, cell proliferation, and cell division, to name a few. On the
other side, the interaction of the molecules of the same protein results in aggregation
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of the protein. This is the main cause of the rare diseases commonly known as
amyloidosis (Cohen 1994a, b; Pepys et al. 1993; Sipe 1992). Parkinson,
Alzheimer’s, ALS, and Huntington are some of the examples of amyloid disease.

Protein-DNA interactions are crucial in controlling biological processes including
regulation of gene expression, replication, chromosomal packing, recombination,
and DNA repair, as well as, RNA transport and translation. Binding of proteins to
DNA is important in genome maintenance and gene regulation. Gene expression is
regulated by binding of the transcription factor, a protein, to specific DNA
sequences. Protein-RNA interactions are important in the regulation of transcription
and RNA processing.

The interaction of small molecules with protein is also important in biological
processes and in the treatment of diseases. These molecules include both natural
compounds in cells (metabolites) and chemically synthesized molecules (such as
drugs). A group of proteins, known as enzymes, can catalyze various types of
reaction of small molecules (substrates) through binding to them. Small molecules
can also regulate protein functions through allosteric binding. Nucleotide
compounds such as ATP, CTP, GTP, and TTP, deoxy nucleotide compounds such
as dATP, dCTP, dGTP, and dTTP, cyclic nucleotides such as cAMP and cGMP,
plant hormones, NAD group molecules such as NADH and NADPH, steroid
hormones, and vitamins are all small-molecule metabolites with important regu-
latory roles. Examples of regulatory roles include regulation of oxygen binding to
hemoglobin by 2,3-biphosphogylcerate, regulation of glycogen, sugar, and lipid
metabolism by cAMP through binding to kinases, sterol regulation of protein kinases
in yeast, and sphingolipid regulation of actin organizing protein. Understanding of
interactions between proteins with peptides/drug molecules are needed to develop
inhibitors of these interactions.

Several proteins possess intrinsic GTPase activity and have the ability to bind the
guanine nucleotides, guanosine triphosphate (GTP) and guanosine diphosphate
(GDP). Such proteins are basically G-proteins, which play a vital role in signal
transduction as well as in various cellular processes such as cell growth, membrane
vesicle transport, and protein synthesis. Similarly, several proteins possess intrinsic
ATPase activity and have the ability to bind the adenosine triphosphate (ATP) and
adenosine diphosphate (ADP). They catalyze the hydrolysis of phosphate bond of
ATP and play an active role in energy conservation, active transport, and pH
homeostasis.

In a nutshell, protein-ligand interaction is an integral part of every biological
process. Therefore, it is important to understand the role of protein-ligand
interactions to design a strategy for controlling various biological processes. On
the basis of the type of ligand, some examples of protein-ligand interactions are
illustrated in Table 7.1.
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7.2 Biological Effects of Binding

After binding, a ligand may alter the protein functional behavior and thereby the
biological processes in several different ways. Some of such effects are discussed
below (Phizicky and Fields 1995).

1. Enzymes bind to their substrate to catalyze the reactions. For example, hexoki-
nase binds to glucose and ATP to catalyze reaction between them. ATPases bind
to ATP to hydrolyze them to ADP.

2. A large number of physiological processes are regulated through the differential
binding of a ligand to different conformations of protein, which in turn regulates
the structural transition among different conformations of the protein. Examples
are known where a protein exists in both open and closed conformation, one of
the conformations is stabilized on ligand binding. For example, differential
binding of ATP to different conformations of cytochrome c affects the structural
transition between them and thus regulates the apoptosis (Ahluwalia et al. 2011).

3. A protein may get activated or deactivated or destroyed on interaction with
another protein. For example, a phage P22 repressor becomes inactive upon
interaction with its antirepressor (Vershon et al. 1987). The interaction of trypsin
with trypsin inhibitor makes it inactive (Savage and Morrison 2003). On the other
hand, small GTPase “RAS” becomes active when bound to GTP; however after
activation, ATP is released and binding takes place with ADP (Sprang 2016). A
glycoprotein “Fibronectin” binds with transforming growth factor (TGF-β) and
enhances its bioactivity (Dallas et al. 2005). Antibodies interact with viruses or

Table 7.1 Examples of protein-ligand interaction

S. no.
Protein-
ligand Examples

1. Protein-
protein

Transforming growth factors & their receptors (TGFβ-TβR2), HYHEL
with lysozome, homodimer of sperm lysine, cytochrome c-cytochrome
b5, RhoA and RhoGAP signaling complex, trypsin-Trypsin inhibitor,
barnase and barstar complex, heterodimer of Bovine G protein

2. Protein-
peptide

Endothiapepsin-pepstatin, binding of S-protein with S-peptide,
calmodulin-Melittin, Src SH2 domain-PYHmT phosphopeptide,
binding of MDM2 to peptide p53 tumor suppressor transactivation
domain

3. Protein-
DNA

DNA binding to histone protein in eukaryotic cell, DNA double helix
with helicase DNA with DNA polymerase, DNA with endonuclease,
binding of bent or distorted DNA with HMG proteins, interaction of
CpG- rich viral DNA such as virus HSV-1, HSV-2, and murine
cytomegalovirus with TLR9

4. Protein-
GTP/GDP

Guanylate binding protein-GTP, RAS-GTP, binding of GDP and GTP
with G-protein

5. Protein-
ATP/ADP

ABC transporter-ATP, ATPase-ATP, protein kinase-ATP, HSP18-
ATP, reticulocyte-binding protein-ATP
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bacteria to mark them for destruction. Macrophage Inflammatory Proteins (MIP)
get activated on binding with cytokines like IFN-gamma or bacterial endotoxins
like LPS and undergo structural changes which help to kill the invaded bacteria
and infected cells (Arango Duque and Descoteaux 2014).

4. Protein-ligand interactions may facilitate the further binding of another ligand by
creating a new binding site. This is known as cooperative binding. For example,
binding of transforming growth factor beta (TGF-β) with its receptor type II
creates a binding site for its binding with receptor type I (Hart et al. 2002).
Examples of several multi-subunit proteins exist where binding site exists at the
interface of two subunits. ADP binding site exists at the interface of α- and
β-subunit of F1-ATPase from E. coli. Also, hemoglobin binds with O2 facilitates
further binding of O2 molecules.

5. The protein-ligand interactions may alter the specificity of a protein for its
substrate. For example, the binding of lactalbumin with lactose synthase
decreases its Km for glucose by 1000-fold (Hill and Brew 1975). Also, the
interaction of succinate thiokinase and α-ketoglutarate dehydrogenase reduces
the Km for succinyl coenzyme A by 30-fold (Porpaczy et al. 1983).

6. The ligand-receptor interaction is very important for the signal transduction
process to start. For example, only after the binding of transforming growth
factors beta with its receptor type II and receptor type I, the intracellular part
undergoes phosphorylation leading to signal transmission.

7. Binding of a ligand regulates the subunit interaction within a protein which may
generate positive, negative, and mixed cooperativity. 2,3-biphosphogylcerate
regulates the oxygen binding to hemoglobin.

7.3 Specificity and Selectivity in Protein-Ligand Interaction

Specificity and selectivity are particularly important in signal transduction since
signals from two homologous receptors should not interfere with each other. A given
cell can express more than 100 different such receptors with high sequence and
structural homology. Thus, the interaction of a ligand to a receptor should be much
stronger than other homologous receptors.

7.4 Thermodynamics of Protein-Ligand Interaction

The protein interacts with its ligand with high affinity and the interaction is specific.
Apart from structural information, it is important to understand the thermodynamics
of the protein-ligand interaction to get a complete molecular picture of affinity and
specificity. Measurement of thermodynamic parameters is important in the under-
standing of specificity and selectivity in protein interaction (Du et al. 2016). For
specific interactions, the affinity of a specific ligand to a receptor should be approxi-
mately three orders of magnitude stronger than a nonspecific interaction (Ladbury
2010).
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7.4.1 Binding Affinity

It is a parameter measured to understand the strength of protein-ligand interaction.
The association of protein (P) and ligand (L ) is given as Eq. (7.1):

Pþ L Ð PL ð7:1Þ
If the rate constant for the forward step, i.e., bimolecular association, is given by

ka and for the reverse step, i.e., dissociation, the rate constant is given by kd, then the
rate of complex formation is given as:

d PL½ �
dt

¼ ka P½ � L½ � � kd PL½ � ð7:2Þ

where [PL], [P], and [L] are the concentration (in mol dm�3) of complex PL and the
free protein P and ligand L, respectively. At thermodynamic equilibrium, the rate of
complex formation is zero and hence

P½ �eq L½ �eq
PL½ �eq

¼ kd
ka

¼ 1
Ka

¼ Kd ð7:3Þ

where KA represents the affinity constant while Kd is referred as the dissociation
constant. Kd is expressed in mM, μM, or nM. Lower the value of Kd, higher will be
the affinity. Therefore, if dissociation constant is in the nanomolar (nM) range, the
ligand will bind to a particular protein more tightly as compared to another ligand for
which dissociation constant of complex is in μM range. Some of the examples of the
different strengths of the protein-ligand interactions are given in Table 7.2.

7.4.2 Free Energy Change

Protein-ligand interactions are accompanied with the changes in the enthalpy (ΔH ),
entropy (ΔS), free energy (ΔG), and heat capacity (ΔCp) of the system. Hill (1986)

Table 7.2 Examples of protein-ligand interactions of different strength

S. no.
Dissociation
constant (Kd)

Strength of
interaction Examples

1. <0.1 nM Very strong Antibody-antigen interaction, PDBu binding with
protein kinase C

2. 100–0.1 nM Strong TβR2-TGFβ3 interaction, Riboflavin binding protein-
vitamin B2 interaction, human cyclophilin
18 (hCyp18) with cyclosporine A (CsA) interaction

3. 10 μM–

100 nM
Medium Enzyme-substrate reaction, TtgR protein binding with

naringenin and phloretin

4. >10 μM Weak Cytochrome c- cytochrome b5, Rho-BCM interaction,
bacterial MreB protein-Sceptrin interaction
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and Sommerfeld (1964) discussed the thermodynamic basis of the Eq. (7.3). For
standard conditions, i.e., at 1 atm pressure, the Eq. (7.3) can be modified as:

P½ �0 L½ �0
PL½ �0 ¼ Kd

c0
¼ exp �ΔG0=RT

� � ð7:4Þ

The association/dissociation constants (K ) is related to the standard free energy
change for the protein-ligand interaction (ΔG0).

ΔG0 ¼ �RT ln
Kd

c0

� �
ð7:5Þ

where R is gas constant, T is the temperature, and c0 is the concentration chosen to
define the standard state and usually equal to 1 M.

7.4.3 Enthalpy Change

Protein-ligand interaction involves the formation of new bonds between protein and
ligand as well as breaking of existing bonds between protein/ligand and solvent
which includes formation or breaking of ionic bonds, hydrogen bonds, electrostatic
interactions. Heat is needed to break a bond while heat is released when a bond is
formed. This intake or release of heat energy on bond breaking/forming contributes
to the enthalpy change for a protein-ligand formation/dissociation process. If the net
intake of heat is more than net release of heat in binding process, the process is
endothermic. On the other hand, if the net intake of heat is less than the net release of
heat in the binding process, the process is exothermic. Enthalpy change is a static
component of the free energy change of the interaction. Mathematically, the free
energy change is expressed as:

ΔG ¼ ΔH � TΔS ð7:6Þ

7.4.4 Entropy Change

The second factor affecting the free energy change of binding is the entropy change.
It is a dynamic contribution towards free energy change. There are two different
types of entropy: conformational entropy and solvation entropy.

7.4.4.1 Conformational Entropy
Binding of ligand to a protein involves a number of conformational changes. This
also brings many rotational and translational changes in protein resulting in the
stabilization of a particular conformation at the interface. In this process, the entropy
of the system decreases. However, in cases, the entropy of the ligand binding has
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shown to get increased due to the increase in number of conformational degrees of
freedom. By using NMR and MD simulation, MacRaild et al. showed that there is
entropic cost of binding of d-galactose to arabinose binding protein (MacRaild et al.
2007). On the other hand, Stockmann et al. showed that dynamics increases on the
binding of p-(gly)n-substituted benzenesulfonamide to bovine carbonic anhydrase II
(Stockmann et al. 2008). Tzeng and Kalodimos showed that the binding process is
regulated with the changes in the fast and slow internal dynamics (Tzeng and
Kalodimos 2012).

7.4.4.2 Solvation Entropy
This involves the displacement of water molecules from the binding interface. This
is also called the hydrophobic effect and results in an increase in entropy. Therefore,
in such cases, the binding is favored by an increase in entropy.

Enthalpy-entropy compensation: Protein ligand interaction is usually associated
with enthalpy entropy compensation. If the binding leads to more and/or tighter salt
bridges, hydrogen bonds, and van der Waals interaction, this results in a loss in the
conformational flexibility of the residues at the interface. Thus, a negative enthalpy
change is compensated by a decrease in conformational entropy. Freire and
coworkers found that introducing a hydrogen bond acceptor into an HIV-1 protease
inhibitor resulted in a 3.9 kcal mol�1gain in the enthalpic contribution to binding but
was completely offset by a corresponding loss in the entropic contribution, resulting
in no net change in affinity (Lafont et al. 2007). Chodera and Mobley (2013)
reviewed the various physical origin of compensation proposed. Some of the most
prevalent ones are: (a) solvent reorganization on binding and (b) conformational
restriction of bound protein and ligand.

7.4.5 Heat Capacity Change

The heat capacity change (ΔCp) is another thermodynamic quantity, which gets
affected during protein-ligand binding. It is obtained by measuring the enthalpy
change at different temperatures. The heat capacity change for a dissociation process
is given as:

ΔCp ¼ d ΔHdð Þ
dT

¼ T
d ΔSdð Þ
dT

ð7:7Þ

7.5 Type of Interactions and Their Effect on Enthalpy
and Entropy of the Binding

A protein binds with a ligand through a number of non-covalent interactions. The
most common interactions and their effect on the thermodynamic parameters of
binding are as follows.
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7.5.1 Hydrophobic Interactions

Hydrophobic interactions can be described as the tendency of nonpolar substances to
come together to exclude water molecules and form an aggregate in an aqueous
solution. The idea of hydrophobic interaction was put forward by Kauzmann in the
context of protein stability, diverting the attention from the role of hydrogen bonding
which was considered to be the most important force contributing to protein stability
at that time. Protein folding and protein-ligand interaction are thermodynamically
driven process. Transfer of a polar group into water is accompanied by negative
enthalpy and entropy change. Transfer of apolar group into water is also
accompanied by negative enthalpy and entropy change. Decrease in the entropy of
water is ascribed to an increase in ordering of water around the apolar group. Thus,
the apolar group tends to aggregate in water since it leads to the expulsion of water.

Protein-protein interfaces are commonly hydrophobic and composed of a large
number of nonpolar residues. When a protein folds or interacts with ligand, its
nonpolar side chains come together to exclude water in order to minimize the
ordering of water near their surface. These hydrophobic interactions result in a
gain in solvation entropy and hence decrease in free energy and thereby stabilizing
the protein-protein complexes.

The sign of the heat capacity change provides an idea about the hydrophobicity of
the core of the protein-ligand complex. For example, the burial of hydrophobic
surfaces during protein-protein interaction is indicated by a large negative value of
the heat capacity change (Fersht 1972); although if the polar surfaces are buried in
nonpolar environment, then the heat capacity change for the interaction is positive
but of lower magnitude (Walker 1978). Better binding of FK506 to the FK506
binding protein (FKBP-12) relative to the Y82F variant is driven by the favorable
entropy associated with the release of water molecules on binding (Pearlman and
Connelly 1995).

7.5.2 Electrostatics Interactions

Electrostatic interactions are formed by the ionizable residue side chains (His, Asp,
Glu, Lys, and Arg), or the free ionized groups of the amino- and carboxy-termini.
The electrostatic interaction energy between two charged atoms is given by
Coulomb’s law.

Eel in kcal mol�1
� � ¼ 332:06

q1q2
εr12

� �
ð7:8Þ

where q1 and q2 are charges on the atoms involved in electrostatic interaction, r12 is
the distance between them, and ε is dielectric constant of the medium. The electro-
static interaction energy between two atoms at a distance of 3 Å with single positive
and negative charge, respectively, is 1.4 kcal mol�1.
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Electrostatic interactions are even effective at relatively long ranges, particularly
in a low dielectric constant environment. The strength of such interaction is inversely
related to the dielectric constant of the environment resulting in stronger electrostatic
interaction in nonpolar solvents than in aqueous solvents. The dielectric constant of
nonpolar protein interior is around 2–4.

Electrostatics has both stabilizing and destabilizing effects on protein-protein
interaction. Protein interaction with ligand will lead to the formation of hydrogen
bond, ion pair between them leading to the release of heat. There is the breaking of
protein-water and ligand-water bonds on interaction, leading to the absorption of
heat. The interaction will also lead to the burial of charges, ion pairs, and hydrogen
bonds and thus destabilize the complex formation. The electrostatic-driven process
is generally dependent on pH and/or ionic strength. The total charge on the protein
depends on pH and the extent of interaction among these charges gets affected in the
presence of salts since salts shield charges. An estimated value of 1–3 kcal mol�1for
the stabilization per ion pair results in a value of 5–15 kcal mol�1stabilization.

7.5.3 van der Waals Interaction (Dispersion Force)

van der Waals interactions are short range and weak forces resulting from
interactions among fixed or induced dipoles. These interactions may lead to attrac-
tion or repulsion between two atoms depending on the distance between them. If
atoms are extremely close, the repulsion will take place. These interactions are
generally modeled by Lennard-Jones potential.

Ei,j ¼ E
rmin

r

� �12
� 2

rmin

r

� �6� 	
ð7:9Þ

Ei, j is the van der Waals interaction energy between atoms i and j at a distance
r apart. rmin is equilibrium distance between the two atoms, E is the depth of potential
well. It involves the interaction of the nonpolar side chains in the interior of the
protein having minimal contact with water. van der Waals energy of a pair of atoms
is about 0.1–0.2 kcal mol�1. Such interactions are numerous and additive. The
packing density of the protein cores is determined by the strength of these
interactions.

7.5.4 Hydrogen Bonding

A hydrogen bond is formed when a hydrogen atom covalently bound to an electro-
negative atom (donor) is in close proximity to an electronegative atom (acceptor).

EHB ¼ EHB 5
rmin

r

� �12
� 6

rmin

r

� �10
cos 4θ

� 	
ð7:10Þ
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EHB is energy of formation of hydrogen bond between donor and acceptor
separated by distance r. rmin is equilibrium distance between donor and acceptor,EHB
is the depth of potential well, and θ is the donor-hydrogen-acceptor angle. The
protein-ligand binding will involve both breaking of hydrogen bond between solvent
and protein/ligand and forming of a hydrogen bond between protein and ligand.
Hydrogen bond formation is accompanied by heat release whereas breaking of the
bond is accompanied by heat absorption.

7.5.5 Enthalpy/Entropy-Driven Protein-Ligand Interaction

The process of protein-ligand binding can be either enthalpy driven or entropy
driven based on the phenomenon of enthalpy-entropy compensation (Cooper et al.
2001). As shown in Fig. 7.1, case (a) illustrates the enthalpy-driven process where
the binding is favored by the formation of hydrogen bonds and other non-covalent
bonds. On the other hand, negative entropy indicates the loss of conformational
freedom on the binding. This is the most observed case in protein-ligand binding.
The case (b) depicts the entropy-driven process with positive entropy which
indicates hydrophobic interaction taking a more predominant role in binding
whereas positive enthalpy indicates loss of hydrogen bonds or non-covalent interac-
tion during the binding process. The last part of the figure, case (c), indicates that the
process of binding is favored by both enthalpy and entropy.

Fig. 7.1 Representation of thermodynamic data observed via ITC
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Frasca showed the binding of three recombinant antibodies with the same antigen
having similar Kd values but different enthalpy change and entropy change profile
(Frasca 2016). In the interaction between bisphosphonate and enzyme farnesyl
diphosphate synthase, the side chain of the biphosphonate decides whether its
binding with the enzyme will be enthalpy or entropy driven. If the side chain is
negatively charged, then the binding is entropy driven; on the other hand, if it has a
neutral side chain, then binding will be enthalpy driven (Yin et al. 2006). Similarly,
the binding of opioid peptides to human dipeptidyl peptidase III is entropy-driven
process (Bezerra et al. 2012).

7.6 Measurement of Binding Affinity

7.6.1 Isothermal Titration Calorimetry

Isothermal titration calorimetry (ITC) is a very powerful tool to study the thermody-
namic aspects of protein-ligand interactions existing in numerous biological systems
(Cooper 1999; Leavitt and Freire 2001). ITC measurement helps us to determine
actual enthalpy change in binding in contrast to van’t Hoff enthalpy obtained with
spectroscopy. It also gives the binding affinity (Kb or dissociation constant, Kd),
ΔG0, ΔS0, and number of binding sites available on the protein (n) (Holdgate 2001).
Modern ITC technologies can measure the dissociation constant (Kd) for the
complexes with high affinity binding (Kd ~ nM range) as well as weak affinity
binding (Kd ~ in mM range) (Frasca 2016).

7.6.1.1 Protein with One Set of Binding Site
In ITC technique, for a simple protein-ligand binding process:

Pþ L Ð PL,

PL½ � ¼ Kb P½ � L½ � ð7:11Þ
[P], [L], and [PL] are the concentration of free protein, free ligand, and bound

protein, respectively, and Kb is the association constant.
If we titrate protein with ligand, a part of protein will get complexed. The total

protein concentration, [P]T, is sum of free [P] and bound protein [PL]

P½ �T ¼ P½ � þ PL½ � ) P½ � ¼ P½ �T � PL½ � ð7:12Þ
Similarly, total ligand concentration, [L]T, is expressed as:

L½ �T ¼ L½ � þ PL½ � ) L½ � ¼ L½ �T � PL½ � ð7:13Þ
Therefore, concentration of bound protein is given as:
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PL½ � ¼ Kb P½ �T � PL½ �� �
L½ �T � PL½ �� � ð7:14Þ

Rearranging the equation form a quadratic equation in terms of [PL] as:

PL½ �2 � 1
Kb

þ P½ �T þ L½ �T
� �

PL½ � þ P½ �T L½ �T ¼ 0 ð7:15Þ

Dividing Eq. (7.15) with [P]T
2, we get

PL½ �2
P½ �T2

� 1
Kb P½ �T

þ 1þ L½ �T
P½ �T

� �
PL½ �
P½ �T

þ L½ �T
P½ �T

¼ 0 ð7:16Þ

The fraction of sites occupied by the ligand L is given as

f ¼ PL½ �
P½ �T

Using this relation in Eq. (7.16), we get

f 2 � 1þ 1
Kb½P�T

þ ½L�T
½P�T

� �
f þ ½L�T

½P�T
¼ 0 ð7:17Þ

This is a quadratic equation in terms of f and the solution is given as:

f ¼
1þ 1

Kb P½ �T þ
L½ �T
P½ �T

� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

Kb P½ �T þ
L½ �T
P½ �T

� �2
� 4 L½ �T

P½ �T

r
2

ð7:18Þ

Now assuming,
LR ¼ L½ �T

P½ �T ¼ absolute ratio of concentrations of ligand to protein at any point of the

titration and

r ¼ 1
P½ �TKb

¼ Kd

P½ �T
Therefore, the modified solution of the quadratic equation will be

f ¼
1þ r þ LRð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r þ LRð Þ2 � 4LR

q
2

ð7:19Þ

Total heat released in the system is given as:

Q ¼ PL½ � � ΔH0 � V0 ð7:20Þ
or
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Q ¼ f : P½ �T � ΔH0 � V0 ð7:21Þ
where ΔH0 ¼ standard enthalpy change for the interaction

V0 ¼ working volume of the sample cell
Substituting the solution of f in Eq. (7.21), we get

Q ¼ P½ �T � ΔH0 � V0

2
1þ r þ LRð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r þ LRð Þ2 � 4LR

q� 	
ð7:22Þ

The important factor in an ITC curve is the constant c and given as:

c ¼ 1
r
¼ Kb P½ �T ¼ P½ �T

Kd
ð7:23Þ

If there are n binding sites on the protein, then

LR ¼ L½ �T
n P½ �T

and

r ¼ 1
n P½ �TKb

¼ Kd

n P½ �T

c ¼ nKb P½ �T ¼ n P½ �T
Kd

ð7:24Þ

The plot obtained in ITC calculation is sigmoidal. The most important factor
affecting the sigmoidal shape of the resulting curve is c. It depicts the nature of the
binding affinity of the respective protein-ligand interaction. Wiseman et al. (1989)
showed that the value of c must be in a range of 10–500 for the determination of
accurate value for thermodynamic parameters for the respective protein-ligand
interaction. Below c < 10, the resulting curve becomes more and more linear and
resulting values of thermodynamic parameters are not feasible.

Later on, Turnbull and Daranas (2003) did some modifications in the equation.
They modified the calculation of concentration of protein and ligand at any time t as:

P½ �T ¼ P½ �0
1� ΔV

2V0

1þ ΔVi
2V0

 !
and L½ �T ¼ ΔVi L½ �syr

V0
1� ΔVi

2V0

� �
ð7:25Þ

where [P]0¼ initial protein concentration, ΔVi¼ total volume of ligand added on ith
injection, [L]syr ¼ concentration of ligand in the syringe

They proved that for a simple 1:1 binding model, the values of affinity constants
and standard free energy change can be determined accurately. They calculated the
binding constant of the complex of Con A with methyl α-mannopyranoside at 27 �C
to be 6890 M�1 with a confidence interval of�320 M�1 even with the small value of
c ¼ 0.04.
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Tellinghuisen showed that ITC can also be used even at a very low value of
c (Tellinghuisen 2008). Earlier it was shown that the main cause of inaccurate results
is the poorly known n value. Tellinghuisen proved that the accuracy of binding
constants (Ka) is independent of the n values at low c. Later, Biswas and Tsodikov
showed that the most optimal c value for determination of the reliable Kd and ΔH lie
in between 5 and 20 (Biswas and Tsodikov 2010). This was further revised by
Broecker et al. (2011). He did Monte Carlo simulations for precision in the mea-
surement of ΔH and n, and deduced the c should be greater than 40.

7.6.1.2 Two or More Sets of Independent Binding Sites
Many cases involve two or more independent binding sites available on protein for
the ligand. Le et al. (2013) developed an algorithm to account for such interactions.
For such protein-ligand complexes,

Pþ nL Ð PLn ð7:26Þ
the total ligand concentration is expressed as:

LT ¼ L½ � þ PLþ 2PL2 þ 3PL3 þ . . .þ nPLnð Þ

LT ¼ L½ � þ PT 1
PL
PT

þ 2
PL2
PT

þ 3
PL3
PT

þ . . .þ n
PLn
PT

� �

LT ¼ L½ � þ PT

Xn
i¼1

nimið Þ ð7:27Þ

where [L] ¼ free ligand concentration
n ¼ number of binding sites
m ¼ fraction of occupied binding sites
and the binding constant is given as:

Ki ¼ mi

1� mið Þ L½ � ð7:28Þ

or

mi ¼ L½ �Ki

1þ L½ �Ki
ð7:29Þ

Solving these equations for free ligand concentration leads to (n + 1)th degree
polynomial equation. After solving for [L], the total heat content (Qi) after ith
injection is expressed as:
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Qi ¼ PTVo

Xn
i¼1

nimiΔHi ð7:30Þ

mi can be calculated as in Sect. 7.6.1.1.

7.6.1.3 Example of Study of Thermodynamics of Protein-Ligand
Interaction Using ITC

Nall et al. illustrated the thermodynamics of the interaction of horse heart cyto-
chrome (cyt) c with two different monoclonal antibodies (MAb) 2B5 and 5F8
(Pierce et al. 1999). Horse heart cyt c is an example of protein with independent
noninteracting binding sites. MAb 2B5 covalently binds to the site having critical
residue Pro 44, while MAb 5F8 binds to the opposite site where lysine residue is
present at position 60. It was reported that MAb 5F8 (Kd ¼ 0.5 nM) binds with cyt c
more strongly than MAb 2B5 (Kd ¼ 0.07 nM). The free energy and enthalpies of the
interaction of cyt c with 2B5 (ΔG0

b¼�12.6 kcal mol�1) and 5F8 (ΔG0
b¼�13.9 kcal

mol�1) are similar and favorable. However, there is decrease in entropy found in
binding with MAb 2B5 (ΔS0b ¼ �28.2 cal mol�1 K�1) and MAb 5F8 (ΔS0b ¼
�26.3 cal mol�1 K�1) due to conformational restrictions of side chain in the formed
complex. At 25 �C for MAb 5F8, the free energy of binding showed negligible
dependence on temperature due to thermal independence of the enthalpic (ΔH0

b) and
entropic contribution (�TΔS0b).

On the other hand, for MAb 2B5 binding, the free energy of binding is also
independent of temperature but due to compensating effect of enthalpic (negative
change with temperature) and entropic terms (positive change with temperature).
The probable difference between the two binding constants is depicted by the
difference between the heat capacity change (ΔC0

p) for the two complex formations.
As we discussed in earlier sections, heat capacity change is estimated by the thermal
dependence of the enthalpy change for the process. Here, as mentioned for 2B5-cyt c
complex, the enthalpy change shows a strong negative thermal dependence, and
therefore the calculated heat capacity change was determined to be
�580 cal mol�1 K�1. While for MAb 5F8-cyt c complex, heat capacity change
was calculated as �172 kcal mol�1 K�1.

In brief, ITC provides the structural information of the protein-ligand complexes
and also describes thoroughly the interactions of these complexes.

7.6.2 Methods Based on Measurement of Fraction of Bound
Protein

The binding affinity of a protein-ligand complex is measured by measuring fraction
of bound protein or ligand. Here, first the protein is titrated with its ligand and then
the fraction of the bound protein is measured. Fraction of bound protein is given by
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Binding Affinity νð Þ ¼ Bound protein½ �
Total protein½ � ¼ Bound protein½ �

Free protein½ � þ Bound protein½ �

ν ¼ PL½ �
P½ � þ PL½ �

7.6.2.1 Experimental Tool to Measure Fraction of Protein Bound
to Ligand

The experimental techniques used to measure the fraction of bound protein in the
protein-ligand complex are either based on the separation of the complex or on the
detection of a complex. These are given as below.

Techniques Based on Separation of Complex
The most appropriate technique used for this study is gel filtration chromatography.
In this technique, the molecules are separated according to their size. The molecule
with higher molecular weight elutes first and the one with lower molecular weight
protein coming later. This technique is very useful if the size of protein and complex
differs considerably resulting into well separated peaks of protein, ligand, and
complex.

Techniques Based on Detection of Complexes
The techniques used to monitor the complex formation are used to determine the
bound fraction of the protein. Some of these techniques are illustrated below.

Equilibrium Dialysis
This technique is used to measure free and bound ligand. Here, a dialysis membrane
is used through which free ligand can diffuse but bound ligand cannot. When
equilibrium is attained, the concentration of free ligand on either side of the
membrane becomes equal and therefore can be measured accurately by spectro-
scopic techniques. Once the concentration of a free ligand is known, the amount of
bound protein can be calculated easily.

Fluorescence Methods (Quenching, Anisotropy, FRET)
The study of protein-protein interactions can be achieved using numerous
fluorescence-based approaches. The basic requirement for this study is the presence
of fluorophore in either ligand or protein or both. Binding of a ligand is generally
used whose photophysical parameters change in free and bound form. The different
photophysical parameters used for estimation of the protein interactions are polari-
zation, lifetime, average energy, and quantum yield. Fluorescence of the protein-
ligand complex can be measured using steady-state or time-resolved techniques
(Yan and Marriott 2003a, b).

Steady fluorescence techniques, based on intrinsic and extrinsic fluorescence
intensity, are quite routinely used to get the dissociation constant and thermody-
namic parameters of binding. Fluorescence intensity change of protein on the
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addition of ligand can be used to calculate the fraction of bound protein which is
related to dissociation constant. The study of protein-ligand binding can be done by
the analysis of time-resolved emission decay data from the excited state of a
fluorescent probe. The decay rate of free and bound protein can be used to resolve
both the species. The measurement of lifetime of decay in the presence and absence
of the ligand can be used to calculate the fraction of bound protein and thus
dissociation constant of the complex. FLIM is a microscope which records and
obtains the images in terms of decay-time or lifetime. Based on the lifetime images
of the donor probe, the interaction between the proteins present in cells can be easily
mapped (Clegg et al. 2003; Harpur et al. 2001).

Other techniques used to determine the hydrodynamic properties of the protein-
protein interactions are fluorescence polarization (FP) or fluorescence anisotropy
(FA) (Clayton et al. 2002; Fowler et al. 2002; Jameson et al. 2003; Subramaniam
et al. 2003; Turconi et al. 2001). Various protein-protein interactions within living
cells can be studied using microscope-based imaging of fluorescence anisotropy
(Clayton et al. 2002; Gautier et al. 2001; Ventre et al. 2003; Yan and Marriott
2003a, b). Another technique used to study protein-protein interactions is fluores-
cence correlation spectroscopy (FCS). This technique is very efficient while working
with low protein concentration (nanomolar scale) and low sample volume (femtoliter
scale). It is based on the analysis of intensity fluctuation of labeled proteins (Yan and
Marriott 2003a, b).

Fluorescence resonance energy transfer (FRET) is a physical phenomenon, which
involves the non-radiative transfer from the excited state of a fluorophore of a donor
protein to another fluorophore attached to a binding partner (acceptor). This tech-
nique helps to measure the distance between the donor and the acceptor probes and
thereby the proximity between two proteins. Due to the FRET phenomenon, the
quantum yield and the lifetime of the donor protein decrease upon the formation of
protein complexes.

Nuclear Magnetic Resonance Technique
In the nuclear magnetic resonance (NMR) technique, the probe can be a ligand or
protein or both. For a protein–ligand system with high binding affinity and slow
exchange on the chemical shift time scale, resolved signals might be expected for the
free and bound states. In these cases, integration of the distinct resolved signals will
give the resulting values for [L]/[P] and [PL]. On the other hand, for a system where
exchange on the chemical shift scale is fast, the observed NMR response of a ligand/
protein is the mole fraction weighted average of the NMR parameters of the free and
bound states. In these cases, the dissociation constant (Kd) can be calculated as
discussed in the next section (Fielding 2003).

7.6.2.2 Calculation of Fraction of Bound Protein from Signal Obtained
from Spectroscopic Technique

In a spectroscopic technique, the observed signal is the contribution from protein,
ligand, and the complex.
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Total signal Sð Þ ¼ signal from proteinþ signal from ligand
þ signal from complex

ST ¼ Sp P½ � þ SL L½ � þ SPL PL½ � ð7:31Þ
where SP ¼ signal from per molar free protein,

SL ¼ signal from per molar free ligand,

SPL ¼ signal from per molar bound protein

Case (1): When the signal (S) at a given wavelength is from bound protein or
bound ligand only; for example, binding of BSA (P) with ANS (L ). ANS is a
fluorescent probe which binds only with the hydrophobic core of the protein and
shows emission maxima around 475 nm, while free ANS in the buffer does not show
any signal. Proteins, including BSA, generally emit at 370 nm due to aromatic amino
acid, tryptophan. Thus, at 475 nm, the fluorescence signal from free BSA (P) and
free ANS (L ) is zero.

SP ¼ SL ¼ 0 ð7:32Þ
Therefore, the total signal obtained at 475 nm will be only from the bound

protein, i.e., BSA-ANS complex.

ST ¼ SPL PL½ � ð7:33Þ
At infinite time, the signal (S1) corresponds to the maximum concentration of

ANS-bound BSA which is equal to total protein concentration. The signal is
represented as

S1 ¼ SPL PL½ �max ¼ SPLPT ð7:34Þ
On rearranging, we get

PL½ �
PT

¼ ST
S1

ð7:35Þ

Case (2): When the signal is from free and bound protein only: This is a case
when a ligand is not a fluorophore or does not have any signal in the specified
wavelength region. For example, if the fluorescence study of BSA and ANS binding
is performed at 370 nm.

At the start of the titration, the signal corresponds to total free BSA only.

S0 ¼ SPPT ð7:36Þ
On addition of ANS to BSA sample, the total signal will have contribution from

both protein (BSA) and ligand-bound protein (BSA-ANS).
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S ¼ SP P½ � þ SPL PL½ � ð7:37Þ
The concentration of free BSA is the difference between the total protein concen-

tration and protein in bound state.

S ¼ SP PT � PL½ �ð Þ þ SPL PL½ � ð7:38Þ
As in the previous case, at high enough ligand concentration, the signal becomes

constant and total signal at that point corresponds to a maximum concentration of
bound complex or total protein concentration as

S1 ¼ SPL PL½ �max ¼ SPLPT ð7:39Þ
The subtraction of S and S0 gives

S� S0 ¼ PL½ � SPL � SPð Þ ð7:40Þ
Similarly,

S1 � S0 ¼ PT SPL � Sp
� � ð7:41Þ

On arranging these relations, we get

PL½ �
PT

¼ S� S0
S1 � S0

ð7:42Þ

Case (3): When the signal is from the ligand and bound ligand only: When the
signal has a contribution from the only ligand either in the free or bound state, then at
any time of the process, the concentration of ligand-bound protein can be determined
as

PL½ �
LT

¼ S� S0
S1 � S0

ð7:43Þ

For example, curcumin (L ) shows a weak fluorescence signal at 522 nm (excita-
tion wavelength at 420 nm) in phosphate buffer which enhances upon binding with
protein, BSA (A). However, in this wavelength range BSA (P) does not show any
fluorescence (Nadi et al. 2015).

7.6.2.3 Relationship Between Fraction of Protein Bound to Ligand
and Kd

Protein with One Set of Binding Site
The binding or dissociation constant (Ka or Kd) of protein-ligand complex can be
related to the fraction of the bound protein as:
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f ¼ Ka P½ � L½ �
P½ � þ Ka P½ � L½ � ¼

Ka L½ �
1þ Ka L½ � ð7:44Þ

or

f ¼ L½ �
Kd þ L½ � ð7:45Þ

When the fraction of the bound protein is 0.5, then Eq. (7.45) can be modified as

2 L½ � ¼ Kd þ L½ � ð7:46aÞ
or

L½ � ¼ Kd ð7:46bÞ
Therefore, the dissociation constant (Kd) is defined as the concentration of the

ligand which saturates half of the total sites on protein.
Assumption: if the total protein concentration is assumed to be very low, i.e.,

[P]total << Kd, then, the concentration of the ligand will be

L½ � ffi L½ � þ PL½ � ffi L½ �total ð7:47Þ
Therefore, using Eqs. (7.45) and (7.47) the fraction of bound protein is calculated

as

f ¼ L½ �Total
Kd þ L½ �Total

ð7:48Þ

Figure 7.2 shows the change in the fraction of bound protein with ligand
concentration. The change in bound protein concentration changes exponentially
with an increase in ligand concentration.

On rearranging the Eq. (7.45), we get

f L½ � þ f Kd ¼ L½ � ð7:49Þ
Dividing Eq. (7.12) by [L]Kd, we get

f
Kd

þ f
L½ � ¼

1
Kd

ð7:50aÞ

or

f
L½ � ¼

1
Kd

� f
Kd

ð7:50bÞ
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When f/[L] is plotted against f we get a straight line. The slope of the line is equal
to –(1/Kd) and intercept is (1/Kd). This plot is known as Scatchard plot and shown in
Fig. 7.3.

Protein Having more than One Binding Site
Protein-ligand binding is also affected by the number and nature of the binding sites
present on the respective protein. There are two different classes of binding sites.

Fig. 7.2 Plot of fraction of protein bound versus concentration of ligand

Fig. 7.3 Scatchard plot: plot of f
L½ � versus f
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1. Independent, Identical binding sites: If a protein possesses two independent but
identical binding sites, then protein-ligand binding takes place as:

Pþ L Ð PL binding constant,K1ð Þ ð7:51Þ
Pþ 2L Ð PL2 binding constant,K2ð Þ ð7:52Þ

Things to remember here is that
• If these binding sites are independent, binding of one ligand does not affect the

other.
• For identical binding sites, K1 ¼ K2.

If these binding sites of protein are independent, then one-to-one interaction
takes place and simple addition will give the fraction of bound protein. If f is
fraction or moles of ligand bound per mole of the macromolecule, then

f ¼ n L½ �
Kd þ L½ � ¼

n L½ �=Kd

1þ L½ �=Kd
ð7:53Þ

where n is number of binding sites and Kd is the dissociation constant of the
protein-ligand complex. On rearranging this relation, we get

f
L½ � ¼

n
Kd

� f
Kd

ð7:54Þ

A plot of f
L½ � versus f is linear with slope equal to –(1/Kd) and intercept equal to

(n/Kd).
2. Two classes of independent binding sites: If there are two nonidentical binding

sites on the protein (P) for a ligand.
The ligand binds with protein at the binding site a as follows

Pa þ L Ð PaL,

with Ka ¼ Pa½ � L½ �
PaL½ � as dissociation constant of complex PaL.

Ligand binds to the same protein at binding site b as follows

Pb + L Ð PbL, with Kb ¼ Pb½ � L½ �
PbL½ � as dissociation constant of the complex PbL

The overall protein-ligand binding is represented as

Pab + 2LÐ PabL2, with Kd ¼ P½ � L½ �2
PabL2½ � as dissociation constant of complex PabL2,

If both binding sites of the protein are independent, then

Kd ¼ P½ � L½ �2
PabL2½ � ¼ KaKb ð7:55Þ

In these cases, the fraction of bound protein is given as
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f ¼ PaL½ � þ PbL½ � þ 2 PabL2½ �
P½ � þ PaL½ � þ PbL½ � þ PabL2½ � ð7:56Þ

The fraction of bound protein in terms of dissociation constant is expressed as

f ¼ P½ � L½ �=Ka þ P½ � L½ �=Kb þ 2 P½ � L½ �=KaKb

P½ � þ P½ � L½ �=Ka þ P½ � L½ �=Kb þ 2 P½ � L½ �=KaKb
ð7:57Þ

On rearranging, we get

f ¼ ½L�=Ka þ ½L�=Kb þ 2½L�=KaKb

ð1þ ½L�=KaÞð1þ ½L�=KbÞ ð7:58Þ

and

f ¼ L½ �=Ka

1þ L½ �=Kað Þ þ
L½ �=Kb

1þ L½ �=Kbð Þ ð7:59Þ

If protein has n1 independent sites with a dissociation constant K1 and n2
independent sites with dissociation constant K2, then fraction of bound protein ( f )
is given by

f
L½ � ¼

n1=K1

1þ L½ �=K1
þ n2=K2

1þ L½ �=K2
ð7:60Þ

7.6.2.4 Determination of Binding Constant from Fluorescence
Quenching Data Analysis

Using the fluorescence quenching data, the binding constant of a protein-ligand
complex can be determined using the Stern-Volmer equation. The binding constant
can be obtained by the analysis of the quenching of fluorescence of ligand by
the protein or vice versa. The Stern-Volmer equation is the relation that relates the
fluorescence intensities in the presence as well as the absence of a quencher with the
quencher concentration. It has been extensively used to describe both static and
dynamic quenching phenomena (Lakowicz 2013). The Stern-Volmer equation is:

F0

F
¼ 1þ Ksv Q½ � ¼ 1þ kqτ0 Q½ � ð7:61Þ

where F0 and F are the fluorescence intensities of fluorophore present in protein in
the absence and in the presence of quencher, respectively. [Q] denotes the concen-
tration of quencher, KSV is Stern-Volmer quenching constant, kq is the bimolecular
quenching rate constant, and τ0 is the lifetime of the fluorophore in the absence of
quencher. KSV can be equivalent to the association constant (Ka) only in case of static
quenching. Figure 7.4 shows a typical Stern-Volmer plot for quenching of a protein
fluorescence, where the slope of the plot determines the quenching constant (KSV)
for the respective system.
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In the case where there is heterogeneous accessibilities of fluorophores, Stern-
Volmer equation can be modified for determination of the fraction of bound protein
as (Bourassa et al. 2013):

F0

F0 � F
¼ 1

fK Q½ � þ
1
f

ð7:62Þ

where F0 and F depict the fluorescence intensities of protein fluorophore in the
absence and the presence of quencher, respectively. [Q] is the concentration of
quencher, K is quenching constant, and f is the accessible fluorophore to the
quencher. In this case, also, the plot of F0/(F0 – F) vs. [Q] is linear and intercept
of the curve gives the fraction of bound protein while using both slope and intercept
the quenching constant can be determined (Fig. 7.5).

For a quenching reaction between a protein and a quencher:

Pþ nQ Ð PQn

where P andQ stand for protein fluorophore and quencher, respectively. The binding
constant (Kb) and the number of binding sites (n) can be calculated using another
modified Stern-Volmer equation (Lakowicz 2013; Bourassa et al. 2013):

Kb ¼ PQn½ �
P½ � Q½ �n ð7:63Þ

We know that at any time of reaction, the total protein concentration is sum of the
free protein and the bound protein, i.e.,

Fig. 7.4 Stern-Volmer plot
for quenching of protein
fluorescence
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P0 ¼ Pþ PQn ð7:64Þ
Therefore, the binding constant can be expressed as

Kb ¼ P0½ � � P½ �
P½ � Q½ �n ð7:65Þ

or

P0½ �
P½ � ¼ 1þ Kb Q½ �n ð7:66Þ

If F0 and F represents the fluorescence intensity of the protein fluorophore in free
and bound state, respectively, then modified Stern-Volmer equation can be
represented as:

F0½ �
F½ � ¼ 1þ Kb Q½ �n ð7:67Þ

Taking logarithm, we get

log
F0 � F½ �

F½ � ¼ logKb þ n log Q½ � ð7:68Þ

If we plot log F0�F½ �
F½ � versus log[Q], a straight line will be obtained, the slope gives

the number of binding sites while intercept provides the binding constant.

Fig. 7.5 Modified Stern-
Volmer plot for calculation of
fraction of bound protein
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Using this relation, the binding constant and binding ratio of the protein and
ligand were estimated for a number of complexes. Bhatia et al. (2015) showed that
the curcumin binds with SOD1 in a 1:1 ratio and the binding constant was found to
be 3.01� 104 M�1. Also, Sharma and Pancholi (2014) showed that the fluorescence
of BSA is quenched on its binding with olmesartranmedoxomil (OLM) and its
metabolite (OL) via the static mechanism. The binding constant of BSA with
OLM and OL was found to be 0.109 μM and 0.491 μM, respectively. Also, they
found that the high affinity binding site available on BSA for OLM and OL were
2 and 1, respectively.

7.6.2.5 Other Methods to Calculate the Kd (Nonlinear Fitting
of the Data)

There are also other methodologies to calculate the dissociation constant for a
protein-ligand complex. If the data is not linear, then the nonlinear fitting is required.
However, this method is more accurate for the determination of dissociation constant
even if the assumption [L]	 LT does not hold good. As we discussed in the previous
section, the dissociation constant is expressed as:

Kd ¼ P½ � L½ �
PL½ �

On rearranging this, we get

P½ � L½ � � Kd PL½ � ¼ 0 ð7:69Þ
We know that at any time of reaction, [P] ¼ PT � [PL] and

[L] ¼ LT � [PL]. Therefore,

PT � PL½ �ð Þ LT � PL½ �ð Þ � Kd PL½ � ¼ 0 ð7:70Þ
On rearranging we get,

PL½ �2 � PT þ LT þ Kdð Þ PL½ � þ PTLT ¼ 0 ð7:71Þ
The solution of this quadratic equation is given as:

PL½ � ¼ �b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4PTLT

p
2

ð7:72Þ

where

b ¼ � PT þ LT þ Kdð Þ ð7:73Þ
As discussed above, there are two cases: one where the signal is from the protein-

ligand complex only and other where the protein in both free as well as bound form
contributes to the resulting signal.
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Case 1: when the signal is from protein complex only. The ratio of the concentra-
tion of protein complex to total protein can be expressed in terms of the signal as:

PL½ �
PT

¼ ST
S1

ð7:74Þ

or

ST
S1

� PT ¼ PL½ � ð7:75Þ

Dissociation constant (Kd) can be calculated by nonlinear fitting of this equation.
Case 2: When the signal is from protein in free as well as bound form. In this case

the ratio of protein complex to protein can be determined as:

PL½ �
PT

¼ S� S0
S1 � S0

ð7:76Þ

S� S0
S1 � S0

� PT ¼ PL½ � ð7:77Þ

where S0 denotes the initial signal, S denotes the signal at any time t, and S1 denotes
the signal upon completion of the reaction.

For example, Deep et al. (2005) showed the nonlinear analysis of NMR data for
the calculation of binding constant of a cytochrome c and cytochrome b5 complex
using chemical shift perturbation. They compared the chemical shift (δ) value for
free form of cyt c with its complex form with cyt b5. The equation used for the
calculation of the binding constant (Ka) of the complex was:

Δδ
Δδ1

¼ �B�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4ab

p
2a

ð7:78Þ

where

B ¼ � aþ bþ 1=Kað Þ
and a: total concentration of cyt c

b: total concentration of cyt b5
Δδ: change in chemical shift of cyt c on addition of cyt b5
Δδ1: estimated change in chemical shift for the state when b/a ! 1
From this chemical shift perturbation method, they found that the complex of cyt

c and cyt b5 is in fast exchange and binds in 1:1 stoichiometry. The binding constant
for the complex was found to be (4 � 3) � 105 M�1.
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7.7 Calculation of Enthalpy/Entropy of Interaction

The enthalpy change of binding or dissociation can be calculated from the measure-
ment of binding constant (Ka) or dissociation constant (Kd) or free energy change of
protein-ligand interaction done at different temperatures. The van’t Hoff analysis of
the same is as follows:

ΔHd ¼ d ΔGd=Tð Þ
d 1=Tð Þ ¼ �R

d lnKdð Þ
d 1=Tð Þ ð7:79Þ

7.8 NMR as a Tool to Measure Thermodynamic Parameters
of Binding

NMR is another useful analytical technique to study protein-ligand interactions.
Generally, chemical shift mapping is employed to identify and study the binding
area of the complex. The thermodynamic parameters of the complex formation like
free energy of the binding and binding constant can be determined by the perturba-
tion in a chemical shift as discussed above. NMR technique is preferred over other
spectroscopic techniques because of its capability of measuring the occupancies of
individual binding sites. Due to this, the microscopic binding constant of various
complexes can be easily determined. This technique depicts the motion of protein
molecules upon binding with the interacting ligand. The temperature-dependent
NMR study of the complexes (in terms of free energy change) can determine the
entropy and enthalpy components of the binding parameters.

The conformational entropy change for the protein-ligand complex formation can
be determined using NMR study by measuring relaxation parameters like longitudi-
nal relaxation rate (R1), transverse relaxation rate (R2), and the steady-state
heteronuclear NOE. These relaxation parameters are defined as follows:

R1 ¼ d2=4
� �

J ωH � ωNð Þ þ 3J ωNð Þ þ 6J ωH þ ωNð Þ½ � þ c2J ωNð Þ ð7:80Þ

R2 ¼ d2=8
� �

4J 0ð Þ þ J ωH � ωNð Þ þ 3J ωNð Þ þ 6J ωHð Þ þ 6J ωH þ ωNð Þ½ �
þ c2=6
� �

4J 0ð Þ þ 3J ωNð Þ½ � þ Rex ð7:81Þ

NOE ¼ 1þ d2=4R1
� �

γH=γNð Þ½6JðωH þ ωNÞ � 6JðωH � ωNÞ� ð7:82Þ
where d is the constant which defines the strength of the 15N–H dipolar coupling and
given as:

d ¼ μ0hγNγH r�3
NH

� �
8π2

ð7:83Þ

and c is a constant given as
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c ¼ ωNΔσffiffiffi
3

p ð7:84Þ

μ0 ¼ permeability of free space,
h ¼ Planck’s constant,
γH ¼ gyromagnetic ratio of 1H
γN ¼ gyromagnetic ratio of 15N
rN–H ¼ bond distance of N–H bond ¼ 1.02 Å
ωH ¼ Larmor frequency of 1H
ωN ¼ Larmor frequency of 15N
Δσ ¼ (σ║ – σ┴) ¼ difference between parallel and perpendicular components of

the axially symmetric 15N chemical shift also called chemical shift
anisotropy ¼ �160 ppm

and, J(ωi) ¼ spectral density corresponding to ith nuclei
Here, the primary objective is to calculate different spectral densities and thereby

deduce the physical aspects of the dynamics of the protein complexes. As the
number of unknown parameters exceeds the available data, it is very difficult to
extract the spectral densities directly using these three Eqs. (7.80)–(7.82). The most
acceptable approach to determine the spectral density is model-free formalism.

7.8.1 Model-Free Formalism

Lipari-Szabo model-free formalism is the method, which does not include the
assumptions regarding the physical model describing the molecular motions. In
this methodology, only the internal dynamics are required, which is not correlated
with the global tumbling of the biological system under study. According to this
approach, spectral density at any Larmor frequency is determined using order
parameters (S) and correlation times (τe) of the internal motions on fast as well as
the slow time scale. If the overall and internal motions are assumed to be indepen-
dent, then the isotropic correlation function with rotational correlation time (τm) will
be defined as:

C tð Þ ¼ e�t=τmCI tð Þ ð7:85Þ
where CI(t) is the correlation function for the internal motions and given as:

CI tð Þ ¼ S2 þ 1� S2f

� �
e�t=τe,f þ S2f � S2

� �
e�t=τe,s ð7:86Þ

where τm ¼ isotropic rotational correlation time of the molecule, τe,f ¼ effective
correlation time of internal motion on fast time scale, τe,s¼ effective correlation time
of internal motion on slow time scale, S ¼ total generalized order parameter and
given as S2 ¼ S2f S

2
s , Sf ¼ order parameters for the internal motions on fast time scale,

and Ss ¼ order parameters for the internal motions on slow time scale
Therefore, the corresponding spectral density function will be given as:
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J ωð Þ ¼ S2τm
1þ ωτmð Þ2 þ

1� S2f
� �

τf

1þ ωτfð Þ2 þ
S2f � S2
� �

τs

1þ ωτsð Þ2
" #

ð7:87Þ

with

τf ¼ τe,fτm
τe,f þ τmð Þ and τs ¼ τe,sτm

τe,s þ τmð Þ ð7:88Þ

Clore et al. (1990) showed that if the effective correlation time on fast scale (τf) is
more than 10 ps, then Eq. (7.87) reduces to

J ωð Þ ¼ S2τm
1þ ωτmð Þ2 þ

S2f � S2
� �

τs

1þ ωτsð Þ2
" #

ð7:89Þ

They examined the effect of different values of τf (0–50 ps) on the best fit values
of τs, Sf

2, Ss
2, and S2 and found that the most appropriate values of relaxation

parameters can be obtained using Eq. (7.87) if τf is less than 50 ps. If its value
exceeds beyond 50 ps, then Eq. (7.87) does not hold good for the evaluation of
different relaxation parameters.

Lipari-Szabo model-free formalism involves stepwise calculation. In the first
step, global rotational correlation time is calculated by excluding the residues
(a) for which internal motions are very fast (low R2/R1 ratio and low NOE),
(b) which are experiencing conformational exchange at a slow time scale. Now,
the fitting of the iterative trimmed R2/R1 value ratio to an isotropic tensor will
estimate the global rotational correlation time of the molecule. Then the data fit to
five different models of the local motion for each residue to get the information about
various order parameters, correlation times and rate of exchange.

7.8.2 Order Parameters (S2)

The squared order parameter S2 gives the angular amplitude of the reorientations of a
bond. Model-free formalism is used to calculate the order parameters for each N–H
or C–H bond vector. An order parameter of a vector gives an idea of the mobility of
that vector. It is zero for the unrestricted bond motions and unity for a completely
rigid vector. In general, its value lies around 0.85 for the ordered region and 0.4–0.6
for the disordered region. Order parameters can be obtained by analyzing the
relaxation parameters, T1, T2, and NOE of the protein. Change of order parameter
in going from free form to complex provides the information regarding the changes
in mobility of the bond vector of particular residue. The mobility of the bond vector
of a residue decreases with an increase in the value of the order parameter (S2).
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7.8.3 Order Parameter and Conformational Entropy

The change in backbone conformational entropy on the binding is related to change
in backbone order parameters of residues (k) of protein in free (A) and bound form
(B) through the equation:

ΔSAB ¼ R
X
k

ln
1� S2B,k
1� S2A,k

" #
ð7:90Þ

In a similar manner, Li and Bruschweiler proposed an equation to relate the
change in side-chain entropy with an order parameter (Li and Bruschweiler 2009):

ΔSAB ¼ R
X
m

Cm

X
n

S2B,n � S2A,n
� � ð7:91Þ

where Cm is a function of the number of side-chain dihedral angles in a given residue
type and fit parameters and sums run over all residues n of type m.

Later, Sharp et al. gave the relation for extracting the total change in conforma-
tional entropy of a protein resulting from binding of the ligand from the NMR
relaxation data (Sharp et al. 2015).

ΔS
kB

¼ 0:88Nres δ ln 1� O2
NH

� �� �� 0:56Nχ δO2
axis

� � ð7:92Þ

where Nres ¼ total number of residues, Nχ ¼ total number of the side-chain chi
angles, δO2

axis

� � ¼ measured average change in methyl axis order parame-
ter, δ ln 1� O2

NH

� �� � ¼ measured average change in amide order parameter
As it was seen in the Eq. (7.73), the configurational entropy also depends upon Nχ

which signifies that the changes in order parameters (O2
axis) account for the entropy

changes from all side chains.

7.9 Computational Approach to Calculate the Thermodynamic
Parameters of Binding

A computational approach to determine the protein interactions has great potential
since this can provide insight not only about the contribution of different interactions
but also the contribution of conformational and solvation entropic free energy.

7.9.1 From Changes in Solvent-Accessible Surface Area

The structural information of a protein-ligand binding process can be related to its
thermodynamic parameters. Spolar and Record (1994) developed an empirical
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relationship, which relates the heat capacity change with the change in solvent-
accessible surface area (ΔSASA) upon binding.

ΔCp cal K�1mol�1
� � ¼ �0:33 cal K�1mol�1Å

�2
� �

ΔASAnp Å
2

� �
þ 0:16 cal K�1mol�1Å

�2
� �

ΔASAp Å
2

� �
ð7:93Þ

This relation was further modified by Deep and Ahluwalia (2002), in which
disulfide crosslinks were also considered.

An estimation of enthalpy change can be done using accessible surface area. The
enthalpy change at reference temperature 60

�
C is equal to

ΔHbind 60
�
C

� � ¼ Δhap � ΔASAþ Δhp � ΔASAp ð7:94Þ
The enthalpy change at other temperature can be calculated using

ΔHbind Tð Þ ¼ ΔHbind 60
�
C

� �þ ΔCp T � 333:15ð Þ ð7:95Þ
The calculated enthalpy of binding using these equations is reasonable for

protein-protein and protein-peptide binding; however, correlation is not good for
protein binding with the small ligand.

Experimental enthalpy obtained from ITC will have three components:

ΔHexp ¼ ΔHbind þ ΔHconf þ ΔHprot ð7:96Þ
ΔHbind is enthalpy of binding, ΔHconf is heat released or absorbed due to confor-

mational change, ΔHprot is the enthalpy change due to protonation/deprotonation
during binding.

The total entropy change also has three components

ΔStot ¼ ΔSsolv þ ΔSconf þ ΔSrt ð7:97Þ
ΔSsolv is entropy change due to expulsion of water from protein surface on

binding, ΔSconf is the change in entropy due to change in side-chain conformational
entropy associated with protein and ligand on binding, and ΔSrt is change in entropy
due to loss of rotational and translational degree of freedom upon binding (Murphy
et al. 1995).

The contribution of side chain to ΔSconf can be calculated using changes in
accessible surface of side chain on binding

ΔSconf ¼
X
i

ΔASAsc,i

ASAAXA,i
ΔSbu!ex,i ð7:98Þ

ΔASAsc, i is the change in the accessible surface area of side chain of a particular
amino acid i, ASAAXA, i is the accessible surface area of the side chain ith amino acid
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(X) in ALA-X-ALA tripeptide. ΔSbu ! ex, i is entropy change of side chain on being
exposed from buried, the value is different for side chains of different amino acid
(Baker and Murphy 1998).

7.9.2 Molecular Docking

Molecular docking is a commonly used method for calculating the binding free
energy of protein-ligand complexes. In comparison to other methods like MD and
MC, docking is cheaper and very fast processing tool. With computational power in
hand today, it is possible to screen hundreds of molecules in an hour. Thus, docking
serves as a powerful tool in the field of drug discovery. Over the last two decades, a
large number of docking software packages have been emerged for the calculation of
binding free energy. AutoDock, GOLD, DOCK, FlexX, and Glide are some of the
most commonly used docking software (Morris et al. 2009; Jones et al. 1997; Kuntz
et al. 1982; Rarey et al. 1996; Friesner et al. 2004). Different software uses different
algorithms, e.g., GOLD uses the genetic algorithm (Mitchell 1998), AutoDock uses
a hybrid local search GA known as the Lamarckian genetic algorithm (LGA) which
performs better than GA for Autodock, similarly FlexX employed an incremental
construction (IC) algorithm (Kramer et al. 1999).

In general, protein-ligand docking has two key steps, namely, search algorithms
and scoring functions (Du et al. 2016). The search algorithm scans various poses of a
ligand inside a given target whereas scoring functions arrange these generated poses
according to their binding affinities with the target. There are two types of treatments
available for protein and ligand in the search algorithm: rigid body and flexible body
treatment. Various search algorithms use a combination of these two treatments, e.g.,
ZDock (Chen et al. 2003), MDock (Pierce et al. 2005), and older version of DOCK
use rigid body treatment; in this both protein and ligand structures are taken as rigid
bodies; a very less degrees of translational and rotational freedom is available to
ligand. These search algorithms are the fastest and simplest ones.

The second type of search algorithm treats protein as a rigid body and ligand has
all the freedom to translate and rotate inside the protein cavities to get the best fit.
The new version of DOCK utilizes this search algorithm. The third and more exact
search algorithms consider the flexibilities of both protein and ligand, but these are
the most compute intensive search algorithms. It is now possible to mark a certain
region of protein as flexible and the rest of it can be kept rigid; this approach is faster
and gives appreciable results.

After search algorithm then comes the importance of scoring functions which are
used to calculate the binding free energy of protein-ligand complex after docking.
For an accurate calculation of binding free energies, the scoring function should
account solvent interactions and entropic contributions as well but due to complex
calculations and computational limitations, it is very difficult.

Scoring functions can be categorized into three classes: force-field based, empiri-
cal, and knowledge based. Force-field is a set of parameters that has bonding and
nonbonding terms for a molecule. These parameters are generally derived from
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experiments and ab initio calculations. Force-field-based algorithms gave informa-
tion about intermolecular non-covalent interactions, i.e., enthalpic contribution,
while entropic contribution has not been accounted for in this. Empirical scoring
functions are simplified as compared to force-field-based scoring functions. These
functions utilize regression and machine learning methods to parameterize any
interaction as favorable or unfavorable. The applicability of these methods depends
on the accurate energy description.

The knowledge-based scoring functions consider those interactions energetically
favorable that occur a greater number of times over some random interactions. These
energetically favorable interactions only contribute to the binding energy. The
knowledge-based algorithms are simpler and faster than force-field-based functions
and not likely to suffer from overfitting or overtraining as compared to empirical
functions. Although docking methods are used widely but these are limited to only
solved protein structures and due to availability of less degree of freedom docking
cannot include the contribution of entropic changes and solvation effects are also not
accounted.

7.9.3 Force-Field-Based Methods

For quantitative estimation of binding free energy protein’s dynamics has to be
considered and for that various force-field-based methods can be used, e.g., molecu-
lar dynamics and Monte Carlo simulations. These methods are computed intensive
but provide the intrinsic entropic contributions towards the total free energy change
for protein-ligand complexes.

7.9.3.1 Free Energy Perturbation (FEP) Method
The free energy perturbation (Zwanzig 1954) method was first introduced by Robert
W. Zwanzig (1954). FEP method is based on the alchemical FE calculations in
which free energy is calculated via various physical processes involving the forma-
tion of intermediates. According to these calculations, free energy difference for
going from state A to state B is obtained from the well-known Zwanzig equation:

ΔG A ! Bð Þ ¼ GB � GA ¼ �kBT e
�EB�EA

kBT

� �* +
ð7:99Þ

where T is temperature, kB is Boltzmann’s constant. Triangle brackets represent
ensemble averages generated through simulations. EA and EB represent potential
functions of the state A and B. Convergence of FEP calculations is ensured when
only a small difference exists between the two states, so it is better to break down the
perturbation into a series of smaller windows which can be computed independently.
Total free energy is obtained by summing the individual free energies from separate
steps. FEP method can be used to study the host-guest binding energetics, pka
predictions, for studying solvent effects on reactions and for enzymatic reactions.
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7.9.3.2 Thermodynamic Integration (TI) Method
TI is another method, which is based on alchemical calculations (Straatsma and
Berendsen 1988). In TI, the free energy change is calculated for going from state A
to state B along a thermodynamic path connecting the two states and for this an order
parameter “λ” is defined. The value of λ ranges from 0 to 1. The potential energy as a
function of λ can be written as:

E λð Þ ¼ EA þ λ EB � EAð Þ ð7:100Þ
The binding free energy can be obtained from MD or MC by taking the ensemble

average of the potential energy derivative with respect to λ and integrating it from
λ¼ 0 to λ¼ 1. TI is the unidirectional transformation from A to B, unlike FEP where
the transformation from B to A is also possible.

ΔG A ! Bð Þ ¼
Z 1

0

∂E λð Þ
∂λ

 �
λ

dλ ð7:101Þ

With the help of thermodynamic integration method, we can study the relative
free energy of solvation of two species, calculate the relative binding constant for
complex formation, and can also study the relative stability of mutant proteins.

7.9.3.3 Lambda Dynamics Simulations
λ dynamics simulations (Knight and Brooks 2009) utilize path sampling calculations
in which a physically possible path is followed for the conformational transition in
order to calculate the binding free energies. In λ dynamics, simulations order
parameter λ is treated as a dynamic variable with fictitious mass and is varied
throughout the simulation. Therefore, it is possible to estimate free energy from a
single simulation, unlike FEP and TI where multiple simulations have to be run. λ
dynamics simulations overcome the convergence problem present in FEP
calculations. Total energy change is obtained by summing over involved intermedi-
ate states along the λ variable.

ΔG ¼
Xn�1

i¼0

ΔG λi ! λiþ1ð Þ ð7:102Þ

The value of λ ranges from 0 to 1 and it is divided into n small increments, Δλ.
Alternatively, the free energy can be calculated along the reaction coordinate. One of
the major advantages of using λ dynamics over traditional FEP and TI method is that
the thermodynamic properties of multiple molecules can be computed in a single
simulation. Alternate binding modes of a ligand can be explored in a single
simulation.

7.9.3.4 Linear Interaction Energy (LIE) Method
Linear interaction energy method (Wang et al. 1999) is an end point method in which
only free and bound states are simulated for binding free energy calculations. Due to
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sampling and convergence problems, alchemical methods are not very useful for
structure-based drug design. Therefore, a fast and accurate semi-empirical method,
linear interaction energy approximation was introduced. The reason of the faster
performance of LIE is that in-between states of free and bound forms are not sampled
in this method. LIE method considers that change in interaction energy upon any
alteration in ligand surrounding directly affects binding free energy. The binding free
energy can be evaluated from the following equation:

ΔG ¼ α Eelech ibound � Eelech ifree
� �þ β Evdwh ibound � Evdwh ifree

� � ð7:103Þ
Evdw,bound and Eelec,bound are VW and electrostatic interaction energies between

the ligand and the solvated protein and Evdw,free and Eelec,free are the VW and
electrostatic interaction energies between ligand and water. α and β are two empirical
parameters. α originated from first-order approximation of electrostatic contribution
to binding free energy and β is derived empirically. β acts as a scaling factor for the
difference in VW interaction energies between bound and free states; therefore its
value is influenced by binding site. Success of the LIE method depends on the values
of parameters α and β; this reliance may limit the application, predictive power, and
efficiency of the method.

7.9.3.5 Molecular-Mechanics-Poisson-Boltzmann Surface Area
(MM-PBSA) Method

Another free energy calculation method which is based on the end point calculations
is known as the molecular mechanics Poisson-Boltzmann surface area (MM-PBSA)
(Kollman et al. 2000). This is a widely used method for protein-ligand binding free
energy estimation. Free energy can be calculated from:

ΔG ¼ ΔG vacuumð Þ þ ΔGP�L solvð Þ � ΔGP solvð Þ � ΔGL solvð Þð Þ ð7:104Þ
where ΔG (vacuum) is vacuum binding free energy, ΔGP–L, ΔGP, and ΔGL are
solvation free energies of protein-ligand complex, free protein, and free ligand,
respectively. Solvation free energies can be calculated either from three independent
simulations of complex, free ligand and free protein or this information can be
extracted from the single trajectory of protein-ligand complex by removing protein
for ΔGL and ligand for ΔGP. MM-PBSA is an explicit solvent model. After
removing the explicit solvent molecules ΔG (vacuum) can be obtained from the
following equation:

ΔG vacuumð Þ ¼ EP�Lh i � EPh i � ELh i � TΔSsolute ð7:105Þ
where <EP–L>, <EP>, and <EL> are the Boltzmann average of the potential
energy of protein-ligand complex, free protein, and free ligand, respectively.ΔSSolute
is the change in entropy upon binding which can be estimated with the help of
statistical thermodynamic models. The solvation energy ΔG (solv) is computed from
PBSA implicit solvent model. The interactions between biomolecules such as
protein-protein, protein-peptide, and protein-nucleic acid (Wang et al. 2019) can
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be anticipated using MM-PBSA method. Owning to the speed and accuracy of this
method, it has applications in many aspects of drug designing.

7.9.3.6 Hybrid Quantum Chemical/Mechanical (QM/MM) Method
For calculation of thermodynamic properties like free energy change upon ligand
binding, an accurate force field and converged phase space sampling both are
important. For this quantum mechanical methods are often used but their application
is limited to finite size systems. A system with a large number of degrees of freedom
like proteins cannot be treated with high accuracy QM approach due to very high
computational cost. Therefore, hybrid QM/MM methods have been developed by
combining the two levels of theory. In hybrid QM/MM, a small number of degrees
of freedom, which are thought to be the most important, will be treated with high
level theory, i.e., QM and rest of the system are modeled according to simplified
descriptor, i.e., MM. Therefore, a balance between precision and affordable com-
plexity can be achieved with hybrid QM/MM.

In combined QM/MM methods, generally, the system is divided into two
subsystems: a small QM subsystem containing the active site and a large MM
subsystem consisting of the remaining molecular system. The sum of different
interaction terms gives the total potential energy of a QM/MM system (Hu and
Yang 2009):

EQM
MM

QM,MMð Þ ¼ EQM QM,MMð Þ þ EQM
MM,elec:

QM,MMð Þ
þ EQM

MM,nucl:
QM,MMð Þ þ EQM

MM,vdw
QM,MMð Þ

þ EQM
MM,cov

QM,MMð Þ þ EMM MMð Þ ð7:106Þ

where EQM is QM internal energy, EQM/MM,elec. is the electrostatic interaction energy
between QM electrons and MM subsystem, EQM/MM,nucl. is electrostatic interaction
energy between the QM nuclei and MM subsystem, EQM/MM,vdw is VW energy, and
EQM/MM,cov is covalent interaction energy between two subsystems. EMM is purely
the MM interaction energy of the MM subsystem.

Hybrid QM/MM methods can be combined with other FE calculation methods
like thermodynamic integration (TI) method, free energy perturbation method (FEP),
and umbrella sampling method. However, due to the high computational demand for
treating the QM subsystem, their application is still limited. Several enzymatic
reactions and electron transfer reactions have been studied with hybrid QM/MM
methodology. In spite of its inherent strength, the MD methods suffer from two
major bottlenecks. The results are dependent on the force field used and therefore the
use of an appropriate force field is critical. Due to the increased computational cost
of MD simulations, the binding is investigated on a relatively short time scale
resulting in inadequate sampling and hence biased towards starting structure.
Some of the methods used to overcome the problem of samplings are replica
exchange MD and metadynamics.

7 Thermodynamics of Protein-Ligand Binding 181



References

Ahluwalia U, Nayeem SM, Deep S (2011) The non-native conformations of cytochrome c in
sodium dodecyl sulfate and their modulation by ATP. Eur Biophys J 40(3):259–271

Arango Duque G, Descoteaux A (2014) Macrophage cytokines: involvement in immunity and
infectious diseases. Front Immunol 5:491

Baker BM, Murphy KP (1998) Prediction of binding energetics from structure using empirical
parameterization. Methods Enzymol 295:294–315

Bezerra GA, Dobrovetsky E, Viertlmayr R, Dong A, Binter A, Abramić M et al (2012) Entropy-
driven binding of opioid peptides induces a large domain motion in human dipeptidyl peptidase
III. Proc Natl Acad Sci U S A 109(17):6525

Bhatia NK, Srivastava A, Katyal N, Jain N, Khan MA, Kundu B et al (2015) Curcumin binds to the
pre-fibrillar aggregates of Cu/Zn superoxide dismutase (SOD1) and alters its amyloidogenic
pathway resulting in reduced cytotoxicity. Biochim Biophys Acta 1854(5):426–436

Biswas T, Tsodikov OV (2010) An easy-to-use tool for planning and modeling a calorimetric
titration. Anal Biochem 406(1):91–93

Bourassa P, Bariyanga J, Tajmir-Riahi HA (2013) Binding sites of resveratrol, genistein, and
curcumin with milk alpha- and beta-caseins. J Phys Chem B 117(5):1287–1295

Broecker J, Vargas C, Keller S (2011) Revisiting the optimal c value for isothermal titration
calorimetry. Anal Biochem 418(2):307–309

Chen R, Li L, Weng Z (2003) ZDOCK: an initial-stage protein-docking algorithm. Proteins 52
(1):80–87

Chodera JD, Mobley DL (2013) Entropy-enthalpy compensation: role and ramifications in biomo-
lecular ligand recognition and design. Annu Rev Biophys 42:121–142

Clayton AH, Hanley QS, Arndt-Jovin DJ, Subramaniam V, Jovin TM (2002) Dynamic fluorescence
anisotropy imaging microscopy in the frequency domain (rFLIM). Biophys J 83(3):1631–1649

Clegg RM, Holub O, Gohlke C (2003) Fluorescence lifetime-resolved imaging: measuring lifetimes
in an image. Methods Enzymol 360:509–542

Clore GM, Driscoll PC, Wingfield PT, Gronenborn AM (1990) Analysis of the backbone dynamics
of interleukin-1 beta using two-dimensional inverse detected heteronuclear 15N-1H NMR
spectroscopy. Biochemistry 29(32):7387–7401

Cohen AS (1994a) Clinical aspects of amyloidosis, including related proteins and central nervous
system amyloid. Curr Opin Rheumatol 6(1):68–77

Cohen AS (1994b) Proteins of the systemic amyloidoses. Curr Opin Rheumatol 6(1):55–67
Cooper A (1999) Thermodynamic analysis of biomolecular interactions. Curr Opin Chem Biol 3

(5):557–563
Cooper A, Johnson CM, Lakey JH, Nollmann M (2001) Heat does not come in different colours:

entropy-enthalpy compensation, free energy windows, quantum confinement, pressure pertur-
bation calorimetry, solvation and the multiple causes of heat capacity effects in biomolecular
interactions. Biophys Chem 93(2–3):215–230

Dallas SL, Sivakumar P, Jones CJ, Chen Q, Peters DM, Mosher DF et al (2005) Fibronectin
regulates latent transforming growth factor-beta (TGF beta) by controlling matrix assembly of
latent TGF beta-binding protein-1. J Biol Chem 280(19):18871–18880

Deep S, Ahluwalia JC (2002) Heat capacity of folding of proteins corrected for disulfide cross-links.
Biophys Chem 97(1):73–77

Deep S, Im S-C, Zuiderweg ER,Waskell L (2005) Characterization and calculation of a cytochrome
c� cytochrome b 5 complex using NMR data. Biochemistry 44(31):10654–10668

Du X, Li Y, Xia YL, Ai SM, Liang J, Sang P et al (2016) Insights into protein-ligand interactions:
mechanisms, models, and methods. Int J Mol Sci 17(2):E144

Fersht AR (1972) Conformational equilibria in α-and δ-chymotrypsin: the energetics and impor-
tance of the salt bridge. J Mol Biol 64(2):497–509

Fielding L (2003) NMR methods for the determination of protein-ligand dissociation constants.
Curr Top Med Chem 3(1):39–53

182 K. S. Khatri et al.



Fowler A, Swift D, Longman E, Acornley A, Hemsley P, Murray D et al (2002) An evaluation of
fluorescence polarization and lifetime discriminated polarization for high throughput screening
of serine/threonine kinases. Anal Biochem 308(2):223–231

Frasca V (2016) Biophysical characterization of antibodies with isothermal titration calorimetry. J
Appl Bioanal 2(3):90

Friesner RA, Banks JL, Murphy RB, Halgren TA, Klicic JJ, Mainz DT et al (2004) Glide: a new
approach for rapid, accurate docking and scoring. 1. Method and assessment of docking
accuracy. J Med Chem 47(7):1739–1749

Gautier I, Tramier M, Durieux C, Coppey J, Pansu RB, Nicolas JC et al (2001) Homo-FRET
microscopy in living cells to measure monomer-dimer transition of GFP-tagged proteins.
Biophys J 80(6):3000–3008

Harpur AG, Wouters FS, Bastiaens PI (2001) Imaging FRET between spectrally similar GFP
molecules in single cells. Nat Biotechnol 19(2):167–169

Hart PJ, Deep S, Taylor AB, Shu Z, Hinck CS, Hinck AP (2002) Crystal structure of the human
TbetaR2 ectodomain--TGF-beta3 complex. Nat Struct Biol 9(3):203–208

Hill TL (1986) An introduction to statistical thermodynamics. Courier Corporation, New York
Hill RL, Brew K (1975) Lactose synthetase. Adv Enzymol Relat Areas Mol Biol 43:411–490
Holdgate GA (2001) Making cool drugs hot: isothermal titration calorimetry as a tool to study

binding energetics. BioTechniques 31(1):164–166
Hu H, Yang W (2009) Development and application of ab initio QM/MM methods for mechanistic

simulation of reactions in solution and in enzymes. Theochem 898(1–3):17–30
Jameson DM, Croney JC, Moens PD (2003) Fluorescence: basic concepts, practical aspects, and

some anecdotes. Methods Enzymol 360:1–43
Jones G, Willett P, Glen RC, Leach AR, Taylor R (1997) Development and validation of a genetic

algorithm for flexible docking. J Mol Biol 267(3):727–748
Knight JL, Brooks CL 3rd. (2009) Lambda-dynamics free energy simulation methods. J Comput

Chem 30(11):1692–1700
Kollman PA, Massova I, Reyes C, Kuhn B, Huo S, Chong L et al (2000) Calculating structures and

free energies of complex molecules: combining molecular mechanics and continuum models.
Acc Chem Res 33(12):889–897

Kramer B, Rarey M, Lengauer T (1999) Evaluation of the FLEXX incremental construction
algorithm for protein–ligand docking. Proteins 37(2):228–241

Kuntz ID, Blaney JM, Oatley SJ, Langridge R, Ferrin TE (1982) A geometric approach to
macromolecule-ligand interactions. J Mol Biol 161(2):269–288

Ladbury JE (2010) Calorimetry as a tool for understanding biomolecular interactions and an aid to
drug design. Biochem Soc Trans 38(4):888–893

Lafont V, Armstrong AA, Ohtaka H, Kiso Y, Mario Amzel L, Freire E (2007) Compensating
enthalpic and entropic changes hinder binding affinity optimization. Chem Biol Drug Des 69
(6):413–422

Lakowicz JR (2013) Principles of fluorescence spectroscopy. Springer Science & Business Media,
New York

Le VH, Buscaglia R, Chaires JB, Lewis EA (2013) Modeling complex equilibria in isothermal
titration calorimetry experiments: thermodynamic parameters estimation for a three-binding-site
model. Anal Biochem 434(2):233–241

Leavitt S, Freire E (2001) Direct measurement of protein binding energetics by isothermal titration
calorimetry. Curr Opin Struct Biol 11(5):560–566

Li DW, Bruschweiler R (2009) A dictionary for protein side-chain entropies from NMR order
parameters. J Am Chem Soc 131(21):7226–7227

MacRaild CA, Daranas AH, Bronowska A, Homans SW (2007) Global changes in local protein
dynamics reduce the entropic cost of carbohydrate binding in the arabinose-binding protein. J
Mol Biol 368(3):822–832

Mitchell M (1998) An introduction to genetic algorithms. MIT Press, Cambridge

7 Thermodynamics of Protein-Ligand Binding 183



Morris GM, Huey R, Lindstrom W, Sanner MF, Belew RK, Goodsell DS et al (2009) AutoDock4
and AutoDockTools4: automated docking with selective receptor flexibility. J Comput Chem 30
(16):2785–2791

Murphy KP, Freire E, Paterson Y (1995) Configurational effects in antibody-antigen interactions
studied by microcalorimetry. Proteins 21(2):83–90

Nadi MM, Ashrafi Kooshk MR, Mansouri K, Ghadami SA, Amani M, Ghobadi S et al (2015)
Comparative spectroscopic studies on curcumin stabilization by association to bovine serum
albumin and casein: a perspective on drug-delivery application. Int J Food Prop 18(3):638–659

Pearlman DA, Connelly PR (1995) Determination of the differential effects of hydrogen bonding
and water release on the binding of FK506 to native and Tyr82! Phe82 FKBP-12 proteins
using free energy simulations. J Mol Biol 248(3):696–717

Pepys MB, Hawkins PN, Booth DR, Vigushin DM, Tennent GA, Soutar AK et al (1993) Human
lysozyme gene mutations cause hereditary systemic amyloidosis. Nature 362(6420):553–557

Phizicky EM, Fields S (1995) Protein-protein interactions: methods for detection and analysis.
Microbiol Rev 59(1):94–123

Pierce MM, Raman CS, Nall BT (1999) Isothermal titration calorimetry of protein-protein
interactions. Methods 19(2):213–221

Pierce B, Tong W, Weng Z (2005) M-ZDOCK: a grid-based approach for Cn symmetric multimer
docking. Bioinformatics 21(8):1472–1478

Porpaczy Z, Sumegi B, Alkonyi I (1983) Association between the alpha-ketoglutarate dehydroge-
nase complex and succinate thiokinase. Biochim Biophys Acta 749(2):172–179

Rarey M, Kramer B, Lengauer T, Klebe G (1996) A fast flexible docking method using an
incremental construction algorithm. J Mol Biol 261(3):470–489

Savage G, Morrison S. Trypsin inhibitors. 2003
Sharma RN, Pancholi SS (2014) Protein binding interaction study of olmesartan medoxomil and its

metabolite olmesartan by fluorescence spectroscopy. Int J Pharm Pharm Sci 6(2):726–729
Sharp KA, O'Brien E, Kasinath V, Wand AJ (2015) On the relationship between NMR-derived

amide order parameters and protein backbone entropy changes. Proteins 83(5):922–930
Sipe JD (1992) Amyloidosis. Annu Rev Biochem 61(1):947–975
Sommerfeld A (1964) Thermodynamics and statistical mechanics—lectures on theoretical physics,

vol 5. Academic, New York
Spolar RS, Record MT Jr (1994) Coupling of local folding to site-specific binding of proteins to

DNA. Science 263(5148):777–784
Sprang SR (2016) Activation of G proteins by GTP and the mechanism of Gα-catalyzed GTP

hydrolysis. Biopolymers 105(8):449–462
Stockmann H, Bronowska A, Syme NR, Thompson GS, Kalverda AP, Warriner SL et al (2008)

Residual ligand entropy in the binding of p-substituted benzenesulfonamide ligands to bovine
carbonic anhydrase II. J Am Chem Soc 130(37):12420–12426

Straatsma TP, Berendsen HJC (1988) Free energy of ionic hydration: analysis of a thermodynamic
integration technique to evaluate free energy differences by molecular dynamics simulations. J
Chem Phys 89(9):5876–5886

Subramaniam V, Hanley QS, Clayton AH, Jovin TM (2003) Photophysics of green and red
fluorescent proteins: implications for quantitative microscopy. Methods Enzymol 360:178–201

Tellinghuisen J (2008) Isothermal titration calorimetry at very low c. Anal Biochem 373
(2):395–397

Turconi S, Shea K, Ashman S, Fantom K, Earnshaw DL, Bingham RP et al (2001) Real experiences
of uHTS: a prototypic 1536-well fluorescence anisotropy-based uHTS screen and application of
well-level quality control procedures. J Biomol Screen 6(5):275–290

Turnbull WB, Daranas AH (2003) On the value of c: can low affinity systems be studied by
isothermal titration calorimetry? J Am Chem Soc 125(48):14859–14866

Tzeng SR, Kalodimos CG (2012) Protein activity regulation by conformational entropy. Nature 488
(7410):236–240

184 K. S. Khatri et al.



Ventre I, Ledgham F, Prima V, Lazdunski A, Foglino M, Sturgis JN (2003) Dimerization of the
quorum sensing regulator RhlR: development of a method using EGFP fluorescence anisotropy.
Mol Microbiol 48(1):187–198

Vershon AK, Liao SM, McClure WR, Sauer RT (1987) Interaction of the bacteriophage P22 Arc
repressor with operator DNA. J Mol Biol 195(2):323–331

Walker JE (1978) In: Hoffmann E (ed) Proteins: structure, function and industrial applications.
Pergamon Press, Oxford

Wang W, Wang J, Kollman PA (1999) What determines the van der Waals coefficient β in the LIE
(linear interaction energy) method to estimate binding free energies using molecular dynamics
simulations? Proteins 34(3):395–402

Wang E, Sun H, Wang J, Wang Z, Liu H, Zhang JZH et al (2019) End-point binding free energy
calculation with MM/PBSA and MM/GBSA: strategies and applications in drug design. Chem
Rev 119(16):9478–9508

Wiseman T, Williston S, Brandts JF, Lin LN (1989) Rapid measurement of binding constants and
heats of binding using a new titration calorimeter. Anal Biochem 179(1):131–137

Yan Y, Marriott G (2003a) Analysis of protein interactions using fluorescence technologies. Curr
Opin Chem Biol 7(5):635–640

Yan Y, Marriott G (2003b) Fluorescence resonance energy transfer imaging microscopy and
fluorescence polarization imaging microscopy. Methods Enzymol 360:561–580

Yin F, Cao R, Goddard A, Zhang Y, Oldfield E (2006) Enthalpy versus entropy-driven binding of
bisphosphonates to farnesyl diphosphate synthase. J Am Chem Soc 128(11):3524–3525

Zwanzig RW (1954) High-temperature equation of state by a perturbation method. I. Nonpolar
gases. J Chem Phys 22(8):1420–1426

7 Thermodynamics of Protein-Ligand Binding 185



Synergistic Effects of Hydration Sites
in Protein Stability: A Theoretical Water
Thermodynamics Approach

8
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Abstract

The hydrating water molecules play a crucial role in enhancing the structural
stability, protein folding, and competition with the ligand for its occupancy at the
binding site. This chapter describes the importance of hydrating water molecules
in biomolecular processes explained via thermodynamic approaches. The focus is
on understanding the change of magnitude of hydrating water molecules present
at the surface of the protein and their shift to the bulk water and protein environ-
ment. Due to significant inhomogeneity in water density, polarity, and mobility
assisted by intramolecular interactions such as hydrophobic, electrostatic forces,
and hydrogen-bonding network, the thermodynamic information are hard to
obtain through experiments. Computational elucidation of water displacements
by ligand molecules is characterized by the entropic and enthalpic compensation
where the inhibition of mobility of the water molecule and solvent environment
sets a limit on the entropic contribution and ligand reactivity. Most importantly,
computational simulations can provide a better understanding of the most
intriguing aspects of hydration water molecules. Water is an influential determi-
nant for protein–protein interactions, protein–nucleic acid interactions, and other
enzymes-assisted or cofactor-assisted interactions that are driven by hydrophilic
forces, whereas the hydrophobic effects facilitate the binding energy of the
ligand.

J. Biswal · P. Jayaprakash · J. Jeyakanthan (*)
Structural Biology and Bio-Computing Lab, Department of Bioinformatics, Science Block,
Alagappa University, Karaikudi, Tamil Nadu, India

R. Rangaswamy
Structural Biology and Bio-Computing Lab, Department of Bioinformatics, Science Block,
Alagappa University, Karaikudi, Tamil Nadu, India

Schrödinger India, Bengaluru, India

# Springer Nature Singapore Pte Ltd. 2020
D. B. Singh, T. Tripathi (eds.), Frontiers in Protein Structure, Function,
and Dynamics, https://doi.org/10.1007/978-981-15-5530-5_8

187

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5530-5_8&domain=pdf
https://doi.org/10.1007/978-981-15-5530-5_8#ESM


Keywords

Protein hydration · Enthalpy and entropy compensation · Hydrophilic and
hydrophobic · Water displacement and thermodynamics

8.1 Introduction

Drug designer uses proteins as a therapeutic option that becomes challenging
without knowing the nature and the conformational characteristics of the specific
protein (Lagasse et al. 2017). Proteins are represented by four forms of structures
(primary structure, secondary structure, tertiary structure, and quaternary structure).
There are 20 naturally occurring amino acids, grouped into ten polar and ten
nonpolar amino acids based on their side chain features (Kangueane and Nilofer
2018). Analytical methods such as X-ray crystallography, nuclear magnetic reso-
nance (NMR) spectroscopy, and electron microscopy are used to determine the
structural stability of the proteins. Protein stability can be disrupted by various
factors such as external stress factors including temperature, pH, removal of water,
presence of hydrophobic surfaces, metal ions, etc. (Thomas 2020; Tripathi 2013).
Water plays a crucial role in protein folding and actively participates in the long
range of water-mediated contacts through the hydrogen-bonded network. Similarly,
adding water molecules will enhance protein folding and drug design strategies with
high specificity (Rhee et al. 2004). Each water molecule acts as a magnet comprising
three atoms (two hydrogen atoms that have a positive charge and one oxygen atom
that has a negative charge). The oxygen atom of the nucleus (with eight positively
charged protons) in the water molecule attracts electrons strongly than the hydrogen
nuclei (with only one positively charged proton). The different part of the water
molecule has a separate charge named as a polarity in which a particular part of the
molecule is positively charged, and another part of the molecule is negatively
charged.

Water molecules play an essential role in the stability, folding, dynamics, and
function of the biomolecules (Levy and Onuchic 2004). The hydration forces
determine the stabilization and packing of the protein structure. These hydrating
water molecules involved in the formation of hydrogen bond networks. Hydration of
water molecules close to the protein surface that exhibits dynamical properties from
those of bulk are crucial for stabilizing the folded proteins (Bizzarri and Cannistraro
2002). Hydrating water fluctuations can affect the protein function, and disturb the
protein dynamics factor, having consequent changes in the protein motions. A
solvent is an active participant in energy associated with a protein (Ansari et al.
1992; Fenimore et al. 2002). Hydrophobic interactions contribute to protein stability
and are very important for making protein stable and biologically active conforma-
tion (Zapadka et al. 2017). The energetics of protein folding and binding involves
significant trade-offs between losses of protein–water interactions.

Nowadays, thermodynamic signatures have become popular and are considered
as the most important criteria for the selection of potential drug molecules (Ladbury
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et al. 2010). The only limitation from the thermodynamic signatures is their unpre-
dictable motions in the local water structure. Due to the thermodynamic nature of the
binding, water molecules have a dominant effect. Specific interactions were
observed in water molecules for the promotion of protein–ligand, but the thermody-
namic signals are not involved in the proximity of the ligand (Spyrakis et al. 2017).
Water not only interacts with the protein surface, but it will also have interplay with
the protein backbone and side chains (Levy and Onuchic 2004). Mutations affect the
placement of the water molecules in the protein structures and disturb the main
interactions of the water network that leads to destabilization (Covalt et al. 2001).
Interactions observed in water-mediated network exhibit entropy-enthalpy
compensations, which has a minor effect on affinity and significant impact on the
thermodynamic signatures. The contributions of solvent–solvent interactions play a
vital role in molecular recognition processes. Therefore, experimentally predicted
binding enthalpy value is extracted from isothermal titration calorimetry and have a
mix of several positive and negative thermodynamic signatures which strongly
restrain the solvent changes (Ruhmann et al. 2015).

The major limitation and accuracy of molecular simulations depend on the
relevant biological systems and the core force fields. A biological system consists
of large molecules with several internal degrees of freedom and solvent molecules.
Sampling of all conformations is a complicated process and inorder to overcome
these issues, we can calculate the free energy perturbation (FEP) simulations, which
give differences in estimated free energy between closely related systems, e.g., small
incremental changes in ligands (Manzoni and Ryde 2018). The selection of appro-
priate force field is very challenging in the case of nonavailable experimental
evidence.

The water in the hydrogen bond is neither weak nor too strong. Each water
molecule forms two hydrogen bonds and are covalently attached to the oxygen of
a water molecule (492.21 kJ mol�1) (Boyarkin et al. 2013). To predict the location of
a particular water molecule from the same crystal structure, different methods and
their applied force fields can give huge different estimates on the position and
conformation. A recent study has investigated the relationship between water models
and the computed free energies in protein folding (Anandakrishnan et al. 2019).
Computed protein folding free energy landscape obtained from water–water
interactions seems to have the most significant discrepancies due to the long range
of electrostatic interactions and not because of Van der Waals interactions (Kuffel
2017).

This chapter will review the identification of the location of water molecules and
its thermodynamics properties (ΔHsolv and ΔSsolv), which are very important for
protein stability and the drug discovery process. Protein hydrations are essential for
the determination of protein 3D structures (Wüthrich et al. 1992). Most of the water
molecules interact with the protein, and the resulting hydration structure is an
integral part of the proteins. Due to the amino acid substitution on the protein
surface, slight changes are observed in protein stability and hydration. There are
various tools available to predict the hydration sites, and it will be explained in the
subsequent section, which may help in defining the solvent sites through different
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computational techniques applied on an explicitly solvated binding pocket (Mondal
et al. 2014). This extensive thermodynamics study will give a significant insight on
molecular design and drug discovery.

8.2 Water Molecules in Proteins

Water molecules present in the protein or between the proteins are linked by
hydrogen bonds similar to the interface between a ligand and protein. When com-
pared with the protein, protein–ligand complexes (one or two) with the presence of
water has a higher B-factor (Lu et al. 2007). The term “buried” defines that a
molecular entity’s solvent-accessible surface area is �5%, and the B-factor of such
buried water holding three or four bonds is lower than the structural average of the
protein because of their location in different secondary structure elements. Signifi-
cantly, low B-factor with buried water is conserved in the crystal structures of
evolutionarily linked proteins (Takano et al. 2003).

Interestingly, the B-factor relation also holds vice versa: Protein atoms show
lower B-factor when hydrogen bond is formed to buried water molecules exclu-
sively, rather than hydrogen bonding to another protein atom. Similarly, the protein
backbone amide nitrogen can form only one H-bond, while the carbonyl oxygen can
form two simultaneously. Mostly, amino acid side chains buried in the protein core
are hydrophobic, so these water molecules forms hydrogen bonds to the protein
backbone. Hence, the hydrophobic forces are involved in the denaturation of the
proteins and their temperature dependency (Van Dijk et al. 2015).

After the hydrophobic folding process, water uses protein to satisfy their require-
ment of hydrogen bond formation. Consequently, backbone hydrogen bonds formed
with the water molecules and not with other protein residues are localized in regions
that are neither involved in helical structure nor pleated sheet conformation
(Finkelstein and Ptitysyn 2016). Waters are mostly observed in α-helices than
β-sheets and often found in coil regions. The difference between α-helices and
β-sheets for hosting water molecules is not because of the number of cavities or
hydrophobicity but it is likely due to secondary structure flexibility and thus
residence times (Gromiha 2000).

Buried polar side chains are flexible or evolutionarily optimized enough to find
other protein atoms to bond and do not rely on water molecules. Protein–ligand
interface consists of charged and polar amino acids such as Arg and Glu, responsible
for the main hydrated side chains. Commonly hydrophobic residues such as Val,
Leu, Ile, Phe, and Met have an interior buried polar side chain exposed to solvent
(Malleshappa Gowder et al. 2014). Lys is a charged amino acid, frequently hydrated
in rigid protein–ligand interfaces, but when it has a large cavity, obtain rotameric
states (Perutz et al. 1965). Such characteristics are mostly found in disordered crystal
structures that impart this disorder on nearby water molecules. The amino acids Tyr
and Trp constituting aromatic moieties are more hydrating in nature.

In apo-protein crystal structures, among all 20 amino acids, Gly has the lowest
hydration propensity because of its extensive flexibility and small size. This situation
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is reversed in the rigid interfaces of protein–ligand complexes, where it has the
highest main chain hydration propensity comparable to the Ser side chain as its
backbone is accessible than the backbone of other amino acids (Pappas et al. 2012).
On the other hand, the amide nitrogen of Pro does not form hydrogen bonds. Yet, it
is frequently observed to be located close to buried water molecule due to its
rigidness, B-factor will decrease. Interestingly, Pro in protein–ligand systems has
the lowest hydration propensity when compared to other side chains (Rose and
Wolfenden 1993). Gly and Pro behave inversely as Pro is a nonpolar amino acid that
gets displaced upon ligand binding.

There is no cutoff kept for buried water molecules present in protein surface, but
the overwhelming bulk is found at less than 3 Å, or about one protein atom depth.
Nearly 60% of buried waters are “alone,” 20% is as a cluster of two molecules, 8% as
a cluster of three molecules, and so on. Each additional water molecule beyond the
first forms about 1–1.5 hydrogen bonds to the protein, while the remaining interacts
with the other water molecules (Maurer and Oostenbrink 2019). Generally, waters
present in the core region will enhance the protein stability with the hydrating polar
atoms (Ball 2008).

8.2.1 Protein Hydration: An Essential Factor for Various Biological
Processes

As mentioned, water or protein hydration is vital to form and maintain the 3D
structural and functional aspects of protein. The combined use of experimental
(X-ray, neutron scattering and diffraction, NMR, terahertz spectroscopy) and
computational (Molecular simulations) techniques have confirmed the essentiality
of water in protein stability and consequent processes (Bellissent-Funel et al. 2016).
Layers of hydrating water molecules determine the protein structure resolution and
reliability. Proteins solved in a resolution of about 1.5–1.6 Å have a continuum of
hydration layers with a mono-layer covering >1.5 moles H2O mol�1 amino acid
residue.

8.2.2 Role of Water Molecules in Protein Stability

Proteins are essential for biological functions and are polymers of alpha-amino-
acids. Under normal pH, temperature, and ionic strength conditions, the native
structure of protein assumes an ideal 3D fold. The proteins hold different functional
groups in their side chains (amide, carboxylic, hydroxyl, thiol, aromatic). This
specific native protein structure catalyzes and regulates reactions, transport
substrates, code, and transcribes genetic information. It has been extensively
appreciated that water molecules are essential for maintaining the structure, stability,
dynamics, and function of biomolecules. In reality, the absence of water molecules
may lead to a lack of functional activity. However, it is found in recent years that
water has been prominently treated as an integral component of biomolecular
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systems. Mixtures of experimental and computational studies acknowledge the
active role of water in biomolecule structure, stability, and dynamics. Molecular
dynamics (MD) simulations can balance the knowledge gained through experiments
and explain the biomolecule and solvent as well as the time dependency of their
dynamics (Karplus and McCammon 2002). The importance of water in structure,
stability, and dynamics of proteins and nucleic acids is discussed below, besides the
underlying molecular recognitions are also addressed.

8.2.3 Hydrating Water Around the Protein Surface

Water molecules interact with the surface groups by reorientation of both themselves
and protein. In contrast, the other water molecules link this association to the rest of
the bulk in an orderly manner to remain in active form (Zhong et al. 2011). The
movement of the surface water molecules is due to the hydrogen bonding, and the
dielectric constant is constrained, which is imposed by the protein (Seyedi and
Matyushov 2018). The surface of the protein contains the electron acceptor groups
than the donor, along with the excluded-volume effects, which is the cause for
unoccupied hydrogen bonds in the region of the neighboring water molecules. The
number of hydration sites in a protein depends on two factors, namely
(a) conformational variability and (b) the freedom that the water has to hydrate the
protein (Parsegian 2002). Protein conformations requiring greater hydration are
facilitated by the compactness of waters containing many weak, delicate, or twisted
hydrogen bonds, whereas the other form of conformations requires low-density
water containing many strong intramolecular hydrogen bonds. The waters around
the surface region are held captive by the basic amino acids, and those waters, when
exposed to the bulk solvent through the groups present in that region, paves the way
to greater flexibility and chain movement (Bandyopadhyay et al. 2005a, b). The core
hydration layers around the protein surface are affected by the chemical composition
of the amino acids and molecular interactions. Conversely, hydrating water
molecules are slower in the presence of hydrophobic residues than the hydrophilic
residues.

Adding water molecules can ease the structure prediction through the knowledge-
based potential to an established Hamiltonian. The study shows that water not only
induces protein folding and binding but also actively participates via water-mediated
contacts. Water present at the surface of biological macromolecules defines a layer,
which has been termed “biological water.” The closeness of the “biological water” at
the protein surface distinctly exhibits dynamical properties from that of the bulk, also
its residence times in the sub-nanosecond range.
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8.2.4 Protein Folding–Hydrogen Bond Network–Water Clusters–
Domain Motions

The hydrating water molecules influence the reactions and interactions of coenzymes
and cofactors. Despite changes in the ionic strength, there seems to be a less impact
on the protein charge distribution extended by the effects of hydrating waters
(Virtanen et al. 2014). Second, the most important biological phenomena “protein
folding” depends on the drive of the hydrophobic groups, which is usually clustered
away from the protein surface and is controlled by the interactions with polar based
residues and cooperative hydration (Huggins 2016). Also, the protein folding is
characterized by the decrease in the β-sheet linking hydrogen bonds (Novak and
Grdadolnik 2017). For a protein to be biologically active, it should form a 2D
hydrogen-bonded network spanning the protein surface connecting all the surface
hydrogen-bonded water clusters (Oleinikova et al. 2005; Smolin et al. 2005).
Changes in hydration sites are necessary to account for the collective domain
motions, with water molecules corresponding to structural transitions through
movements of the protein cavity observed through alteration in the formation of
hydrogen bonds. Besides this, interior protein motions are combined through the
involvement of hydrogen-bonded water bound in the protein structure that facilitate
through the distribution of information between the functionally important regions of
the protein.

8.2.5 Electrostatic Forces and Buried Waters

Intramolecular forces contribute significantly to protein structure and stability, and
the forces are more influential in α-helices rather than β-sheets (Nakasako 2004).
Water molecules can help to bridge different peptide links by catalyzing the interac-
tion between the carbonyl oxygen atoms and amide protons, forming more
interactions that stabilize protein–ligand and protein–protein interfaces (Cao and
Bowie 2014). Internal water molecules enable the folding of proteins and are cast
away from the hydrophobic central core (Ikura et al. 2004). MD simulations will
facilitate the computation of buried waters, and multi-water bridges (Cheung et al.
2002), and these buried waters form structurally important hydrogen-bonded
linkages. Usually, the first hydration shell around the protein surface has high proton
transfer, well-resolved hydration sites, and organized hydrogen bond interactions
with large net dipole fields (Pradhan et al. 2019). Hydrogen bonds formed by these
hydration waters around the surface have longer lifetimes than the bulk water
(Yokomizo et al. 2005). The organization of the waters present in the nearby proteins
expands its electrostatic visibility to visiting ligands (Chakraborty et al. 2007).
Moreover, the protein folding nature can be determined by the electrostatic effect
of the water directed towards specific hydrogen bonding, which extends into the bulk
from the surface of hydrogen-bonding to the amino acid side chains (Hildebrandt
et al. 2007).
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8.2.6 Role of Thermodynamics in Protein Stability

Temperature and pressure play a significant role in protein unfolding when the
temperature of the system increases, the entropy also increases, and proteins adapt
themselves in folded form. The major role of hydration on protein folding can be
studied by MD simulation, umbrella sampling, coarse-grained models, and
knowledge-based structure prediction models. These calculations showed that
despite the hydrophobic disruption in the protein chain, the water molecules enrich
the folding process by forming intermediates with the protein backbone. Entropy is
considered being the most critical parameter in understanding the stability of the
proteins. Thermodynamic studies help to predict the protein conformational changes
under environmental conditions and thermodynamic parameters useful in analyzing
protein stability. The thermodynamic properties (enthalpy, entropy, and free energy)
always have a standard state while it changes during folding and unfolding of
proteins, which aids in understanding the protein stability (Gummadi 2003).

Entropy is a mathematical concept that describes the distribution of energy within
a system. Free energy is a thermodynamic function that relates enthalpy and entropy
to spontaneity and equilibrium constants. Hence there are theoretical approaches
such as WaterMap (Sect. 8.3.10) that will help in locating the hydration sites and
thermodynamic properties of water molecules. This facilitates solvate protein-
binding sites that offer rich physical insights into the properties of the pocket and
the hydrophobic forces driving the binding of small molecules.

8.2.7 Thermodynamics Properties in the Stability of Molecular
Interactions

Water is an essential part of enzymes, which penetrates and determines how
molecules move, bind to each other, and solvate charges. For example, the proton
transfer takes place inside of proteins carried out by the Grotthuss mechanism, and it
requires a group of hydrogen bonds involving internal water molecules and protein
amino acid residues. Consecutively, water molecules can assist the enzymes cata-
lytic reactions by behaving as a temporary proton donor/acceptor. Hence, to under-
stand the function, it is essential to know about the location of internal water
molecules available in the protein structures. To find the location of the internal
water molecules, it is best to observe while they are forming hydrogen bonds, but
due to its dynamic nature, the crystallographic prediction of the hydrating water
molecules becomes less feasible. Only crystal structures with high resolution can be
able to capture a few water molecules with certainty per protein (Kubinyi 2001).

Non-covalent interactions play a significant role in deducing the structure stabil-
ity, and specific Thermodynamic and Spectroscopic studies are used to identify and
compute the non-covalent interactions. Due to the enthalpic and entropic contribu-
tion, there is a difference in free energy between native and unfolded states of a
protein. Numerous forces bring small and differing contributions to protein stability.
Few recent experimental techniques can elucidate the structure and denatured states
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of the protein. The ignorance of the structural details of unfolded proteins makes it
difficult to analyze all data quantitatively. Electrostatic interactions, particularly the
salt bridges and cation interactions, also the Van der Waals interactions, play
essential roles in defining the stability of proteins. The hydrophobic effect, hydrogen
bonds, and water molecules are important contributors to protein structure and
stability.

Frank and Evans explained the low solubility of nonpolar variety in the water at
the molecular level. In the late 1950s, Kauzmann introduces the concept of
“hydrophobicity,” which explains the protein folding complexity (Baldwin 2014).
Water is very fundamental in protein folding because of hydrophobic attractions.
Water form clusters around nonpolar groups (hydrophobic hydration), which lead to
slight decrease in entropy of the system, and when they are released from the
hydrophobic surfaces, there is a gain in entropy contributing to protein stability.
The hydrophobic “collapse” of the protein is necessarily accompanied and explored
by hydrogen bond formation between favorable functional groups (Fernández et al.
2003). For biological phenomena like protein folding water molecules are essential
to define the “hydrophobic interactions.” Hydrogen bonds will have a positive
contribution towards protein stabilization and balance between entropy and enthalpy
terms. Regardless of the little involvement build towards protein stability via
hydrogen bonds, if an intermolecular hydrogen bond in a protein is broken or deleted
without the possibility of forming a compensating hydrogen bond to solvent, the
protein will lose its structure and get destabilized.

Hydrogen bonding is nothing but dipole-dipole interaction between molecules,
e.g., the hydrogen bond between water molecules; O atom is attracted to an H atom
in the second molecule. The strength of a hydrogen bond is around 4–50 kJ mol�1.
This is, however, not necessarily the amount of energy that the hydrogen bond
contributes to the stabilization of a folded protein. In the unfolded state, potential
hydrogen-bonding partners in the polypeptide chain are satisfied by hydrogen bonds
to water. When the protein folds, the hydrogen bonds are broken, some are replaced
by intra-protein hydrogen bonds and the entropy of the solvent increases. The
balance between the entropy and enthalpy terms is close, but hydrogen bonds
contribute positively to protein stability. Despite the small contribution made to
protein stability by hydrogen bonds, if an intermolecular hydrogen bond in a protein
is broken or deleted without the possibility of forming a compensating H-bond to
solvent, the protein will be destabilized and can lose its structure (Ragone 2001).

Apart from conferring stability to protein’s structure, hydrating waters take part in
most of the protein–protein (Lehmkuhler et al. 2017), protein–DNA ((a) Rodier et al.
2005 (b) Lo Conte et al. 1999), and protein–ligand ((a) Lu et al. 2007 (b) Panigrahi
and Desiraju 2007; Reddy et al. 2001) interactions and aid in the molecular recogni-
tion and both the binding thermodynamics and kinetics (Bodnarchuk 2016)
properties. Enthalpy contribution is characterized by its mobility in the displacement
process, and complete arrest sets a limit on its involvement (Maurer and Oostenbrink
2019). Usually, protein–protein and protein–DNA binding surfaces have hydrophilic
residues, and their interaction happens with the help of water molecules. The
comparative parameters between the binding cavity and the ligand are hydrophobic.
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The binding energy attributes to changes in the free energy when two hydrophobic
surfaces not in contact can be seen in hydrophobic effects (Chaplin 2008).

8.2.8 Displacement of Water Molecules in the Protein Cavity and Its
Associated Thermodynamics

The kinase inhibitors have a specific recognition mechanism following the water
occupancy in the binding pocket (Maurer and Oostenbrink 2019). Attributes of
water, such as its smaller size, polarity, conformational flexibility, interaction
strength, and directions, directly contribute to elasticity and reversibility. The main
force for binding relies on the displacement of the unstable waters, and the depen-
dent energetic gain through favorable relative binding energy is feasible through
molecular rearrangement of the hydration water molecules (Snyder et al. 2014;
Levinson and Boxer 2014; Lim et al. 2012; Jana and Bandyopadhyay 2012).

The thermodynamics concept of ligand binding is influenced by the relationship
between enthalpy and entropy contributions of the binding event. Protein–ligand
interactions involve attractive forces and hydration effects. Accurately positioned
polar groups will make a way to specific interactions (Hydrogen bonds, salt-bridges,
polar-polar interactions, and non-classical interactions) such as whole mediated
halogen bonding results in enthalpy gain. To use this enthalpy, binding partners
should be in optimal orientation, since the binding energy is highly sensitive to both
the distance and the angle of the interacting atoms. The feature of interactions and
the associated binding thermodynamics profile impact selectivity against off-targets
(Tarcsay and Keserű 2015). Enthalpically optimized compounds possess carefully
positioned ligand-binding site atom pairs to achieve the desired gain in binding
enthalpy. Due to the improper orientation of the ligand, the desired protein
interactions cannot yield the enthalpic contribution to binding free energy. In
contrast, entropically optimized compounds have less positional constraints, and
desolvation of the polar moieties can result in entropy gain due to the lower
dependence from the binding environment. The compounds have, therefore, a higher
propensity to form attractive interactions with off-targets. Through, the analysis of
the thermodynamic properties, the structural and functional characteristics of the
protein can be easily elucidated by the occupancy of high-energy hydration
sites. Somewhere high-energy hydration sites are mostly localized near hydrophilic
protein motifs (Olsson et al. 2008). Furthermore, there was no significant correlation
between the hydration site-free energy and the solvent-accessible surface area of the
site. Besides, the distribution of high-energy hydration sites on the protein surface
can identify the location of binding sites and that binding sites of druggable targets
have a higher density of thermodynamically unstable hydration sites.

The water molecules observed in crystal structures are less stable on average than
bulk water due to the high degree of spatial localization resulting in loss of entropy.
These findings must help to a better understanding of the water characteristics at the
surface of proteins and lead to insights into the structure-based drug design efforts.
Nonpolar ligand groups assist displacement of waters from the binding site due to
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the decrease in the interference of the previously bound water with the protein’s
internal hydrogen-bonding and improved bulk hydrogen-bonding (Snyder et al.
2014).

8.3 Solvent Mapping Tools

In this section, we will discuss a few commercial and freely available tools and
software that can predict the water hydration sites. The list of open-source software
is listed in Table 8.1.

8.3.1 WatAA

This tool is newly developed which is known as atlas of amino acid hydration in
proteins (Černy et al. 2017) that helps in exploring the synergies between data
mining and ab-initio calculations using Turbo-Mole v6.4 program (Ahlrichs et al.
1989) with the DFT-D/RI-TPSS/TZVP method and calculating the interaction

Table 8.1 Different concepts involved in the identification of hydration sites around the protein

Hydration site tool Theory References

WatAA: Web-based atlas of
amino acid hydration in
proteins

Data mining study of protein crystal
structures

Černy et al. (2017)

WATCLUST: A protein
solvation structure analysis tool

Inhomogeneous fluid solvation theory Lopez et al. (2015)

SZMAP (solvent-Zap-
mapping)

Semi-explicit solvent mapping
approach uses semi-continuum

Santa Fe (2013)

3D-RISM: Three-dimensional
reference interaction site model

Molecular solvation theory Fusani et al. (2018)

ProBiS H2O Local structure alignment algorithm Jukic et al. (2017)

WaterFLAP: Fingerprints for
ligands and proteins

Continuum solvent method and GRID
molecular interaction fields (MIFs)

Baroni et al. (2007)

WAP: Water analysis package Computing engine CGI/PERL Shanthi et al.
(2002)

Consolv Knowledge-based, prediction-based
hybrid K nearest algorithm

Raymer et al.
(1997)

WaterScore Multivariate logistic models Garcia-Sosa and
Mancera (2003)

WaterMap Inhomogeneous solvation theory Abel et al. (2008)

DOWSER++ Semi-empirical modification program
using energy-based MD simulation

Morozenko and
Stuchebrukhov
(2016)

WaterDock Quality threshold (QT) algorithm and
semi-empirical approaches

Ross et al. (2012)

WATsite Quality threshold algorithm Hu and Lill (2014)
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energies (Eint) of biomolecular fragments; the calculations were compared with the
computationally intensive benchmark CCSD (T)/CBS method (Jurecka et al. 2007).
The available data in the atlas was taken from two sources, such as experimental data
and ab-initio quantum mechanics calculations. Validation of water replacement
using electron density maps in crystallographic refinement helps in locating water
molecules mediating protein–ligand interactions and MD simulations. The quantum
mechanics calculations and validation can be performed by optimization and
stabilizing the water position of each hydration site, by providing hydrogen atom
positions and quantifying the interaction energy. A non-redundant set of 2818 high-
resolution protein crystal structures are collected from protein data bank (PDB) and
classified according to the secondary structure and X1 rotameric state. Data mining
analysis provides the yielded statistical data on each amino acid residue hydration
site. Hydration sites are positioned near local energy minima, and interaction
energies were calculated that helps in assessing the water molecule hydration sites
individually. Fourier averaging was also performed for the water densities and
displacement. The displacement term is the spatial distance between the position
of the crystal-derived water molecule and its optimized position (Schneider et al.
1993).

8.3.2 WATCLUST

This tool helps in identifying the specific and freely available water sites (WS). MD
simulation (explicit water) can be performed using the VMD program. By using
trajectory files, the WATCLUST plug-in can be used by the option “Extensions >
Analysis > WATCLUST.” This plug-in helps in determining the WS and subgroup
of residues where the WS will be calculated. The program computes: (a) water
finding probability (WEP), (b) R90, (c) WS-protein mean interaction energy
(<Eωρ>), (d) WS water mean interaction energy with respect to bulk (ΔΕint), and
finally (e) excess rotational (Sr) and translational (St) entropies (Lopez et al. 2015).

This method is mostly applicable for the identification of WS in protein–ligand
binding sites, presence of hydrophilic hot-spots in the protein–protein interface and
exclusively aids in the identification of water structures, waters in the ion channels,
and arrangement of catalytic waters. The disadvantage of this method is that it cannot
be applied to the regions highly hydrophobic.

8.3.3 SZMAP (Solvent-Zap-Mapping)

SZMAP and GamePlan, developed by OpenEye scientific available at Santa Fe
(2013). The gamePlan is used for analyzing the water sites; further running of
SZMAP provides the coordinates of the protein–ligand binding site and analyzing
the results, respectively (Grant et al. 2001). SZMAP is a semi-explicit solvent
mapping (Tanger and Pitzer 1989; Rashin and Bukatin 1991) approach that uses
the semi-continuum model to study the thermodynamics properties of water in the
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protein–ligand system using both explicit and implicit solvent modeling methods
and address the displacement of the water-binding site which either increases or
decreases the binding affinity. Specific water orientations were analyzed using
classical statistical mechanics and sampling. SZMAP calculates ΔG, ΔH, and
TΔS, which differentiate the explicit probe and the continuum water. A positive
ΔG indicates that the continuum model estimates the cost of displacing water at that
position. This will help in comparing the water probe to the ligand atom that
displaces it. The difference in free energy between standard and uncharged water
is negative, where standard water is more favored and positive. SZMAP can
calculate stabilization energies from the neutral difference values as reaction energy:

holo� complexþ bulk� solventð Þ � apo� pocketþ free� ligandð Þ
where bulk-solvent is defined as 0 kcal mol�1.

SZMAP predicts very low B-factors where water molecule has less entropy and is
more buried. Therefore, the crystallographic waters occupy hydrophilic positions on
an SZMAP n_ddG contour map. Higher burial terms (near one) had lower B-factors.
In addition, it could predict water conservation across a series of protein–ligand
complexes and also predict optimal directions for deriving ligands during lead
optimization. The SZMAP neutral probe entropy difference (n_dTdS) is a single
physics-based descriptor that provides an accurate prediction of water conservation
in active sites of protein structures using a simple threshold-value model.

8.3.4 3D-RISM

3D reference interaction site model (3D-RISM) is developed by a chemical group
and works on a genetic algorithm; besides, the local minima problem was neglected
by the desirability function. For detecting the potential water sites, 3D-RISM uses a
double filter procedure and the minimum threshold value for the density distribution.
Gridpoint was set as default g(r) > �5, followed by spatial constraint applied in the
center and radius of the grid. The density distribution from the 3D-RISM calculation
is transformed to a population function by using the equation P(T ) ¼ ρbulk Vvoxel g
(r⃗), where ρbulk is the density of the bulk solvent, Vvoxel is the volume of one voxel
in the grid, and g(r⃗) is the density function. Following this, each water site is
detected in the first phase of the program. Followed by scoring was defined as the
weighted ratio of the number of incompatible water sites. Hence this tool will be
helpful in prediction and calculation of solvent density distribution. Besides this,
GAsol is capable of finding the network of water molecules that best fits a particular
3D-RISM density distribution rapidly and accurately (Fusani et al. 2018).
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8.3.5 ProBiS H2O

ProBiS H2O is a solvent mapping tool, which helps in the prediction of conserved
water sites available in the protein data bank (PDB) by using a local structure
alignment algorithm. It is an innovative approach, uses the existing experimental
structures, and helps in the prediction of conserved water sites. This program is the
first tool to perform local superimposition for the prediction of conserved water
using DroP algorithm with Cambridge Structural Database (CSD) (Colin et al.
2016), a small molecule crystal database used for defining the water molecules
interactions using geometric criteria, and Acqua Alta algorithm used to reproduce
the water molecules interactions (Rossato et al. 2011). The density-based spatial
clustering of applications with noise (3D-DBSCAN) algorithm was implemented in
the scikit-learn machine learning Python library and clusters were defined as dense
regions defined as the ε-neighborhood of a data point ( p) with n or more data points
(q). A dense region comprising a cluster is then calculated as:

ε-neighborhood of an object contains at least n objects pε-neighborhood
Nε ( p):{q\d( p,q) < ε} (ε-neighborhood with objects ( p,q) within a radius ε from

an object)
Setting of ε to 0.9, this equal to a sphere with a radius of 0.9 Å. Then n parameter

is increased iteratively from n ¼ 1, indicating random water molecules, to n ¼ N,
where N is the number of superimposed chains of similar proteins.

The repetitively clustering calculation was done with an increase in the density
until no more clusters are recognized. The ProBiS H2O plug-in is useful in finding
the conserved and water networks in protein and designing the drug molecule and
plays a role in protein-structure stability (Jukic et al. 2017).

8.3.6 WaterFLAP

A new approach developed by molecular discovery for predicting binding site water
molecules. It uses a continuum solvent method and Grid inhomogeneous solvation
theory (GIST) Molecular Interaction Fields (MIFs). Water scoring was done using
two new GRID fields: the combined hydrophobicity and lipophilicity (CRY) field
for combined hydrophobicity and lipophilicity, entropic (ENTR) field to estimate the
entropic character of a particular water molecule and OH2 water enthalpy. In
addition to this, water enthalpy prediction and various properties like structural,
displaceable, and bulkiness can be assessed. GRID-binding sites in terms of their
MIFs enable straight forward structure-based design. Water network creation can
also be done using WaterFLAP; the water is placed on the most favorable positions
(Baroni et al. 2007).
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8.3.7 WAP

A web-based package used to calculate geometrical parameters between water
molecules present in the protein and nucleic acid structure (Shanthi et al. 2002).
There are two ways of implementing the program: (a) structure available from the
PDB. This tool will provide information about the unit cell parameters, symmetry,
and space group to the users. Distances are set to 2.5 Å (minimum) and 3.6 Å
(maximum), followed by an angle set to default 0. (b) 3D atomic coordinates from
the client machine. Here, the user has to provide input PDB files from the client
machine. It displays the chains, metal ions, and inhibitor information. Protein angle
and distance were calculated. This package gives information about all side chain/
backbone polar atoms, protein, water, nitrogen, oxygen atoms.

8.3.8 Consolv

Consolv uses knowledgebase prediction, hybrid K nearest neighbors’ classifier, and
genetic algorithm for the identification of hydration sites (free and ligand-bound
water molecules) in the free environment; the water molecule’s crystallographic
temperature factor, the number of hydrogen bonds between the water molecules and
protein, density, and hydrophilicity of the neighboring protein atoms. The ability to
predict water-mediated and polar interactions have an essential role in protein
structure and function. A training set of 13 non-homologous proteins was used in
the identification of conserved and displaced water molecules in the active site with
75% accuracy. Water molecules within 3.6 Å of protein surface atoms capable of
making Van der Waal’s contacts or hydrogen bonds to atoms in the protein are
considered being first-shell waters (De Beer et al. 2010; Raymer et al. 1997).

8.3.9 WaterScore

WaterScore is a method developed by researchers (Garcia-Sosa and Mancera 2003)
for identifying between bound and displaceable water molecules. The structural
properties of water molecules can be performed using multivariate logistic statistical
analysis. WaterScore uses multivariate logistic models (Glonek and McCullagh
1995) and develops structural features of water molecules present in the empty
binding site of a protein. There is a chance of observing the same water molecules
(bound) after ligand binding. In WaterScore, the generated model will be considered
based on the B-factor, the solvent-contact surface area, the total hydrogen bond
energy, and the number of protein atomic contacts. This consistent approach gives an
idea that the addition of water molecules towards the binding site of protein
transversely differs from the various biomolecular applications. Models will be
verified by checking the water molecules that are placed in bounded form or
displaced in the binding site by using a better resolution of 3D structure. Secondly,
in the structure-based drug design, the methodology adopts sorting, analyzing, and
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including the selection of water molecules in the protein structures. These criteria
will help in the prediction of more accurate binding mode and energies for designing
ligands. This tool also has several applications extended to de novo drug design and
molecular docking and plays a significant role in ligand binding.

8.3.10 WaterMap

WaterMap software is developed by Schrödinger, based on inhomogeneous solva-
tion theory (Lazaridis 1998). It shows the hydration site around the ligand-binding
site. It can be used for enzymes such as GPCRs, bromodomains, nucleic acids, and
protein–protein interfaces. Salient features of WaterMap (WaterMap, Schrödinger,
LLC, New York, NY, 2020) includes identification of the water sites and thermody-
namic properties present in the protein-binding sites and detailed examination of the
thermodynamics binding comprising the free energy changes resulting from
displacing water molecules in the active site (Fig. 8.1). It is represented by a sphere
where there is a region of space, and the water molecules tend to aggregate.
Therefore, each hydration site has several associated thermodynamic properties.
WaterMap calculation is a multistep process; the first step is “simulation,” where
the system is simulated for 2 ns (300 K) with full explicit solvent and heavy restraints
were applied. The second step is “Clustering,” the position of water molecule will be
clustered based on the clustering algorithm and water density, which can be
measured for each position. The highest water location represents the hydration

Fig. 8.1 Schematic representation of the thermodynamic decomposition of ligand/protein binding
adapted from WaterMap Schrödinger (WaterMap 2020)
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sites. The third stage is calculating the thermodynamic property of each water
molecule. The calculation corresponds to the average of excess enthalpy, entropy,
and free energy. Negative ΔH value of hydration site results in stronger interaction
with the nearby water molecules and proteins in solution (e.g., charged group).
Similarly, a positive ΔH value of hydration site represents weaker interactions
with the adjacent water molecules and proteins in solution (e.g., near a hydrophobic
residue). The hydration site (number) will give you the extent of volume measure.
Meanwhile, hydration sites energies result in the enclosure and hydrophobic/hydro-
philic balance of binding sites (Fig. 8.2). The net water transfer energy from the
binding site to bulk, and from bulk to the binding site, contributes a broad ligand
binding free energy. We majorly focus on a tiny (drug-sized) cluster of binding sites
with highly unstable hydration sites. There are four following choices for designing a
ligand:

(a) Displace: Hydration site has both ΔG and ΔH >> 0 kcal mol-1, generally
favorable to displace (hydrophobic regions).

(b) Replace: Hydration sites withΔH<< 0 kcal mol�1 but withΔG≳ 0 kcal mol�1

are candidates for replacement.
(c) Interact: Highly conserved hydration sites, forming bridging waters.
(d) Avoid: When ΔG << 0 kcal mol�1, water molecules are highly stable, such

cases it could be easier to avoid.

8.3.11 Quantitative WaterMap

WaterMap scoring considers only the ΔG. The contribution of each hydration site
from the WaterMap is summarized using the simple equation.

Fig. 8.2 Localization of computationally identified hydration sites overlapping with Pak1 crystal
structure (PDB id: 4EQC) and its (A) co-crystal ligand FRAX597. Waters depicted in green as
stable and red as unstable
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ΔGΣiEAtomsΣsESitesO a, sð Þ � ΔGs ð8:1Þ
where O(a,s) measures the overlap of the atom “a” with site “s.” The water scoring
equation was taken from WaterMap Schrödinger (Garcia-Sosa and Mancera 2003).

WM/MM scoring calculation is similar to MM-GBSA calculation implemented
in Prime (Prime, Schrödinger, LLC, New York, NY, 2019), which uses the advanced
VSGB solvation models and optimized potential for liquid simulations (OPLS) 2.1
force field. For WaterMap simulations, the binding site was defined by the position
of a co-crystal ligand in the protein and ligand site was used to describe the volume
for the calculation of hydration sites that was carried out by thermodynamic analysis
(Biswal et al. 2020). The Holo-WaterMap Scoring is relatively simple; integrating
the continuous WaterMap within the vicinity of the ligand gives an estimate of the
ligand effect on the solvent. Druggability, activity, and selectivity analyses will all
be used for the ligand-binding site. WaterMap is used for more quantitative ligand
scoring and can be calculated using the equation mentioned above (Eq. 8.1).

8.3.12 Druggability and Selectivity Using WaterMap

Druggability is a term used in drug discovery where the biological target binds with a
drug molecule (binding pocket) (Kwon 2012). The concept of druggability is
restricted to a small molecule, but it also extended to biomedical products, e.g.,
monoclonal antibodies (Stockwell and Roark 2011). It is estimated that 10–15% of
human proteins are disease linked and druggable, 1–25% of disease-modifying are
likely to be druggable. There are several tools available for predicting the nature
of druggability (Stockwell 2011).

There is no single approach that will deliver a good target on demand; potential
starting points can emerge from methods, namely genome sequencing studies,
genomic screens, phenotypic screening, and existing drugs (Lansdowne 2018).
WaterMap tool can be used to find the druggability of the compound, and the
hydration site thermodynamics of a binding site also provides similar information.
Protein structures, which are constant and high energy, are distributed on hydration
sites besides being helpful in the identification of ligand-binding sites. Druggable
cavities have unstable water molecules, and hydration sites provide the measure of
the volume, whereas the energies of hydration site evidence the hydrophobic/
hydrophilic balance of a binding site. A binding site with drug size small cluster
comprises highly unstable hydration sites (Beuming et al. 2012). Usually, the drug-
sized molecule contains the significant binding from occupying the binding site. The
binding sites with unstable hydration sites are likely to be shallow or polar to bind a
drug-like molecule. The binding site contains many stable water molecules and
mostly hydrophobic in character. There are several methods, namely WaterMap,
SZMAP, and WaterFLAP, for druggability prediction. Kohlmann et al. have applied
MM-GB/SA and WaterMap methods for affinity calculation.
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8.3.13 DOWSER++

DOWSER uses a semi-empirical modification program for protein hydration based
on average energy from MD simulation (Morozenko and Stuchebrukhov 2016). The
position of the water molecules will be predicted and compared with the experimen-
tal data. A cutoff of �10 kcal mol�1 is used to determine how much water is
occupied in the interior cavities before MD simulations. The script WaterDock
helps to discover the number of potential water locations, which we further analyze
with the methods implemented in the Dowser code previous version. Thus, the main
reason for using WaterDock is to locate internal cavities that are unnoticed by
the Dowser program. With the help of the PDB file, internal cavities present in the
protein with a water probe of 1 Å and water molecules will be filled based on the
minimized energies. Specific model (water-protein interaction) will be used for
evaluating the water energies. This method will predict the water molecules present
in the X-ray structure (Carugo and Bordo 1999; Zhang and Hermans 1996;
Morozenko et al. 2014).

8.3.14 WaterDock

WaterDock is an algorithm that uses the freely available AutoDock Vina tool (Trott
and Olson 2010) to predict the location of ordered water molecules in ligand-binding
sites to very high accuracy (Sridhar et al. 2017). WaterDock was confirmed against
high-resolution crystal structures, neutron diffraction data, and MD simulations
approach. For justification, a set of proteins (14 structures of OppA structure) with
high-resolution X-ray structures were used, and it predicts 88% of “consensus”water
sites with a mean error of 0.78 Å using Acqua Alta method (Rossato et al. 2011).
WaterDock is accurate and predicts 97% of the ordered water molecules, with a
standard of 1 false-positive per structure. Ligand functional groups will be identified
first, and their hydration sites were done based on semi-empirical function. “Favor-
able” protein–water interactions can also be identified. Two probabilistic water
molecules are developed to predict WaterDock predictions by using data mining,
heuristic, and machine learning techniques. The individual hydration of functional
groups was first calculated from MD simulations of ligands (Ross et al. 2012).

8.3.15 WATsite: Hydration Site Prediction Program with PyMOL
Interface

A graphical user interface (GUI) developed with inbuilt PyMOL plug-in free of
charge for calculating the thermodynamic properties and hydration sites with the
help of enthalpy and entropy of the water molecule. MD simulation can be
performed, followed by hydration site identification and free energy estimations.
This tool will solvate the proteins with explicit water molecules and performs MD
simulations, where the fluctuations of water molecules in the protein-binding site
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will be analyzed. The clustering algorithm and quality threshold (QT) (Glenn 2001)
were applied for the prediction of locations of water molecules, which is followed by
hydration sites that are used for constructing the pharmacophore models and enrich-
ment analysis. Therefore, if a ligand restores the water present in the hydration site, it
can be expected to increase the binding free energy. The “occupancy” term denotes
the probability of a water molecule was observed in the hydration site using MD
simulations approach. This tool will help in the predicted hydration sites and
estimate the desolvation free energies occupied by the replacing water molecules
present in the protein–ligand binding site within the user-specified distance (default
value 1 Å). The main aim of this tool is to estimate the desolvation free energy of
water molecules present in the protein-binding site. Once the ligand site is fixed, the
water molecules are retained for simulation. The energy minimization was
performed using the steepest descent algorithm with the periodic boundary
conditions. The binding free energy for protein includes other important
contributions, such as the direct protein–ligand interaction energy and desolvation
energy of the ligand.

The desolvation free energy of each hydration site is determined by analyzing the
enthalpy and entropy of the water molecules inside a hydration site.

ΔGhs ¼ ΔHhs � TΔShs ð8:2Þ
where ΔHhs and ΔShs denote the enthalpic and entropic changes of water molecules
transferred from the bulk solvent into the hydration site of the protein cavity.

ΔHhs � ΔEhs ¼ Ehs � Ebulk ð8:3Þ
where Ehs term denotes the interaction energy of a water molecule in the hydration
site, based on the average sum of van der Waals and electrostatic interactions
between each water molecule inside a given hydration site with the protein and all
the other water molecules. Ebulk is the interaction energy of a water molecule with its
surrounding environment in the bulk solvent.

Assuming no alteration at the moment apart of the partition function on transfer-
ring a water molecule from the bulk solvent into the protein cavity, ΔShs can be
estimated by

ΔShs ¼ R ln C
�
=8π2

� �� R

Z
pext qð Þ ln pext qð Þdq ð8:4Þ

where C� is the concentration of pure water (1 molecule/29.9 Å3), R is the gas
constant, and pext (q) is the external mode probability density function of the water
molecules’ translational and rotational motions during the MD simulation (Hu and
Lill 2014).
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8.4 Selectivity

There is an essential role in the binding site of hydration in the ligand selectivity, as
analyzed for kinase target in the earlier study (Robinson et al. 2010). Displacement
of potential water molecules site has a more significant impact on affinity and
selectivity. Longer chains in kinases determine the thermodynamically unstable
hydration sites (Knegtel and Robinson 2011), resulting in binding affinity gain,
and a slight change in the mobility of the hydration site towards the ligand
corresponds to the selectivity of the kinases. Energetics and hydration sites will be
useful to analyze the selectivity differences.

8.5 Limitations

The hydration site analysis is carried out based on the protein rigidness. Restraints
will be challenging for hydration sites, where the number and strength of hydrogen
bonds are affected by the variability of hydrogen-bonding partners. Similarly,
inappropriate binding site analysis will cause flexibility in proteins. Restricted
binding sites might have difficulties to be solvated as the buried sites cannot be
reached without conformational rearrangements. WaterMap will compare all the
energies for each hydration sites using thermodynamic approaches. It does not
provide absolute binding free energies, but offer only relative free energy changes
upon water displacement. The estimation for relative contributions of individual
hydration sites to the macroscopic thermodynamic property is formulated as a sum
of water enthalpy and entropy from MD using different theoretical approaches.
WaterMap provides a comparative ranking of similar ligands and finds the linking
between the binding site desolvation and affinity. Any interpretation of the
structure–activity relationship (SAR) is only meaningful if the binding is primarily
due to hydrophobic and not electrostatic interactions. Therefore, WaterMap is not a
replacement for scoring functions or advanced binding affinity estimations.

8.6 Conclusions

Water molecules are essential for protein–ligand interactions and the study of the
thermodynamic properties during binding. The chapter covered the significance of
hydration sites in conferring stability, influencing protein folding, and key biomo-
lecular interactions. Vital intramolecular forces such as hydrophobic, hydrophilic,
electrostatic, and hydrogen bond network aid to establish the interaction of the first-
order hydrating water molecules to bulk and the protein environment. Likewise,
thermodynamic signatures such as the entropy and enthalpic contributions about the
mobility of the water and the influence sought by the environment are contributing
factors for water displacements. Computational approaches like prediction tools
have been discussed here. In the recent era, hydration site analysis is an essential
criterion for structure-based drug design projects for further exploration of the
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binding site profiling will highlight the fundamental interactions. This chapter
depicts the importance of hydration sites in the SAR or analogs around the lead
compound might help in designing lead molecules and optimization. In structure-
based drug design, potency and ADMET properties are important factors to water
interactions; this helps in understanding the molecular detection of protein–ligand
complexes. There is a significant importance using computational tools to realize a
lot about water role and signifying opportunities in structure-based design. We
summarized concepts and critical applications towards hydration sites, which are
useful in drug design projects.
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Molecular Dynamics Simulation: Methods
and Application 9
Sakshi Singh and Vinay Kumar Singh

Abstract

The complexity of the 3D structure of a protein is still challenging in the area of
structural biology. Thermodynamics-based methods, including molecular
dynamics (MD) simulations, enable our understanding of protein’s conforma-
tional detail at the atomic level. Proteins are flexible molecules. MD simulation
provides information about the dynamic perturbations that occur in a protein or
protein–ligand complex. As compared to docking, MD simulation also considers
the physiological conditions such as temperature, pH, presence of water, ions, and
other molecules of the system. The force field and the software packages are
several choices involved in large-scale simulation, which analyze the single
protein, protein–ligand, and protein–protein structure, respectively. In this chap-
ter, we discuss all the approaches along with packages that cover the entire
molecular-level to cellular-level features of proteins. MD simulation approaches
are very useful in assessing the stability of a protein model or protein–ligand
complex and mutational study as well.
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9.1 Introduction

Molecular modeling defines the characteristics of a three-dimensional (3D) structure
of a protein and the structure–function relationship by the use of an in silico
approach/computer-based approach (Pensak 1989; Forster 2002). 3D structures of
proteins and their complexes provide valuable information to understand the mech-
anism of the machinery of life and also screening and designing new drugs in
therapeutic aspects. Some methods applied in molecular modeling are automatic
structure generation, analysis of 3D databases, homology modeling, ab initio
modeling, diversity analysis, molecular docking, mutational analysis, etc. (Breda
et al. 2007; Kalita et al. 2019a, b). Computational chemistry and their
methodologies, including energy minimization, free-energy calculation of a molec-
ular system (Shukla et al. 2019), and Monte Carlo (MC) simulation, are the nucleus
for molecular modeling (Kantarci-Carsibasi et al. 2008). The MC simulation
algorithms can run on any computer, which creates a large number of random
numbers from a selected distribution. First, the elements are represented, and the
corresponding distribution is chosen for the simulation. Then, the mathematical
calculations for these elements are determined, and the number (N) of simulation
runs have to be determined (Gentle 2009). The simulation produces N random
numbers that follow a given distribution of each of the elements and computes N
times. To summarize the results of these calculations, average, variance, and confi-
dence intervals can be calculated. MC simulation is a method that allows obtaining
results when calculating the mathematical problem and/or it is challenging to find an
analytical solution that is too complex (Hubbard and Samuelson 2009).

The other important simulation approach is molecular dynamics
(MD) simulation, which studies the temporal evolution of the coordinates and the
state of the structure of a given macromolecule (Kalita et al. 2019a, b; Paquet and
Viktor 2015; Sonkar et al. 2019). This evolution is called a trajectory. The trajectory
obtained by solving Newton’s laws of motion is important to estimate numerous
time-dependent observatories, such as targeted molecular surface, the interaction
between a small molecule and a glycoprotein, the epitope–paratope interaction
between the antigen and the antibody, the presence and disappearance of a particular
channel or cavity, and the fusion of the glycoprotein membrane (Paquet and Viktor
2015; Salmaso and Moro 2018). The study of protein and other polymers, MD
simulation, was primarily introduced to leverage the increasing computing ability in
the early 1980s (Adcock and McCammon 2006). It was used with a large number of
different estimations while studying the protein-folding problem, such as the impact
of protein dynamics on catalysis and ligand binding (Salsbury 2010).

Nearly four decades since the first MD simulation appeared, we have learned a
considerable amount about how different signaling pathways within the human
system can be affected by the protein structure and their function. Disrupting a
portion or complete 3D protein structure can cause apparent aberrations in cellular
disease-causing processes or activity loss in the case of an enzyme (Kalita et al.
2018; Shukla et al. 2018a, b, c, d, e), thus illustrating the need to predict the 3D
protein structure and recognize its biophysical properties. MD simulation was first
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used in the late 1950s by Alder and Wainwright to analyze the hard-sphere system
(Alder and Wainwright 1959, 1960). The next major breakthrough came in 1964
when Rahman used the first simulation with a working functional liquid argon
potential (Rahman 1964). In the late 1970s, first MD simulation of protein was
carried out and later its significance was awarded by the 2013 Nobel Prize in
Chemistry (McCammon et al. 1977; Levitt and Lifson 1969). The brief description
of simulation milestones is depicted in Table 9.1.

A theoretical method describes the MD simulation, which provides information
about the time-dependent behavior of the molecular target system by combining
Newton’s laws of motion. The structure at the atomic level provides insight into how
the protein or other biomolecule functions. Nevertheless, the MD simulation
approach based on a general concept of interatomic interactions defines how atoms
move over time in a protein or protein complex system (Karplus and McCammon
2002). MD simulation approach can observe the biomolecular processes, viz. con-
formation changes, protein–ligand binding, and protein–peptide binding showing
the orientation of all atoms at femtosecond (fs) spatial resolution (Dror et al. 2010;
Hollingsworth and Dror 2018). The simulations can also reveal the involvement of
certain alterations (such as mutation, phosphorylation, protonation, or the addition or
removal of a ligand) depending on protein or protein-ligand complex.

The mechanism of MD simulation is capable of identifying interactions at the
atomic level between all the system peripherals, acting as a “computational micro-
scope” (Lee et al. 2009; Ingólfsson et al. 2016). It included numerically solved
classical equations of motion in its most basic form over a given period of time. The
resulting time series, called trajectory, that afterward be visualized and analyzed in
detail. MD simulations have gotten increasingly useful for the experimental molec-
ular biologists’ point of view as of late. In the theoretical structural biology,
simulations have started to appear regularly, where they used both to depict experi-
mental findings and to direct experimental research. The methods underlying MD

Table 9.1 The important landmarks of the development of MD simulation

Scientist Milestones/achievements Years

Metropolis The first introduction of MC simulation of liquids (hard
spheres)

1953

Wood First MC simulation with Lennard-Jones potential 1957

Alder First MD simulation of a liquid (hard spheres) 1957

Rahman First MD simulation with Lennard-Jones potential 1964

Karplus and
McCammon

First MD simulation of proteins 1977

Karplus The CHARMM general-purpose force field and the MD
program

1983

Kollman The AMBER general-purpose force field and MD program 1984

Car-Parrinello First full quantum mechanics (QM) simulations 1985

Kollmann First quantum mechanics/molecular mechanics (QM-MM)
simulation

1986
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simulations have evolved evermore and show the future application in the simulation
field.

9.2 The Theory Behind MD Simulation

MD simulation was designed to study the time evolution of protein conformations
and also provide the kinetic and thermodynamic information with detailing of
motion of each atom as a function of time (Adcock and McCammon 2006;
Hollingsworth and Dror 2018). Classical MD simulation depicts the movements of
the considerable number of particles in a molecular system by comprehending
Newton’s equations of motion (Hug 2013).

The second law of Newton’s equation of motion is given for each atom i,

Fi ¼ miai ð9:1Þ
where F is the net force applied on the particle, m is the mass of the particle, and a is
the acceleration of the particles, respectively.

Fi tð Þ ¼ mi
d 2ð Þri tð Þ

dt2
ð9:2Þ

Here, Fi(t) is at the time t the force on atom i, and it is also expressed as the gradient
of the potential energy. ri and mi represent the position and mass of atom i,
respectively.

Several numerical algorithms, such as the Verlet algorithm, Velocity
Verlet algorithm, Leap-frog algorithm, and Beeman’s algorithm, have been devel-
oped for integrating the equations of motion. MD simulation provides a wealth of
quantitative information about the protein and peptide structures and their dynamics.
However, the method has certain confinements, such as dependency on the size of
the system and time frame, which is currently restricted to hundreds of nanoseconds
or a few microseconds.

Proteins are typically represented using a model of an atomic level where almost
all of the atoms are explicitly present (Hospital et al. 2015). MD simulation of
protein and their complexes can be utilized for finding the answer to many types of
questions. In this approach, several choices must be made, including the algorithm-
based software and force field, where the protein molecules are involved in
the simulation, and describe their behavior (Collier et al. 2020). It can provide the
flexibility or mobility of various protein structure regions, the accuracy of the
modeled structure, refine the 3D structure, and also define the protein biomolecular
process (Fig. 9.1).
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9.3 Methods of MD Simulation

As per the structure of protein molecules, i.e., the relative coordinates of the
constituent atoms, it is possible to use different approaches to investigate the
dynamics of that system (Beck and Daggett 2004; Hernández-Rodríguez et al.
2016). The study selection method is represented as a flowchart (Fig. 9.2). In this
section, a number of those methods are defined and discussed.

9.3.1 Force Fields for MD Simulation

With the assistance of QM/MM, the potential energy function evaluates the protein
conformation flexibility. Force field defines the set of potential energy functions
from which the forces originated (Vanommeslaeghe and Guvench 2014). It indicates
the functional form and parameter sets for MM and MD simulation to measure the
potential energy of atoms or coarse-grained particles in a system (Guvench and
MacKerell 2008; Lorenz and Doltsinis 2012). Computing the force field energy as a
function of the 3D structure offers the full potential energy surface of a molecule for
all possible 3D conformations (Smith et al. 2017). The force field contributions of
the different atomic forces which govern MD simulation. Many force fields are
widely used in the simulation, including AMBER, CHARMM, OPLS, and
GROMOS. All are varied mainly in the manner in which they parameterize but
generally give similar results.

Fig. 9.1 Application of MD simulation. Studying conformational flexibility and refinement of
the model structure
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9.3.1.1 CHARMM (Chemistry at Harvard Macromolecular Mechanics)
CHARMM is used for biomolecular simulations of protein, nucleic acid, and small
molecules. Investigation of the structural details in the MD refinement strategy is
inferred solvation parameters by weakly enforcing constraints on the application of
secondary structures while enabling enough flexibility for rearrangement (Brooks
et al. 2009; Zhu et al. 2012). CHARMM is one of the oldest systems in MD
simulation. Free-energy disturbance (FEP), quasi-harmonic entropy estimation, cor-
relation analysis, and hybrid quantum mechanics (QM/MM) methods are involved
in this force field (Ryazantsev et al. 2019). The most widely used CHARMM force
field such as CHARMM19 is used for the single atom, and CHARMM22 is used for
all atoms (Vanommeslaeghe and MacKerell 2015). The force field of CHARMM27
has been ported to GROMACS and officially supported as from version 4.5.

Fig. 9.2 A workflow diagram is representing the steps applied in MD simulation
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9.3.1.2 OPLS (Optimized Potentials for Liquid Simulations)
OPLS is an ensemble of force fields developed by William L. Jorgensen
(Macchiagodena et al. 2017). There are two types of force fields in OPLS: united
atom (OPLS-UA) and all atoms (OPLS-AA). OPLS-AA force-field parameters were
defined in the 1990s for nucleoside bases and polynucleotides (Sweere and Fraaije
2017). Parameters for torsional energetics were taken from small organic molecules,
however, and the only published polynucleotide study was a duplex DNA
dodecamer in simulations. OPLS force field evaluated receptor–ligand interactions
for fungicides with minimum binding energy (Amir et al. 2018). OPLS-AA/M used
as a basis for improved torsional energetics for proteins based on the density
functional theory (DFT) calculations. Main features of OPLS are as follows:

1. Derived from AMBER (intramolecular)
2. Nonbonded terms optimized for small molecule solvation
3. No lone pair, no hydrogen bond term

9.3.1.3 AMBER (Assisted Model Building and Energy Refinement)
This force field is used to analyze the protein, nucleic acid, and carbohydrate
biomolecules (Case et al. 2005). Three main steps such as system preparation,
simulation, and trajectory analysis allow implementation in this force field. As of
GROMACS version 4.5, the following seven AMBER force fields are natively
supported: AMBER-94,96,99,99SB,99SB-ILDN,03, GS. Unlike the VMD graphics
tools that can read our trajectory format for animation preparation, Amber tools can
also be used for the NAMD simulation program and force fields to comprehend or
elucidate the data in Amber’s parameter topology files. Many of the characteristics of
AMBER are “Vacuum” simulations, nonbonded cutoff simulations, and free-energy
simulations for pairwise decomposable potentials (Case et al. 2005). A major benefit
of the AMBER parameters for the simulation of complex membranes is the primitive
state of the force field remaining. It applies a significant amount of development to
make the force field easy to apply to a variety of lipids and lipid mixtures. Many
developments in most popular force fields (CHARMM, AMBER, and OPLS-AA)
have occurred (Geng et al. 2019). Main features of AMBER are as follows:

1. Few atoms available, some calculations are impossible;
2. Experimental data + quantum chemical calculations;
3. Possible explicit terms for hydrogen bonds and treatment of lone pairs.

9.3.1.4 GROMOS (GROningen Molecular Simulation)
This force field includes a careful parametrization of the unbonded interactions
aimed at reproducing the thermodynamic properties of small molecules representing
the most basic chemical functions and using them as building blocks to model more
complex systems. The GROMOS range of parameters is based on the GROMOS
54A7 united-atom force field. Because of its ability to replicate condensed phase
properties, the family of force fields was chosen for the parametrization strategy.
Appropriately, the torsional mechanical molecular profiles were applied to quantum
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mechanical derivatives. For the parametrization of the partial charges and checking
against the thermodynamic properties of organic liquids, the molecular mechanical
atomic charges were applied at the quantum mechanical dipole moments.
GROMOS’s methodology is to change the partial atomic charges for the reproduc-
tion of the thermodynamic properties. The force-field GROMOS 53A6 is ideal for
describing the distribution of molecules within a large system. For example, GBP1
protein exhibits antiviral activity against the influenza virus and is involved in the
interferon-gamma signaling pathway. GM-CSF cytokine stimulates the expression
of GBP1 protein, and this docked complex system was an equilibrium state during
implement the gromos53a6 force field (Singh et al. 2020).

9.3.1.5 Slipids (Stockholm Lipids)
This force field that is applied to all-atomic has been extended to polyunsaturated
lipids for simulations on lipid bilayers (Sonne et al. 2007). Jämbeck et al. depicted
that the Slipids force field is a favorable set of parameters for the ab initio measure-
ment of the force-field parameter (Jämbeck and Lyubartsev 2012). Atomic charges
and torsion angles associated with polyunsaturated lipid tails have been parametrized
using molecular structures. Bilayer simulations comprised of seven polyunsaturated
lipids verified the new parameters of the area of power. It was noticed with the
available data on the areas per lipids, bilayer volumetric properties, deuterium order
parameters, and form factor scattering.

The potential function of all common force field divides into two categories. The
first category, bonded interactions, includes in covalent bond-stretching, angle-
bending, torsion potentials while rotating around bonds, and potential for “improper
torsion” out-of-plane: the remaining category, nonbonded interactions, consists of
Lennard-Jones repulsion and dispersion as well as Coulomb electrostatics
(Dubbeldam et al. 2019).

9.3.2 Energy Minimization

The potential energy for the different interactions is estimated for one single
conformation. Energy minimization is usually done through gradient optimization:
atoms are moved to reduce the net forces correspond to the temperature (Adcock and
McCammon 2006). The energy-reduced structure has minimal effects on each atom
and therefore serves as an excellent point of departure for simulation. The energy
minimization of the protein structure generated by MD simulation can be used to
highlight the features of the energy landscape. The relative motion of structures
provides an estimate of the size of features on the protein energy landscape. This
method offers more knowledge on the lower energy surface potential than on the
energy constraints between those minima. It is necessary to note that the free
energies correlated with these substances, and their transitions are accessible only
if sufficient barrier crossings are observed in the simulation (Troyer and Cohen
1995). The method is divided into subclasses by order of the derivative used to locate
a minimum on the surface of the energy. The steepest descent and the conjugate
gradient algorithm are available methods for minimized the small force on each atom
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of the structure. The steepest descent method measured the energy for the initial
geometry, and the atoms have been moved in a small increment in one of the
coordinate system directions (Kraft 2017). The procedure has repeated for all
atoms, which are eventually moved downhill on the energy surface to a new
position. The conjugate gradient method assembles the function details from one
iteration to the next. The opposite of the improvement made in an earlier iteration
can be avoided with this technique. The gradient is determined for each minimiza-
tion phase and used as additional information for the measurement of the minimiza-
tion procedure’s new path vector.

9.3.3 Conformational Search Algorithm

9.3.3.1 Global Optimization Algorithms
Optimization refers to find the minimum global energy of a potential surface. Due to
the complicated existence of the potential energy functions of polypeptides,
identifying potential energy minima is an extremely nonlinear and very complex
problem of global optimization (Yurtkuran 2019). Several different methods have
been developed, including predetermined branch-and-bound, probabilistic brute-
force sampling, and pivot algorithms to solve this form of the global optimization
problem.

9.3.3.2 Genetic Algorithm
Some of the most common approaches are geared toward using genetic algorithms
(GA). GA and evolutionary computation are approaches that use computational
evolution processes to solve complex problems. Unlike most other problem-solving
methods, they work on a pool of individuals, each of which is a solution candidate
with an associated fitness that gives a quality measure and enables one to rank and
compare the solutions with each other (Hackenberger 2019).

9.3.3.3 Simulated Annealing
A technique with a predictive combination of simulated annealing-MD (SA-MD)
and empirical-based peptide screening with high precision, unfolded, called as
multiple simulated annealing-MD (MSA-MD) (Hollingsworth and Dror 2018).
Through a large-scale sampling structure, we can detect a wider conformational
space of a peptide or mini protein based on MSA-MD, and the near-native peptides
and protein conformations can be acquired. This technique is applied to predict the
structure of ALPHA1, Trp-cage protein, PolyAla, two peptides containing β sheet
structure, and two mini-proteins containing over 40 residues (Hao et al. 2015).

9.3.3.4 Tabu Search
Tabu search (TS) is a metaheuristic technique designed to direct optimization
methods in order to prevent local optimization during complex or multimodal
numerical optimization problems (Glover 1986, 1990).TS method uses a variety of
versatile memory cycles, each with different associated time scales, to allow more
thorough use of search information than rigid memory or memory-less systems.
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9.3.3.5 Lennard-Jones Potential
Hooke’s law commonly meant to describe bonded interactions, and nonbonded
atoms may be viewed as inelastic hard spheres or may interact with possible
Lennard-Jones (Adcock and McCammon 2006). With these basic models, a simula-
tion of MD numerically incorporates Newton’s equations of motion, thus allowing
for the measurement of structural variations in time.

9.4 Trajectory Analysis

9.4.1 Root Mean Square Deviation

The MD simulation trajectory involves simulation results, using which several
properties including root mean square deviation (RMSD), root mean square fluctua-
tion (RMSF), gyration radius, free-energy landscape, and principal component
analysis (PCA) can be calculated which determine the consistency of the structure
of a protein (Mehra et al. 2020; Shukla et al. 2018a, b, c, d, e). RMSD is the average
displacement of the atoms relative to a reference structure at the moment in simula-
tion (Fig. 9.3). This is useful for the study of the model structure’s time-dependent
motions (Kufareva and Abagyan 2012; Vijayakumar et al. 2018). RMSD is also used
to determine if a system is stable in the timescale of the simulations or whether it
diverges from the initial coordinates. The RMSD value represents the mean distance
between the atoms (usually the backbone atoms) of the superimposed proteins. It can
be extended to other molecules with no protein, such as small organic molecules. To
calculate the RMSD, issue “g_rms” command in gromacs is as follows:

g_rms -f input.xtc -s input.pdb -o rmsd.xvg

Fig. 9.3 RMSD plot of backbone atoms for the model system

222 S. Singh and V. K. Singh



g_rms measures the comparison between two structures by computing the RMSD
with each structure in the trajectory (-f) compared with a reference in the structure
file (-s).

9.4.2 Root Mean Square Fluctuation

Protein flexibility is essential for protein’s function and ligand-binding procedure. MD
simulation evolved into understanding the motions of macromolecular systems of
high complexity and structure–function relationship (Hospital et al. 2015; Shukla et al.
2017a, b). The important part of the protein analysis consists of the description of the
structural fluctuations of the macromolecule, which can be complex and hard to
interpret from a functional perspective. RMSF is one of the most common measures
of structural fluctuations. The RMSF is a proportion of the displacement of an
individual atom or group of atoms, comparative with the reference structure, averaged
over the number of atoms (Fraccalvieri et al. 2011) (Fig. 9.4). To calculate the RMSF,
issue “g_rmsf” command in gromacs is as follows:

g_rmsf -f input.xtc -s input.pdb -o rmsf.xvg

“g_rmsf” command calculates the RMSF of atomic positions after adjustment to a
reference frame.

9.4.3 Radius of Gyration

The radius of gyration (Rg) is an indicator of protein structure compactness. It is a
concern with how secondary structures can compactly fold into protein’s 3D

Fig. 9.4 The RMSF graph calculates the structural fluctuation position of protein atoms or
residues. The green and blue lines represent the backbone and Cα RMSF, respectively
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structure (Ivankov et al. 2009; Pandey et al. 2017; Shukla et al. 2017a, b). The
correlation between folding and parameters that denote the protein complexity
describes the compactness of the protein structure. “g_gyrate” command computes
Rg of each atom of the protein model system. The atoms are explicitly mass-
weighted.

g_gyrate -f input.xtc -s input.pdb -o gyrate.xvg

9.4.4 Free-Energy Landscape

The free-energy system (FEL) analyzes changes in the conformation of proteins.
This approach is obtained by estimating the joint distribution of probabilities from
the critical plane of the top two eigenvectors (Frauenfelder et al. 1991). The initial
few eigenvectors represent the most dominant collective motions providing a useful
definition of sub-conformational structural transitions (Sang et al. 2017).

The FEL underlies the thermodynamic functions of the protein complex that
provide detailed information on the characterization of the amino acid interaction,
which is relevant to the protein folding and binding. The FEL of the model
pKID�KIX system (pKID, phosphorylated kinase-inducible domain; KIX, kinase
interacting domain) was studied to represent energy landscape during simulation
(Chong and Ham 2019). This system was measured by FEL that defines the
landscape, which is based on fully atomistic, explicit-water with an aggregated
simulation time of >30 μs. In this study, Chong et al. found that the landscape
slope measuring the strength of the energetic bias against the protein folded state.
Before binding to the other domain, pKID considerably unfolded, and after binding,
the protein autonomously folds. The landscape figure indicates that the particular
pKID remains disorder and not allow for folding before binding, and it became more
progressively funneled as the domain bind with the KIX domain and adopts the
folded structure (Chong and Ham 2019). The free energies of state A and B are
defined as follows:

FA,B ¼ �1=β ln ZA, B,

A region represents a fluctuating structure of a protein on a high-dimensional
complex free-energy landscape, which dynamically explored (Chipot and Pohorille
2007). Go-kit (Neelamraju et al. 2019), GROMACS suite (Lindahl et al. 2001), and
PLUMED portable plugin (Bonomi et al. 2009) are such packages for the FEL
calculations. An energy landscape for binding of a ligand with the target site of
protein is shown in Fig 9.5a, which represents different levels of energy for a protein
before binding, during binding, and after binding of a ligand. The energy landscape
for different conformation of a protein during the folded and unfolded state is shown
in Fig. 9.5b, which indicates the low free energy for folded states while very high
free energy for unfolded states of a protein.
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9.4.5 Free-Energy Binding

Binding efficiency characterizes the strength of protein–protein, protein–ligand, and
protein–peptide docking (Brandsdal et al. 2003; Gilson and Zhou 2007; Shukla et al.
2018a, b, c, d, e). The advancement in computing, prediction of binding efficiency of
such recognition is based on MM principles (Du et al. 2016). The relative or absolute
binding-free energies analyzed by several methods cover a broad range of accuracies
and computational requirements. The molecular mechanics Poisson-Boltzmann
surface area (MM/PBSA) model also known as an end-point free-energy model as
it determines the free energy changes by the evaluation of the first and last state of
protein-ligand systems (Homeyer and Gohlke 2012). An end-point method is com-
putationally powerful and thus are commonly discussed and applied in the literature.
The accuracy of the MM/PBSA depends on the connection that has been established
between statistical thermodynamics and various endpoint free-energy models. There
are certain limitations of this method, which include the fact that there is no regard
for particular water interactions, insensitive to the trajectory, and sensitive to induced
fit effects (Wong et al. 2009).

MM/PBSA is essentially a post-analysis approach to assess the free molecular
energies or the binding free energies of molecular complexes (Genheden and Ryde
2015; Shukla et al. 2018a, b, c, d, e). The approach divides the free energy into
molecular mechanical energies, continuum solvation energies, and solute entropy
terms as given below.

ΔGbinding ¼ Gcomplex �ðGrecptor þ GligandÞ

where Gcomplex indicates the total free energy upon protein–protein complex and
Grecptor and Gligand are total free energies of the receptor and ligand in a solvent,
respectively.

For the estimation of the free energies, various robust methods have been
developed which include the linear interaction energy (LIE) method (Gutiérrez-de-
Terán and Aqvist 2012), the chemical Monte Carlo/MD (CMC/MD) method

Fig. 9.5 Free-energy landscape of a protein. (a) Binding of ligand with a protein. (b) Protein in
unfolded and folded state
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(Eriksson et al. 1999), the pictorial representation of free-energy components
(PRO-FEC) method (Wang et al. 1998), the one-window free-energy grid
(OWFEG) method (Pearlman 1999), the λ-dynamics method, and the 4D-PMF
method.

9.4.6 Principal Component Analysis

MD simulation approach generates trajectories to understand the folding/unfolding
characteristics and conformation of proteins best represented by a large number of
dimensions (David and Jacobs 2014; Kalita et al. 2017; Shukla et al.
2018a, b, c, d, e). The detailed study of trajectories at different temperatures need
implementation of the statistical method, such as principal component analysis
(PCA). A successful multivariate technique used to characterize the protein confor-
mation by reducing or simplifying large and complicated datasets (Jolliffe and
Cadima 2016; David and Jacobs 2014). In 1901, Karl Pearson first introduced the
PCA approach for just a few variables (Pearson 1901). Many variants have been
proposed and introduced, such as the critical method of dynamics, which was
commonly used and published in the recent literature. However, the underlying
mathematical procedure for essential dynamics (ED) remains the same as PCA. It is
a covariance-matrix-based technique that reduces the multi-dimensional protein
complex to a lower dimension, along which the diffusive properties can be identified
at all the stages of protein folding (Maisuradze et al. 2009).

PCA is a multivariate statistical technique, which aims to reduce the high-
dimensional space of variables to a lower one (Jolliffe and Cadima 2016). When it
comes to MD simulations of proteins, in its simplest sense, it may assume that each
snapshot from the simulation is a sample conformation from the equilibrated
fluctuations of a protein (Salsbury 2010). Furthermore, it assumes that samples
obtained from the simulation analysis span most of the ED of the protein (David
and Jacobs 2014; David et al. 2017). In short, the use of PCA analysis to identify the
most significant protein motions has become commonplace. MDWeb (Hospital et al.
2012), pyPcazip (Shkurti et al. 2016), JED (David et al. 2017), Wordom (Seeber
et al. 2007), and NAMD (Phillips et al. 2005) packages eventually provide PCA to
examine protein trajectories; researchers frequently make inferences of their
observations without insight into how to make interpretations, and they are also
unaware of the shortcomings and generalizations of such study.

9.5 Softwares for MD Simulation

MD software packages are available for studying the protein, nucleic acids, and
carbohydrate dynamics. Different packages have different features and merits, few
are freely available, and few are commercial. A brief description is tabulated in
Table 9.2.
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Table 9.2 The application-based MD simulation software is listed as a tabulated form

Software name Application License References

Abalone (http://www.
biomolecular-modeling.
com/Abalon)

Biomolecular
simulations, protein
folding.

Proprietary, gratis,
commercial

Elmore
(2016);
Spitznagel
et al. (2016)

ABINIT (http://www.
abinit.org)

Calculate the total
energy, charge density,
and electronic structure
of molecules and periodic
solids with density
functional theory (DFT)
and many-body
perturbation theory
(MBPT), using
pseudopotentials and a
plane-wave or wavelet
basis. ABINIT also can
optimize the geometry,
perform MD simulations,
or generate dynamical
matrices, born effective
charges, and dielectric
tensors, and many more
properties.

GPL Pirhadi et al.
(2016)

ADF (https://www.scm.
com/doc/QMMM/ADF_
QMMM/ADF_QMMM.
htmL)

Modeling suite: ReaxFF,
UFF, QM-MM with
Amber and Tripos force
fields, DFT and
semiempirical methods,
conformational analysis
with RDKit; partly
GPU-accelerated

Proprietary,
commercial, gratis
trial

Klamt (2005);
Young (2001)

Ascalaph designer (http://
www.biomolecular-
modeling.com/Ascalaph/
Ascalaph_Designer.html)

Molecular building
(DNA, proteins,
hydrocarbons,
nanotubes), MD, GPU
acceleration

Mixed: free open-
source (GNU GPL)
& commercial

Loukatou et al.
(2014)

CHARMM (https://www.
charmm.org/)

A commercial version
with multiple graphical
front ends is sold by
Accelrys (as CHARMm)

Proprietary,
commercial

Karplus
(2006)

CP2K (https://www.
cp2k.org)

CP2K can perform
atomistic and molecular
simulations of solid-state,
liquid, and biological
systems.

Free, open-source
GNU GPLv2 or
later

Laino et al.
(2005); Kühne
(2014)

Dacapo (https://wiki.
fysik.dtu.dk/dacapo)

Total energy program
that uses density
functional theory. It can
do MD/structural

– Bahn and
Jacobsen
(2002)
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Table 9.2 (continued)

Software name Application License References

relaxation while solving
the Schrödinger
equations. It has support
for parallel execution and
is used through the
atomic simulation
environment (ASE)

Desmond (https://www.
schrodinger.com/
desmond)

High-performance MD
has comprehensive GUI
to build, visualize, and
review results and
calculation setup and
launch

Proprietary,
commercial or
gratis

Jorgensen
(2009);
Desmond
(2012);
Ivanova et al.
(2018)

Discovery studio (https://
www.3dsbiovia.com)

Comprehensive life
science modeling and
simulation suite of
applications focused on
optimizing drug
discovery process: small
molecule simulations,
QM-MM,
pharmacophore
modeling, QSAR,
protein–ligand docking,
protein homology
modeling, sequence
analysis, protein–protein
docking, antibody
modeling, etc.

Proprietary, trial
available

Accelrys
Software Inc.
(2012)

GROMACS (www.
gromacs.org)

High-performance MD Free open-source
GNU GPL

Lindahl et al.
(2001)

GROMOS(http://www.
gromos.net)/

Intended for
biomolecules

Proprietary,
commercial

Pol-Fachin
et al. (2012)

HyperChem (http://www.
hyper.com)

MM+, Ambers, Amber2,
Amber3, Amber94,
Amber96, Amber99,
Bio + 83, Bio + 85,
Charmm-19, Charmm-
22, Charmm-27, OPLS,
Custom, Extended-
Hukel, CNDO, INDO,
MINDO3, MNDO,
MNDO/d, AM1, PM3,
RM1, ZINDO/1,
ZINDO/s, TNDO,
Hartreee-Fock, MP2, CI,
density functional
theories, solvent model,
conformational

Proprietary, trial
available

Hypercube
(2002)

(continued)
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Table 9.2 (continued)

Software name Application License References

sampling, minimizing,
MD, MC, Langevin.
QM/MM calculations
can be used. Includes the
HyperChem GUI, which
provides visualizing,
molecule building
(polypeptide (protein),
nucleic acid,
polysaccharides, polymer
builders), calculation
setup, job launch, and
monitoring, project-level
organizing of results,
access to a suite of other
modeling programs.
Developer’s kit using
HCL, C, C++, Visual
Basic, Fortran, Tcl/Tk,
DDE.

LAMMPS (https://
lammps.sandia.gov)

Has potentials for soft
and solid-state materials
and coarse-grain systems

Free open-source,
GNU GPLv2

Grindon et al.
(2004)

MacroModel (https://
www.schrodinger.com/
macromodel)

OPLS-AA, MMFF,
GBSA solvent model,
conformational
sampling, minimizing,
MD. Includes the
Maestro GUI, which
provides visualizing,
molecule building,
calculation setup, job
launch and monitoring,
project-level organizing
of results, access to a
suite of other modeling
programs.

Proprietary Watts et al.
(2014)

MAPS (https://www.
scienomics.com)

Building, visualizing,
and analysis tools in one
user interface, with
access to multiple
simulation engines

Proprietary, trial
available

Yao et al.
(2018)

Materials studio (https://
www.3dsbiovia.com/
portfolio/materials-
studio.html)

An environment that
brings materials
simulation technology to
desktop computing,
solving key problems in
R&D processes

Proprietary, trial
available

Sharma (2019)

(continued)

9 Molecular Dynamics Simulation: Methods and Application 229

https://lammps.sandia.gov
https://lammps.sandia.gov
https://www.schrodinger.com/macromodel
https://www.schrodinger.com/macromodel
https://www.schrodinger.com/macromodel
https://www.scienomics.com
https://www.scienomics.com
https://www.3dsbiovia.com/portfolio/materials-studio.html
https://www.3dsbiovia.com/portfolio/materials-studio.html
https://www.3dsbiovia.com/portfolio/materials-studio.html
https://www.3dsbiovia.com/portfolio/materials-studio.html


Table 9.2 (continued)

Software name Application License References

MBN ExplorerMBN
studio (https://
quantbiolab.com/
research/mbn-explorer)

Standard and reactive
CHARMM force fields;
molecular modeler
(carbon nanomaterials,
biomolecules,
nanocrystals); an explicit
library of examples

Proprietary, free
trial available

Sushko et al.
(2019)

MDynaMix (http://www.
fos.su.se/~sasha/
mdynamix)

Parallel MD Free, open-source
GNU GPL

Lyubartsev
and Laaksonen
(2000)

MOE (https://www.
chemcomp.com)

Molecular operating
environment (MOE)

Proprietary Molecular
Operating
Environment
(MOE) (2016)

ORAC (https://brehm-
research.de/orcamd.php)

MD simulation program
to explore free-energy
surfaces in biomolecular
systems at the atomic
level

Free open source Marsili et al.
(2010)

NAMD + VMD (https://
www.ks.uiuc.edu/
Research/namd)

Fast, parallel MD, CUDA Proprietary, free
academic use,
source code

Stone et al.
(2016)

NWChem (http://www.
nwchem-sw.or)

High-performance
computational chemistry
software, includes
quantum mechanics,
MD, and combined
QM-MM methods

Free open-source,
educational
community license
version 2.0

Straatsma and
McCammon
(2001)

Protein local optimization
program (http://www.
jacobsonlab.org/plop_
manual/plop_overview.
htm)

Helix, loop, and side-
chain optimizing, fast
energy minimizing

Proprietary Jacobson et al.
(2002)

Q (http://xray.bmc.uu.se/
~aqwww/q)

(1) Free-energy
perturbation (FEP)
simulations, (2) empirical
valence bond (EVB),
calculations of reaction-
free energies, (3) linear
interaction energy (LIE)
calculations of receptor–
ligand binding affinities

Uppsala
Molekylmekaniska
HB

Marelius et al.
(1998)

QuantumATK (https://
www.synopsys.com/
silicon/quantumatk.html)

A complete atomistic
modeling platform for
material science. It
includes DFT (plane-
wave and LCAO),
semiempirical, and force-
field simulation engines.

Proprietary,
commercial

Smidstrup
et al. (2019)
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Table 9.2 (continued)

Software name Application License References

QUANTUM ESPRESSO
(https://www.
schrodinger.com/
products/quantum-
espresso)

Designed for modeling at
the nanoscale using DFT,
plane waves, and
pseudopotentials and its
capabilities include
ground-state calculations,
structural optimization,
transition states, and
minimum energy paths,
ab initio MD, DFT
perturbation theory,
spectroscopic properties,
and quantum transport.

Ohto et al.
(2019)

RMG (http://rmgdft.
sourceforge.net)

DFT code that uses real-
space grids to provide
high scalability across
thousands of processors
and GPU acceleration for
both structural relaxation
and MD.

Moore et al.
(2002)

SAMSON (https://www.
samson-connect.net)

Computational
nanoscience (life
sciences, materials, etc.).
Modular architecture,
modules termed
SAMSON elements

Proprietary, gratis Jaillet et al.
(2017)

Scigress (http://www.
scigress.com)

MM, DFT,
semiempirical methods,
parallel MD,
conformational analysis,
linear scaling SCF,
docking protein–ligand,
batch processing, virtual
screening, automated
builders (MD, proteins,
crystals)

Proprietary Marchand
et al. (2014)

Siam quantum (https://
sites.google.com/site/
siamquantum)

Optimized for parallel
computation and its
capabilities include the
calculation of Hartree–
Fock and MP2 energies,
minimum energy
crossing point
calculations, geometry
optimization, population
analysis, and quantum
MD.

– Djidjev et al.
(2019)
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9.6 Conclusion

MD simulations have become useful methods for sampling protein structure infor-
mation and dynamics. It gives insights into the internal motions of proteins and the
structure of protein complexes. Recently, further emphasis on the system and
techniques has underpinned the advancement of force fields which are suitable for
the simulations with a wide range of drug molecules. The general approach to
characterize the protein conformations and determine the free energies from MD
simulations, without the requirement for reasonably clustering methods, while not
disregarding the multidimensional configuration space in which protein movements
are still a challenge. It is important to tackle this challenge to develop
conformationally selective drugs. Besides, the investigation of protein dynamics is
often semi-quantitative while associated motion matrices or any desired correlation
function can easily be calculated quantitatively and qualitatively. The main
challenges are the amount of knowledge that can be obtained from the MD
simulations experiment. It is possible to make hopefully continuous progress in
applying statistical methods and analyses that incorporate structural and dynamic
knowledge to enhance the quantitative and routine analysis of simulation data.

Table 9.2 (continued)

Software name Application License References

TeraChem (http://
petachem.com)

High-performance
GPU-accelerated ab
initio MD and TD/DFT
software package for
very large molecular or
even nanoscale systems.
Runs on NVIDIA GPUs
and 64-bit Linux has
heavily optimized
CUDA code.

Proprietary, trial
licenses available

Luehr et al.
(2015)

TINKER (http://
tinkertools.org)

Software tools for
molecular design-Tinker-
OpenMM

Proprietary, gratis Rackers et al.
(2018)

Software tools for
molecular design-Tinker-
HP

Tremolo-X (http://www.
tremolo-x.com)

Fast, parallel MD Proprietary Dolado et al.
(2010)

YASARA (http://www.
yasara.org)

Molecular modeling,
docking, graphics, and
MD simulation

Proprietary Land and
Humble
(2018)
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Protein Folding, Dynamics and Aggregation
at Single-Molecule Resolution 10
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Abstract

The last couple of decades have witnessed a significant surge in the use of single-
molecule fluorescence methods aimed at the in-depth understanding of how
proteins fold to perform their biochemical functions. The detection of individual
fluorophores enables the observation of a single protein molecule’s conforma-
tional dynamic, in vivo localization within the heterogeneous cellular milieu, its
fluorescence quenching upon intermolecular interactions, polarization response
and fluorescence resonance energy transfer. This chapter has assembled a funda-
mental understanding of the single-molecule fluorescence techniques: Fluores-
cence Correlation Spectroscopy and Förster’s Resonance Energy Transfer, and
their use in case studies to illustrate how these techniques have enhanced our
understanding of the mechanisms underlying protein folding and aggregation.
Due to their high sensitivity and specificity, these techniques are becoming
indispensable for the study of protein structure and conformational fluctuations.
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10.1 Introduction

A comprehensive understanding of the mechanism of how a polypeptide chain folds
into its three-dimensional functional form, or misfolds and assembles to form
non-native aggregates, or how folded as well as natively unfolded/intrinsically
disordered proteins (IDPs) transition between different conformational states (with
the dynamics ranging between nanoseconds and seconds) necessitates a detailed
exploration of the protein’s energy landscape—which is typically inaccessible to
classical ensemble time-averaging biophysical measurements. To circumvent the
said bottleneck, single-molecule techniques that allow detailed examination of
transient folding intermediates, heterogeneous sub-populations of misfolded or
sparsely populated aggregated species (whose input within ensemble measurements
may be lost) and rare events comprising short-lived structural species differing in
their equally rapid internal dynamics and orientation have been harnessed in study-
ing both ordered proteins and IDPs. Single-molecule techniques eliminate the
necessity of synchronization in the presence of other biomolecules both in vitro
and in vivo (Coelho et al. 2013) as well as are able to measure the kinetics between
different stochastic states in a non-equilibrium system. The experimental results
collected in the past few years highlight how achieving information on the smallest
possible sub-population within an ensemble at the highest possible temporal resolu-
tion has enabled a scrupulous understanding of the folding, conformational dynam-
ics and misfolding processes. In the case of IDPs (Uversky 2011; Sickmeier et al.
2007; Tompa 2002) in which the protein molecules can populate any given confor-
mation within the continuous range between ordered and disordered structural forms
(known as the disordered state ensemble, DSE, of the protein), (Bowler 2012)
temporal resolution and duration of observation are crucial as the rapid inter-
conversion dynamics of individual molecules might be lost to time averaging.
Single-molecule study of folded proteins as well as IDPs has yielded previously
unknown information about the folding landscapes, dynamics, multiple folding
pathways, transient intermediates, unfolded ensembles and assisted folding of
proteins.

Two major single-molecule spectroscopic techniques have enabled the dissection
of the intricacies of the protein-folding process. The first is force spectroscopy,
wherein mechanical unfolding of an ordered protein is achieved by towing it with
laser tweezers, magnetic tweezers or an atomic force microscope. This technique
provides insights about the energy landscape of the unfolding reaction coordinate
under mechanical force (Onoa et al. 2003). The second technique is single-molecule
fluorescence spectroscopy which allows the measurement of fluorescent signals
from individual molecules, their analysis, and acquisition of information about the
conformational dynamics involved in folding or aggregation/association of the
single protein molecule. This chapter shall focus on the use of the latter technique
on the in-depth understanding of protein folding, misfolding and association.

240 R. Chakraborty and K. Chattopadhyay



10.2 Single-Molecule Fluorescence as a Technique to Study
Protein Folding, Dynamics and Aggregation

The ‘fluorescence’ phenomenon was first reported to occur in quinine solutions
(Herschel 1851) and fluorspar (fluorite) (Brewster 1848). The process involves the
excitation of an electron by a photon (timescale of 10�15 s) after which it returns to
its ground state by dissipating the energy as light of longer wavelength/lower energy
(timescale of 10�8 s). This relaxation is reliant on environmental factors, and
properties of the emitted fluorescence (i.e., its wavelength, quantum efficiency,
lifetime) can be harnessed as reporters of the changes in the environment
surrounding the said fluorophore (Lakowicz 1999). The Jablonski diagram
represents pictorially the energy levels involved in absorption and fluorescence
(Fig. 10.1). The electronic ground state, first and second excited singlet states are
designated as S0, S1 and S2, respectively, while the thin horizontal lines represent
vibrational levels. Transitions between the levels are shown as vertical arrows:
straight ones depict radiative and curly ones show non-radiative transitions. At the
ground S0 state when an electron absorbs a photon, it promotes itself to an excited
state, S2, which is soon followed by a fast (timescale ~10�12 s) non-radiative
relaxation phenomenon accompanied by the release of heat, to the lowest vibrational
level of S1, in a process termed internal conversion (IC). From the S1 stage, the
excited molecule can either relax to the ground state by releasing a photon of higher
wavelength (via fluorescence, timescale 10�8 s), or it can emit the excitation energy
via internal conversion, without emitting a photon (IC, timescale ~10�8 s), or the
electrons can undergo a spin conversion to a triplet state (T1), via intersystem
crossing (ISC, timescale 10�8 to 10�3 s). This triplet state may subsequently
decay to S0 in a non-radiative way either via internal conversion or by emitting a
photon via phosphorescence, which involves a longer timescale than fluorescence as
it comprises a spin-forbidden transition.

In comparison to ensemble spectroscopic techniques which average over many
particles, single-molecule fluorescence spectroscopy can resolve and quantify
properties of individual protein conformers or their sub-populations which would

Fig. 10.1 The Jablonski
diagram: A, F, and P represent
photon absorption,
fluorescence and
phosphorescence emissions,
respectively. Singlet and
triplet states are indicated by S
and T, respectively. ISC
represents intersystem
crossing (Figure prepared
from Fig. 1 from Basak and
Chattopadhyay, PCCP 2014;
Reproduced by permission of
the PCCP Owner Societies)
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have been otherwise inaccessible within the energy landscape. The aim of this
chapter is to focus on fluorescence spectroscopy, which due to its sensitivity and
adaptability (Böhmer and Enderlein 2003), along with single-molecule Förster
resonance energy transfer (smFRET) (Ha et al. 1996), enables investigation of
inter-residue distances and conformational dynamics of individual protein
molecules, thereby providing information on their folding, misfolding, association
and function. Since the electrons reside in the excited state in S1 comparatively
longer (nanoseconds) than the excitation time frame (femtoseconds), the
non-radiative phenomena (which includes FRET) compete with the radiative process
of fluorescence. FRET is useful to study protein folding and association, and occurs
when an excited electron of the donor fluorophore (D) transfers its energy to a
second acceptor fluorophore (A), on condition that the emission spectrum of D and
the absorption spectrum of A overlap to a suitable extent and that the distance
between A and D is within of 2–10 nm. However, it is imperative to mention here
that the large size of organic fluorescent dyes (used for tagging protein molecules)
and their potential effects on the stability, folding and activity of the protein makes
prior thermodynamic and kinetic characterization and comparison (with their
unlabelled counterparts) of all the labelled species necessary.

10.2.1 Fluorescence Correlation Spectroscopy (FCS)

In principle, a process involving fluorescence intensity fluctuations can be quantified
by correlation analysis (Elson 2011; Frieden et al. 2002). A fluorescence correlation
spectroscopy experiment (Chattopadhyay et al. 2002, 2005) involves few protein
molecules (at nanomolar concentration), freely diffusing through a confocal obser-
vation volume of a few femtolitres (Fig. 10.2). Any fluorescence fluctuation arising
from the conformational dynamics, chemical reaction or association of the protein is
then deciphered into an autocorrelation function which is fit to a suitable model with
the intention of determining the translational diffusion time (τD) and diffusion
coefficient (D) of the protein or its complex/aggregate. At equilibrium, although
the average concentration of the protein species within the confocal volume remains
constant over time, the fluctuations which take place due to the diffusion of the
protein molecules or due to chemical kinetics can vary the fluorescence intensity.
This change can be observed from the correlation function, only if the conforma-
tional fluctuation rate (τR) is much faster than diffusion (τR < <τD). Notably, FCS
measurements carried out using a low concentration of the protein with only a few
molecules in the observation volume at a given point of time to avoid aggregation of
predisposed systems. This is an improvement over traditional NMR and SAXS
measurements using which the reported rH values for α-synuclein (αSyn) have
been shown to vary nearly twofold (Tashiro et al. 2008), possibly due to aggregation
or oligomerization of the protein in solution at high concentrations ranging between
30 and 800 μM, which are required for such experiments.
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The fluorescence intensity changes are quantified by auto-correlating the recorded
intensity signal with respect to time, leading to the average number of fluorescent
particles in the detection volume (N ) and their average diffusion time (τD) through
the volume. These fluctuations are mathematically expressed as the deviation of

Fig. 10.2 A schematic diagram depicting a typical FCS experiment. (a) Fluorescence intensity
fluctuations of the dye TMR are measured inside an observation volume of a few femtolitres. (b)
The autocorrelation function, data are fit to a simple diffusion model without any exponential
component (Eq. 10.1). (c) The goodness of the fit represented by the random residual distribution.
(d) The confocal volume with diffusion with TMR-tagged haeme–protein cytochrome c molecules
that show some conformational dynamics between an extended state, where the TMR (in red) and
its quencher haeme (black) are distant from each other, and a compact ‘dark’ state (where TMR and
haeme are close). (e) The correlation function obtained from this experiment could not be fit to the
simple diffusion model, resulting in (f), a non-random residual distribution. (g) a fit using two
components: diffusion and exponential (Eq. 10.2), which leads to random residual distribution.
(Figure adapted from Haldar et al., J. Biol. Chem., 2010) (Haldar et al. 2010.)
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instantaneous fluorescence intensity from the corresponding mean intensity over
time, as follows:

∂F tð Þ ¼ F tð Þ� < F tð Þ >
and are correlated with time by the temporal autocorrelation function as follows:

G τð Þ ¼ < δF tð Þ � δF t þ τð Þ >
< F tð Þ>2

For one component diffusion, the function expressed in the form of parameters is
as follows:

G τð Þ ¼ 1þ 1
N
� 1

1þ τ
τD

� �

 !

� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where τD is the average diffusion time of the fluorescently labelled protein, and
S defines the ratio of beam radius r0 to beam height z0 of the instrument. τD is related
to the diffusion coefficient (D) as per the equation:

τD ¼ ω2=4D

where ω is the size of the observation volume.
Additionally, the value of the hydrodynamic radius (rH) of the protein molecule/

complex/aggregate can be obtained from D using the Stokes�Einstein formalism:

D ¼ kT=6πηrH

The correlation function for a single component system with diffusion time τD
with an associated event of either a chemical reaction or conformational change
(A!B and B!A) with a relaxation time constant of τR can be described by
Eq. 10.2:

G τð Þ ¼
1� F þ Fexp � τ

τR

� �� �

N 1� Fð Þ � 1þ τ=τDð Þ � 1þ τ
ω2τD

� �0:5
" #�1

ð10:2Þ

The above equation assumes that one of the states (A or B) involving the
conformational change event is non-fluorescent (dark), and F (the amplitude of
relaxation time, τR) is the average fraction of this non-fluorescent conformer.
Equation 10.2 also assumes that A and B have the same diffusion time. The value
of τR can only be measured if the rate of a chemical reaction or the conformational
change event occurs significantly faster than the diffusion time of the protein
molecule (τR � τD). By monitoring the changes in τD or rH, with respect to
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environmental conditions, intermediates in protein folding, their oligomerization
(Rajagopalan et al. 2010) or aggregation can be observed.

10.2.2 Förster Resonance Energy Transfer (FRET)

SmFRET is based on the transfer of energy from an excited-state donor (D) to an
acceptor chromophore (A), separated by no more than 2–10 nm (Schuler and
Hofmann 2013), via non-radiative dipole–dipole coupling. Once excited by the
absorption of light, the donor undergoes various de-excitation pathways apart from
FRET, such as fluorescence (rate constant given by kf) as well as other non-radiative
decays (total rate constant represented asknr) so that the efficiency of energy transfer
by FRET is expressed as EFRET ¼ kFRET/(kf + kFRET + knr).

This efficiency is calculable in terms of the experimental observables such as
fluorescence lifetimes and fluorescence intensities of the donor molecule using the
following equations:

EFRET ¼ 1� τD0

τD

� �
and EFRET ¼ 1� FD0

FD

� �
respectively,

where τD0and τD are the donor fluorescence lifetimes in the presence and absence of
an acceptor, while FD0 and FD are the donor fluorescence intensities in the presence
and absence of an acceptor.

In case of smFRET, the transfer efficiency is expressed as the number of photons
collected from the acceptor and donor (nA and nD, respectively):

EFRET ¼ nA= nA þ γ
DnÞð

where γ is the correction factor between the quantum yields of the fluorophore and
the detection efficiency of the instrument.

From the FRET efficiency thus calculated, the distance between donor and
acceptor can be obtained, by using the following equation:

EFRET ¼ 1= 1þ r
R0

� �6
" #

ð10:3Þ

where R0 is the Forster distance at which the energy transfer efficiency is 50%,
theoretically calculable for a particular system of donor and acceptor.

By labelling two different loci on the same protein with the donor and acceptor
fluorophore, the measurement of ‘r’ (or rather its distribution over the ensemble of
conformers) is possible, which provides insight into the relative positioning of the
two sites within the protein, thus shedding light onto its structure. The structural
dynamics of the protein can also be studied from a variation of the FRET efficiency
over time. The same time-dependent study carried out on two interacting proteins by
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labelling one with the donor and the other with the acceptor, dynamics of the
interaction can be studied.

In an IDP ensemble, FRET experiments can separate signals from various
sub-populations of conformers, thus enabling the measurement of parameters of
each sub-population (Widengren et al. 2006). For example, in a confocal experiment
with pulsed excitation and four detection channels, the emission wavelength range
(either a donor or an acceptor photon), the polarization and the time of emission
relative to the excitation pulse are available for every detected photon. Therefore,
parameters like transfer efficiency, donor and acceptor fluorescence lifetimes, fluo-
rescence anisotropy required for accurate distance calculation can be obtained for
each burst of photons from a single molecule (Schuler and Hofmann 2013;
Sisamakis et al. 2010). Bursts from individual sub-populations can be grouped to
obtain their fluorescence decays in a detailed manner without interference from other
molecules/sub-populations. Therefore, apart from providing additional information,
observational difficulties such as limited rotational mobility of chromophores
(Hillger et al. 2008) or fluorescence quenching due to the complex formation
(Sisamakis et al. 2010) can also be identified for analysis.

10.3 Understanding the Particulars of Protein Folding
at Single-Molecule Detail

Thorough insights into protein folding entail understanding closely related questions
about the conformational thermodynamics determining a protein’s native three-
dimensional structure from its linear amino acid sequence, as well as its surrounding
environment. Unanswered queries pertaining to the kinetics, timescales,
mechanisms (whether assisted by interactions with ligands, molecular chaperones,
protein partners or small molecule osmolytes) and energy landscapes (shape and
contour: rugged versus smooth) of folding, as well as predicting the protein’s native
structure also require understanding (Dill et al. 2008). Further questions comprise
how the presence of thermodynamic states and intermediates, and which aspects of
their structural properties govern protein folding, as well as whether these
intermediates lead to the folded protein (on-pathway intermediates) or kinetically
trapped intermediates (off-pathway). Additionally, with respect to IDPs, the
structures (random coil versus residual structure), dynamics or fluctuations
(as well as the extent of fluctuations) in each thermodynamic state of the denatured
state ensemble need to be determined. Additional questions include the
characteristics of the energy barriers that exist in the folding transitions as well as
the kind of interactions, whether enthalpic or entropic, involved in protein folding.
The answers to these questions are much needed as they shall shed insight into de
novo protein design and enable strategies for combating protein misfolding diseases
(Basak and Chattopadhyay 2014).
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10.3.1 FCS Investigations of the Protein Folding Landscape

10.3.1.1 Unfolded State Conformers and Folding Intermediates of a
Non-amyloid-Forming b-Sheet Protein

The intestinal fatty acid-binding protein (IFABP, 15 kDa) is a classic example for
understanding the folding behaviour of β-sheet proteins due to its small size,
stability, lack of proline and cysteine residues and monomeric nature. It consists of
two β-sheets, each comprising five β-strands, along with a short helical region. The
protein binds ligands such as fatty acids, bile salts and retinoids within its central
cavity. Equilibrium unfolding transitions monitored by ensemble methods like
steady state fluorescence and CD measurements showed a typical two-state
unfolding. However, unfolding experiments using FCS in the presence of decreasing
pH show a compact intermediate portrayed by a small upsurge in the diffusion
coefficient around pH 3.5, before the protein completely unfolds at lower pH values
(Chattopadhyay et al. 2002). The acid unfolded state of the protein at a pH lower
than 3.5 shows a high diffusion coefficient but is not a random coil (Chattopadhyay
et al. 2002), while the intermediate at pH 3.5 has a strong helix-forming inclination
and is prone to aggregation (Sarkar-Banerjee et al. 2016). This helix formation
occurs due to the interaction of amino acids situated around the hydrophobic core
residues. Further structural reorganization triggered by distant contacts, steric
constraints of the hydrophobic side chains and unfavourable entropic costs leads
to the reorganization of the early contacts resulting in the formation of the
functional form.

The existence of the extended and compact conformers of the unfolded state of
IFABP has been studied previously using X-ray scattering, FRET and FCS (Ziv and
Haran 2009). Sarkar et al., using FCS supplemented with mutagenesis of key
residues (Sarkar and Chattopadhyay 2014), demonstrated that the early collapse
during the folding process of IFABP occurs as a result of hydrogen bonding (and is
not entirely a hydrophobic collapse) and is dependent on the protein sequence. The
unfolded state of IFABP contains some transient residual structure around the D-E
turn, indicating that these residues may initiate the folding following which forma-
tion of medium- and long-range contacts develops the overall secondary structure
(Ropson et al. 2006; Hodsdon and Frieden 2001). Similar studies demonstrating the
role of the backbone hydrogen bond formation during early collapse have been
observed elsewhere (Bowler 2012; Bolen and Rose 2008). Any change in the form
of an increase in the hydrophobicity in the D-E turn or in the loop region could lead
to the formation of misfolded contacts that could then potentially result in aggrega-
tion. These observations from FCS studies reveal the relatedness between an early
hydrophobic collapse, secondary structure formation, and misfolding-aggregation
all of which are crucial factors in determining the protein folding process. The study
of all these events at a single-molecule resolution enables a comprehensive under-
standing of three-dimensional protein folding.
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10.3.1.2 Unfolded State Conformation and Early Folding Kinetics
of the a-Helical Ordered Protein Cytochrome c

Furthermore, FCS has also unravelled the presence of an intermediate formed within
the unfolding pathway of bovine serum albumin (BSA), a predominantly helical
protein (Ghosh et al. 2009), whose unfolding transition monitored by ensemble
measurements (far-UV CD and tryptophan fluorescence) could only be fit to
two-state models. This intermediate state is formed at a low urea concentration
before the complete unfolding of the secondary structure occurs at a higher concen-
tration of urea (Ghosh et al. 2009). Interestingly, this intermediate is a precursor of
aggregation and does not form in the presence of arginine, which is an inhibitor of
aggregation (Arakawa et al. 2007a, b) and protein self-association (Ropson and
Frieden 1992; Basak and Chattopadhyay 2013; Chattopadhyay et al. 2002).

Arginine, among other osmolytes, has been shown using FCS, to cause the
compaction of unfolded conformations of proteins, as it is a potent stabilizer for
improving the yield of proteins during refolding (Haldar et al. 2010). An understand-
ing of the conformation and dynamics of unfolded and early-stage intermediate
states of a protein enables deciphering of its mechanism of aggregation which in
turn can aid in the design of potent inhibitor molecules. The helical protein cyto-
chrome c from Saccharomyces cerevisiae (y-cytc) has been studied at single molec-
ular resolution using FCS with ease as the presence of the haeme cofactor coupled
with an extrinsically attached dye constitutes a fluorescence resonance energy
transfer pair, which can indicate the dynamics of individual protein molecules.
Furthermore, the role of the protein stabilizers such as sucrose, sodium chloride,
proline and arginine on the conformation of the unfolded state and the kinetics early-
stage folding of y-cytc was studied. The results showed that arginine stabilizes a
condensed form of the unfolded protein. During the urea-induced unfolding of
TMR-cytc in the presence and absence of arginine, the authors were able to show
that a high arginine concentration caused the formation of a partially folded interme-
diate. Such a phenomenon is not observed for the other stabilizers under study,
namely sucrose, sodium chloride and proline. The hydrodynamic radius (rH) was
found to increase in a two-state form when y-cytc is unfolded by urea. Moreover,
arginine and other stabilizers led to the formation of a comparatively structured
conformation of the unfolded state (with an rH of 29 Å). An extended conformer
with an rH of 40 Å is formed in the absence of such stabilizers.

In order to study the folding and function of cytochrome c within living cells, the
effect of the crowded cellular milieu was replicated using synthetic crowding media
after which the protein was studied using FCS. Under native conditions in aqueous
buffer, y-cytc is populated by an expanded conformer in equilibrium with a compact
conformer. The crowding medium (ficoll/dextran) could modify this equilibrium
between the compact and expanded forms, causing an increase in the formation of
the compact conformer population resulting in the decrease in peroxidase activity of
y-cytc (as compaction of the protein causes a decrease in haeme-surrounding solvent
exposure, which is the main causative agent of peroxidase activity). Interestingly,
urea-induced protein stability measurements show that compaction due to crowding
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agents destabilizes y-cytc due to electrostatic repulsions between similarly charged
clusters located on the protein (Paul et al. 2016).

10.4 Understanding the Workings of Protein Misfolding
and Aggregation at Single-Molecule Resolution

The aggregation of proteins is believed to be dependent on the sequence of a protein
and therefore it competes with native folding (Jaenicke 1995). Self-association of
monomers which either have their native conformations or are partially denatured or
misfolded leads to oligomerization. Such oligomers are of various sizes, shapes and
have varying extents of hydrophobic exposure or cytotoxicity. These, in turn,
append to form larger aggregates, which may be either amorphous or ordered such
as amyloid fibrils (Eichner and Radford 2011). In order to understand the
technicalities of the aggregation process, (1) identification and characterization of
the different structural species formed during the various stages of aggregation,
(2) elucidation of the various pathways through which these different species
aggregate through the formation of stable and metastable intermediates (3) and an
understanding of the effects of protein modifications (Ellis et al. 2012) and mutations
(Baskakov et al. 2005), co-factors, additives and co-solvents on the aggregation
pathways are essential.

The structural features of the species within an aggregation pathway influence
properties like protease resistance, solubility, protein–protein as well as membrane
association, all of which may influence their membrane pore formation and cytotox-
icity (Kagan 2012; Olzscha et al. 2011). Other characteristics of the oligomers
governed by their structure include the rate of their dissociation from or association
into higher-order aggregates, their localization within a cell (Winkler et al. 2010),
and ability to be trafficked between cells (Goedert et al. 2010), which impacts the
prion-like disease propagation observed in many misfolding diseases (Aguzzi and
Rajendran 2009; Grad et al. 2011; Stohr et al. 2012). Mapping the pathways that link
the aggregation states enables identification of the rate-limiting steps that are crucial
for understanding the aggregation mechanism of the protein (Roberts 2007). Due to
the heterogeneity and intricacy of the aggregation landscape, different species from
different stages/competing pathways of aggregation may populate the landscape
simultaneously (Kodali and Wetzel 2007). Consequently, the properties of an
aggregating protein are determined by the ensemble of its aggregated forms whose
composition varies temporally. Importantly, in aggregated systems, if the relative
concentration of the cytotoxic aggregate species is low, ensemble biophysical
methods cannot detect their presence in the aggregate ensemble.

The typical practices used to observe protein folding when used for analysing the
process of aggregation (Nilsson 2004; Dobson 2004) cause an averaging of the
collection of the different states present in the sample at a given time. Such averaging
challenges the interpretation because key conformations that form rarely or briefly
may be undetected. Single-molecule approaches monitor molecules individually
such that the effects of ensemble averaging are circumvented. Both
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sub-populations and rare events/conformers can be detected directly, as well as
solitary molecules can be pursued temporally, due to which the whole network of
intermediate states and their conversion time points can be mapped. In the following
section, we shall focus on the use of single-molecule fluorescence spectroscopy to
delve deeper into the processes and intermediates formed during aggregation.

10.4.1 Single-Molecule Investigations of the Protein
Misfolding-Aggregation Landscape

10.4.1.1 Early-Stage Intra-Molecular Collapse and Subsequent
Intermolecular Binding and Folding or Aggregation of the IDP
aSyn

The monomers of the IDP αSyn misfold and coalesce to form ordered cross β-sheet
amyloid fibrils which assemble as cytosolic plaques within the dopaminergic
neurons in the mid-brain of persons suffering from the neurodegenerative disorder
Parkinson’s disease (Chakraborty et al. 2019; Spillantini et al. 1997). The disordered
state ensemble (DSE) (Bowler 2012) of αSyn undergoes several structural
reorganizations while folding through the formation of an early-stage collapsed
state (Morar et al. 2001) followed by either the folded form or misfolded aggregates,
all of which depend upon solvent conditions. Single-molecule fluorescence spec-
troscopy has been employed for probing such self-association and intermolecular
interactions of αSyn. Due to its role in neurodegenerative disorders, αSyn and its
interactions with lipids and membrane mimetics (Ferreon et al. 2010; Trexler and
Rhoades 2013; Drescher et al. 2012) are being widely studied using single-molecule
techniques. Using a combination of FRET and FCS (Basak et al. 2015), the effects of
the membrane-mimetic sodium dodecyl sulphate (SDS) on the structural transitions
between an intra-chain collapsed form, which occurs at a very low concentration
(lesser than the critical micellar concentration, CMC) of SDS, and inter-chain
aggregate at a concentration close to the CMC of SDS were studied at single-
molecule resolution (Fig. 10.3). At a concentration above the CMC (of ~1 mM),
αSyn was shown to bind to the SDS micelles in a broken helix conformation, while
at higher concentrations of SDS, characterized by cylindrical micelles or extended
bilayers of SDS, an extended conformation of αSyn was formed, which resembled
the form of αSyn bound to vesicles (Ferreon et al. 2009; Veldhuis et al. 2009). Thus,
it is the concentration of SDS and its state of assembly that dominates the confor-
mational distribution of the IDP αSyn.

The extent of early-stage compaction/collapse has been found to correlate with
later-stage aggregation. In a related report, it was studied using FRET and FCS that
the conformers of αSyn switch between a broken/kinked helix (i.e. a helix turn helix
structure) and an extended helix depending upon the concentration as well as
curvature of the binding membrane (micelles versus bilayers) (Ferreon et al.
2009). It was also observed that when αSyn binds to lipid vesicles containing a
lesser percentage of negatively charged lipids (this composition is similar to
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biological membranes), it forms an extended helix, implying that the two-folded
structures (broken and extended) are tuneable by differing the membrane properties.

The inherent heterogeneity of folding-misfolding-aggregation landscape of αSyn
and the short-lived nature of the early-stage intermediates/oligomers complicate the
development of a successful therapeutic intervention. The role of co-solvents on the
compaction-aggregation of αSyn was investigated recently by Ghosh et al.
(Fig. 10.4). An inhibitor of aggregation, arginine, was shown to delay the late events
of amyloid fibril formation, by binding to the protein and forming a nearly compact
state (Ghosh et al. 2018). In contrast, glutamate, which is a facilitator of aggregation,
was found to be completely excluded from the surface of the protein and initiate and
hasten the process of aggregation. These opposing effects of the inhibitor and
facilitator were additive, and together they were shown to maintain a ratio by
which they could cancel out each other’s effect at the different stages of αSyn
aggregation.

Fig. 10.3 αSyn folding induced by interaction with the lipid membrane-mimic SDS. (a) In the
presence of a very high concentration of SDS (450 mM), low FRET efficiency (EFRET) is
observed, as an extended helical structure bound to cylindrical micelles is formed, represented as
Fm. (b) Subsequent addition of co-surfactant hexanol transforms the spherical micelles (concentra-
tion 50 mM) into flat bilayers, which induces a protein conformational switch from the high-EFRET
spherical micelle-bound Im form (red curve) to the low-EFRET bilayer-bound Fm species (blue
curve; overlaid histogram; thin lines: Gaussian fit to data; bold lines: fitted peaks for indicated
conformations). Figure prepared from figure 3 of Ferreon et al. Proc. Natl. Acad. Sci. USA, 2009
(Ferreon et al. 2009)
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10.4.1.2 Use of smFRET to Characterize the Early-Stage Oligomer
Formation of aSyn

Cremades et al. (2012) established a single-molecule fluorescence technique that
enables the exhaustive characterization of the oligomerization process of αSyn
(Fig. 10.5). In this method, a mixture of αSyn labelled with either AlexaFluor
488 or AlexaFluor 594 is incubated under aggregation-inducing conditions, after
which at regular time points, aliquots are diluted for detection. The oligomers
comprise both AlexaFluor 488 and AlexaFluor 594 labelled monomers and give
rise to a simultaneous burst of fluorescence intensity in both AlexaFluor 488 and
AlexaFluor 594 channels. As the two dyes are a FRET pair, the oligomer fluores-
cence intensities can be used to estimate oligomer size in addition to FRET effi-
ciency. The group has also supplemented fast-flow microfluidic techniques to the
single-molecule fluorescence technique to increase the rate of data acquisition. They
identified an important slow-conversion step from the initially formed oligomers
(type-A), which possessed low FRET efficiency, high sensitivity to proteinase K
digestion and low toxicity into the more compact oligomers (type-B) that displayed
higher FRET efficiency values, a higher resistance to proteolysis, presence of a beta-
sheet folding core and high cytotoxicity.

10.4.1.3 Insights into the Function and Aggregation of the IDP Tau
Obtained from FCS and FRET Studies

Tau, a highly dynamic microtubule-associated IDP, possesses significant functions
in regulating the dynamic instability of microtubules within the neuronal axons.
Neurodegenerative diseases such as Alzheimer’s disease caused by tau are
characterized by the loss of its native function as well as its aggregation (Lee et al.

Fig. 10.4 Mechanistic outline of the effect of arginine and glutamate on the αSyn aggregation
landscape (Figure created from figure 9 from Ghosh et al., Sci. Rep., 2018) (Ghosh et al. 2018)
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2001). An early ensemble FRET study (Jeganathan et al. 2006) reported Tau to form
a compacted folded structure with long-range contacts connecting its N- and
C-termini, as well as to contain a function-related microtubule binding domain
(MTBD) even in its globally disordered native state, from which the authors
surmised a ‘paper-clip’-like structure for tau. Recent investigations (Elbaum-
Garfinkle and Rhoades 2012) have since recognized individual domains within tau
using smFRET. In an important study, the conformational changes caused due to
heparin-induced aggregation and tubulin-induced tau function have been studied
using FCS and FRET (Melo et al. 2017). These techniques have been of specific use
as the critical initial stages of the processes of tau aggregation and folding are
masked by the averaging effect of ensemble measurements. Tau binding to heparin
displayed a cooperative shift to a distinct conformation, characterized by an overall
surge in protein dimension, along with the microtubule binding domain (MTBD),

Fig. 10.5 (a) Kinetics of αSyn fibrillation; oligomeric species highlighted with red circles. (b)
Schematic representation of the smFRET setup. (c) Schematic description of the experimental
protocol: fluorescent bursts in both channels indicate the presence of FRET-positive oligomeric
species (asterisks). Non coincident bursts are attributed to monomers and are much less bright. (d)
Comparison between the kinetics of oligomer formation under bulk conditions obtained by quanti-
tative SEC analysis (red circles) and smFRET experiments (the concentrations from single-
molecule experiments have been extrapolated to bulk conditions (grey squares)).
Figure reproduced from Figure 1 of Cremades et al., Cell, 2012 (Cremades et al. 2012)
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which forms the functional core of the fibrils, exhibiting a two-state transition to a
compact state.

10.5 Future Perspectives

Research using single-molecule techniques is harnessed to provide an understanding
of the protein folding problem, as well as comprehend in detail, misfolding and
aggregation specifics, which is imperative for deciphering their link to human
disease, and developing therapeutics against them. From these studies, the generic
principle of protein folding that occurs via an initial hydrophobic/backbone-based
collapse followed by secondary structure formation has emerged. It is now believed
that the fluctuation of a protein molecule between folding and misfolding/aggrega-
tion is dependent on its sequence, as well as solution conditions, presence of
co-factors and cellular stress. Although techniques such as microscopy (including
cryo-electron microscopy) can provide a visualization of the different structural
states of a protein, single-molecule techniques have an advantage as they can
illuminate the connecting pathways between these states. The development of
correlations between the biophysical observations of such conformers and their
disease-causing characteristics (including membrane ion-channel formation propen-
sity and neuronal death) could be a future undertaking. Single molecule of protein
folding/aggregation landscapes can also reveal a common phenomenon by which
oligomers are formed and how they inflict toxicity on cells. The use of such
knowledge can then be utilized to rationally strategize therapies against these
disease-inducing pharmacological targets.

Researchers are combining microfluidics with single-molecule FRET
measurements (Lemke et al. 2009; Pfeil et al. 2009) which has resulted in improved
detection, a reduced amount of photo bleaching and increased fluorophore bright-
ness. Superior detection of ultra-fast biomolecular dynamics in the μs timescale is
much needed to study proteins, which fold near the folding speed limit (Bryngelson
et al. 1995). Rapid and high-resolution analyses of folding landscapes can enable a
much-needed exploration of the transition region of folding. Development of
methods for performing three- and multi-colour FRET measurements (Gambin and
Deniz 2010; Sisamakis et al. 2010) permits the understanding of correlated confor-
mational changes in large multi-domain protein complexes and protein–protein
interactions.

Another important future area of protein folding research comprises studying the
in-cell folding and aggregation behaviour of proteins, which is otherwise difficult to
probe by two-component in vitro systems. Development in the studies of
co-translational folding has provided a technique to explore the workings of in-cell
protein folding. Complex characteristics of the kinetics and thermodynamics of IDPs
that fold upon binding with model membranes are also being unravelled by single-
molecule techniques.

254 R. Chakraborty and K. Chattopadhyay



10.6 Conclusions

Biomolecules are characterized by multiple metastable states that are involved in
complex inter-conversions within an active milieu. In ensemble fluorescence
measurements, individual properties of such inter-converting molecules remain
concealed due to collective averaging. Single-molecule techniques, on the other
hand, allow the detection of emission from individual molecules (rather than statis-
tical averaging) so as to identify hidden heterogeneity within a system. Thus, the
characteristics of rare intermediate conformers, differences in reaction pathways,
accurate distance measurements between two chromophores within the same mole-
cule, etc., become tangible when studied by single-molecule experiments. Such
experiments utilize a minimal detection volume to record fluorescence bursts of
discrete molecules at very diluted conditions within the femtolitre observation
volume, thereby increasing the signal-to-noise ratio. Developments over the years,
in experimental and computational techniques, include improvements in sensitivity
and speed of detectors, stability and efficacy of illumination sources and probes
which aided the established of single-molecule fluorescence as a mainstream bio-
physical tool to detect molecules or manipulate them. A wide range of properties of
the emission from the fluorophore are now being obtained, such as polarization,
spectrum, degree of energy transfer, and spatial position. The time dependence of
each parameter harvests information about the excited-state lifetimes, photochemis-
try, local environmental fluctuations and biological activity of the protein. This
chapter aims to provide the reader with a basic understanding of the principles
governing single-molecule fluorescence-based techniques, and applications aimed
to answer biochemical questions underlying protein folding, dynamics, and func-
tion/disease, using both α-helical and β-sheet-rich proteins, as well as aggregation-
prone IDPs as examples, thus appealing to the reader to further pursue the literature
references linked to the examples discussed.
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Abstract

A protein must fold into a three-dimensional structure and maintain its tertiary/
quaternary structure for proper function. To control all the vital cellular activities,
a protein must fold in a definite manner. Folding of protein is a quite complex
phenomenon and is susceptible to errors resulting in a misfolded protein which
can be lethal. There are a large number of neurodegenerative diseases such as
Alzheimer’s disease (AD), Parkinson’s disease (PD), Huntington’ disease (HD),
Creutzfeldt–Jakob’s disease, Cystic fibrosis, Gaucher’s disease, prions disease,
polyglutamine disease (PGD), and many other diseases caused due to the
misfolded proteins. The mutation may cause protein misfolding and allow non-
functional protein to accumulate and form amyloids. As a result, the pathological
condition is fundamentally rooted. Molecular chaperones and ubiquitin protease
system are the two main structures that perform crucial role in cellular function
and survival. These two protein quality control systems specify and target the
misfolded protein to a degradation pathway. If this system fails, an error in
folding occurs leading to life-threatening diseases.
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11.1 Introduction

Life relies upon the functioning of proteins, which depends on getting the correct
folding of proteins. Proteins play many roles inside living cells including replication
of genetic material, catalyzing metabolic reactions, cellular structure maintenance,
cellular signaling, immune responses, cell adhesion, cell cycle, stimulus response,
and in the transportation of molecules from one place to another. The unique
conformation of a protein involves folding of its polypeptide chain in a characteristic
three-dimensional structure.

Misfolding of proteins may occur due to various reasons such as improper
posttranslational modifications, unfavorable environmental conditions, various
kinds of mutations, oxidative stress, and error in trafficking (Uversky 2014).
Aggregates of proteins are the consequences of misfolded polypeptides that distract
from the regulatory points which are chaperones, heat shock proteins (HSP90,
HSP70, etc.), and proteasome system. Protein aggregation is a slow phenomenon,
early diagnosis of an individual that neurodegenerative disease will occur later in life
is critical. Aggregations of misfolded proteins affect neuronal connectivity and
plasticity and regulate cell death signaling pathways, which indicate many neurode-
generative diseases (Bence et al. 2001; Muchowski and Wacker 2005).

11.1.1 Basic Structure of Proteins

α-Carboxyl group (–COOH) of an amino acid joins with the α-amino group (–NH2)
of another amino acid to form a peptide bond (CO–NH) bridge. Proteins are formed
by the polymerization of amino acids through peptide linkage; a dipeptide is formed
by the combination of two amino acids; three and four amino acids form tripeptide
and tetrapeptide, respectively, and over four amino acids combine and form an
oligopeptide; a combination of 10–50 amino acids is called as a polypeptide.

11.1.2 Primary Structure Regulates Functional and Biological
Activity of Protein

The specific primary structure of a protein will spontaneously form its natural three-
dimensional conformations or structure. A higher level of an organization depends
on the basic primary structure of the protein (Anfinsen’s dogma). A three-
dimensional structure of a functional protein also determines its biological function.
This structural conformation provides and maintains the functional characteristics of
a protein. In the three-dimensional structure of proteins, the hydrophilic polar
charged residues are seen on the outer surface, and the non-polar hydrophobic
residues remain inside, out of contact with water. A single amino acid change, i.e.,
mutation in the linear sequence, may have profound biological effects on the
function, e.g., in normal hemoglobin (HbA); the sixth amino acid in the β-chain is
glutamic acid which is replaced by valine in sickle cell anemia (HbS).
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11.2 Protein Folding

For the maintenance of proteome integrity and health of a cell, all the processes
should be in a proper way such as protein synthesis, folding and degradation, and the
formation of a particular protein should be sharply regulated. Protein folding is a
physical phenomenon by which a polypeptide chain folds into distinguished and
functional three-dimensional conformation and ultimately forms a random coiled
structure with a low-energy state.

The protein folding is a difficult and potentially perilous phenomenon (Luheshi
et al. 2008). Folding of a protein in a cell involves sequenced and ordered pathways.
With the continuation of the folding of a peptide, secondary structures are formed by
the combination of hydrophobic groups together with the release of one molecule of
water, i.e., exhibiting hydrophobic effect. Thus, the secondary structure is formed
with other additional events, and then the tertiary structure is stabilized. In this
manner, each substituent of secondary or super-secondary structure facilitates proper
folding by directing the folding phenomenon toward the native structure of proteins
(Fig. 11.1). Proteins fold into their active native state when they are released from the
ribosome and also when they repeatedly unfold and refold during their lifetime (Bai
et al. 1995; Bai and Englander 1996).

11.3 Protein Quality Control System (Assisted Folding)

The protein quality control (PQC) system organizes the proper folding of proteins.
This PQC system eliminates misfolded and damaged proteins and prevents aggrega-
tion of proteins before they may exert toxic effects. The major constituents of a

Fig. 11.1 Protein folding and misfolding. After translational process the polypeptide chain is
released from ribosome moiety, folding of the polypeptide chain occurs and it can either form
proper native conformation of protein or get misfolded and form aggregates

11 Protein Misfolding and Neurodegenerative Diseases 261



quality control system comprise molecular chaperones, ubiquitin-proteasome system
(UPS), heat shock proteins (HSPs), and the unfolded protein response (UPR). These
constituents of protein homeostasis or PQC system recognize misfolded or damaged
proteins. Cells use this control system with auxiliary proteins to facilitate folding and
direct it toward a productive and accurate conclusion. The proteins of the PQC
system are as follows.

11.3.1 Chaperones

The chaperones represent a highly complex and modular molecular system.
Chaperones act by protecting the hydrophobic residues of amino acids that are
exposed in their non-native state but are hidden in their native conformation.
Chaperones collaborate with the organized phenomenon of protein degradation
and help them degrade in a distinct manner. Different chaperones escort the nascent
polypeptide chain on the ribosomes at the translation process and their proper
folding to escape protein from misfolding and aggregation. Some particular proteins
of chaperones also function in the endoplasmic reticulum (ER) such as BiP,
calnexin, calreticulin, and ERp 57, and identify misfolded or abnormal proteins
and assist them holding in the ER, permitting particularly properly folded proteins to
get the cytoplasm (Swanton et al. 2003). Chaperones are often activated by toxic
chemicals, heat shock, oxidative stress, or inflammation (Garrido et al. 2001).
During aging, the reason for the decrease in the protein folding process might be
the improper balance between chaperone proteins and activity in neurons (Castro
et al. 2018).

11.3.2 Heat Shock Proteins

Heat shock proteins (HSPs) are such types of proteins that are created by cells
against stressful conditions. Many HSP proteins function as chaperone by stabilizing
nascent proteins to ensure proper folding or by assisting them to refold that are
destroyed using cellular stress. Heat shock proteins are categorized according to their
molecular weight. According to their size, HSP40, HSP60, HSP70, and HSP90 are
the categories of heat shock proteins on the order of 40, 60, 70, and 90 kDa,
respectively.

In eukaryotes, HSP90 being a requisite protein is a crucial controller of the
protein folding phenomenon in the cell (Jackson 2013). In a cell, Hsp90 combines
with various substitute proteins, known as clients. HSP90 facilitates proper matura-
tion, activation, and degradation of these HSP clients. Almost all the HSP90 clients,
such as tau, kinases, synuclein, huntingtin, transcription factors, steroid hormone
receptors, and E3 ubiquitin ligases, are unsimilar in their structure (Picard 2002;
Shelton et al. 2017; Daturpalli et al. 2013; He et al. 2017; Hahn 2009). These
proteins control different cellular processes including folding, degradation, cellular
differentiation, cell growth, chromatin remodeling, and trafficking (Jackson 2013).
The structure of the HSP70 system is shown in Fig. 11.2.
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11.3.2.1 Role as Chaperones
Various heat shock proteins function as intracellular chaperones. These HSP
proteins are engaged in activities like protein–protein interactions such as folding
and helping in the proper protein structure formation and eradicate the unwanted
protein aggregation. Within the cell, HSPs also take part in transporting proteins
across membranes. HSP40 transfers a nascent amino acid chain (unfolded) to
HSP70, which takes the amino acid and facilitate its folding into an organized
functional structure and then releases it. HSP60 grabs a nascent amino acid chain
that has vanished its original structure and holds it. Chemical interactions in the
protein structural conformation give the protein its accurately folded shape. HSP90
receives folded proteins from other chaperone clients and merges them into a large
structure of a protein, e.g., a cellular receptor.

11.3.3 Proteasomes

Proteasomes are proteins that regulate the amount of particularly targeted proteins
and degrade misfolded proteins. Proteins that are decided to degrade, tagged with a
small protein called ubiquitin. Proteasome put an end to thousands of short-lived,
damaged, misfolded, or otherwise obsolete proteins and perform an important role in
protein quality control and other vital processes in the cell. It requires ATP for

Fig. 11.2 HSP70 system, the structure of HSP 70: it contains an N terminal ATPase domain that
binds with ATP and hydrolyses ATP to ADP and other sites of substrate-binding domain, contains
β-sheet sub-domain which encloses the peptide backbone of the substrate. C-terminal domain,
which is an α-helical structure, functions as a lid for the substrate-binding domain. When an HSP
70 protein binds with ATP, the lid gets open and peptides are bound and released rapidly. When an
HSP 70 protein binds with ADP, the lid gets closed and peptides bind tightly with the substrate-
binding domain.
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metabolic energy needs. It is hollow and has openings at both sides for the entry of
the protein to be processed and digested (Fig. 11.3). A human cell has about 30,000
proteasomes. This barrel-shaped structure can degrade practically all proteins to 7- to
9-amino-acid-long peptides.

The proteasome degrades undesirable cellular proteins by UPS, a multi-catalytic
proteinase system. If a protein is not folded into its native conformation, then the
chaperones trigger the misfolded proteins to be degraded or refolded with the help of
the ubiquitin-proteasome pathway to avoid the formation of damaging or abnormal
proteins. A misfolded polypeptide requires a multistep pathway for degradation and
gets attach covalently with ubiquitin monomers. E1 or ubiquitin-activating enzyme
activates the ubiquitin then transfers it to ubiquitin-conjugating enzyme, i.e., E2.
Ultimately, enzyme ubiquitin ligase (E3) covalently combines ubiquitin with the
protein. Thus, this sequence forms a polyubiquitin chain and targets the misfolded
polypeptide chain to the proteasome for degradation (Glickman and Ciechanover
2002). This advance system of chaperones and units of the ubiquitin-proteasome
system creates the most efficient cytosolic PQC system.

11.4 Mechanism and Intermediates in Protein Misfolding
and Aggregation

Under stressful conditions such as high temperature, toxic chemicals or other factors,
proteins mostly lost their identity in the cell. These factors may cause the misfolding
of proteins and aggregates are formed (Ciechanover and Kwon 2015). These
aggregates make an exertion on the cell since it causes major default regulation in

Fig. 11.3 Structure of a proteasome. A schematic diagram of a proteasome: it has a core particle
(20S subunit) containing alpha and beta subunit and regulatory particles (19S regulatory subunit)
consisting of the base and lid subcomplexes
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the metabolism of the cell (Cuanalo-Contreras et al. 2013). Protein misfolding,
oligomerization, and aggregation are the main pathological abnormalities responsi-
ble to cause disease. Neurodegenerative diseases that debilitate our aging population,
most prominently are AD, PD, amyotrophic lateral sclerosis, Huntington’s disease,
dementia with Lewy bodies, prion diseases, spinocerebellar ataxias, frontotemporal
dementia, corticobasal degeneration, chronic traumatic encephalopathy and multiple
system atrophy, type II diabetes, some types of cardiac diseases and cancer.

On the pathological basis, these diseases can be classified into two groups: loss of
function and toxic gain of function. Improper protein functioning caused due to
mutations may alter protein stability (forms a metastable protein) and cause degra-
dation, as in cystic fibrosis and other metabolic defects comprise loss-of-function
group (Sahni et al. 2015). The second group, i.e., toxic gain-of-function includes
metastable proteins that aggregate and cause cellular toxicity.

11.4.1 Mechanism of Protein Misfolding

First, chaperones are expressed when a misfolding in protein is generated. This
response of proteins or chaperones is named as the unfolded UPR in the endoplasmic
reticulum (ER), whereas this response is known as the heat shock response (HSR) in
the nucleus and cytosol. These responses are characterized as emergency responses
to these stressful conditions; small alterations in protein homeostasis are addressed
by these systems and play an important role in facilitating protein folding at the
accurate place and help them to regain their accurate structure (Hartl et al. 2011).
When it is confirmed that a misfolded protein is not to refold, then the PQC system,
i.e., the proteasome, autophagy, and ER-associated degradation (ERAD) prohibited
to correct and degrade these misfolded proteins (Nedelsky et al. 2008; Smith et al.
2011; Varshavsky 2012). Improper functioning in any of these pathways ultimately
causes protein misfolding disease or neurodegenerative disease. Recent studies have
shown that modulation of autophagy can be used for the treatment of amyloid
diseases (Mputhia et al. 2019; Tripathi et al. 2019).

11.4.1.1 Aggregate Formation
In a cell, oligomers and aggregates are being formed when a maximum amount of
misfolded protein is reached. These aggregated proteins ultimately form an amyloid-
like structure, which eventually causes neurodegenerative disorders and cell death
(Berke and Paulson 2003). The chief function of molecular chaperones is to assist
folding by protecting the protein from misfolding, which may lead to aggregation.
An α-helical structure is degraded and the simultaneous stabilization of β-sheets
leads to the formation of an aggregate. Hydrophobic amino acid residues remain
exposed in misfolded proteins and aggregate is formed having β-sheets. Most
aggregates are amorphous in nature.
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11.4.2 HSP70s and HSP40s in Protein Misfolding Diseases

HSP70s forms the largest fraction (27%) in the protein quality control system. The
next frequently identified family is HSP40s (23%). HSP70s perform a basic quality
control system and maintain functions of cells such as accurate folding of nascent
polypeptides to avoid misfolding and aggregation. HSP70s prevent abnormal
protein–protein interactions through the various cycles of ATP-binding and
hydrolysis.

ATP-bounded HSP70 protein interacts with an unfolded amino acid chain. A
more stable interaction is formed between the ADP-bound form of HSP70 and its
substrate protein with the conversion of ATP to ADP. Then HSP70 releases this
substrate protein (Mayer and Bukau 2005; Mayer 2013). In this manner, HSP70s
play an important role in proteome maintenance and integrity for the stabilization of
the native structure of a particular protein (Fig. 11.4).

HSP40, as co-chaperone, also performs an important role in the HSP70-HSP40
complex by activating ATP hydrolysis of HSP70 (Kampinga and Craig 2010;
Kakkar et al. 2014) (Fig. 11.4). Any alteration in the function of HSP40 could
change the folding capacity and HSP70 client specificity results in risk for the

Fig. 11.4 HSP70 cycle. HSP40 ties to an amino acid chain or polypeptide chain (1) and joined
with HSP70. (2) The HSP70 that is bounded with ATP communicates with an unfolded polypeptide
chain through its substrate-binding domain (SBD). A progressively steady connection is formed
between ADP-bound type of HSP70 and polypeptide after the hydrolysis of ATP to ADP
invigorated with HSP40. (3) HSP70 interfaces with a nucleotide trade factor (NEF) and complex
of the polypeptide is formed (4) It permits the conversion of ATP to ADP. (5) Detachment of both
polypeptide and NEF from HSP70 takes place. On the other hand, if the polypeptide is not
appropriately folded, the HSP70 cycle gets repeated
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cellular proteostasis (Heldens et al. 2010) (Fig. 11.5). HSP40 proteins do not
represent such a high state of conservation as in HSP70s. All HSP40s exhibit a
70-amino-acid motif, a J domain, that combines with HSP70s and activate ATPase
enzyme (Kampinga and Craig 2010).

From 19 chaperone members, 32% of members are of the sHSP family which is
also ATP-dependent. sHSPs are large and dynamic oligomers that attach with
partially unfolded proteins. These sHSPs facilitate the binding and release of sub-
strate protein without utilizing ATP (Bakthisaran et al. 2015). sHSPs forms a barrier
to prevent abnormal protein interactions. In humans, about 10sHSP family members
are known.

Fig. 11.5 Modification activities of HSP proteins in native and misfolding polypeptide. Both
HSP70s and HSP40s together perform quality control process and assist folding process. (a)
Misfolded proteins are refolded; (b) misfolding is arrested; (c) advancing proper folding; (d)
misfolded polypeptides are degraded; (e) degradation of misfolded proteins through UPS and
autophagy-lysosome pathway forming native conformation. (f) Toxic aggregates are sequestered
and cells are protected by sHSPs
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11.4.3 Energy Landscape in Protein Folding and Misfolding

Proteins consist of a specific and vast arrangement of folding at the interior sites that
combine and form a thermodynamically stable three-dimensional structure, and for
most of the proteins, free-energy gain of approximately �3 to �7 kcal mol�1 is
needed for the proper folding of a protein compared to misfolded forms (Lindquist
and Kelly 2011; Tripathi 2013). A certain order of reactions occurs between residues
for the first step, i.e., nucleation condensation process that accelerates the folding
process through various transition states indicated by interatomic interactions which
also remains in the native structure of the protein (Fersht and Daggett 2002; Mayor
et al. 2003). The free energy of a protein is determined based on its conformation and
interactions present between the amino acid residues (Fig. 11.6). Small alterations in
the polypeptide chain may deviate from the surface of the landscape, leading to the
formation of new minimum free energy which ultimately results in a misfolded
protein, prone to aggregation.

Local minimum energy is raised by the amino acid substitutions in its native state,
thus forming the stabilization of structure more cumbersome, which increases the
possibility of misfolding of protein and may cause aggregation. In the PQC system,
molecular chaperones participate in the rearrangement of these structures by the
formation of interactions with other proteins or by exposure of hydrophobic amino
acid residues to the outer surface and a higher level of free energy and entropy are
attained and a new folding path of a particular protein can start.

Fig. 11.6 Energy landscape of protein folding and misfolding. The energy landscape represents
how proteins fold into their native structure by minimizing free energy
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11.5 Protein Quality Control System in Particular Organelles
and Associated Misfolding Diseases

Inside cells, protein folding occurs in the environment differs from that of a dilute
buffer solution used in in vitro experiments. The phenomenon of protein folding
takes place in various distinct organelles of a cell such as cytosol, mitochondria, ER,
and peroxisomes. The cellular organelles (cytoplasm, ER, nucleus, etc.) containing
proteins, membranes, and DNA; the level and heterogeneity of biomolecules may
differ according to the compartment in which it is present. This large number of
population of organelles results in increased viscosity, volume effects, and the
amplified opportunity for specific and nonspecific intermolecular interactions.
These organelles have a different chemical nature and may cause various protein
folding issues that each cell must arrest and address. A list of protein misfolding
diseases, related protein, and genes are given in Table 11.1.

11.5.1 Protein Quality Control System in the Cytosol

Most of the proteins undergo proper protein folding process in the cytosol when they
release from the ribosome “quality control checkpoints” and then interact with
chaperones and HSP. After releasing from the ribosome, these newly formed
proteins are guarded by chaperones and other proteins like Hsp40, Hsp70, prefoldin,
TCP-1 ring complex (TRiC), and nascent-polypeptide-associated complex (NAC)
and form a competent folded protein until released from the ribosome. In the cytosol,
various small proteins complete their folding process without any alliance, whereas a
part of the cytosolic proteins complete their folding with the help of chaperones, e.g.,
Hsp90 and TRiC (Hartl and Hayer-Hartl 2002).

Among all the chaperones, TCP-1 ring complex (TRiC) is the most complicated
double-ring chaperone of the cytosol. Each ring is formed from eight different
subunits and made a large space in which the native polypeptide is formed. As the
phenomenon of folding is completed, polypeptides are released into the cytosol
(Spiess et al. 2004). If the chaperones are not working properly, misfolded proteins
may be generated and aggregates are formed. In the cytosol, these protein aggregates
may deposit beside the nuclear site and form an aggresome. These aggresomes may
change into long amyloid fibrils. These are formed from the reverse transport of
aggregated protein with microtubular tracks in a well-sequenced system of transpor-
tation (Kopito 2000). Amyloid fibrils are tube-like, long structures formed from the
globular β-sheet structures (Dobson 2003). Deposition of fibrils may not be the
initial toxic agent; however, the formation of soluble oligomers may be pathogenic
(Bucciantini et al. 2002; Kayed et al. 2003; Cecchi et al. 2005; Mukai et al. 2005).
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Table 11.1 Neurodegenerative diseases related to protein misfolding and their respective target
proteins

S. no
Neurodegenerative
disease

Target Protein/
Enzyme

Respective
Gene Reference

1. Parkinson’s disease α-Synuclein α-Synuclein,
protein7,
Pink1,
cytosolic
parkin,
LRRK2, and
VPS35

Carolyn (2011a, b, c);
Hernandez et al.
(2016)

2. Amyotrophic
lateral sclerosis
(ALS)/Lou
Gehrig’s disease

Cu, Zn superoxide
dismutase SOD1

SOD1 Siddique and
Siddique 2001; Bruijn
et al. (2004)

3. Phenylketonuria Phenyl alanine Cu,
Zn, hydroxylase
(PAH)

PAH Carolyn (2011a, b, c)

4. Cystic fibrosis Cystic fibrosis
transmembrane
conductance
regulator, CFTR

Δ F508 De Boeck (2020);
Kopito (1999)

5. Emphysema Α-1-antitrypsin SERPINA1 Perlmutter (2003)

6. Medium-chain acyl
CoA
dehydrogenase
deficiency
(MCAD)

MCAD protein K304E Smon et al. (2018);
Gregersen et al.
(2004)

7. Alzheimer’s
disease

Amyloid β-protein
(Aβ) and
microtubule-
associated protein
(tau), Presenilin
protein

APP, PSEN1,
or PSEN2

Carolyn (2011a, b, c)

8. Huntington’s
disease

Huntingtin HTT into
mHTT

Carolyn (2011a, b, c);
Bates (2003)

9. Creutzfeldt–Jakob
disease (CJD)

Prion protein PrPc into PrPsc NINDS (2020)

10. Sickle cell anemia HbS Hemoglobin-
Beta

Suzanne (2008)

11. Nephrogenic
diabetes insipidus
(NDI)

Aquaporin-2/
vasopressin
(AVPR2 gene)

AVPR2 or
AQP2

Knoers and Lemmink
2000; Wildin et al.
(1994)

12. Retinitis
pigmentosa
(inherited
blindness)

Rhodopsin Thr58Arg,
Pro347Leu,
Pro347Ser,
Ile-255

Huang et al. (2017);
Dryja et al.
(1990a, b); Berson
et al. (1991a, b);
Inglehearn et al.
(1991)

13. Fabry’s disease
(a lysosomal
storage disorder)

α-Galactosidase a-Gal A Desnick et al. (2001);
Eng et al. (1993); Ishii
et al. (2002)
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11.5.1.1 Cytosol-Associated Protein Misfolding Diseases

Parkinson’s Disease
Parkinson’s disease (PD) is the most known neurodegenerative disorder after AD
and is indicated by slowed movement (bradykinesia), postural instability, muscular
rigidity, and resting tremors. PD is slow but progressive. It involves degradation of
neurotransmitter dopaminergic neurons in the substantia nigra region and also there
is an accumulation of intracytoplasmic inclusion bodies in brain cells called Lewy
bodies.

In PD, aggregation of proteins takes place in the brain, which ultimately leads to
neurodegeneration (Moore et al. 2005). Most of PD are sporadic, but some may be
due to inherited reasons such as a mutation in genes encoding synuclein, parkin,
protein deglycase/PD protein7, Pink1, LRRK2, and VPS35 (Hernandez et al. 2016).
These point mutations follow toxic gain-of-function due to the formation of
α-synuclein cytosolic aggregates. These aggregates may be wild type or variant type.

These genes take part in the ubiquitination process. Alterations in α-synuclein and
the pathogenesis of disease include deprivation in the function of PQC, which leads
to α-synuclein aggregation with the generation of general oxidative stress which
results in mitochondrial dysfunction (Bossy-Wetzel et al. 2004). In Lewy bodies, the
Hsp90 level increases with α-synuclein. Hsp90 level increases in the brain of
Parkinson’s patients and correlates with an increased level of insoluble
α-synuclein (Uryu et al. 2006). In vitro, recombinant Hsp90 suppresses
α-synuclein to form aggregates without the use of ATP (Daturpalli et al. 2013). In
PD, mitochondrial Pink1 and cytosolic parkin are also mutated and lead to inherited
autosomal parkinsonism. Both Pink1 and parkin genes respond to mitochondrial
abnormal proteins and safeguard the cell from the collection of destructed
mitochondria (Scarffe et al. 2014).

Amyotrophic Lateral Sclerosis (ALS)
Amyotrophic lateral sclerosis (ALS) is a disease that ultimately leads to neuronal
death which controls voluntary muscles also known as motor neuron disease (MND)
or Lou Gehrig’s disease. This disease is distinguished by stiff muscles, twitching in
muscles, and gradually weakness in limbs and slurred speech due to decreased
muscle size. This disease is caused by alterations in Cu, Zn superoxide dismutase
(SOD1) gene. Inhibition in the mutation of the superoxide radicals to hydrogen
peroxide and oxygen is carried out by the SOD1 gene which guards the cell from
oxidative damage (Bruijn et al. 2004). In the cytoplasm, aggregations of wild-type
(normal) SOD1 protein are common in sporadic ALS (Brown and Al-Chalabi 2017).
This mutation is a gain-of-function caused by the aggregation of the misfolded
variant SOD1 protein. Mutant SOD1 gene can cause misfolding and aggregation
of wild-type SOD1 in the neighboring neurons in a prion-like manner (Hardiman
et al. 2017).
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Phenylketonuria
Phenylketonuria (PKU) is known as an inborn error of phenylalanine metabolism
(Al Hafid and Christodoulou 2015). PKU may be characterized by intellectual
disability, seizures, behavioral changes, and mental disorders. PKU is caused by
the defect in the phenylalanine hydroxylase (PAH) protein, which involves inaccu-
rate folding of amino acid substitutions in PAH protein. Misfolding of a protein
mainly occurs due to the amino acid substitutions in the PAH protein away from the
enzyme’s active site which renders the formation of active tetramer and ultimately
cause degradation.

A baby from a mother having PKU may have many disturbances like heart
problems, a small head, and low birth weight. PKU is inherited from the parents
of an individual. Mutation in the PAH gene causes low enzyme phenylalanine
hydroxylase levels. This leads to the conversion of dietary phenylalanine to a
potentially harmful level. It is an autosomal recessive disorder. Two main types of
PKU, i.e., classic PKU and variant PKU, may occur, based on which enzyme
function remains.

11.5.2 Protein Quality Control System in the ER

ER is the major component of the secretory pathway. Ribosomal protein synthesis,
co, and posttranslational modifications and protein folding are the main functions of
the ER. A particular group of chaperones and protein folding enzymes are present in
the ER lumen that mediates protein folding along with posttranslational
modifications. Regarding this, the ER performs an essential role in the PQC system
from the regulation of transfer of proteins from ER to the Golgi complex, particu-
larly, for those proteins which have acquired their native conformation in the ER are
released outside in a well-organized manner (Lee et al. 2004).

In a cell, calcium is stored in specialized compartments in the sarcoplasmic
reticulum, golgi apparatus, lysosomes, and endosomes (Pinton et al. 2008; Rizzuto
and Pozzan 2006). Calcium also gets reserved in the endoplasmic reticulum. For the
protein folding and functioning of chaperones, an abundant amount of ER
intraluminal calcium is needed. The ER also needs a high amount of energy for
the protein folding process and a reduction in energy stops accurate folding of the
protein. ATP in the form of energy is needed for accurate functioning of chaperones,
for maintaining storage of Ca2+, ER-associated degradation (ERAD) and for redox
homeostasis (Malhotra and Kaufman 2010).

In the ER, there are two types of PQC system. All proteins are regulated at the
primary PQC level. The primary PQC system is based on various factors such as
identification of hydrophobic sequences, unpaired cysteine residues, immature
glycans, and capacity of formation of protein aggregates. Primary PQC is composed
of protein components, i.e., BiP, calnexin (CNX) and calreticulin (CRT), glucose-
regulated protein 94 (GRP94), thiol-disulfide oxidoreductases, protein disulfide
isomerase (PDI), and ERp57. Interactions of newly formed proteins with these
components facilitate proper protein folding. Proteins which get misfolded initially
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show a prolonged interaction with the PQC system but can aggregate without a
systematic ER-associated degradation (Schröder and Kaufman 2005). The PQC
system sorts out the protein for ERAD and transports it to the cytosol. In the cytosol,
the UPS degrades these proteins (Tsai et al. 2002; Meusser et al. 2005). The
secondary PQC system is regulated by cell-specific factors. This system may facili-
tate the secretion of a particular protein or various proteins. In mammalian cells, ER
permits the secretion of various pathogenic transthyretin variants with wild-type
efficiency. ERAD regulates the most highly destabilized variants and then to the
specific tissues act to it (Sekijima et al. 2005).

11.5.2.1 ER-Associated Misfolding Diseases

Cystic Fibrosis
Cystic fibrosis is a disease caused by the thick mucus secretions in the lung and
intestines (Muchowski 2002). Improper degradation of proteins may be the reason
for the progression of more severe disease. This disease is caused due to the mutation
in cystic fibrosis transmembrane conductance regulator (CFTR) which is a plasma
membrane chloride channel. Within the cell membrane, CFTR protein carries two
nucleotide-binding domains, 12 potential transmembrane domains, and a highly
charged hydrophilic region, functions as a regulatory domain and can be observed
by the analysis of amino acid sequence (Welch 2004).

Although various CFTR sequence mutations have been identified; within 1480
amino acids long polypeptide chain, one particular mutation is observed in
705 patients. The deletion of three nucleotides that are coding for a phenylalanine
residue at position 508 (ΔF508 CFTR) takes place in this type of mutation (Kopito
1999). In the ER, the ΔF508 allele of the CFTR gene has been found as a trafficking
mutation that prevents protein maturation and moving it for premature proteolysis
(Kerem et al. 1989).

Emphysema
Pulmonary emphysema is a disease that comprises chronic obstructive pulmonary
disease (COPD). This disease may be characterized by the gradual destruction of
lung tissue, particularly thinning and damage of the alveoli or air sacs usually caused
by significant exposure of toxic particles or gases (Rustagi et al. 2019; Fernandez-
Bussy et al. 2018; Dunlap et al. 2019). Deficiency of α-1-antitrypsin causes heredi-
tary emphysema which comprises ER-associated misfolding and rapid degradation
of proteins. α-1 antitrypsin is secreted by hepatocytes. It is a plasma serine protease
inhibitor that regulates the proteolytic activity of many enzymes. Under certain
conditions, aggregation of this variant protein causes the damage of cells in the
liver (Perlmutter 2003).
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11.5.3 Protein Quality Control System in Mitochondria

In humans, mitochondria is an organelle of the cell where approximately 1500
proteins’ folding and degradation processes occur (Taylor et al. 2003). The mito-
chondrial DNA encodes only 13 proteins of mitochondria. Mitochondria take these
proteins inside it mainly in an unfolded form through pores present in the outer and
inner membrane of mitochondria (Wiedemann et al. 2004).

Hsp70 and Hsp90 are the molecular chaperones that keep nascent mitochondrial
proteins in an unfolded, import-competent state in the cytosol (Young et al. 2003). A
mitochondrial Hsp70 client binds to the nascent polypeptide chain and is engaged in
the translocation (Wiedemann et al. 2004). The mitochondrial PQC system of yeast
and bacterial cells’ molecular chaperones consists of mitochondrial Hsp70, the
Hsp60/Hsp10 system, and a set of proteases with AAA+ domains that resemble
with the proteasome and are present in the mitochondrial lumen or the inner
membrane of mitochondria (Käser and Langer 2000).

11.5.3.1 Mitochondria-Associated Protein Misfolding Diseases

Medium Acyl CoA Dehydrogenase Deficiency
Medium-chain acyl-CoA dehydrogenase deficiency (MCAD) is a disorder of fatty
acid oxidation in which an individual cannot break down medium-chain fatty acids
into acetyl-CoA. Hypoglycemia and sudden death, most often caused due to fasting
or vomiting, are the characteristic feature of MCAD. The MCAD enzyme takes part
in the β-oxidation of fatty acid in mitochondria. An amino acid substitution, K304E,
is found to conduct the disease in approximately 90% of the persons (Gregersen et al.
2004). MCAD protein gets folded through successive interactions with mitochon-
drial system HSP70 and the mitochondrial chaperone system HSP60.

Alzheimer’s Disease
Alzheimer’s disease (AD) is a progressive neurodegenerative disease that affects
memory and causes impaired characteristics in language, visuospatial, and motor
dysfunctions (Melis et al. 2015). Extracellular depositions of Aβ and neurofibrillary
tangles (NFTs) are formed in the brain. In AD, cleavage of a 42-amino-acid
β-amyloid peptide occurs (Games et al. 1995; Oltersdorf et al. 1989). An amyloid
precursor, a membrane protein, which after cleavage by β-secretase produces a
β-amyloid precursor peptide fragment. Another protease β-secretase further breaks
this fragment and forms Aβ42 instead of Aβ40, which is amyloidogenic. Many
abnormal clumps, i.e., amyloid plaques and tau-based NFTs, are formed in the
present disease. Under normal conditions, when produced in lesser quantity, degra-
dation of Aβ42 is the normal process of this peptide fragment. However, in some
specific conditions, it forms extracellular aggregates and then amyloids are formed.
A mouse model of this disease proves that the insoluble tau in neuronal cells changes
the solubility of many proteins, causing damage to cellular homeostasis (Pace et al.
2018). Recently, it has been shown that interaction between the β-amyloid core and
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tau facilitates cross-seeding (Tripathi and Khan 2020), and their synergistic effect
disrupts neural circuits (Tripathi and Kalita 2019).

11.5.4 Other Associated Neurodegenerative Diseases

11.5.4.1 Huntington’s Disease
Huntington’s disease is an inherited disorder that implies progressive degeneration
of nerve cells in the brain. Huntington’s disease results in an individual functional
inability in movement, thinking (cognitive), and cause psychiatric disorders. Most of
Huntington’s disease patients develop signs and symptoms in their age of 30s or 40s,
but the disease may emerge earlier or later in life.

It is an autosomal dominant disorder. In Huntington’s disease, CAG trinucleotide
repeat expansion in exon 1 of the huntingtin gene (HTT) occurs. These expanded
CAG trinucleotide repeats are translated into a series of continuous glutamine
residues resulting in the formation of a polyglutamine tract or polyQ tract. This
extended PolyQ HTT can aggregate and create inclusion bodies and ultimately cause
neuronal degeneration of neurons (Gusella and MacDonald 2006). This altered form,
i.e., mutant huntingtin (mHTT), increases the deterioration rate of specific types of
neurons. Physical interaction is found between wild-type HTT or mutated HTT
(mHTT) and HSP90. When HSP90 is inhibited, the interaction between these
proteins is disarranged, and the HTT gene is broken through the ubiquitin-
proteasome system (Baldo et al. 2012).

11.5.4.2 Creutzfeldt–Jacob Disease
Creutzfeldt–Jacob disease is an inherited autosomal dominant disease. It is the
human Prion Disease responsible for 85% cases in which 10–15% of cases are
familial. Creutzfeldt–Jakob disease (vCJD) is a structural conversion of wild-type
protein PrPc into β-sheet-dominant PrPsc, resulting in misfolding and then aggrega-
tion (Prusiner 2001; Cohen et al. 1994; Goldfarb et al. 1992). The human prion
protein, PrPc, is a small cellular surface glycoprotein where “c” denotes “cellular.”
PrPc becomes PrPsc, where “sc” implies “scrapie” after transformation, which is
very infectious (Wille and Requena 2018). The physiological role of PrPc is still
under inspection. It may be engaged in shielding against stress, copper homeostasis,
and neuronal excitability. PrPc takes part in the regulation of myelin maintenance,
cellular differentiation, proliferation, adhesion, and cell morphology. Control of the
circadian rhythm, glucose homeostasis, immune function, and cellular iron uptake
may involve PrPc (Castle and Gill 2017).

11.5.4.3 Sickle Cell Anemia
Sickle cell anemia is a first protein misfolding disease. It is also the first inherited
disease with a known molecular mechanism. It is a disorder in which the amino acid
valine is mutated by glutamine at the sixth position of the β-globin chain. It is a
single nucleotide mutation (GAG codon changing to GTG) of the β-globin gene,
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which ultimately results in that glutamic acid (E/Glu) being substituted by valine
(V/Val) at position 6 (E6V substitution) (Suzanne 2008).

This variation causes intermolecular binding among adjacent molecules of hemo-
globin, and stable long polymer fiber-like structures are formed (Galkin and Vekilov
2004). This mutation leads to the formation of mutant hemoglobin S (HbS), a
deoxygenated state which is a stable fiber-like structure. This mutation ultimately
converts the shape and rigidity of red blood cells and causes abnormality. In this
disease, many β-pleated sheets accumulate and form amyloid plaques.

11.5.4.4 Nephrogenic Diabetic Insipidus
Nephrogenic diabetes insipidus (NDI) is also a misfolding disorder of an antidiuretic
hormone vasopressin, which is a hormonal protein. In this disease, kidneys are
unable to remove water from the urine. In this disease, kidneys are resisting the
action of arginine vasopressin (Inaba et al. 2001). Hereditary nephrogenic diabetes
insipidus can result from the mutation in at least two genes. Mostly, hereditary
nephrogenic diabetes insipidus can be from mutations in the AVPR2 gene. Arginine
vasopressin is encoded by the mutated AVPR2 gene in NDI (Wildin et al. 1994).
Most of the remaining cases are caused by the mutations in the AQP2 gene. Both the
genes i.e., AVPR2 and AQP2 provide instructions to make proteins that help to
decide how much water is excreted in the urine.

11.5.4.5 Retinitis Pigmentosa
Retinitis pigmentosa (RP) is distinguished by night blindness in which loss of
peripheral vision is accompanied by a loss in the central vision. It is the most
common cause of inherited blindness with over 25 genetic loci identified. Mutations
in the gene encoding rhodopsin cause this disease (Dryja et al. 1990a, b). Misfolded
rhodopsin follows a gain of function that ultimately causes cell death. Misfolding in
rhodopsin in the intradiscal, transmembrane, and cytoplasmic domains inhibits the
translocation to the plasma membrane, and it stores in the ER and Golgi complex to
cause the disease (Chapple et al. 2001).

One of the chief biochemical reason for RP in rhodopsin mutations is protein
misfolding and the disarrangement of molecular chaperones (Senin et al. 2006).
Most of the codon mutations associated with retinitis pigmentosa include Thr58Arg,
Pro347Leu, Pro347Ser, and deletion of Ile255 (Berson et al. 1991a, b; Dryja et al.
1990a, b; Inglehearn et al. 1991).

11.5.4.6 Fabry’s Disease
Fabry’s disease or Anderson–Fabry’s disease is a rare genetic disease. This disease
can harm many parts of the body, including the kidneys, heart, and skin (Timothy
and Elston 2011). It is characterized by a painful crisis, angiokeratomas, corneal
dystrophy, and hypohydrosis (Perrot et al. 2002).

This disease is a lysosomal storage disease. It is an insufficiency in the activity of
galactosidase A enzyme in lysosomes which results in the storage of
glycosphingolipid globotriaosylceramide (Gb3). In Fabry’s disease, missense
mutations occur in the a-Gal A gene (GLA), but alternative splicing mutations and
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deletions have also been found (Eng et al. 1993; Ishii et al. 2002). These mutant
enzymes are misfolded and get recognized by the protein quality control system of
ER and are degraded before reaching to lysosomes for sorting. Fabry’s disease is
caused particularly by those missense mutations that result in misfolding of
a-Gal gene.

11.6 Conclusion

Protein misfolding-related neurodegenerative diseases also known as “conforma-
tional diseases” ultimately result from the misfolding of proteins. Conversion of an
α-helix to intermolecular β-sheets ultimately forms aggregated conformations. This
conformation is maintained by intermolecular interactions, leading to the generation
of oligomers, proto-fibrils, and fibrils which then accumulate as amyloid structures
in the affected cells. This accumulation can be intra- or extracellular in the CNS or
the periphery. Alzheimer disease, Parkinson’s disease, amyotrophic lateral sclerosis,
Huntington’s disease, dementia with Lewy bodies, prion diseases, spinocerebellar
ataxias, frontotemporal dementia, corticobasal degeneration, chronic traumatic
encephalopathy and multiple system atrophy, type II diabetes, and certain forms of
heart disease and cancer are the diseases caused by misfolding of proteins, consid-
ered under the category of neurodegenerative diseases.

Molecular chaperones, HSPs, and proteasomes are the components of the PQC
system which prevent aggregation and eliminate misfolded and damaged proteins
before they may exert toxic effects. If this PQC system fails, it causes neurodegen-
erative diseases. These diseases are such debilitating diseases that are life threatening
to humans. So, more work is needed to terminate these disorders.
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Abstract

Fibrillation and aggregation of protein are some of the most exciting frontiers in
protein chemistry and molecular medicine. It is also expected to shed light on the
molecular and biochemical basis of various pathological conditions having a
dramatic social impact such as Alzheimer’s, Parkinson’s diseases, and type II
diabetes. The role of insulin in different physiological processes, effect on its
synthesis and secretion, along with its actions on the molecular level to the whole-
body level, has important implications in chronic diseases prevailing in
westernized populations today. Rapid globalization, urbanization, and industrial-
ization have spawned epidemics of obesity, diabetes, and their attendant
comorbidities, like physical inactivity and dietary imbalance, unmask latent
predisposing genetic traits. The present review discusses insulin, its structure,
and its etiology in diabetes. The aggregation mechanism begins with the diffusion
of insulin and then its adsorption at the hydrophobic interface that leads to
conformational changes of oligomers to expose the hydrophobic residues. Factors
influencing its aggregation, such as temperature, light exposure, pH, salt, protein
concentration, drying, and agitation, have also been discussed. At last, the
therapeutic approaches with recent drug interventions have also been mentioned.
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12.1 Introduction

Obesity, diabetes, and Alzheimer’s disease (AD) are among the most classy and
disabling disorders globally. The correlation between cognitive impairment and
metabolic diseases has remained undetected. But nowadays, many epidemiological
pieces of evidence explain the secure link between these conditions. The most
significant marker of metabolic dysregulation, i.e., insulin resistance, is a factor
also present in AD (McEvoy et al. 2012; Yaffe et al. 2006). In this chapter, we will
discuss insulin, its structure, insulin resistance, and its etiology in different disorders.
This chapter will also provide a vision for the improvement and progression for
various formulations of insulin and improve the bioavailability of insulin powder
formulation that would give an alternate treatment option having better adequacy or
tolerability among the patients when contrasted with the intravenous conveyance.
This would offer a better way to administer epidemic diabetes.

12.2 Insulin

Insulin assumes a central job in the guideline of human metabolism. The hormone is
a 51-buildup anabolic protein that is secreted by the β-cells in the Islets of
Langerhans. Containing two chains (A and B) associated with disulfide bonds, the
developed hormone is the posttranslational product of a single chain precursor,
assigned proinsulin (Fig. 12.1). Broad investigations of the three-dimensional struc-
ture of insulin, pioneered by D. C. Hodgkin, have empowered the improvement of
helpful analogs to treat the metabolic disorder diabetes mellitus (Vestergaard et al.
2007). The insulin gene is the site of dominant mutation transformations related to
diabetes mellitus (Hua and Weiss 2004; Vestergaard et al. 2007).

12.2.1 Structure of Insulin

Human insulin is a globular pre-protein with 110 amino acid with a molecular
weight of 11980.91 Da. The active protein is a 51-residue hormone of two chains,
chain A has 21 residues while chain B has 30 residues (Table 12.1).

These chains are linked by two disulfide bridges, which join the A-chain’s N- and
C-terminal helices to the B-chain central helix (Fig. 12.2). In proinsulin, C-terminus
is connected to A-chain and B-chain by N-terminus peptide links (Ahmad et al.
2004; Blundell et al. 1972; Wilcox 2005). It is having an isoelectric point at pH 5.5
(DeFronzo 2010; Wilcox 2005) and theoretical pI 5.22 (uniport).
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Insulin is present at deficient concentrations in the bloodstream. At these low
concentrations, it exists in a monomeric form, which is the biologically active form.
However, it forms dimers and hexamers at higher concentrations and in the presence
of zinc ions, respectively, at neutral pH. Each of the two zinc ions binds to three
His-B10 residues, which is very important for the hexamer formation. In insulin
crystals, up to ten additional zinc ions bind in other sites. The hexamer exists in three
different conformations: T6, T3R3, and R6, depending on the conformations of the
monomer subunits. The principal difference being that residues B1–B8 are converted
from an extended conformation in the T-state to an R-helix in the R-state. Ligands
also play an important role in changing the conformation from the T- to the R-state by
binding to the allosteric sites on the hexamer (Chang et al. 1997).

12.2.1.1 Insulin Monomer
The structure of monomer arrangement has a view of perpendicular threefold crystal
axis, with two interchain disulfide bonds A7-B7 and A20-B19 connecting the end of

Fig. 12.1 Reorganization from proinsulin to insulin. Pancreas secretes the immediate precursor,
which is proinsulin. Removal of the C-peptide generates active insulin which comprises two peptide
chains as chain A and chain B and two disulfide bonds (S–S) which are connected. Proteases
remove associating peptide (C-peptide) to discharge dynamic insulin, made out of two peptide
chains (A and B) associated by two disulfide (S–S) bonds. Since C-peptide emerges just from
endogenous insulin, its quality in blood shows that at least some pancreatic insulin is being made
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its central α-helix from chain A to chain B that makes the backbone. A-chain has A6
and A11 has an internal disulfide bond between them. The C-terminal residues that
bring back the N-terminals beneath form the second helical structure (not α-helix) at
A13, which folds back across the face of the molecule. The initial stretches of the
helix are both cystines A6 and A7. The surface molecules are residues of A7
connecting to B7, A8, A9, & A10. The B-chain above the U-turn takes the arrange-
ment of the final three A-chains at B20–B23. The chains A and B are in tight
arrangements because of H-bond in between carbonyl oxygen at A19 and
α-nitrogen at B25 of this region. The compactly organized complete molecule
contains the free B-chain in the monomer structure. The completely buried non-po-
lar residues including cystines (A6-A9 and A20-B19), leucines (A16, B11 and B15),
and the isoleucine (A2) provide the insulin monomer with a hydrophobic core that
plays an important role in its stabilization in the aqueous media. The valine of B12
and tyrosine of B16 make up large nonpolar surfaces as the C-terminal B-chain
residues remain on the surface of the molecule. Another nonpolar region comprises
alanine of B14, leucine of B17, and valine of B18 of the B-chain α-helix, and
phenylalanine of B1 at the N-terminus and the nearby two A-chain residues leucine
of A13 and tyrosine of A14 (Weiss et al. 2014).

12.2.1.2 Insulin Dimer
The dimers molecule that corresponds to asymmetric crystal units is related by the
local axis, which is not exactly seen. The main dimer contacts are between nonpolar
side chains making up the surface molecule, due to such arrangements the α-helix of
chain B is brought together up with the C-terminal residues, which runs anti-parallel
to each other causing the twofold relationship between the molecules (Fig. 12.3).
This makes possible the formation of anti-parallel β-pleated sheet structure
containing four hydrogen bonds between the monomers (Yao et al. 1999). The
two among the four hydrogen bonds are between B12 of one molecule and B26 of
the other; the remaining two are between equivalent residues across the local axis.
The anti-parallel β-pleated sheet is the only secondary structure that shows twofold
symmetry and bridges twofold related molecules. The valines of B12 and
phenylalanines of B24 are buried in the dimer, whereas the phenylalanines of B25
are at the surface involving the equivalent close hydrophobic contacts along the local
axis. These hydrogen bonds of the β-pleated sheet are partially covered, and the two
phenylalanines of B25 collapsed together on surface forming dimer, possibly aiding
their structural role (Sowdhamini et al. 1989). The stability of the solution is due to
hydrogen bonds having nonpolar contacts explaining the directional properties
present in inward of the dimer. The dimer is formed when either the B-chain of
α-helix or the β-pleated sheet is formed. Thus, it forms a good balance between
nonpolar and hydrogen binding forces (Baker et al. 1988; Blundell et al. 1972).

12.2.1.3 Insulin Hexamer
Hexamer structure of insulin forms because of zinc ions’ presence at neutral pH . The
aggregate of three dimers together in a threefold symmetrical way forms a hexamer
(Fig. 12.4). The central cause of hexamer formation is because of the binding of two
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zinc ions, which is about 18 Å apart lying on the threefold axis and proximately
related by the local axis. The crystal uses the threefold hexamer axis of the
rhombohedral. The three N3 imidazole nitrogens are co-ordinated by each zinc
ions having threefold B10 equivalent histidines. Binding of zinc to the hexamer
structure by the dimers organization results in both polar and nonpolar interactions
between the molecules. Nonpolar residues are present at the envelope of axis relating
to the dimer. The B-chain α-helix has the important central residues of alanine B14,
leucine B17, and valine B14.

The organization of the dimers into the zinc-binding hexamer structure leads to
both polar and nonpolar interactions between the molecules. There are nonpolar

Fig. 12.3 Structural illustration of the monomer–monomer interface in the insulin dimer. (a) The
dimer is viewed along the crystallographic twofold axis. The side chains of residues Val B12, Leu
B15, Phe B24, Phe B25, and Tyr B26, which form the core of the insulin dimer, are illustrated in the
figures (not labeled: Pro B28). Four main-chain hydrogen bonds are formed from the main-chain
atoms of Phe B24, and Tyr B26 are illustrated as dotted lines. (b) Magnified view of the dimer
interface showing the four main-chain hydrogen bonds.
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residues along with the envelope of the axis relating the dimers, and the essential
central residues involved are the B-chain α-helix residues B14 alanine, B17 leucine,
and B18 valine. In the center of the hexamer, down the threefold axis is a hydrophilic
core made up of residues B9 serine, B10 histidine, and B13 glutamic acid and their
threefold-related equivalents. These polar groups are connected by a water molecule
(Smith et al. 2003). The dimer organization in the hexamer brings the positively
charged N-terminal amino groups close to the negatively charged A17 glutamic acid.
In one case, the two groups appear to be developing a well-defined salt bridge
structure. The hexamer has the state of a compressed disc, around 50 Å across and
35 Å high. The focal point of the hexamer has a hydrophilic center consisting of
serine B9, histidine B10, and glutamic acid B13. A detailed water structure
associates these polar gatherings.

12.3 Protein Aggregation and Insulin

Protein aggregation occurs in vivo due to improper folding. Many diseases emerge
from protein misfolding and are precisely assembled under “protein conformational
diseases,” including the vast majority of the neurodegenerative disorders, for exam-
ple, Parkinson’s disease (PD), AD, Huntington’s disease (HD), prion
encephalopathies (PrPSc), sickle cell anemia, cystic fibrosis, and diabetes. The
hallmark event of all these diseases is the structural change in the protein’s second-
ary or tertiary structure, leading to the formation of protein aggregates having

Fig. 12.4 The relationship between the (a) Insulin monomers, (b) Insulin monomers bond to form
the dimer, and (c) Three insulin dimers molecule aggregate to form the hexamer. The direction of
the local axis relating to the monomer is indicated at each stage of aggregation by the arrow
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different supra-molecular organizations (Fig. 12.5). These aggregates then form
amyloid deposits that are organized in structurally well-defined fibrils. The primary
feature of the amyloidogenic proteins is their structural instability induced either by
posttranslational alterations, mutations, or by local conditions, similar to tempera-
ture, pH, and co-solutes. The conformational change advances diseases either by the
increase of toxic action or by the absence of biological function of the natively
folded protein. The characterization of these aggregates needs to be determined to
target therapeutic approaches for these diseases.

12.3.1 Insulin Aggregation/Fibrillation Mechanisms

The kinetic process of insulin aggregation is characterized by the lag phase followed
by an exponential growth phase and a final plateau/stationary phase. The apparent
lag phase is due to nucleation process which is reversible, the oligomers (insulin
aggregates) are undetectable by present methods. Earlier studies suggest that the
nucleation of insulin results from a simultaneous assemblage of few misfolded
insulin monomers into oligomers through their hydrophobic surfaces (Nielsen
et al. 2001c; Sluzky et al. 1992). The exponential growth phase occurs when
nucleation concentration reaches a critical state. Thus further addition of insulin
monomers or oligomers to nuclear leads to long unbranched fibrils (Nielsen et al.

Fig. 12.5 Idealized schematic representation of a general overall pathway for the formation of
protein fibrils, including some possible intermediates
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2001c). A stable plateau state is reached when the concentration of insulin in
solution reaches below the threshold, thus restricts fibrils extension (Fig. 12.5).
The changing monomeric insulin to oligomers and to develop mature fibrils during
the process of insulin fibrillation are believed to be (1) hydrophobic residues
limitations to aqueous condition, (2) hydrogen bonding saturation, and (3) global
free-energy minimum of non-native alternative state. Partially folded intermediate is
formed initially as a result of misfolding monomer. As a result, the hydrophobic
residues become exposed to a solvent which is normally covered in the dimer and
hexamer (Brange et al. 1997; Nielsen et al. 2001c). When two monomers with
conformational change associate together, a mutual anti-parallel β-sheet structure
is formed, which is not the same as normal insulin dimer. This distinctive structure in
the assemblage makes the monomer–monomer bond essentially more potent than the
association in the dimer and hexamer (Mollmann et al. 2005). The consequent
advances of association of insulin molecules to the nucleic may result from an effort
to limit the hydrophobic residuals’ exposure. This process advances rich fibril
formation.

Amyloid development consists of two stages: (1) a nucleation phase or lag phase,
in which monomers experience conformational change/misfolding and associate to
form oligomeric cores, and (2) an elongation phase or growth phase, in which the
nuclei rapidly develop by further accumulation of monomers and bigger polymers
until saturation. Sigmoidal curve represents the kinetics of amyloid formation by lag
phase followed by growth phase (blue curve), where aggregation determines the
rate-limiting step during formation of seed or nuclei. The rate restricting advance in
the process is the arrangement of cores/seeds to advance total. Along these lines,
amyloid arrangement can be significantly speed up by the expansion of preformed
seeds (cores). The accumulation of seeds decreases the lag time and induces earlier
aggregate formation (red curve). They form cross-β structures through the formation
of intermolecular and intermolecular hydrogen bonding (Jansen et al. 2005).

12.4 Characterization of Protein Aggregation

12.4.1 Protein Solubility

The change in protein solubility, whether comparing various ionic strengths, heat
treatments, or combinations, is critical (Melander and Horváth 1977; Shaw et al.
2001). Solubility has been evaluated based on centrifugation for a range of g-forces
and time, then measuring soluble (supernatant) and insoluble (pellet) protein.
The protein solubility can be calculated as a percent of protein content in the
supernatant versus total protein content by centrifuging the homogenized solutions
at 20000 � g for 15 min. Throughout the literature, investigators have used an
assortment of both g-forces and time to report solubility of various protein systems.
Ideal centrifugation parameters would be those which simulate a beverage system’s
shelf life. The correlation between centrifugation parameters and shelf life of a
protein beverage has not been published in the literature.
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12.4.2 Turbidity Measurements

Turbidity can be measured using turbidimeters or spectrophotometers. Turbidity
measurements using spectrophotometers and turbidity meters are nondestructive,
rapid, inexpensive, and require small sample sizes (Hu et al. 2017; Shaw et al. 2001).
The light from a tungsten lamp emits polychromatic or white light. The emitted light
is then separated into individual wavelengths by a prism so that the aperture can
select a specific wavelength. The light enters the sample chamber where it is either
scattered in multiple directions, transmitted, and/or absorbed. A photocell detects the
transmitted light, and the percent of absorbance or transmittance can be provided.
Optical density can be monitored at various wavelengths from 400 to 700 nm.
400 nm is often used for protein solutions since this wavelength is sensitive to
particulate size while not being absorbed. Particles scatter light waves in a multitude
of directions, but a turbidimeter evaluates only that which is at a 90� angle between
its photo-detector and incident light beam. A negative bias, where the measurement
observed is lower than actual turbidity, occurs when the particle is not physically
dense. A disadvantage occurs with pigmentation since light could be absorbed,
decreasing the amount of scattered light to the detector. Molecular movement is
the source of the instability of turbidity. This can be minimized by controlled
temperatures and time frame of evaluation (Chantrapornchai et al. 2001). The
Orbeco-Hellige turbidimeter uses a tungsten filament lamp that is associated with a
large bandwidth of wavelengths, which is beneficial for evaluating a wide range of
particle sizes. Interferences contribute to a greater extent when evaluating samples
with high turbidity.

12.5 Techniques Used to Study Insulin Aggregation

Kinetic and structural studies have been done to decipher the molecular mechanism
of insulin aggregation or fibrillation (Ahmad et al. 2005; Jansen et al. 2005; Nielsen
et al. 2001c; Smith et al. 2007; Sorenson and Drummond 2014). Insulin fibrils bind
with the dyes like Thioflavin T (ThT) and Congo red to emit characteristic fluores-
cence; this has been demonstrated through the kinetic studies (Khurana et al. 2001;
Nielsen et al. 2001a, c; Smith et al. 2007). Spectroscopic methods include Fourier
transform infrared (FTIR) and circular dichroism (CD) (Table 12.2). These have
been used to study the conformational changes in protein during fibrillation (Brange
et al. 1997; Nielsen et al. 2001b, c). Limitation of FTIR and CD is that they indicate
only the secondary structural changes (i.e., α-helix, β-sheets, and random coil), and
thus provide limited structural information studies. Electron microscopy (EM) and
Atomic force microscopy (AFM) have been used to directly visualize the insu-
lin morphologies during the fibrillation pathway (Jimenez et al. 2002; Manno et al.
2006; Nielsen et al. 2001b). They reveal the insulin fibril architecture as unbranched,
long, and straight with periodic twists but not the atomic-level resolution.

Emerging techniques attempt to elucidate the atomic-level structures of protein in
3D are small-angle X-ray scattering, X-ray micro crystallography, and solid-state
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nuclear magnetic resonance (NMR) spectroscopy (Brange et al. 1997; Jimenez et al.
2002; Vestergaard et al. 2007). The structure of visualization methods is being
challenged by the insoluble and uncrystallizable nature of insulin fibrils. Nucleation
mechanism determines the fate of aggregation of insulin by partially folded
intermediates (Gazit 2002; Hua and Weiss 2004; Sluzky et al. 1992). Finally, most
of the work done to understand insulin aggregation has been summarized in
Table 12.2. The first row of Table 12.1 shows the possible techniques to follow
insulin aggregation, while the last column of the table provides the references for the
readers. The tick in the columns (1–15) donates that the technique has been used in
the paper stated in column 16. This table provides an easy search for the students
who want to study insulin aggregation as various techniques and their references are
provided in detail.

12.6 Factors Influencing Protein Aggregation In Vitro

Various factors influence the aggregation in proteins. Some major factors are shown
in Table 12.3.

12.6.1 Temperature

Temperature plays a major factor in changing the structure and functions of the
protein, distorting their three-dimensional structure. The stability that is maintained
due to bonds of covalent and non-covalent is distorted due to external factors like
temperature. The unfolded to folded states are because of energy barriers. Thus, the
native protein ought to be in more stable conformation than the unfolded (Chaudhuri
et al. 2014). Proteins maintain their structure, functions, and stability by sustaining
their optimum temperature. The instability due to exposure of heat and conformation
leads to the denaturation of proteins since the exposed hydrophobic regions are
substantially more, these exposed hydrophobic regions lead to aggregation formula-
tion (Wang 1999; Wang et al. 2010). Protein unfolding can also be induced in
lowering the temperature, which is reported to enhance the oligomerization or cluster
formation in monoclonal antibodies (Esfandiary et al. 2015; Fukuda et al. 2017;
Godfrin et al. 2013; Raut and Kalonia 2015; Salinas et al. 2010). Protein–protein
interactions are of the major attribute at low temperatures. Though it is not clear for
high temperature-sensitive, what kind of key interactions are responsible (Salinas
et al. 2010).

12.6.2 Exposure to Light

The photolytic and non-photolytic degradation of proteins is induced due to light
exposure. Thus the products formed due to degradation may have monomers or
aggregates which enhance the aggregation tendency. Antibody solutions in UV or
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Table 12.3 Factors affecting aggregation of proteins in vivo

Category Factors Structure

pH
and
buffer

Effects on protein and
aggregation References

Physical
factors

Temperature Native α
helical

2.3 Partially/completely
unfolding of protein.
Protein–protein
interaction or chemical
degradations, leading to
aggregation or crosslink
proteins directly

Bouchard
et al.
(2000)On

heating
to 70 �C
Above
60 �C

Brange
et al.
(1997)Acidic

solu.
within
few
hours at
37 �C
Aqueous
solution
at 37 �C

7.0

Zn-free,
unfolded
at 70 �C

Induces the adsorption of
surface protein,
influencing the stability,
promoting the protein
aggregation by the partial
unfolding of the protein.

Huus et al.
(2005)

68 �C for
2 h

2.6

68 �C 2.4

Light/
irradiation

Container/
closure
systems

Chemical
factors

Buffering
agent and
concentration

Urea
Gdn
HCl
NaCl

2
7
7.4

Alters colloidal stability.
Displaying variable
effects, such as ion–
protein interaction and
specificity or the ionic
effect.
Protein–ion interactions,
balancing the general
charge-screening effect
and interaction of
protein–protein
interference. High
concentration or additives
tends to aggregate
normally.

Ahmad
et al.
(2004);
Shukla
et al.
(2017)

pH

Ionic strength

Excipients
(additives)

Processing
factors

Purification Depending on the
variables of host system,
expressions and
fermentation conditions
such as freeze-thawing

Refolding

Freeze-
thawing

(continued)
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visible light exposed higher molecular weight in some cases (Mason et al. 2012;
Singh et al. 2012; Sreedhara et al. 2016). Light exposure generates singlet oxygen as
reactive oxygen species (ROS). These light exposures generate a significant amount
of tryptophan (Trp) and methionine (Met) as an oxidized product which enhances
aggregation (Agarkhed et al. 2013; Singh et al. 2012; Sreedhara et al. 2016).

12.6.3 pH

Sensitivity induced in protein due to structure and function deviation is a major
reason for pH change, any unconventionality in pH results in a distortion of protein
structure (Kameoka et al. 2007). On the fact creating dipole because of positive and
negative charge in a protein creates a charge of attraction or repulsion. These
zwitterions or charged ions provide an attraction force with opposite charges
forming oligomers, leading to the pathway of aggregates. The isoelectric point
plays a crucial role in the formation of such dipoles. On the contrary, the pH of
the media with acidic or basic affects the surface charged protein if they have
deviated from their isoelectric point. Thus the formation of aggregates takes place
due to electrostatically unfavorable conditions by self-association of molecules (Chi
et al. 2003; Katayama et al. 2006). The stability of the protein weather colloidal or
conformational is instantly reliant on the solution condition determining pH
influencing aggregation (Galm et al. 2017). Protein–protein interactions can be
altered due to shift in the pH solution or protein affect their cross-linking leading
to nucleation and growth of aggregates (Brummitt et al. 2011; Calero-Rubio et al.

Table 12.3 (continued)

Category Factors Structure

pH
and
buffer

Effects on protein and
aggregation References

promote protein–ice
interactions, leading to
unfolding and adsorption.
Air-liquid protein
adsorption induced by
shaking results unfolding.
Shearing exposes
hydrophobic patches,
pasteurization have
minimal effect at low or
moderate pressures, but at
over 100 Mpa, it induces
structure loss. Drying loss
of hydrational layers
leads to disruption of the
structure of protein
enhancing aggregation of
protein.

Shaking

Pressurization

Fermentation/
expression

Drying

Shearing

Analytical
methodologies
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2018; Esfandiary et al. 2015; Sahin et al. 2012; Zhang et al. 2017). A higher rate of
aggregation of protein was noted in interferon-tau when used in phosphate buffer
while slower compared to histidine and Tris-buffers (Roefs and De Kruif 1994).

12.6.4 Protein Concentration

The concentration of protein determines one of the crucial factors for its aggregation.
Generally, at higher concentrations, protein tends to aggregate by incubating or
storing for a longer duration (Alford et al. 2008; Fields et al. 1992). The concept
of macromolecular crowing develops from such a situation where the molecules of
the protein are more than the volume of medium, creating the condition of macro-
molecular crowding. These crowders are reported as the stimulant for protein
aggregation (Minton 2005, 2008). β-Lactoglobulin produces aggregates at a higher
concentration which are relatively larger in size and number (Fields et al. 1992;
Roefs and De Kruif 1994).

12.6.5 Salt

Salts are the common obstruct to the electrostatic interactions, which ultimately
affect the structure, stability, and function of a protein. Since the protein core is a
hydrophobic residue by which surface is enclosed via typically hydrophilic residue,
it maintains its integrity and typical structure through electrostatic interactions
(Desai et al. 2017). Thus these charged amino acids due to hydrophilic interactions
interact with solvents in solutions. Where salt at high concentration induces aggre-
gation, low salt concentration betters the solubility of the protein. The reasons are
obvious as by the time salts at higher concentrations forming salt ions in the solvent
molecule are being solubilized, protein finds its way to interact with other molecules
of protein, leading to the pathway of generating aggregates (Chi et al. 2003; Matthew
1985).

12.6.6 Surfactants

Amphipathic molecules having both hydrophobic and hydrophilic groups attached
are commonly known as surfactants. These molecules may take part in stabilization,
destabilization, or induction of protein aggregation (Wang et al. 2017b). The surfac-
tant molecules as anions and cation neutralize protein surface charges, which in
results partially unfold the protein structure, favoring agglomeration of protein via
hydrophobic interactions (Chaturvedi et al. 2016; Khan et al. 2012; Siddiqi et al.
2016). Both hydrophobic amino acid residue and tail of hydrophobic surfactant be
responsible for both hydrophobicities (Khan et al. 2012). Ionic strength affects the
conformational stability. The effect of ionic strength influences leads to protein–
protein interactions because of the conformational stability and nature of the protein
(Arzensek et al. 2015; Bickel et al. 2016; Calero-Rubio et al. 2018).
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12.6.7 Macromolecular Crowding

The macromolecular crowding environment helps protein to attain its three-
dimensional structure by changing its kinetic properties and thermodynamics. The
stress caused due to molecular crowding or crowding agents leads to fibril
aggregates, which results in several types of diseases as reported (Munishkina
et al. 2004). Types of crowders like PEG (polyethylene glycol), ficoll 70, dextran
that are hydrophilic are spherical polymers. Ficoll 70 and PEG 3.5 are reported to
enhance fibrillation in α-lactalbumin and α-synuclein proteins, and human insulin in
monomeric form (Munishkina et al. 2004; Shahid et al. 2017). Their extent of
acceleration depends on the concentration and nature of a crowder. They work on
the principle of the surface-to-volume ratio, which is commonly known as the
excluded volume effect. There is some inverse effect of crowding agents, such as
with lysozyme, where the initial addition of crowding agent in their native form
inhibits the fibrillation of protein (Munishkina et al. 2008).

12.6.8 Agitation

The process of agitation includes shaker, rotator, vortex, and stirrer or any form of
mixing (Bai et al. 2012). Shaking or stirring is one of the common processing factors
for inducing aggregation in peptides or proteins (Dengl et al. 2013; Gandhi et al.
2017; Lewis et al. 2017; Shah et al. 2017; Wang et al. 2017a). During agitation-
induced protein unfolding/aggregation or shearing stress, there is a development of
air–liquid interface which leads to the exposure of hydrophobic surface (Zhai et al.
2012) due to stirring bar or simple grinding and abrasion (Lin et al. 2016; Nesta et al.
2017; Sediq et al. 2016). Agitation-induced aggregates may differ morphologically
due to presence or absence of covalent bonds like disulfide bonds depending on their
stress condition (Brych et al. 2010; Telikepalli et al. 2014). Thus partial dissociation
due to non-covalent interactions may reverse the formation into monomers with time
(Dekel et al. 2017; Kiese et al. 2010).

12.6.9 Freeze-Thawing

Freezing has prompted aggregation in many proteins (Tokhadze et al. 2018), which
is due to many reasons such as structural changes or perturbation-induced denatur-
ation due to low temperature (Hauptmann et al. 2018; Paul et al. 2017; Vlieland et al.
2018). Freeze-thawing promotes unfolding and adsorption due to protein and ice
interactions (Twomey et al. 2013). Freeze-thawing affects aggregation of the protein
as the freezing rate can influence aggregation or stability of protein during storage
(Desai et al. 2017; Mezhebovsky et al. 2016).
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12.6.10 Drying

Protein hydration layer potential removed due to the several drying processes is also
one of the factors in promoting aggregation (Kumar et al. 2009). Spray-drying or
freeze-drying process forms small intensities of aggregates by conventional freeze-
drying (Faghihi et al. 2014; Zhou et al. 2016). Meanwhile, is not clear that drying,
per se, was the cause.

12.7 Diabetes: A Metabolic Syndrome

Diabetes is a genuine and interminable issue that can be ascribed to the lacking
arrival of the insulin or when the body does not react to the insulin, which is as of
now present. This illness has been focused on therapeutic activity and execution
among four nontransferable infections by world pioneers, as shown in a WHO
report. The commonness of diabetes has been evaluated to be twofold from 4.7%
of the grown-up population in 1980 to 8.5% in the present situation. The estimated
deaths due to this epidemic disease were 1.5 million in 2012 alone (Collaboration
ERF 2010). Currently, approximately 400 million people are suffering from diabetes
worldwide. Although the variables provoking Type I diabetes are obscure, there are
many treatments accessible for Type II illness, which packs over 90% of the
complete diabetes cases. Be that as it may, the subside and flow treatment for this
sickness is by all accounts deficient as far as appropriate administration of disease,
while insulin despite everything remains an ultimate treatment to accomplish simi-
larly successful glycemic control (Tandon et al. 2018).

12.8 Osmolytes

Osmolytes are naturally occurring small organic molecules (Khan et al. 2010), with
lower molecular weight helps in preserving the characteristics of the organism by
maintaining the biological fluid. Osmolytes thus maintain the integrity of the solu-
tion for their ionic property, viscosity, and melting point. These osmolytes affect the
strength of proteins and nucleic acids in aqueous solutions (Singh et al. 2011;
Yancey 2005; Yancey and Siebenaller 2015), and enhance the strength and stability
of protein devoid of hampering their activity (Yancey et al. 1982). Osmolytes are
classified into various categories, mentioning in sub-categorical units as polyols and
sugars, such as monosaccharides like glucose, fructose, disaccharides like sucrose,
trehalose, and polyols such as glycerol and sorbitol. Amino acids and derivatives like
proline, taurine, and glycine (Fig. 12.6).

Some osmolytes, particularly affecting insulin protein, have been mentioned in
Table 12.4. Methylammonium salt as betaine, glycerophosphoryl choline (GPC),
tri-methylamine N-oxide (TMAO), and sarcosine hence are chosen as protective
and stabilizing osmolytes for proteins (Yancey 2005; Yancey and Siebenaller
2015). Some osmolytes like urea, however, destabilizes the protein. Other defensive
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osmolytes like trehalose, proline, betaine, and TMAO also destabilizes the pro-
tein but at higher concentration and at non-physiological pH by effecting the protein-
specific interactions.(Singh et al. 2011; Yancey and Siebenaller 2015).

Protein stability depends on the theory of osmophobicity, surface tension, prefer-
ential exclusion principle that is protein binding to water, excluded volume effect
(Beg et al. 2015) and water replacement theory which propose the maintenance of
native protein conformation by replacing H-bond between water and protein which
in results stabilizes the protein (Naik et al. 2006; Wlodarczyk et al. 2018). Based on
diffusion, the peptide backbone and side-chain formed due to free energy transmis-
sion lead to the interaction of peptide backbones functional group to osmolytes,
combating their hostile interaction for stabilizing the protein (Chandel et al. 2017).
Amino acids, such as arginine and lysine, are common names for resolving fibrils
and inclusion bodies. High-stress (HS) fibrils due to absence osmolytes “shielding”
it from the high-stress conditions, low stress (LS) are the resulting fibrils here. The
resulting fibrils are here called low stress (LS) (Bajorunaite et al. 2007; Das et al.
2007; Macchi et al. 2012) (Fig. 12.7).

Therefore, mentioning osmolytes as virtuous folders along with suitable
stabilizers would not be incorrect (Singh et al. 2011). The fantastic work of
osmolytes is not limited till stability but also in assisting the correct folding of the
misfolded proteins, by increasing their intercellular function and preventing their
degradation (Eleutherio et al. 1998; Russo et al. 2003; Singh et al. 2007; Tatzelt et al.
1996; Welch and Brown 1996). Prior studies proposed that misfolding of gene
aquaporin-2 (AQP2) protein in mammals leads to diabetes insipidus. Conversely
when1M glycerol was added to the cell culture medium, it induced proper

Fig. 12.6 Classification of osmolytes
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rearrangement and reshuffling such that the protein folds to its native form (Khan
et al. 2019; Tamarappoo et al. 1999).

Many neurological and metabolic disorders in pathophysiology conditions is a
dramatic social impact such as AD, PD, HD, PrPSc, Dementia, Amyotrophic lateral
sclerosis (ALS), familial amyotrophic lateral sclerosis (FALS), cystic fibrosis, type-
2 diabetes, and particular forms of emphysema (Stefani 2004). Studies due reported
the beneficiary effects of these chaperons and a potential suppressor of fibril causing
neurodegenerative diseases because of useful therapeutic targets to retain into their
native conformation by avoiding disorders or fibril formation (Inayathullah and
Rajadas 2016). Studies have publicized the avert effect on fibrils and aggregates of
protein in the presence of sarcosine, L-proline, 4-hydroxy-L-proline, and TMAO
(Choudhary and Kishore 2014). Proline with three molars and above concentration
has reported averting the accumulation of bovine carbonic anhydrase (BCA) (Mittal

Table 12.4 Effect of osmolytes addition to insulin fibrillating proteins

Osmolytes Effect on insulin References

Glucose Minor effect Nayak et al. (2009)

Sucrose No/minor effect Nayak et al. (2009); Arora
et al. (2004)

Fructose Minor effect Nayak et al. (2009)

Sorbitol Reduced fibrillation/
low rate fibril

Choudhary et al. (2015)

Glycerol Low rate fibril

Trehalose Reduced/slower
fibrillation

Nayak et al. (2009); Arora
et al. (2004)

Proline Highly reduced
fibrillation

Choudhary et al. (2015)

Taurine

Ectoine Highly reduced
fibrillation

Arora et al. (2004)

Betaine Highly reduced
fibrillation

Arora et al. (2004);
Choudhary et al. (2015)

Citrulline Reduced fibrillation Choudhary et al. (2015)

TMAO Low rate fibril Choudhary et al. (2015)

Quinones
Benzoquinones (BQ)

Inhibit amyloid
aggregation

Gong et al. (2015)

Napthoquinones (NQ)

Anthroquinones (AQ) Strongly inhibit
β-amyloid protein

Gong et al. (2015)

Phenanthroquinones (PQ)

Protic ionic liquid PILs: (TMAS,
TEAHS, TMAP, TEAP, TMAA)

Reduced in presence
of PILs

Curcumin Amyloid β-sheet
EGCG Reduced in presence

of PILs
Kumar et al. (2013)

Resveratrol Amyloid β-sheet Alam et al. (2017)
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and Singh 2014). This marked proline in another story of publication as a “defensive
agent in inhibition of protein aggregation” due to the capacity of sinking the
abnormal interactions between polypeptide chain at the early onset of the trail in
pathogenic cause due to protein aggregation (Ignatova and Gierasch 2006). An
investigation endeavored to examine the role of osmolytes in the amyloid-coupled
collection setup on the human model insulin hormone protein. The result witnessed
that sorbitol, glycerol, betaine, quinones, and TMAO observed a low rate of fibrilla-
tion formation due to the progression of reducing the rate of unfolded monomers.
The formerly mentioned investigational results have shown a fantastic connection
through volume isolation rule applicable to polymer crowding (Khan et al. 2019).

12.9 Therapeutic Approaches

12.9.1 Gene Therapy

Gene therapy is an intracellular delivery of transgene (genomic materials) into
specific cells to generate a therapeutic impact by correcting the existing prevailing
abnormality from the norm and providing the cells with novel function (Stone
2010). Many gene delivery systems possibly are applied in gene therapy to turning
off any particular gene or restore a specific gene function. A definitive objective of
gene therapy is single management of a suitable material to replace a defective or
missing gene. Presently, popular methods, for example, lentivirus, adenovirus, and
AAV just as nonviral strategies, like liposomes and naked DNA, have been utilized
for insulin gene conveyance into various tissues, for instance, pancreas, liver,
adipocytes, and muscle (Wang et al. 2004; Wang et al. 2007; Zhang et al. 2001).
Remarkably, intestinal cells, for example, enteroendocrine K-cells, demonstrated
numerous similitudes with pancreatic β-cells, it produces glucose-dependent
insulinotropic polypeptide (GIP) and contains prohormone convertases vital for
proinsulin formation (Cho and Kieffer 2010). Therefore, researches are being done

Fig. 12.7 Fibrillation mechanism. (a) Absence of osmolytes leads to high-stress (HS) fibrils. (b)
Presence of Pro, Ser, or COS leads to the formation of the labile type A intermediate as the
osmolytes bind glucagon, “shielding” it from the high-stress conditions. The resulting fibrils are
called low stress (LS)
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for in vitro modification of K-cells to create and discharge insulin, but the implanta-
tion of these cells has failed to reverse diabetes.

12.9.2 Pharmacological Drug Approach

When contrasted with the way of life intercessions alone, each pharmacological
operator used as monotherapy multiplied the number of patients who came to HbA1c
target levels underneath 7% by two to three folds. Because of poor diabetes control,
most patients would require different treatments to accomplish great glycemic
control over the long route (Nathan et al. 2009). Hypoglycemia is one of the major
risk factors that should be paid special attention to when assortments of various
pharmacological agents are utilized associatively. The decision of which pharmaco-
logical specialists to be picked for every patient ought to be a standard dynamic
procedure. The cost, potential reactions, potential advantages, glucose bringing
down viability, and dosing routine are things to be thought about before choosing
a prescription. Dose modifications are essential for renal disabled patients. Regular
observation is fundamental for renal hindered patients; however, for each one of
those on pharmacological agents (White 2014).

12.9.3 Insulin Injection

It remains the primary treatment for T1-DM, where insulin lack is seen. At the point
when oral hypoglycemic medications are not effective in regularizing glucose and
HbA1c levels in T2-DM, insulin can be used as monotherapy or together with oral
hypoglycemic specialists. The constraining element of insulin is that it must be
directed through infusions. Despite showing favorable treatment effects, needle fear
causes weak consistency, which prompts inadequate glycemic control. Insulin
pumps can be considered as continuous subcutaneous insulin infusions, which are
accessible in the market now (McCall and Farhy 2013). The US Food and Drug
Administration (FDA) has characterized these pumps as moderate to high hazard
gadgets, and clinical preliminaries are consistently being accomplished for security
and adequacy purposes (Sorenson and Drummond 2014). A nonintrusive option
would be through breathed in or oral insulin. Challenges are set up to utilize these
courses of organizations. Improved pharmacokinetic and pharmacodynamic
parameters may guarantee the achievement of insulin using this organization course.
Oral insulin is another engaging chance. It is still in the stage of clinical trials, and a
lot more research is in store before this formulation hits market shelves (Table 12.5).
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Table 12.5 Ongoing clinical trials for diabetes (www.ClinicalTrials.gov)

Clinical trial
number Drugs Phase Status

NCT02692313 Epinephrine, saline infusion Phase
1

Recruiting

NCT00953914 Pyridostigmine, placebo NA Completed

NCT02641548 Sock of silicone, heel cream NA Recruiting

NCT00682903 Guardian R NA Completed

NCT01030770 Ranibizumab, 0.9% sodium chloride Phase
3

Completed

NCT00482768 Practice facilitation NA Completed

NCT03757845 Mediterranean diet NA Recruiting

NCT02835287 Protocol based integrated care NA Not
recruiting

NCT02473809 Liraglutide, placebo Phase
4

Completed

NCT00703989 Benfotiamine, lipoic acid NA Completed

NCT02505451 Dobutamine NA Completed

NCT01554644 Prontosan, saline NA Withdrawn

NCT03877523 Cocarnit NA Completed

NCT02541838 Muscle, power, balance, perturbation, aerobic
exercise

NA Completed

NCT03562208 Adult bone marrow stem cells Phase
3

Recruiting

NCT03497260 Fructose, plain water NA Completed

NCT01695278 Telephone counseling Phase
3

Completed

NCT00701181 Laser treatment, PF-04523655 high, PF-04523655
middle, PF-04523655 low

Phase
2

Terminated

NCT03289338 Zoledronic acid, methylprednisolone, placebos Phase
2

Completed

NCT01823406 Euglycemic clamp (normal blood sugar clamp) for
4 h hyperglycemic clamp (elevated blood sugar to
300) for 4 h

NA Completed

NCT01821508 Clinical treatment, roux-en-Y gastric bypass surgery NA Not
recruiting

NCT00318214 MRE0094, vehicle gel Phase
2

Terminated

NCT00312364 MRE0094 Phase
2

Completed

NCT03908762 iSage app with connected glucometer magnet NA Recruiting

NCT00272831 Cilostazol, placebo Phase
4

Completed

NCT00815178 Inspiratory muscle training, inspiratory muscle
training placebo

NA Completed

NCT03392441 Insulin deprivation in type 1 diabetic patients NA Not
recruiting

NCT03530176 18 fluoride-sodium fluoride radioisotope NA Completed

(continued)
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Table 12.5 (continued)

Clinical trial
number Drugs Phase Status

NCT02915263 IGIV-C, 0.9% sodium chloride Phase
2

Recruiting

NCT02631902 Exercise, dietary intervention NA Completed

NCT01926522 Technological rehabilitation, control rehabilitation NA Completed

NCT00279266 Thiamine NA Withdrawn

NCT03437421 Vitamin D3 (cholecalciferol) NA Recruiting

NCT03378271 Simultaneous CGM/FGM NA Recruiting

NCT04238208 Lidocaine 5% patch, capsaicin 8% patch, per 102 cm Phase
4

Completed

NCT03208309 Diacerein, placebo Phase
2

Completed

NCT03639545 Empagliflozin 25 mg, metformin empagliflozin/
metformin, placebos

Phase
4

Recruiting

NCT01571297 RM-131, placebo Phase
2

Completed

NCT01371318 Online wound electronic medical record NA Completed

NCT03906383 Remote ischemic conditioning NA Completed

NCT02169167 Resin salve treatment, octenidine treatment NA Completed

NCT00337298 Amlodipine, lisinopril NA Completed

NCT01394055 RM-131, placebo NA Completed

NCT01454700 Insulin pump therapy (CSII) plus continuous glucose
monitoring (CGM), multiple daily insulin injections
(MDI)

Phase
4

Completed

NCT00539409 Pulsatile intravenous insulin therapy (humulin R,
Novolog)

Phase
3

Terminated

NCT03878277 Starbucks® cold brew—325 mL bottle Phase
2

Enrolling
by
invitation

NCT03899883 Pegloticase 8 mg/mL [krystexxa] Phase
2

Not yet
recruiting

NCT03618420 Aminohippurate, sodium inj 20%, iohexol inj
300 mg/mL

Phase
2

Active, not
recruiting

NCT04058951 High animal protein diet (HAPD), high plant protein
diet (HPPD)

NA Recruiting

NCT03620773 Aminohippurate sodium inj 20%, iohexol inj
300 mg/mL, vertical sleeve gastrectomy

Phase
2

Recruiting

NCT02155361 Topical Citrullus colocynthis, fruit oil (1%), topical
vehicle oil

Phase
2

Completed

NCT01746563 Ranibizumab, laser therapy Phase
2

Completed

NCT02704494 Resveratrol, losartan, placebo Phase
1

Completed

NCT04224428 Fexofenadine pill, placebo oral tablet Phase
4

Recruiting

(continued)
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12.10 Conclusion

The aggregation of insulin starts with dispersion and adsorption of insulin at the
hydrophobic solid, resulting in conformational changes of the monomeric insulin to
uncover the hydrophobic buildups. The driving force is due to hydrophobic interac-
tion between the expanded monomer (unfolded) and the hydrophobic interface.
Hostile conditions like temperature, pH, protein concentration, salt, surfactants,
molecular crowders, agitation, thawing, drying, as discussed in the review, prompt
the generation of the misfolded aggregated structure of the protein that further
prompts the age of the neurological issue. Osmolytes contribute to combatting the
aggregation and protein misfolding. They can be used as remedial applications for
numerous neurological issues that arise due to protein misfolding, which are princi-
pally connected with the protein misfolding. Fibrillation of protein is obligated for
various amyloidogenic issues inspecting diseases like AD, HD, PD, cystic fibrosis,
diabetes type 2, and dialysis connected amyloidosis. A detailed comprehension of
the mechanisms of action of osmolytes can prompt the extension of osmolytes as an
ancient remedial target molecule and thus to steady drug design for the avoidance
and cure of neurological, hereditary, and other ailments brought about by protein
misfolding/fibrillation/conglomeration alongside different other factors. Since the
molecular foundation of aggregation is varied, increasingly model frameworks ready
to recognize those pathways will be expected to get a clearer picture.

Additionally, more significant arrangements of osmolytes just as model proteins
should be screened to reach determinations on their general mechanism of action,

Table 12.5 (continued)

Clinical trial
number Drugs Phase Status

NCT04170543 MEDI3506, placebo Phase
2

Recruiting

NCT04125329 Human umbilical cord mesenchymal stem cells Phase
1

Not yet
recruiting

NCT04026165 SEL, placebo Phase
3

Recruiting

NCT03933956 Empagliflozin 10 MG Phase
3

Recruiting

NCT03869931 Fenofibrate Phase
3

Recruiting

NCT03824379 Magnesium citrate, antidiabetic Phase
2

Recruiting

NCT03804879 LMB763, placebo Phase
2

Recruiting

NCT03165227 BI 685509, placebo Phase
1

Completed
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due to the explicitness of some osmolyte–protein cooperation. Although some
advancement has been made lately on the aggregation of insulin at the interfaces,
an enormous number of open questions despite everything exist about the funda-
mental changes and pathways during the procedure of insulin aggregation. Some of
those questions can be as (a) a molecular-level comprehension of the accumulation
pathway from native insulin to insulin oligomers and developed mature fibril strands
is as yet deficient and lacking; (b) the structure and misfolding pathway of briefly
populated oligomeric insulin species stay to be identified and elucidated. Varied
strategies used to ponder such rational, determined disease to have various degrees
of stage trail drugs are pleasing and engaging redirection for the social being.
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The muscarinic acetylcholine receptors (mAChRs) are receptors that produce the
GPCR complex in the membrane of specific neurons and other cells. It performs a
key role at the end of the receptor stimulated by the neurotransmitter. Ach
liberates from postganglionic neurons in a parasympathetic region of ANS.
The mAChRs constitute a family of five interrelated GPCRs that come under
the category of α branch of GPCRs’ Class A. The five different subtypes of the
mAChR family are designated as M1–M5. M1, M3 and M5 subtype receptors
exhibit to pair through the Gq/11 family of G proteins, but the M2 and M4
subtype receptors particularly indicate through Gi/o family of G protein. The
mAChRs play multifunctional peripheral and central roles in human physiology
including regulation of muscle contraction, heartbeat, lung, secretion by gland
and other functions of the CNS.
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13.1 Introduction

Acetylcholine receptor (AChR) is an intrinsic membranous type of protein, which
reacts to the binding of the neurotransmitter acetylcholine (ACh) molecule. It is
classified into muscarinic and nicotinic receptors based on their pharmacology and
relative target to molecules (Verma et al. 2018). Muscarinic and nicotinic receptors
are the main type of the cholinergic system. The cholinergic system, portion of the
visceral or autonomic nervous system (ANS), plays a significant role in many
functions such as circadian rhythmicity, digestion, addiction, control of heartbeat,
motivation, blood pressure, cognitive flexibility, pain and reward, spatial learning
and perceptual memory (Prado et al. 2017). mAChRs are well-known metabotropic
acetylcholine receptors that are mainly reactive to muscarine. mAChRs are termed
after muscarine, a lethal alkaloid produced by the highly poisonous mushroom
Amanita muscaria (Jo et al. 2014). Scopolamine and atropine are the best known
naturally occurring muscarinic antagonist, which is reported in the fatal nightshade
plant: Atropa belladonna (Albuquerque et al. 2009). Nicotinic acetylcholine
receptors (nAChRs) are famous ionotropic acetylcholine receptors particularly
responsive to nicotine, Na+, Ca2+ and K+ ion channel (Corradi and Bouzat 2016).
nAChR is named after nicotine, an ideal agonist. D-tubocurarine compound, a toxic
alkaloid isolated from the curare poison, is a very well-known nicotinic antagonist
(Malca Garcia et al. 2015) (Fig. 13.1).

13.1.1 Structure and Function of Muscarinic Receptor and Their
Subtypes

The mAChRs are acetylcholine receptors, which produce the GPCR complex in the
membrane of specific neurons and other cells (Eglen 2006). It performs a key role at
the end of the receptor stimulated by the neurotransmitter. Ach liberates from
postganglionic neurons in a parasympathetic region of ANS. The mAChRs consti-
tute a family of five interrelated GPCRs that comes under the category of α branch of
GPCRs Class A (Fredriksson et al. 2003). The five different subtypes of the mAChR
family are designated as M1–M5 (encoded by CHRM1–CHRM5 genes). M1, M3
and M5 subtype receptors exhibit to pair through the Gq/11 family of G proteins, but
the M2 and M4 subtype receptors particularly indicate through Gi/o family of G
protein (Haga 2013). The mAChRs play multifunctional peripheral and central roles

Fig. 13.1 Chemical structures of muscarine, acetylcholine and nicotine
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in human physiology including regulation of muscle contraction, heartbeat, lung,
secretion by gland and other functions of the CNS (Wess et al. 2007) (Fig. 13.2).

13.1.1.1 Muscarinic-1 Receptor (M1 Receptor)
Muscarinic-1 receptor (M1 receptor) is a cholinergic muscarinic type of receptor
found in humans, rats and mice encoded by the CHRM1 gene (CHRM1 2020). The
receptor belongs to the GPCR family and bound to Gq proteins (Qin et al. 2011).
This is one of the five muscarinic receptors that act as the metabotropic roles of ACh
in the CNS of humans. M1 receptors mostly found in nerve cells of the hippocampus
and cerebral cortex. Initiation of the M1 receptor yields many reactions including the
activation of ion channels such as Cl�, K+, inhibition of cAMP production and the
upregulation of phospholipase C (Sanchez et al. 2009). M1 receptor agonists may
also lead to secretion from the bronchoconstriction, stomach and salivary gland. M1
receptors generally participate in many processes including cardiac muscle contrac-
tion, control of seizure and cognitive activity (Hamilton et al. 2001; Bakker et al.
2018). The beginning of these receptors by selective agonists reduces harmful
β-amyloid secretion and increases the secretion of the non-toxic α-amyloid peptide
from amyloid precursor proteins (Jiang et al. 2014).

The M1 receptor is made up of 521 amino acid residues (Fig. 13.3). These are
made up of five transmembrane domains: residues 1–239, 403–515, 240–255,
298–402, 256–298, respectively. The M1 muscarinic receptor interacts with the
inhibitor tiotropium. Orthosteric and allosteric interaction sites play a significant
role in drug specificity. It also reveals how allosteric modulation may be spread
involving the two spatially discrete domains (Thal et al. 2016).

Fig. 13.2 Multifunctional role of mAChRs
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13.1.1.2 Muscarinic-2 Receptor (M2 Receptor)
The mAChR M2 is also known as the cholinergic receptor M2, which is encoded by
the CHRM2 gene of mice, rats and humans (CHRM2 2020). M2 receptor is a
member of the GPCRs family that binds to Gi protein, generally leading to inhibitory
effects (Douglas et al. 2001). It regulates the metabotropic function of ACh in the
CNS. The receptor is tightly engaged in brain regions, heart and smooth muscle.
Initiation of the M2 receptor produces several responses such as initiation of Ca2+,
K+ channels and the inhibition of adenylyl cyclase (Harvey and Belevych 2003). M2
receptor also participates in several processes such as regulation of atrial contraction,
AV node conduction velocity, acquiring and retention of smooth muscle contraction
(Andersson and Olshansky 2007). The receptor antagonist has been suggested useful
in the remedy of Alzheimer’s disease (Clader and Wang 2005; Kumar et al. 2016;
Wang et al. 2020) (Fig. 13.4).

The receptor is made up of 467 amino acids with 68% helical (24 helices;
322 residues) and 2% beta sheet (4 strands; 13 residues). M2 receptor is devoid of
the third intracellular loop and the natural glycosylation sites in the majority of cases.

Fig. 13.3 Structure of muscarinic receptor-1 (PDB Id: 5CXV)
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There are ample hydrophobic interactions that occur between receptor proteins
within the transmembrane. The ligand QNB in the interior buried pocket specified
by the side chains of TM3–TM7 (Haga et al. 2012). A hydrophobic layer formed by
three amino acids, viz. Leu 65 in TM2, Leu 114 in TM4 and Ile 392 in TM6. The
orthosteric binding pocket is produced by residues that are identical in M1–M5
receptors. All the muscarinic receptors (M1–M5) show common structural homol-
ogy with other activity distinct acetylcholine interacting proteins from diverse
species. M2 receptor structure imparts molecular insights into the contests of
creating specific ligands for muscarinic receptors and their predisposition for allo-
steric control.

13.1.1.3 Muscarinic-3 Receptor (M3 Receptor)
The mAChR M3 is known as acetylcholine/cholinergic receptor M3, which is
encoded by the CHRM3 gene of the mouse, rats and humans (CHRM3 2020). M3
receptor is a member of the GPCRs family that binds to Gq protein, which

Fig. 13.4 Structure of muscarinic receptor-2 (PDB ID: 3UON)
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upregulates inositol triphosphate (IP3) and phospholipase C and increases the
intracellular Ca2+ (Qin et al. 2011). It acts as the metabotropic role of ACh in the
CNS. These receptors are generally found in the lungs, endocrine, exocrine glands,
smooth muscle and CNS (Weston et al. 2012). The receptor agonist performs an
important function in bronchoconstriction and smooth muscle constriction. Activa-
tion of the M3 receptor leads to various secretions from the pancreas, stomach and
salivary gland (Gautam et al. 2006). Therefore, the M3 receptor actively participates
in many metabolic activities such as regulation of the insulin release and the glucose
homeostasis. Additionally, the receptor is a potentially beneficial target site in the
case of the pulmonary block and in the progression of colon cancer (Moulton and
Fryer 2011; Tolaymat et al. 2019). Moreover, initiation of the M3 receptor by
selective agonists may also be useful in the case of type-2 diabetes (Gautam et al.
2006; Ito et al. 2019).

The M3 receptor is made up of 479 amino acid residues having four chains A,
B, C, D and two domains (Fig. 13.5). The domain 1 lies from 1–202 to 368–479
range, whereas domain 2 ranges from 203 to 367 amino acid residues. No structure
alignment results are available for all the four chains of PDB ID: 4DAJ (A to D)
explicitly. Structural conservation comprises of intracellular loops 1 and 2. It also
includes extracellular loops 1, 2 and 3, having extremely common resemblance in
character; overall folds even though little sequence conservation. The M3 receptor
shows distinctive characteristics, having a big extracellular vestibule as part of a
lengthened hydrophilic route comprising the orthosteric binding pocket (Kruse et al.
2012). Molecular dynamics simulations study advocates that ligand tiotropium
interacts momentarily to an allosteric site on the way to the cavity in the interior of
the receptor that possesses suitable properties for binding a ligand. The binding
pocket of the receptor may also provide an opportunity to design a novel ligand with
enhanced therapeutics for the M3 receptors. The conserved residue (Thr234 of TM
5 and Tyr506 of TM 6) in all muscarinic receptors may perform a significant role in
the designing of a novel stimulator for the activation of muscarinic receptors (Wess
et al. 1992).

Fig. 13.5 Structure of muscarinic receptor-3 (PDB Id: 4DAJ)
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13.1.1.4 Muscarinic 4 Receptor (M4 Receptor)
The mAChRM4 receptor is also known as the cholinergic receptor M4. M4 receptor
is present in rats, humans and mice, which is encoded by the CHRM4 gene (CHRM4
2020; Birdsall et al. 2019). This receptor is a participant of the GPCRs family,
mostly bind to Gi proteins, leading to inhibitory effects (Douglas et al. 2001). It
regulates the metabotropic functions of acetylcholine in the brain. This receptor is
tightly involved in the lung and striatum. Activation of the M4 receptor response to
several reactions includes the inhibition of adenylyl cyclase (Guo et al. 2010). The
function of the M4 receptor is the indirect mediation of dopaminergic neurotrans-
mission through cholinergic activity. M4 receptor is also reported to be involved in
neuropathological diseases (Tzavara et al. 2004; Stepnicki et al. 2018).

The M4 receptor is made up of two domains and two chains (A & B). The first
domain ranges from residues 1–204 to 326–422 and domain 2 ranges from residues
205 to 325 (Fig. 13.6). An alteration in the rotamer of D112 amino acid transmem-
brane 3 is conserved all over the biogenic amine G and acts as the counter ion for
positively charged neurotransmitters (Van Rhee and Jacobson 1996). This rotameric
alteration indicates that D112 of TM3 is beyond ligand tiotropium. The residues
Y439 and Y443 play a significant affair to stabilize the various inoperative states of
conformation to ligand interact with it. The orthosteric site of the M4 receptor is
nearer to the M1 than the M2 subtypes. A deviation in amino acids covering
allosteric site stresses the significance of this zone for designing specific drugs
(Thal et al. 2016).

Fig. 13.6 Structure of muscarinic receptor-4 (PDB Id: 5DSG)
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13.1.1.5 Muscarinic 5 Receptor (M5 Receptor)
TheM5 receptor is encoded by the CHRM5 gene of rats, mouse and human, which is
a member of the GPCRs subfamily of the integral membrane protein (CHRM5
2020). The receptor is coupled to Gq protein (Qin et al. 2011). It regulates the
metabotropic function of ACh in the CNS. M5 receptor is the most closely occupied
in the neurotransmitter containing neuronal cells in the cerebral cortex, striatum,
hippocampus along substantia nigra of the brain (Foster et al. 2014). M5 receptor
agonists regulate the level of the dopaminergic neuron and release dopamine into the
striatum, which facilitates rude substances such as cocaine (Fink-Jensen et al. 2003).
The clinical effect of this receptor is not very well-known; however, activation of the
M5 receptor is identified which reduces the level of cyclic AMP and the activities of
protein kinase C (Bender et al. 2018). M5 receptors may also probably beneficial in
the treatment of memory deficits produced by diminished cerebrovascular function
(Araya et al. 2006; Vuckovic et al. 2019).

The experimental structure of the M5 receptor is not available till date. M5
receptor participates in various cellular activities such as K+ channel modulation,
phosphoinositide degradation and adenylate cyclase inhibition (UniprotID: P08912).
All five subtypes (M1–M5) of mAChRs play a significant role in biological pro-
cesses like renal, cardiac, intestinal function, motor control, cognitive and attention
mechanisms. Different functions and diseases associated with these five subtypes
along with their locations are given in Table 13.1.

13.2 Anticholinergic Drugs

Anticholinergic drugs are substances which inhibit the action of acetylcholine at the
synapse of the PNS and CNS (Xu et al. 2017). It blocks the parasympathetic nerve
impulse by non-selectively or selectively linking the neurotransmitter acetylcholine
to its receptor site of neurons (Prommer 2013). These drugs are also called
parasympatholytics or cholinergic antagonists. Anticholinergics drugs are divided
into two main categories based on their specific target to PNS and CNS: antinicotinic
drugs and antimuscarinic drugs.

13.2.1 Antinicotinic Drugs

The antinicotinic drugs attack on the nAChRs. The majority of antinicotinic drugs
are non-depolarizing and depolarizing drivers. Non-depolarizing agents such as
vecuronium, rocuronium, pancuronium, cisatracurium, atracurium and mivacurium
are a type of neuromuscular blocker, which does not depolarize the motor end plate
and causing action potential (Kim et al. 2017). Depolarizing agents such as succi-
nylcholine, decamethonium, and others are a type of neuromuscular blocker which
depolarize the motor end plate and produce an action potential (Ahmad et al. 2018).
Both agents are used in muscle relaxants for clinical purposes (Clar and Liu 2020;
Gulenay and Mathai 2020).
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13.2.2 Antimuscarinic Drugs

Antimuscarinic drugs act on the mAChRs. Muscarinic antagonists (muscarinic
anticholinergic drugs) disrupt the learning and memory processes (Table 13.2).
These drugs are involved in causing cognitive and memory deficits in an experimen-
tal animal model for the pathological conditions identified in several human neuro-
pathological diseases such as Alzheimer’s, Schizophrenia and other diseases
(Robinson et al. 2011). Majority of anticholinergic drugs have been used in a wide
range of clinical conditions like amnesia, mydriasis, bronchodilation and sedation
(Prommer 2013).

13.3 Sources of Antimuscarinic Drugs

The most common sources of anticholinergic drugs are (1) Datura species (Datura
2016), (2) Atropabelladonna (Ulbricht et al. 2004; Belladonna 2020),
(3) Hyoscyamusniger (Roberts and Wink 1999), (4) Brugmansia species (toxic
plants 2020), (5) Garrya species (Nesom 2012) (6) and Mandragora officinarum
(Duke 2002) plants.

13.4 Classification of Antimuscarinic Drugs

13.4.1 Based on Their Sources

Antimuscarinic drugs are classified into three groups (Fig. 13.7): (1) natural
alkaloids, (2) semi-synthetic drugs and (3) synthetic drugs.

13.4.1.1 Natural Alkaloids
Natural alkaloids are mostly natural organic compounds, which usually consist of a
basic nitrogen atom. It also includes some correlated compounds with both neutral
and weak acidic in nature (IUPAC 2012; Sheela 2013). Some alkaloids are synthetic
or semisynthetic compounds of dissimilar or similar structures like natural alkaloids.
Alkaloids have various important physiological roles in humans and animals
(Lahlou 2014). Natural alkaloids such as scopolamine, atropine and tubocurarine
are well known and may be toxic to the animal. They exhibit a broad range of
pharmacological and biological properties (Yadav et al. 2014).

13.4.1.2 Semi-Synthetic Drugs
Semi-synthetic drugs are produced by the biochemical reaction between naturally
occurring compounds to form a new product (Lahlou 2014). Semi-synthesis, a kind
of biochemical synthesis, which uses chemical compound extracted from a natural
source (plant material or microbial cell cultures) as the initial materials to yield other
innovative compounds (Cragg and Newman 2013). These drugs are neither synthetic
nor natural completely, which is a mixture of both. Semi-synthetic drugs are
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Table 13.2 Features of muscarinic receptor antagonists and their functions

S. no. Characteristics Antagonists Functions References

1. Tertiary amines Atropine Increases
heart rate.

McEvoy
(2018); De
Caen et al.
(2015)

Lipophilic (good oral
bioavailability and CNS
penetration)

Diminishes
secretions of
exocrine glands.

Diminishes
motility and tone
of smooth muscle.

Diminishes
cholinergic
overactivity in the
brain.

Mydriasis and
Cycloplegia

Scopolamine
(hyoscine)

CNS depression McEvoy
(2005); Rang
(2003)

Diminishes
vestibular
disturbances
(antiemetic)

Homatropine Mydriasis Agrawal et al.
(2010);
Yazdani et al.
(2018)

Tropicamide Impair
accommodation

Cyclopentolate

Benztropine Diminishes
cholinergic
overactivity in
CNS

McEvoy
(2003); Harvey
et al. (2018)

Biperiden

Trihexyphenidyl

Tolterodine Diminishes
motility and tone
of muscle cells

De Caen et al.
(2015);
Katzung and
Trevor (2014)

Oxybutynin

Solifenacin

Dicyclomine

Darifenacin Enhances
sphincter tone

De Maagd and
Davenport
(2012)

2. Quaternary amines
hydrophilic (less oral
bioavailability and CNS
penetration)

Butyl
scopolamine
(hyoscine butyl
bromide)

Reduces motility
and tone of the gut
(antispasmodic
effects)

Tytgat (2007)

Methscopolamine Diminishes
secretion of
exocrine gland

Ivanovic et al.
(2016)Glycopyrrolate

Pirenzepine

Propantheline

Ipratropium
bromide

Bronchodilation Rang (2003)

Tiotropium
bromide

Cheyne et al.
(2013)
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structurally related to atropine including tertiary ammonium compound
(homatropine, biperiden, etc.), quaternary ammonium compound (homatropine
methyl bromide, atropine methonitrate, etc.) and novel antibiotics (tetracycline,
doxycycline, tigecycline and chemotherapy drug) which exhibit a wide variety of
chemical and pharmacological properties (Lahlou 2014; Nelson and Levy 2011; Liu
and Myers 2016).

13.4.1.3 Synthetic Drugs
The synthetic drug is a drug having similar properties and belongings to hallucino-
gen or narcotic drugs (Garcia-Romeu et al. 2016). These drugs are structurally
dissimilar to atropine including tertiary amines (pirenzepine, dicyclomine,
oxybutynin, etc.) and quaternary amine (propantheline, glycopyrrolate,
trihexyphenidyl, etc.) which exhibits a wide variety of biological, physicochemical
and pharmacological properties (Grynkiewicz and Gadzikowska 2008). Synthetic
drugs are prepared from the beginning substance, which is not present in the
environment; instead, they are formed from building blocks of a chemical substance
(Lahlou 2014). The common process of synthetic drug discovery is analogous to the
discovery of natural drugs (Mathur and Hoskins 2017). In the natural drugs discov-
ery, the compounds are obtained from sources like the plant, animal and microor-
ganism. In the case of synthetic drug discovery, the compound generally produces
in vitro laboratory through combinatorial technique, which manufactured a hundred
to million molecules from the building block of smaller chemical substances
(Valecha et al. 2010).

Fig. 13.7 Classification of antimuscarinic drugs: natural, semisynthetic and synthetic muscarinic
receptor antagonist
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13.4.2 Based on Their Mode of Action

Antimuscarinic drugs are classified into two groups (Fig. 13.8): (1) nonselective
muscarinic receptor antagonist and (2) selective muscarinic receptor antagonist.

13.4.2.1 Nonselective Muscarinic Receptor Antagonist
The nonselective muscarinic antagonist is a drug, which is not selective for all
subtypes of the muscarinic receptors on therapeutic doses (Svoboda et al. 2017).
Most of the anticholinergic drugs such as scopolamine, atropine and homatropine are
nonselective for the subtypes M1–M5 receptors. However, these drugs are specific
to the muscarinic receptor (Svoboda et al. 2017). A nonselective muscarinic drug is
used as a medication for clinical events like obstruction of muscle contraction,
salivary secretion and cardio-protection; conversely, their beneficial function in the
treatment of long standing is known (Chapple et al. 2002). Ipratropium and
oxitropium are also nonselective antimuscarinic drugs that successfully retract
airway hyperactivity and bronchoconstriction in humans (Coulson and Fryer 2003).

13.4.2.2 Selective Muscarinic Receptor Antagonists
The muscarinic receptor is well-defined by selective agonists and antagonists. A
selective muscarinic receptor grouping preceded the identification of acetylcholine
(Schiechl et al. 2008). Telenzepine and pirenzepine antagonists have a compara-
tively strong binding affinity for the M1 receptor, which permitted for use in the
therapy of peptic ulcer disease (Okabe et al. 2002). Conversely, M2 receptor
antagonist includes Otenzepad peripherally acting in the remedy of bradycardia
(Lanzafame et al. 2001). Darifenacin inhibitor is applied in the remedy of irritable
bowel syndrome, urinary incontinence and is a specific M3 receptor (McFerren and
Gomelsky 2015). Biperiden, a comparative specific M1 receptor antagonist, thera-
peutically applied to reduce the symptoms of Parkinson’s disease, memory and
learning deficit in Alzheimer’s disease (Witkin et al. 2014).

Fig. 13.8 Classification of antimuscarinic drugs: nonselective and selective receptor antagonist
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A recent study was done in the chick model of myopia, which proved that the best
selective M4 receptor antagonist himbacine is the most effective drug in the regulation
of myopia (Carr et al. 2019; Cottriall et al. 2001). However, the M5 receptor has least
worked out due to the absence of selective ligand subtypes of mAChRs. After the
detection, characterization and synthesis of the first highly muscarinic and specific M5
orthosteric inhibitor, ML381 or VU0480131 have been reported (Gentry et al. 2014).

13.5 Mechanism of Antimuscarinic Drugs

The antimuscarinic drugs including atropine, scopolamine and others are more
liposoluble because of their lipophilic nature, which act rapidly and are being
absorbed from the gastrointestinal tract (GIT). However, it is less absorbed from
injured or intact skin and easier to cross the blood–brain barrier (BBB), which upset
the CNS and other organ systems (Rajput 2013; He et al. 2011). Most of the
antimuscarinic drugs are usually observed to be safe taking at dose level 1.5 mg/
day (Beyer et al. 2009; Ulbricht et al. 2004). Toxicity usually occurs after the
ingestion of drugs at a dose level more than 1.5 mg/day in the brain, which caused
unclear vision, delirium, incomprehensive speech, fatigue and unconsciousness
(Milanlioglu 2011; Apfel et al. 2010; Bogan et al. 2009).

Antimuscarinic drugs competitively bind and inhibit acetylcholine from the
binding site of the muscarinic receptors (Pergolizzi et al. 2012). However, their
antagonistic actions may be decreased by elevating the concentration of the musca-
rinic agonists. The main action of antimuscarinic drugs like scopolamine, atropine
and associated drugs competitively blocks the action of ACh agonists (Fig. 13.9).
These drugs compete with such agonists for normal requisite on the muscarinic
receptor. Many evidences support the idea that scopolamine- and atropine-related
compounds compete with agonists for normal requisite on the muscarinic receptors
(Snyder et al. 2005; Malik et al. 2015).

13.5.1 Epidemiology of Anticholinergic Drug

The epidemiological study suggests that about 20–50% of individuals of old age are
regularly put in danger to anticholinergic drugs with possible activity (Fox et al.
2011). This shows that more than one half of the drug usually given for grown-up
people is possible due to anticholinergic action (Chew et al. 2008). Anticholinergic
agent’s actions in adult individuals differ with sex, age and comorbidities (Wawruch
et al. 2012; Chatterjee et al. 2010; Agar et al. 2009).

13.5.2 Clinical Significance of Anticholinergic Drugs

Anticholinergic drugs with potential properties have been significantly used in
medicine for many years to treat disease conditions including the following:
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(1) motion sickness, (2) Parkinson’s disease, (3) overactive bladder and urinary
incontinence, (4) psychiatric disorders, (5) gastrointestinal disorders, (6) diarrhoea,
(7) asthma, (8) chronic obstructive pulmonary disease (COPD), (9) surgery and
anaesthesia for muscle relaxation, (10) anaesthesia during surgery, (11) insomnia,
(12) Alzheimer’s disease and (13) toxicity of certain poisonings (Cahalan et al. 2009;
Kees et al. 2015).

13.5.3 Side Effects of Anticholinergic Drugs

Different studies have indicated the side effects of anticholinergic drugs on different
organ systems of the human body. The highly significant side effects of anticholin-
ergic drugs are mentioned in Table 13.3.

Fig. 13.9 Mechanism of action of agonist and antimuscarinic drugs on muscarinic receptor site:
(a) normal condition and (b) neurodegenerative condition
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13.6 Conclusions

The muscarinic receptor can be distinguished structurally, physiologically and
pharmacologically. The muscarinic receptor is a family of GPCRs and commonly
distributed in the human body. Each subtype performs a specific function and plays a
significant biological activity in the PNS and CNS. Muscarinic receptor antagonists
competitively inhibit postganglionic muscarinic receptor which regulates several
essential functions and structures of the PNS and CNS. Thus, antagonistic activity
of antimuscarinic drug acts as a target in correlation with muscarinic acetylcholine
receptor subtypes in animal and is associated with human health risk.
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Dopamine Beta Hydroxylase: An Enzyme
with Therapeutic Potential to Combat
Neural and Cardiovascular Diseases
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Abstract

The brain and the heart are arguably the two most important organs of the human
body. It is thus no surprise that diseases of the brain and heart are of the highest
concern and are the major causes of mortality and morbidity worldwide. A
physiological process that is common to both of these major organs is the
catecholamine biosynthetic pathway, where the products of the pathway regulate
several major events in the human body. The changes in the levels of
catecholamines are originators of several neural and cardiovascular diseases.
Dopamine beta hydroxylase (DBH), an enzyme that plays a central and critical
role in the catecholamine biosynthetic pathway, regulates the concentrations of
dopamine and norepinephrine, whose deficiency or overproduction causes sev-
eral diseases related to the brain and the heart. This enzyme is thus of great
therapeutic significance. Insight into the genetics, structure, function, and dynam-
ics of the protein will provide scope for discovery and design of potential small
molecule drugs to treat neurological or cardiovascular disorders utilizing
structure-based, rational drug discovery approaches.
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14.1 Introduction to DBH

DBH (EC 1.14.17.1) is a copper-dependent monooxygenase, which has broad
substrate specificity, and oxidizes any phenylethylamine to its corresponding
phenylethanolamine (Levin 1961; Tishchenko et al. 2016). One of the specific
examples is catalysis of dopamine into norepinephrine (and thus epinephrine) in
mammalian tissues and serum (Kruse et al. 1987; Tishchenko et al. 2016). As shown
in Fig. 14.1, the reaction is catalyzed in the presence of other cofactors such as
molecular oxygen and ascorbic acid where DBH acts as an oxidoreductase enzyme
that inserts one oxygen atom from molecular oxygen into the substrate, whereas
ascorbic acid serves as the reductant for the reaction (Rush and Geffen 1980; Ross
and Rosenzweig 2017). The reaction starts with the hydroxylation of the substrate
(dopamine) whereby molecular oxygen donates single oxygen atom and ascorbic
acid acts as an electron donor (Ljones and Flatmark 1974; Beliaev et al. 2009). A
ping pong model is suggested for substrate binding in which the enzymic copper in
cupric state gets reduced to a cuprous state, which binds to oxygen and thereby
hydroxylates the substrate (Beliaev et al. 2009). During this reaction, the formation
of dehydroascorbate occurs from ascorbate. This reaction is a key step in the
catecholamine biosynthetic pathway that regulates several physiological processes
which are controlled by the brain like movement, pleasure, attention, mood, and
motivation. The reaction also regulates processes under the control of peripheral
nervous system like maintenance of blood pressure (BP), dilation of pupils and
bronchioles, increasing renin secretion from the kidneys and inhibiting peristalsis
(William Tank and Lee Wong 2011).

14.1.1 Cellular Distribution of DBH

DBH is incorporated in the neurons where it is stored in the storage vesicles of the
central nervous system, the sympathetic ganglia, while in the periphery it is present
in chromaffin granules of the adrenal medulla (Teitelman et al. 1979; Kemper et al.
1987; Catelas et al. 2020). As the concentration of noradrenergic cells is higher in the

Fig. 14.1 Reaction catalyzed by DBH, an oxidoreductase belonging to copper type II, ascorbate-
dependent monooxygenase

340 S. Kundu et al.



brain, DBH becomes a prime marker for these cells (Sokoloff et al. 1985; Lewis and
Asnani 1992; Punchaichira et al. 2018). In the brain, noradrenergic neurons in the
nerve terminals contain catecholamine vesicles inside which DBH is synthesized
(Biaggioni et al. 1990). In the adrenal medulla, DBH is present in the membrane-
bound and soluble forms in which the latter is derived from the membrane-bound
isoforms (Laduron 1975; Sokoloff et al. 1985). Both forms have similar tetrameric
structure, immunoreactivity, carbohydrate contents, and kinetic parameters (Wallace
et al. 1973; Slater et al. 1981; Saxena and Fleming 1983; Kapoor et al. 2011). It was
demonstrated that non-covalently bound phosphatidyl serine moieties are involved
in the anchoring of membrane DBH to chromaffin granules (Taylor and Fleming
1989).

In the central nervous system, DBH is associated with neurocognitive function
such as working memory, behavioral traits including impairments in active-
avoidance learning, memory retrieval, and maternal and social behavior (Marino
et al. 2005; Parasuraman et al. 2005; Robbins and Arnsten 2009). In the peripheral
system (DBH in adrenal medulla), the enzyme is involved in BP regulation and
altered cardiac function (Rapacciuolo et al. 2001; Whaley-Connell et al. 2006).

14.1.2 Storage and Release of DBH

DBH is associated with highly concentrated monoamine neurotransmitters in the
storage vesicles as shown in Figs. 14.2 and 14.3. Upon neuronal activation, calcium-
dependent exocytosis of DBH along with the neurotransmitters occurs as vesicle
contents are released from the nerve terminals into the extracellular space (Fig. 14.2)
(Del-Bel and De-Miguel 2018). Since there is no classic postsynaptic specialization
associated with the majority of nerve endings, released contents diffuse to postsyn-
aptic cells in the vicinity where they stimulate their respective receptors (Lodish et al.
2000).

Exocytosis of catecholamines from chromaffin cells and sympathetic axons also
occurs (Fig. 14.3). At both the locations, degranulation occurs, and components
enter into the circulation (Del-Bel and De-Miguel 2018). As a result of exocytosis,
DBH is also released from these vesicles into extracellular space and thus can be
found in plasma and cerebrospinal fluid (De Potter et al. 1970; Johnson et al. 1971;
Weinshilboum et al. 1971; Catelas et al. 2020). The concentrations of DBH in the
blood vary widely in the general population (1–100 U/L); however, the interindivid-
ual variation in DBH activity is low (0.8–21.3 U/L) (Deinum et al. 2004; Nagatsu
2009). For the catalysis of reaction, the substrate of DBH (dopamine) is taken up
from the cytosol to vesicles where it is converted to norepinephrine.
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14.2 Structure of DBH and Its Therapeutic Implications

14.2.1 Genetic Organization

DBH gene is 23 kb long with 12 exons situated on chromosome 9 (Fig. 14.4).
Linkage analysis by Goldin et al. (1982) inferred that DBH activity is mediated by a
single quantitative trait locus in a region on chromosome 9 (9q34) (Goldin et al.
1982). A complete gene map ofDBH is available (Cubells et al. 2000). Studies based
on sequencing analyses identified the molecular structure of DBH and an SNP in the
promoter region-rs1611115/C-970 T/formerly C-1021 T (Zabetian et al. 2001) was
reasoned to be the source for the wide interindividual variation in DBH activity in
plasma.

A few mutations in DBH which result in the norepinephrine deficiency has also
been documented (Kim et al. 2011; Garland 2012). Change in alleles, T (thymine) of

Fig. 14.2 Storage, synthesis, and release of neurotransmitters (catecholamines) and DBH in
sympathetic nerve ganglion

342 S. Kundu et al.



the �1021 C/T SNP and A (adenine) allele of the 444 G/A SNP is associated with
lower DBH enzyme activity (Parasuraman et al. 2012). Norepinephrine deficiency
due to lower DBH activity is directly linked to diseases such as attention-deficit
hyperactivity disorder (ADHD), depression, and hypotension (low BP) (Garland
2012), thereby necessitating the discovery of activators of DBH enzyme. Similarly,
some mutations in DBH were shown to result in their altered activity, which has
been reported in neurological disorders and hypertension (Matuzas et al. 1982; Abe
et al. 2005). It is proposed that such neurological disorders as well as hypertension

Fig. 14.3 Storage, synthesis, and release of neurotransmitters (catecholamines) and DBH in
chromaffin cells of the adrenal medulla

Fig. 14.4 Schematic of DBH gene located on the q-arm of chromosome 9
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may be treated by using DBH inhibitors such as nepicastat, etamicastat, and
zamicastat (Table 14.1). This aspect has been detailed in a recent review article
(Dey et al. 2020).

Additive effects of SNPs in the DBH gene were also reported. Thus, individuals
carrying two copies of the T allele of the�1021 C/T SNP (TT) and two copies of the
A allele of the 444 G/A SNP (AA) demonstrated decreased activity of DBH
(Parasuraman et al. 2012). Five putatively functional non-synonymous variants,
namely L317P, A318S, D460N, W544S, and R549C were characterized by our
group recently which provided a new insight into the structure–function relationship
of DBH (Punchaichira et al. 2017). It is thus evident that genetic defects in DBH are
debilitating and provide scope for therapeutic interventions.

14.2.2 Molecular Properties of DBH Enzyme

DBH protein is glycosylated with a tetrameric structure of 290 kDa (Frigon and
Stone 1978). Each monomer of 68 kDa consists of 1 sialic acid, 1 glucose, 2 galac-
tose, 5 N-acetyl glucosamine, and 7 mannose molecules covalently attached
(Vendelboe et al. 2016). The human DBH gene encodes a 617-amino-acid protein
with two copper binding domains at the active site—CuM and CuH. The
C-terminus, known as the dimerization domain, consists of 100 amino acids. Of
the 15 cysteine residues present in DBH, 14 cysteines are involved in disulfide
bridge formation, of which six are intramolecular bonds and two are intermolecular
bonds (Vendelboe et al. 2016).

The crystal structure of DBH is in dimeric form (Vendelboe et al. 2016), which is
an inactive form (Fig. 14.5). An in silico model proposed prior to the crystal structure
is of tetrameric form that shares significant structural homology with the crystal
structure in the active site domain (Kapoor et al. 2011). The tetrameric enzyme was
shown to be the active form of the enzyme in the past (Houhou et al. 1995). The in
silico model predicted that each dimer forms intramolecular disulfide linkage

Table 14.1 DBH inhibitors and their shortcomings

S. no. DBH inhibitors Drawbacks References

1. 4-Aminooxymethylphenol and
3-(N-methylhydrazinomethyl)
phenol (NSD 1034), disulfiram,
and FLA 63

Chelates copper from any
copper containing
metalloenzyme, nonspecific.

Lippmann and
Lloyd (1969);
Corrodi et al.
(1970)

2. 1-Phenyl-3-thiazol-2-ylthiourea
(U-14,624),
2-[2-benzimidazolyl]-amino-2-
imidazoline dihydrochloride
(BRL 8242) and fusaric acid

Cause orthostatic
hypotension; increases the
heart rate, nausea, and
palpitations

Johnson et al.
(1970); Claxton
et al. (1976)

3. Imidazole-2-thione-based
inhibitors: (nepicastat,
etamicastat, and zamicastat)

Nepicastat crosses the
blood–brain barrier

Kruse et al.
(1986); Rocha
et al. (2012)
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between cysteines at positions 154–596, 232–283, 269–295, 390–503, 394–565, and
466–488, whereas two cysteines at positions 528 and 530 form intermolecular
disulfide bonds, thereby resulting in tetrameric structure (Kapoor et al. 2011). CuH
is coordinated to three histidines (His262, His263, and His333), whereas CuM to
two histidines (His412 and His414) and Met487 (Vendelboe et al. 2016) (Fig. 14.6).
The three histidines interact with copper through their delta nitrogen atom at the
CuM binding site. Similarly, histidines interact with copper through their epsilon
nitrogen atom at the CuH binding site. The distance of CuM is 1.96 Å and 1.97 Å,
and of CuM is 2.08 Å and 2.02 Å from the copper center, respectively. DBH has
three domains, namely DOMON domain, Cu type II N-terminal domain, and
C-terminal domain. All these features have been outlined in detail in the in silico
(except Met487) and in the crystal structure (Kapoor et al. 2011; Vendelboe et al.
2016). There are two conformations of the enzyme—closed and open. In the closed
conformation, the copper site is catalytically active, and in the open conformation,
loading of substrate and release of product is described. The three-dimensional
structure of the DBH protein will allow mapping of the SNPs described above and
design of activators or inhibitors of DBH for therapeutic intervention.

14.2.3 Assay Methods

The enzyme activity of DBH may be measured either by monitoring the depletion of
the substrate dopamine or by monitoring the increase in concentration of

Fig. 14.5 Dimeric crystal structure of DBH (PDB ID: 4ZEL) aligned with tetrameric in silico
structure of DBH. The active sites in both the models are similar. The alphabets (A, B, C, and D)
indicate the various subunits
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norepinephrine over the assay period. Due to higher stability of tyramine, however,
the assay frequently follows the conversion of tyramine to octopamine, instead of
dopamine to norepinephrine (Molinoff et al. 1969). One of the earliest developments
was a radioactivity-based assay using phenylethanolamine-N-methyltransferase
that got success in measuring DBH activity for the first time in 1971 (Johnson
et al. 1971; Weinshilboum et al. 1971). This assay depends upon the β-hydroxylation
of tyramine to form octopamine, which is enzymatically N-methylated by
phenylethanolamine-N-methyltransferase, with a C-labeled methyl group donated
by S-adenosyl-methionine-methyl-C. Another assay utilized the same compound
(tyramine as a substrate), but the activity was measured by photometry (Nagatsu
2009). Recently, a chromatographic method for assaying DBH activity was reported
(Punchaichira et al. 2018), where the reaction mixture consisting of the enzyme and
the substrate tyramine was subjected to ultra-performance liquid chromatography
(UPLC), thus separating the product formed, octopamine, from any unutilized
substrate. The elution time for substrate and product was measured and their relative
absorbance was used to quantitate the conversion. The UPLC method is a robust
assay but utilized expensive reagents. Cheaper and high-throughput assays need to
be developed for the purposes of drug discovery with DBH as a target.

Fig. 14.6 Binding pocket of DBH comprising of His262, His263, His333, His412, His414, and
Met487 in interaction with the copper atoms CuH and CuM, respectively
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Moreover, activity assays for DBH are quite difficult to perform in untreated
samples including blood as it has natural quenchers such as sulfhydryl compounds
which bind to copper and thereby inhibit the enzyme (Nagatsu 2009). However, this
problem can be solved by treating these inhibitors with chemicals such as an
SH-blocking agent like N-ethylmaleimide (Nagatsu et al. 1967). The photometric
assay described above also used N-ethylmaleimide that act against these inhibitors
present in human serum.

14.3 Factors That Affect DBH Gene and Its Activity

DBH, the locus encoding DBH protein, is the major quantitative trait locus
controlling circulating DBH levels (Cubells et al. 2000). Genetic factors are
known to cause individual variation in the levels of DBH protein and its activity;
however, the stability of the enzyme over a long time in normal humans makes it a
clinically significant enzyme (Weinshilboum 1989; Punchaichira et al. 2017). DBH
gene and its two forms of mRNAs, namely type A and type B, are regulated by
transcriptional regulatory elements including glucocorticoid and cAMP-responsive
elements which are placed near the transcription start site of DBH gene (Kobayashi
et al. 1989). The expression of DBH in various cells is known to be mediated by
multiple nuclear factors in the upstream promoter that surrounds the cAMP response
element (Seo et al. 1996; Stubbusch et al. 2011). Several studies showed that the
major determinant in DBH release is neuronal stimulation through the alpha
pre-synaptic receptors (Johnson et al. 1971; Weinshilboum et al. 1971; Catelas
et al. 2020). Some inhibitors used against brain DBH were found not to alter the
enzyme activity but the rate of synthesis of DBH was changed (Rosenberg and
Lovenberg 1977). However, disulfiram and nepicastat are known to reduce DBH
activity which leads to decreased norepinephrine levels and increased tissue dopa-
mine levels (Schroeder et al. 2010; De La Garza et al. 2015) with significant
therapeutic implications like lowering of BP or treatment of Parkinson’s disease.
The other factor is DBH itself since a significant amount of the enzyme is leaked out
of neurons which may go into CSF from blood or brain cells (Hastings et al. 2004).
Such leakage is the reason behind a higher concentration of DBH in CSF than in
plasma in humans (Lerner et al. 1978). However, the mechanism of the release and
reduced DBH activity are still not well understood. Mechanistic understanding of
DBH production, release, and decreased enzymatic activity are the need of the hour
for a successful therapeutic application of the protein.

14.4 Etiology

A variety of disorders due to DBH-related deficiency came into light in 1986 when
congenital syndrome was characterized in Netherland (Veld et al. 1987). The
findings suggested that low norepinephrine and epinephrine levels and their
metabolites in the presence of elevated dopamine concentrations caused orthostatic
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hypotension, noradrenergic failure, impairment in cardiovascular autonomic regula-
tion, and insulin resistance (Robertson et al. 1986; Jepma et al. 2011; Arnold et al.
2017). It was later clinically demonstrated that it was due to congenital deficiency of
DBH. Presyncopal symptoms in these patients have included dizziness, blurred
vision, dyspnea, nuchal discomfort, and occasional chest pain. The effects of this
deficiency were also observed in the next generation as affected mothers gave
stillbirth or sick births or other clinical abnormalities (Biaggioni et al. 1990).
These children were generally hypotensive and hypoglycemic and therefore had a
markedly low physical stamina (Mathias et al. 1990; Robertson et al. 1986). These
symptoms worsened in adolescence and adulthood (Biaggioni et al. 1990).

The concentrations of endogenous catecholamines like norepinephrine, epineph-
rine, and dopamine are the most essential determinants in the maintenance of
vascular tone and regulation of arterial pressure (Byrne et al. 2018). Their level
affects the sympathetic and parasympathetic activities in humans which regulate
autonomic functions such as cardiac and vascular tones (McCorry 2007). It is
therefore clear that the rise in norepinephrine levels causes an increase in BP in
the periphery; however, it causes a reduction in BP within the central nervous system
(William Tank and Lee Wong 2011). The other catecholamine/hormone, dopamine,
acts as a precursor to both epinephrine and norepinephrine and thereby regulates BP
through Class C L-type calcium channels (Shen et al. 2008). This points toward the
importance of the regulation of synthesis of norepinephrine/dopamine in controlling
BP. The enzyme DBH, which converts dopamine into norepinephrine, is thus of
great biochemical and pharmacological importance.

The level of DBH in blood, lymph, and CSF indicates the controlled and
regulated activity of noradrenergic nerves (Hammerschmidt et al. 2013). However,
the difficulty in measuring DBH activity in CSF, wide variation in resting blood
DBH level in humans, and the influence of genetic/environmental factors on its
activity limit the possibility of using DBH as a reliable parameter for diagnosis.
Therapeutic potential of DBH though, as a target to combat various diseases, seems
to be a distinct possibility.

14.5 Therapeutic Importance of DBH

DBH, as evident above, through its influence on the levels of catecholamines, could
adversely affect several physiological processes and thus associated with a multitude
of diseases. These diseases could either be related to the CNS or the peripheral
system. Thus, DBH is associated with diseases like depression, ADHD, migraine,
Parkinson’s, Alzheimer’s disease, schizophrenia, congenital syndromes as well as
hypo- or hypertension, hypoglycemia, and ptosis (Tang et al. 2018). An approach to
alter sympathetic function is by reducing norepinephrine synthesis. Similarly,
peripheral DBH can be inhibited in the adrenal medulla to regulate its effects on
visceral organs including cardiovascular system.

348 S. Kundu et al.



Norepinephrine is an important determinant in the neural regulation of BP, while
dopamine plays an important depressor role via renal and plasma volume
mechanisms. One special significance of DBH is its connection to cardiovascular
diseases. Alterations in the DBH activity and/or genetic variants in the DBH gene
lead to changes in the sympathoadrenal activity, which is implicated in the patho-
genesis of hypertension and cardiovascular disease (Chen et al. 2010; Punchaichira
et al. 2017). This makes DBH of high interest to the cardiovascular field. A number
of inhibitors of DBH have been designed to combat cardiovascular diseases. Any of
these inhibitors that cross the blood–brain barrier could however play a significant
role in treating brain-related disorders like cocaine addiction and Parkinson’s
diseases.

14.5.1 Inhibitors of DBH: Hypertension and Cocaine Addiction

The diseases/disorders of the heart and brain that have been the prime targets for
therapeutic intervention via DBH are hypertension and cocaine addiction. In
humans, the pathogenesis of hypertension, both primary (genetic, essential) and
secondary (acquired), is attributed to an exaggerated activity of the sympathoadrenal
machinery (De et al. 1993). Inhibition of DBH enzyme has been found to be of great
utility in treating hypertension in spontaneously hypertensive rats (Beliaev et al.
2009; Igreja et al. 2016; Ohlstein et al. 1987; Kruse et al. 1987; Pires et al. 2015).
Plasma DBH activity of converting dopamine into norepinephrine ranged from 2 to
100 U/L of plasma in humans (Beliaev et al. 2009). Increased activity of DBH may
result in the accumulation of norepinephrine in the chromaffin cells of the adrenal
medulla, and therefore to lower dopamine in contrast to norepinephrine levels;
conversely, decreased DBH activity is linked to high dopamine levels compared to
norepinephrine (Cubells et al. 2000). Given a link between these catecholamines and
BP, DBH is expected to be associated with the control of BP. There is considerable
activity globally to design inhibitors of DBH to combat hypertension.

Similarly, inhibition of DBH in the central nervous system is being actively
considered to combat brain-related disorders like cocaine addiction (Bicker et al.
2016; Loureiro and Soares-da-Silva 2015). Disulfiram (https://clinicaltrials.gov/ct2/
show/NCT00395850) and nepicastat (https://clinicaltrials.gov/ct2/show/
NCT01704196) have been averred to be beneficial in treating cocaine addiction
(Schroeder et al. 2010; De La Garza et al. 2015). The effectiveness of these
molecules to cure cocaine enslavement can be achieved by a high amount of brain
dopamine caused by the inhibition of DBH. This effect is therapeutic for cocaine
dependence since an increase in brain dopamine helps in diminishing withdrawal
syndromes and craving, while at the same time a decrease in norepinephrine aids
in attenuating relapse to drug use. On the other hand, it has been argued that increase
in dopamine release in case of cocaine addiction results in anxiety and dysphoria, not
in euphoric response, and thereby causing reduced cocaine use (Kosten et al. 2013;
De La Garza et al. 2015).
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14.5.2 Current Studies on DBH Inhibitors

In plasma, the activity of DBH was investigated, and multiple studies are
documented on the same. Many reports suggest that DBH inhibition may allow
the regulation of BP and hence may help to combat hypertension (Barrie et al. 2014;
Nunes et al. 2010). A large number of DBH inhibitors are known which reduces
norepinephrine both peripherally and centrally; however, not all of them limit BP. In
1976, fusaric acid was suggested as a potential DBH inhibitor in hypertensive and
normotensive patients (Furuta and Washizaki 1976). Among the existing DBH
inhibitors, disulfiram (a copper chelator) is a nonspecific inhibitor of DBH and is
nonresponsive in specific populations (Beliaev et al. 2009). Nepicastat is a potent
and specific inhibitor of DBH, but it crosses blood–brain barrier with limited scope
against hypertension (Rocha et al. 2012). Nepicastat and disulfiram, however, show
potential for brain-related disorders including cocaine addiction (Bicker et al. 2016;
Loureiro and Soares-da-Silva 2015; Loureiro et al. 2015). The other inhibitors,
etamicastat and zamicastat, which have undergone clinical trials in hypertensive
patients, do not cross the blood–brain barrier and are likely to be developed as anti-
hypertensives (Almeida et al. 2013; Igreja et al. 2016). Due to the limited number
of useful DBH inhibitors (Table 14.1), there is a need to focus on the identification of
new, potent, and specific DBH inhibitors. Table 14.2 summarizes the key inhibitors
of DBH that are under clinical trials or otherwise.

An important aspect that needs to be considered for the discovery of a potential
DBH inhibitor is whether it is peripherally active (for treating hypertension and other
cardiovascular diseases) or it crosses the blood–brain barrier (for treating brain-
related disorders). A new class of inhibitors have been identified and validated by
our group using structure-based drug discovery methods to combat hypertension
and other cardiovascular diseases (Indian patents 201711036983A and
201811005899A) (Kundu et al. 2017, 2018).

14.6 Future Perspectives

The investigation of this classical target, DBH, is of great potential since it provides
us with a model that may help us to determine its role in controlling cocaine
addiction, ADHD and other neural diseases, systemic hypertension, pulmonary
hypertension, and cardiac hypertrophy in humans. This indicates pharmacological
and market values of DBH, which needs to be investigated on priority. Studies on
DBH as a pharmacological target must be accelerated by focusing on the under-
standing of the regulation of its release, reaction, and active states present in humans.
Emphasis must be on identifying novel inhibitors of DBH. Among the existing
inhibitors of DBH, nepicastat appears to be the most promising drug for cocaine
dependence, while etamicastat and zamicastat for hypertension (Almeida et al. 2013;
Igreja et al. 2019a, b; Schroeder et al. 2013). An advantage of etamicastat over the
other inhibitors in treating hypertension is that it does not cross blood–brain barrier.
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Zamicastat is being investigated in details as an alternative (under clinical trials)
(Bonifácio et al. 2015; Rocha et al. 2012). Nepicastat, targeting DBH activities in the
CNS to treat cocaine addictions and post-traumatic stress disorders, is also in the
active clinical trials (https://clinicaltrials.gov/ct2/show/NCT00659230 and https://
clinicaltrials.gov/ct2/show/NCT01704196) (De La Garza et al. 2015). It is also
important to work out cheaper routes of chemical synthesis for the inhibitors of
DBH to finally commercialize the compounds at an affordable cost. A major lacuna
is lack of efforts in identifying activators of DBH since it is evident that several
diseases may be treated by augmenting the activity of deficient DBH. Computer-
aided, structure-based, rational drug discovery approaches are yet to be employed in
the discovery of activators or inhibitors of DBH.

Table 14.2 Key DBH inhibitors and their current status

S. no. Inhibitors
Screened
in species

Current
status Target disease References

1. Disulfiram Rats and
humans

FDA-
approved
drug in
market

Alcohol
dependence and
Antabuse,
cocaine
addiction

Hamblin et al.
(2019);
Kiriakov et al.
(1973)

2. Fusaric acid Mice,
rats, and
humans

Not in
commercial
use

Hypertension Hachisu et al.
(1983);
Matsuzaki et al.
(1976)

3. 5-
(40-Chlorobutyl)
picolinic acid

SHR and
dogs

Not in
commercial
use

Hypertension Wang and Ng
(1999); Ishii
et al. (1975)

4. Nepicastat SHR,
dogs and
humans

In clinical
trials for
cocaine
dependence

Cocaine
dependence,
hypertension

Bonifácio et al.
(2015); Sabbah
et al. (2000)

5. Etamicastat SHR,
dogs,
monkeys,
humans

Phase I
(completed)
Phase II
(about to
start)

Hypertension Almeida et al.
(2013);
Loureiro and
Soares-da-Silva
(2015); Stewart
et al. (2018)

6. Zamicastat SHR, SS
rat,
humans

Phase I
(ongoing)

Cardiac
hypertrophy,
pulmonary
arterial
hypertension,
and congestive
heart failure

Igreja et al.
(2016)
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14.7 Conclusion

This chapter summarizes the present state of knowledge concerning the molecular
properties, cellular localization, genetic and physiological regulation of DBH. It
further focuses on the importance of analyzing the structural and functional dynam-
ics of DBH to treat neural or peripheral disorders exploiting its neural or peripheral
counterparts, respectively. Recent developments in the later directions have also
been emphasized including contribution from our own group with regard to the in
silico structure determination and structure-based small molecular drug development
to treat cardiovascular disorders. The mainlining of neurotransmitter concentration
using DBH as a drug target has placed dopamine and norepinephrine at the center of
purpose, and these neurotransmitters deserve greater pharmacological attention.
These catecholamines have also made anti-DBH drug discovery advantageous
over other targets since it involves the physiological mechanisms for both BP and
neural regulation. While clinical trials of nepicastat and disulfiram are already
accomplished for the prevention of cocaine addiction via inhibition of neural
DBH, ongoing or completed clinical trials for etamicastat and zamicastat for the
prevention of hypertension via inhibition of peripheral DBH have established the
importance of this unique drug target and provides glimpses of its promising future.
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Molecular Motors: Subdomain Dynamics
and Mechanochemistry 15
Meenakshi Singh and Sudhir Kumar Singh

Abstract

Biological cells contain nano-molecular motors that perform essential functions
such as intracellular transport, muscle contraction, and chromosome separation.
Molecular motors are enzymatic proteins that drive the intracellular trafficking by
converting the chemical energy of adenosine triphosphate (ATP) hydrolysis into
mechanical action. Among different motor proteins coexisting in every eukary-
otic cell, cytoplasmic motor proteins are plausibly most fascinating. These
proteins bind to a polarized cytoskeleton filament, move unidirectionally and
divided into three motor classes: myosins, which move on actin filaments, and
dyneins and kinesins, which use microtubules (MT) as tracks. ATP hydrolysis
alters their subdomain dynamics in the catalytic domain which is further
communicated to the track-binding site. This chapter will focus on kinesins, the
structural and molecular basis of force generation, how they differ markedly from
myosins and dyneins and, insights into their remarkable motor mechanochemis-
try. We will discuss the core architecture and structural elements of kinesin and
how the intramolecular communication within the kinesin motor domain
translates into a large conformational change that leads to a directional movement
along the microtubule track. Concomitantly, recent findings of the bidirectional
motility of kinesin-5 motors will also be discussed in detail that is contrary to the
previous dogma of unidirectional movement of plus end-directed molecular
motors. We will also substantiate several structural determinants of kinesin-5
motors that regulate directional switching along with the evidence of cover-neck
bundle formation in yeast kinesin-5 that is well established for the plus end-
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directed movement in kinesin-1 motors. Further, we brief about some small
molecule inhibitors that bind to Loop5 of kinesin-5 and affect the subdomain
dynamics and important for anti-cancer treatment. The understanding of struc-
tural and biophysical dynamics of kinesin motors could be helpful to elucidate
how these motors function during mitosis and the molecular mechanism of
bidirectionality and force generation.

Keywords

Kinesins · Microtubules · Motor domain · Kinesin-1 · Kinesin-5 · Mitosis ·
Bidirectionality · Neck linker

15.1 Molecular Motor: a Brief Introduction

Biological cells are sustained by the interplay of several cellular functions, which are
extremely complex and dynamic in nature. Some of these essential processes are
gene transcription, translation, cell division, intracellular transport, muscle contrac-
tion, etc. The biophysical and biochemical basis of these various processes is still not
fully understood. Several proteins involved in these processes are active enzymatic
molecules, generally called motor proteins or molecular motors. These protein-based
motors transform the chemical energy of adenosine triphosphate (ATP) into mechan-
ical work. Understanding nanometer-sized molecular machines mode of action
would provide insight into fundamental cellular processes and further help in
designing a strategy to combat some of the deadly diseases that occur due to
malfunction of the cellular machinery.

15.1.1 Classifications of Motor Proteins

There are various enzymatic motor proteins which are grouped based upon their
function and binding to substrates which are dynamic mostly but in some cases,
static also. These substrates are cellular structures consisting of cytoskeleton tubulin
filaments, nucleic acids, membranes, etc.

15.1.1.1 Cytoskeleton Filaments Motor Proteins
This includes molecular motors such as dyneins, myosins, and kinesins. They bind
and move along the cytoskeleton filaments (actin filaments and microtubules)
utilizing the energy of hydrolysis of ATP. Actin motors such as myosin move
along microfilaments through interaction with actin, and microtubule motors such
as dynein and kinesin move along microtubules (MTs) through interaction with
tubulin. They are the leading players in cellular transport processes (Howard 2002;
Roberts et al. 2013; Thompson and Langford 2002; Endow et al. 2010).
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15.1.1.2 Nucleic Acids Motor Proteins
This includes DNA and RNA polymerases, topoisomerases, gyrases, helicases, etc.
These motor proteins bind to DNA and RNA molecules, using ATP as a source of
chemical energy. They are involved in transcription and translational machinery for
dispensing the genetic information (Sutton and Walker 2001; Parker 2000; Levine
et al. 1998).

15.1.1.3 Rotary Motor Proteins
These include the bacterial flagellar rotary motor (essential for bacterial migration
and motility) and F0F1-ATP synthase, which synthesizes ATP molecules in
mitochondria and provide energy in the living system. They are usually bound to
cellular membranes (Berry and Armitage 1999; Minamino et al. 2008; Sowa et al.
2005; Jonckheere et al. 2012; Neupane et al. 2019).

15.1.2 Kinesins, Myosins, and Dyneins

All the three families of motor proteins convert the chemical energy of ATP to the
kinetic energy of movement and subsequently power most eukaryotic cellular
movements. Myosin and kinesin are Ras family guanosine triphosphatases
(GTPases) and seems to have shared a common ancestor during evolution, whereas
dynein belongs to AAA adenosine triphosphatase (ATPase) family. Myosin walks
on actin filaments, whereas kinesin and dynein use MTs and move toward the plus
and minus ends, respectively (Kull and Endow 2013; Roberts et al. 2013). The core
architecture of the motor domains of the proteins myosin and kinesin is structurally
similar, and they have similar force-producing mechanisms that are generated due to
the conformational change in their motor domain by nucleotide hydrolysis, i.e., ATP
binding, hydrolysis, Pi release and further ADP release (Kull and Endow 2013). It is
quite amazing that despite no sequence identity, they share a similar mechanism of
force generation. The motor mechanochemical cycle of kinesin will be discussed in a
later section.

Kinesins and dyneins, are both involved in moving cargo along MTs, but an
important difference is that most kinesins travel toward the plus end of the MT, i.e.,
away from the center of the cell, while dyneins travel toward the minus end of the
microtubule, i.e., toward the center of the cell. Thus, kinesins function to bring
cargoes to the periphery of the cell, while dyneins function to carry cargoes to the
center of the cell. Contrary to myosin and kinesin, the dynein shows dissimilarity at
the structural level (Burgess et al. 2003) and subsequently at the level of force
generation as well (Roberts et al. 2009). Dyneins consist of two groups, flagellar and
cytoplasmic dyneins where flagellar dyneins root force to beat flagella/cilia, while
cytoplasmic dyneins are involved in cargo transport within a cell.
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15.1.3 Kinesin Preview

Kinesin was discovered about 38 years ago in 1985 (Allen et al. 1982; Brady et al.
1982; Vale et al. 1985), which is now known as kinesin-1 and considered as the
founding member of the conventional kinesin. Kinesin-1 is a heterotetrameric
protein consisting of two kinesin heavy chains (KHCs) and two kinesin light chains
(KLCs) (Fig. 15.1). The N-terminal region of approximately 350 amino acids has a
motor activity governed by ATP binding which leads to conformational
rearrangements and further this ATPase-dependent movement helps the kinesin to
move upon the MTs. The motor domain is nearly conserved among the kinesin-
related motor proteins. The motor domain is followed by the KHC dimerization
domain, which contains the alpha-helical coiled-coil region. Further, toward the
C-terminal, the KLCs tail domain or cargo binding domain of kinesin-1 is present.
KLC has a region of six tetratricopeptide repeat (TPR) units, which are also
conserved and predicted to form a triple alpha-helical groove. The study showed
that kinesin-1 has an essential role in vesicle transport in neuronal cells (Saxton et al.
1991). Afterward, several homologs of kinesin-1 have been found in a wide range of
organisms, i.e., from yeast, Caenorhabditis elegans, Drosophila, mouse, and human.

In the early 1990s, many other kinesin-related proteins were reported. Conse-
quently, a standardized system of kinesin nomenclature was introduced in 2004,
renaming the different kinesins groups by number (Lawrence et al. 2004). There are
currently 14 recognized kinesin families, and some of them are shown in Fig. 15.2.
Kinesin motor proteins have mainly more diverse tails domain, allowing for specific
cellular functions of each kinesin motor isoform.

Fig. 15.1 Schematic organization of kinesin-1 structure. Subunit composition of the
heterotetrameric kinesin-1 motor contains a motor domain (dark green oval) at their N-terminus
for ATP binding site and the processive motion toward the plus ends of MTs. This region is
considered as KHC. These kinesins also have a neck domain (neck linker and neck coil) and varying
amounts of coiled-coil stalk regions for oligomerization and followed by KLC. Both KHC and KLC
may be involved in cargo binding either together or individually. They also have protein–protein or
protein–lipid interaction domains tetratricopeptide repeat (TPR) that participate in cargo binding.
The figure is adapted from Verhey et al. (2011)
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15.1.4 Function of Kinesins

Kinesins transport a variety of cargo, including organelles and chromosomes, along
MTs. The role and function of different kinesins are as follows.

15.1.4.1 Kinesin-1
(Representative members—LpKHC, DmKHC, KIF5B, KHC, NKin, KLP1, KinA,
and DdK5): Kinesin-1 members involve in anterograde movement and play impor-
tant roles in the transport of synaptic vesicles and the maintenance of neuronal
architecture (Corden et al. 2017; Saxton et al. 1991).

15.1.4.2 Kinesin-2
(Representative members—StrPuKRP85/95, KIF3A/3B, KIF17, Krp85/95, Osm3,
Fla10): It is involved in a wide variety of transport events such as the movement of
particles toward the tip of the axoneme in cilia and flagella, their maintenance, to
transport along cytoplasmic MTs of organelles, membrane-bound vesicles, mRNA
granules, and melanosomes (Scholey 2013, 2008; Kozminski et al. 1993; Hirokawa
et al. 2009).

Fig. 15.2 Schematic structure of different kinesin families. It is based on the phylogenic analysis,
sequence of motor domain, domain structure of kinesin heavy chain and light chain domains (Kim
and Endow 2000). The schematic models of different kinesins have different architecture, and they
contain catalytic domain (red), coiled-coil tail (orange), and tail piece (blue). Figure adapted from
Corden et al. (2017)
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15.1.4.3 Kinesin-3
(Representative members—MmKIF1B, KIF1A, KIF1B, KIF13A, KIF16B,
UNC104): The family members are fast organelle transporters in the amoeba
(Pollock et al. 1999) and endosome transporters in fungi (Seidel et al. 2013).
Kinesin-3 members also act as transporters of viral particles, vesicles and
mitochondria in mammalian cells as well as involved in the orderly progression of
cell division (Lo et al. 2011; Nangaku et al. 1994; Kratchmarov et al. 2013).

15.1.4.4 Kinesin-4
(Representative members—MmKIF4A, KIF4A, KIF21A/B, chromokinesin):
Kinesin-4 motors bind both DNA and MTs. Kinesin-4 is involved in the regulation
of chromatin and chromosome structure, replication, and DNA repair (Mazumdar
et al. 2011). They are also involved in the regulation and stability of spindle length
and hence regulate mitosis and meiosis (Nunes Bastos et al. 2013; Hu et al. 2011;
Heath and Wignall 2019).

15.1.4.5 Kinesin-5
(Representative members—KIF11, Eg5, BimC, CIN8, KIP1, Cut7): Bipolar
Kinesin-5 play essential roles in spindle assembly and function by generating
outward forces and phosphor-regulation which establish and maintain spindle bipo-
larity and contribute to microtubule flux (Mann and Wadsworth 2019; Singh et al.
2018).

15.1.4.6 Kinesin-6
(Representative members—KIF20, KIF23, Rab6Kinesin, CHO1, MKLP1, Zen4,
MPP1): Kinesin-6 family members are localized to the spindle midzone during
anaphase B, and they contribute to anaphase B spindle elongation and cytokinesis
(Adams et al. 1998; Hardin 2012; Janisch et al. 2018).

15.1.4.7 Kinesin-7
(Representative members—KIF10, CENP-E, CMET, CANA, KIP2): The motor
proteins congregate at kinetochores and assists the movement of the chromosome
toward the middle of the mitotic spindle prometaphase (Yardimci et al. 2008; Yu
et al. 2019).

15.1.4.8 Kinesin-8
(Representative members—KIF18A/18B KIF19A, KLP67A, KIP3): Kinesin 8 fam-
ily has been shown to play an important role in chromosome alignment during
mitosis (Mayr et al. 2007; Stumpff et al. 2008). They control the MT length in a
variety of cellular processes by removing tubulin dimers from the ends of MTs as
they are also termed as plus-end MT-destabilizing enzymes (Varga et al. 2006).

15.1.4.9 Kinesin-9
(Representative members—KIF6, KIF9, KRP3, CrKLP1): Kinesin-9 is strongly
associated with the flagellar skeleton and participate in flagellar motility in
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Trypanosoma brucei (Demonchy et al. 2009), and they are also engaged during
spermatid differentiation and ciliogenesis in semi-aquatic fern, Marsileavestita
(Tomei and Wolniak 2016).

15.1.4.10 Kinesin-10
(Representative members—KIF22, KID, Nod): The kinesin-10 family members are
commonly referred to as “Kid” in humans and “KIF 22” in the mouse. They have
been suggested to be involved in chromosomal movement along MTs during
prometaphase and metaphase, maintenance of proper metaphase spindle size as
well as the orientation of chromosome arms and chromosome oscillation during
metaphase (Tokai-Nishizumi et al. 2005; Miki et al. 2005; Levesque and Compton
2001; Antonio et al. 2000).

15.1.4.11 Kinesin-11
(Representative members—KIF26A, KIF26B, VAB8, SMY1): Kinesin-11 family
member Smy1 involves in the transport of secretory vesicles and functions closely
with a myosin-V and its receptor in the transportation of a specific cargo and actin
assembly in the yeast (Lwin et al. 2016). Another member vab-8 is involved in
regulating and controlling the direction of cell and axon growth cone migrations in
C. elegans (Wolf et al. 1998). These kinesins do not bind to MTs, and the catalytic
core is highly divergent compared with those of other families of kinesin. The role of
the catalytic core in this family has not been explored to date.

15.1.4.12 Kinesin-12
(Representative members—KIF12, KIF15, HKLP2, KLP54D, Xklp2, PAKRPd):
Kinesin-12 is a mitotic MT-associated motor protein which affects axonal growth
and branching in the rat (Liu et al. 2010). Like kinesin-5, they also play a crucial role
in spindle assembly. In plants, kinesin-12 members are involved in critical events
during cell division and mediate in several development processes such as male
gametophyte, embryo, seedling, and seed development (Muller and Livanos 2019;
Tian et al. 2016; Drechsler and McAinsh 2016).

15.1.4.13 Kinesin-13
(Representative members—KIF2A, MCAK, XKCM1, PfKinI): Kinesin-13
members can travel to both the minus and plus ends of MTs, whereas most motors
are unidirectional. Kinesin-13 has a role in vesicle transport. They also drive sister
chromatid separation during anaphase in drosophila (Rogers et al. 2004). They
catalyze the depolymerization of MTs by utilizing the ATP hydrolysis to remove
tubulin dimers from the ends of MTs (Ogawa et al. 2004; Wang et al. 2017; Moores
et al. 2006).

15.1.4.14 Kinesin-14
(Representative members—KIFC1, CHO2, Ncd, Kar3, KatA): Kinesin-14 regulates
the fundamental function of mitosis such as regulation of microtubule organization,
spindle assembly, and chromosome segregation (Walczak et al. 1997). These are
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minus-end-directed motors along MT. Due to the generation of inward pulling forces
on spindles by kinesin-14 members, there is mutual antagonism between kinesin-14
and kinesin-5 family members during spindle assembly and MT nucleation (Yukawa
et al. 2015; Hentrich and Surrey 2010).

15.1.5 Kinesin Directional Movement

Kinesin motor proteins travel in a specific direction along the MTs, which are tubule-
like structures with a diameter of 25 nm (Snyder and McIntosh 1976), formed by α,
β-tubulin heterodimers. These tubulin polymers form part of the cytoskeleton and
provide shape and structure to the bacteria and cytoplasm of eukaryotic cells. The
most common form of a microtubule consists of 13 protofilaments in the tubular
arrangement that forms the microtubule wall, to which several MT-associated
proteins and motor proteins bind. The motor domain heads of kinesins only bind
to the MT in one orientation. At the same time, ATP binding gives each step its
direction through a process known as neck linker zippering, which is NL docked
conformation localized to the main body of the motor domain (Rice et al. 1999).

The kinesin motor can be divided based upon the location of its motor domain. It
is termed as N-type if it is located on the N-terminus, C-terminus (C-type), or middle
region (M-type). Kinesin-1 (KIF5B) and kinesin-5 (Eg5) are the most common
examples of the N-type kinesins and move toward the plus end of MTs; the
C-type kinesin consists of Drosophila Ncd motor that walks to the minus end; and
the M-type kinesin, i.e., kinesin-13, travels to both ends and depolymerizes MTs
(Hirokawa 1998). Kinesins move cargo toward the positive (+) end of an MT, also
known as anterograde transport/orthograde transport. Contrary to this, kinesin-14
family proteins (such as Drosophila melanogaster Ncd, budding yeast Kar3, and
Arabidopsis thalianaAtk5) walk in the opposite direction, i.e., toward the MTminus
end (Ambrose et al. 2005). They transport cargo from the periphery of the cell
toward the center termed as a retrograde movement. The dyneins also move toward
the minus end of the MT. However, a recent study demonstrates that some kinesins
are bidirectional in nature and are more divergent than previously thought: Yeast
kinesin-5, Cin8, Kip1, and Cut7 are bidirectional motors (Thiede et al. 2012; Singh
et al. 2018; Gerson-Gurwitz et al. 2011; Edamatsu 2014), and the kinesin-14 KlpA is
a plus-end-directed motor on single MT (Popchock et al. 2017).

15.1.6 Kinesin Structural Elements: General Architecture

The structural study of kinesin and myosin elucidated the similarity of core architec-
ture and nucleotide-binding site for the power stroke generation (Kull et al. 1996;
Rayment et al. 1993). The kinesin motor domain contains the following: (1) the
motor core consisting of an αβα-fold with three α-helices on each side of an eight-
stranded β-sheet; (2) a family-specific neck-linker sequence immediately preceding
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or following the motor core; (3) the cover strand (CS), a motif at the opposite
terminus relative to the NL.

Based upon the several structural and biochemical studies, such as a combination
of cryo-electron microscopy (Cryo-EM), X-ray crystallography, single molecule
spectroscopy, pre-steady-state kinetics, and site-directed mutagenesis techniques,
the critical mechanical elements in kinesins have been identified which undergo
nucleotide- and microtubule-dependent conformational changes. These structural
elements further allowed the scientific researchers to construct a structural and
mechanistic model that could explain the mechanism of kinesin movement along
the MTs.

15.1.6.1 Nucleotide-Dependent Structural Domain
The structural studies have revealed that a kinesin motor domain comprises of three
subdomains (the P-loop, switch 1, and switch 2) that undergo conformational
changes by coupling ATP hydrolysis and mediate directional movement along
MTs. The ATP binding site in the kinesin motor domain consists of four motifs,
common to P-loop containing proteins (Walker et al. 1982) that are also found in
myosin and G-proteins. The P-loop is also called as Walker A motif or Walker loop,
or phosphate-binding loop that is associated with phosphate binding. The Walker A
motif has the sequence consensus motif (GxxxxGKT/S) and forms a phosphate-
binding loop (P-loop) between the β3 strand of the central β-sheet and helix α2. The
P-loop of kinesins has two extra conserved residues and the motif pattern is
GQTxxGKS/T (Sack et al. 1999). This loop tightly binds the β-phosphate of the
nucleotide. The other two motifs are, the switch-1 (NxxSSR) and the switch-2 motif
(DxxGxE) that changes their conformation and interaction in response to the pres-
ence or absence of γ-phosphate. The P-loop interacts with Mg2+ ions and α-, β- and
γ-phosphates of nucleotides and both switch I and switch II act as sensors that
recognize the existence of γ-phosphate (Gigant et al. 2013). Hence, a small confor-
mational change of few angstroms in the nucleotide-binding pocket is amplified into
the large displacements of several nanometers associated with motility along the
MTs. Figure 15.3a depicts the binding of nucleotides ATP and ADP to kinesin
triggers conformational changes that also lead to a difference in the structure attained
by Switch1/L9 loop, Switch2/L11 loop, and P-loop at a different stage.

15.1.6.2 MT-Dependent Structural Domain

1-Neck Linker
This structural element is present outside of the motor catalytic domain. The
kinesin’s NL locates between the α6-helix of the motor domain and the α7-helix
of the coiled-coil. The NL (β9 and β10) is usually a �15–18 long amino acid
segment present at the carboxy-terminal to the catalytic core that connects the
motor domain to the N-terminal of the coiled-coil dimerization domain (Fig. 15.1).
The sequence of NL is highly conserved among plus-end-directed motors and
considered as one of the principal factors for kinesin force generation and energy
transduction (Case et al. 1997). The two motor domains of dimeric kinesins
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communicate through the NL, to chemically and physically gate the mechanochem-
ical cycle (Yildiz et al. 2008; Shastry and Hancock 2011). The NL attains more
ordered and extended conformation toward the microtubule “plus” end when kinesin
binds MTs and ATP and regresses to a more disordered state when γ-phosphate is
released after nucleotide hydrolysis (Fig. 15.3b) (Shang et al. 2014).

2-N-Terminal Nonmotor Extension
An earlier study has shown that the presence of N-terminal amino acid residues
upstream to the motor domain of kinesin-1 (termed as Cover strand-CS or β0)
contributes to the formation of β-sheet upon interaction with the NL region during
the plus-end directed motility. This interaction of CS and NL is also called as cover-
neck bundle (CNB), essential for the force generation for the plus-end directed
molecular motors (Goulet et al. 2012; Geng et al. 2014b, a; Hwang et al. 2008;
Khalil et al. 2008). The ATP binding induces the formation of CNB, and further
stabilized the motor domain docked conformation for the force generation and plus-
end directional motility (discussion in later Sect. 15.2 also). Even though the NL and
N-terminal non-motor extension are at opposite ends of the motor core in the primary
sequence, they are in close vicinity in the tertiary structure when kinesin moves
along MT (Fig. 15.3c). The ribbon diagrams also depict how the NL of the leading
head must be unfolded to connect to the trailing head at the beginning of the coiled-
coil tail.

15.1.7 Kinesin: Mechanochemistry

Kinesin molecules move on the microtubule surface lattice, interacting with one
binding site per tubulin dimer and by doing so, they hydrolyze exactly one adenosine
triphosphate (ATP) molecule per 8-nm step (Coy et al. 1994). The transport of cargo
by kinesin along the MT has been proposed by two mechanisms, the first one is
“hand-over-hand” mechanism, where the kinesin heads step past one another,
alternating the lead position (Yildiz et al. 2004), and the second is “inchworm”

mechanism, where one kinesin head always leads, moving forward a step before the
trailing head catches up (Hua et al. 2002). Although, both the mechanisms are well
accepted, the former one is more broadly established (Fig. 15.4c). The unidirec-
tional, i.e., plus end, movement and processivity of kinesin-1 depends on the
communication between the two adjoint motors, and it has been proposed that
usually these motors walk for hundreds of steps before dissociation.

The nucleotide cycle plays a critical role in the kinesin mechanochemistry and its
coupling with the motor domain affects the binding of kinesin with MTs. The
binding of ATP to kinesin promotes its high affinity to MT as compared to
ADP-kinesin to MTs. The ADP-kinesin binding to MTs augments its dissociation
from MTs to complete the cycle (Fig. 15.4a). The ATP binding triggers large
conformational changes within the kinesin structural elements leading to the
mechanical step and ultimately force generation. During ATP binding, the NL firmly
docks toward the catalytic core of the motor domain. After phosphate release, the NL
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reverts to its more mobile and disordered conformation that leads to the weaker
kinesin-MT binding. Both MT and a γ-phosphate should be present in the active site
during the docking of NL and during docking of NL, there is always at least one
motor domain attaches tightly to the MT. This condition is observed only with ATP,
AMP-PNP (a non-hydrolyzable analog of ATP), and ADP-AlF-4. The NL is
detached after the release of ADP. The ATP binding and consequently NL docking
lead to the orientation of the trailing motor head toward the plus end of MT that lead
to the bias for plus-end-directed motion in the kinesin dimer (Fig. 15.4b, c). The MT

Fig. 15.4 Kinesin-1 ATPase mechanochemistry. (a) The schematic diagram of kinesin association
with MT coupled with its nucleotide cycle. Figure adapted from Cao (2016). (b) The effect of
nucleotides and MTs on kinesin-1 mechanochemical cycle. The cartoon diagram depicts the change
of different conformations of the NL (orange), as well as binding and dissociation of MTs to kinesin
in the presence of ATP and ADP, respectively. The MTs consist of α-tubulin (α) and β-tubulin (β)
heterodimer subunits. During power stroke generation, the NL orients from the minus-end direction
(left) along an MT to the plus-end direction (right). Figure adapted from Kato et al. (2018). (c) The
cartoon diagram of “Hand-over-hand” processive stepping mechanism of kinesin dimer along an
MT. The docked NL is shown green and undocked NL is pink colored in the cartoon diagram. The
figure delineates different steps of the motor movement along an MT tract. Figure adapted from
Corden et al. (2017) and based upon Cao et al. (2014)
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binding not only stimulates kinesin-ADP dissociation but also accelerates ATP
hydrolysis. Figure 15.4c depicts step by step the mechanochemical movement of
kinesin on MTs in the presence of nucleotides using the “hand-over-hand” mecha-
nism of kinesin-1 stepping.

15.1.8 Mechanism of the Directionality of Kinesin Motors

The N-type kinesin usually moves toward the microtubule plus end, whereas C-type
motors move toward the minus end. Kinesin-1, the conventional kinesin is a plus-
end-directed motor, whereas Drosophila Ncd C-type motor kinesin proteins are
minus-end-directed motor (McDonald et al. 1990). Looking at the overall sequence,
structures, and even enzymatic activity similarity of these motors, this is quite
incredible because they still have opposite directionality behavior (Sablin et al.
1996). Several studies gave insight into the minus-end-directed movement of Ncd.
Sablin et al. (1996) demonstrated the difference in the Ncd neck (a coiled-coil)
architecture with the equivalent region in the kinesin neck (an interrupted beta-
strand), imparts different symmetry to the dimers that are responsible for directional
bias on the MT (Sablin et al. 1998). However, Cryo-EM density maps of dimeric
motors bound to microtubules delineate a prominent difference between kinesin and
Ncd (Hirose et al. 1996; Arnal et al. 1996). The 3D reconstructions of the dimeric
motors elucidated that the positioning of the unattached motor toward the MT plus or
minus end determines the directionality. The region of the motor responsible for the
tilt of the unbound head was thought likely to lie just outside the conserved motor
domain. The hypothesis that a region outside the motor domain biases or determines
motor directionality was supported by several studies. Constructing chimeric
proteins with the Ncd motor domain fused to a kinesin heavy chain (KHC)
α-helical coiled-coil stalk and vice versa showed that the stalk–neck region is critical
for determining directionality (Henningsen and Schliwa 1997; Case et al. 1997;
Endow and Waligora 1998). Alongside, the neck-motor junction, as well as the
orientation of neck to stalk region, may also determine directionality for Ncd minus-
end directed motors. These studies proposed that the directionality of the kinesin is
not solely governed by the motor domain, but the adjacent region near to motor
domain may also act as a mechanochemical sensor for directional movement.

15.2 Bidirectional Kinesin-5 Motors

Kinesin-5 are homo-tetrameric bipolar motors and play essential roles in spindle
assembly and function by binding to and moving along MTs. They walk along MTs
by crosslinking and thereby slide apart the antiparallel spindle MTs, and thus
generates the outwardly directed force that separates the mitotic spindle poles during
the cell division (Fig. 15.5a, b). Their function well correlates during the mitotic
spindle orientation at the midzone where MTs plus-ends are pointing toward the
midzone and the bipolar kinesin-5 motors must crosslink and slide antiparallel

15 Molecular Motors: Subdomain Dynamics and Mechanochemistry 371



Fi
g
.1

5.
5

K
in
es
in
-5

pl
ay
s
a
m
aj
or

ro
le
in

m
ito

tic
sp
in
dl
e
dy

na
m
ic
s.
(a
)
S
ch
em

at
ic
re
pr
es
en
ta
tio

n
of

a
fu
ll-
le
ng

th
bi
po

la
r
ho

m
o-
te
tr
am

er
ic
ki
ne
si
n-
5
co
m
pl
ex

sh
ow

in
g
th
e
m
ot
or

do
m
ai
n,
co
ile
d-
co
il
B
A
S
S
do

m
ai
n
an
d
ta
il
re
gi
on

(S
ch
ol
ey

et
al
.2
01

4;
A
ca
r
et
al
.2
01

3)
.T

he
te
tr
am

er
ic
st
ru
ct
ur
al
ho

m
ol
og

y
m
od

el
of

C
in
8

372 M. Singh and S. K. Singh



w
as

co
ns
tr
uc
te
d
us
in
g
th
e
C
ry
o-
E
M

st
ru
ct
ur
e
of

th
e
S.

po
m
be

C
ut
7
m
ot
or

do
m
ai
n
(P
D
B
:
5M

5I
)
(B
ri
tto

et
al
.
20

16
).
T
he

st
ru
ct
ur
al

m
od

el
co
nt
ai
ns

m
ot
or

do
m
ai
ns

(g
re
en
),
la
rg
e
L
oo

p
8
(r
ed
),
L
oo

p
5
in

cy
an
,a
nd

th
e
ta
il
do

m
ai
n
(o
liv

e
gr
ee
n)
.T

he
m
ot
or

do
m
ai
n
an
d
ta
il
do

m
ai
ns

ar
e
co
nn

ec
te
d
th
ro
ug

h
th
e
ce
nt
ra
l

st
al
k
th
at
in
cl
ud

es
(B
A
S
S
)d

om
ai
n
ne
ce
ss
ar
y
fo
rt
he

or
ga
ni
za
tio

n
of

bi
po

la
rh

om
o-
te
tr
am

er
ic
ki
ne
si
n-
5
co
m
pl
ex

(A
ca
re
ta
l.
20

13
).
(b
)T

he
ki
ne
si
n
he
ad
s
(p
ai
ro

f
m
ot
or

do
m
ai
ns
)a
to
pp

os
ite

en
d
in
te
ra
ct
an
d
cr
os
sl
in
k
w
ith

th
e
tw
o
an
tip

ar
al
le
lM

T
s
an
d
sl
id
es

th
em

ap
ar
t.
T
he

di
re
ct
io
n
of

ki
ne
si
n-
5
he
ad

m
ov

em
en
to
n
th
e
M
T
s

is
sh
ow

n
by

bl
ue

ar
ro
w
s,
an
d
th
e
di
re
ct
io
ns

of
th
e
M
T
m
ov

em
en
ta
re

sh
ow

n
by

bl
ac
k
ar
ro
w
s.
(c
)
T
he

sp
in
dl
e-
po

le
(S
P
)
se
pa
ra
tio

n
du

ri
ng

sp
in
dl
e
as
se
m
bl
y
in

cl
os
ed

an
d
op

en
m
ito

si
s
(A

da
m
s
an
d
P
ri
ng

le
19

84
).
T
he

di
re
ct
io
n
of

m
ov

em
en
to
ft
he

sp
in
dl
e
po

le
s
an
d
th
e
ki
ne
si
n-
5
m
ot
or
s
ar
e
in
di
ca
te
d
by

th
e
br
ow

n
an
d
bl
ue

ar
ro
w
s,
re
sp
ec
tiv

el
y.

K
in
es
in
-5

m
ot
or
s
cr
os
sl
in
k
an
tip

ar
al
le
l
in
te
rp
ol
ar

M
T
s
(i
M
T
s)

at
th
e
m
id
zo
ne

an
d
st
ab
ili
ze

th
e
sp
in
dl
e
an
d
fu
rt
he
r
du

ri
ng

A
na
ph

as
e
B

sp
in
dl
e
el
on

ga
tio

n
is
m
ar
ke
d
by

th
e
se
pa
ra
tio

n
of

th
e
tw
o
op

po
si
ng

sp
in
dl
e
po

le
s.
F
ig
ur
e
ad
ap
te
d
fr
om

S
in
gh

et
al
.(
20

18
)

15 Molecular Motors: Subdomain Dynamics and Mechanochemistry 373



interpolar MTs in a plus-end directed manner to separate the spindle poles
(Fig. 15.5c). The kinesin-5 motors perform antiparallel sliding only when bound
between two antiparallel MTs. They exhibit diffusive bidirectional motility on a
single MT (Kapitein et al. 2008).

The homo-tetramer of kinesin-5 motors consists of four identical subunits with
two duos of catalytic motor domains on each side of a cylindrical/rod-shaped stalk
(Fig. 15.5a) (Cole et al. 1994; Kashina et al. 1996; Gordon and Roof 1999). Some of
the important representative members of this family are human Eg5 (HsEg5),
Drosophila melanogaster Klp61F, Xenopus laevis Eg5 (XlEg5) Aspergillus nidulans
BimC, Schizosaccharomyces pombe Cut7, and Saccharomyces cerevisiae Cin8 and
Kip1. The motor domain of kinesin-5 has similarity with other kinesins, but they
show very little similarity in the stalk and tail domains. Due to the presence of
catalytic ATPase domain at the N-terminus, the kinesin-5 motors were thought to be
solely plus-end-directed motors. This was demonstrated in the earlier reports of full-
length kinesin-5 proteins from human, D. melanogaster, X. laevis, and S. cerevisiae
(Cole et al. 1994; Sawin and Mitchison 1995; Gheber et al. 1999; Kapitein et al.
2005, 2008; Roostalu et al. 2011; Duselder et al. 2012; Fridman et al. 2013). These
studies also delineated that the MT-stimulated ATPase rate of Kinesin-5 is slower
than that of kinesin-1 indicating differences in the mechanochemical cycle
(Rosenfeld et al. 2005; Cochran et al. 2004; Cross 2004). Dimeric human kinesin-
5 variant takes approximately eight steps on average before detaching (Valentine
et al. 2006), while the dimeric kinesin-1 motors take several hundreds of steps (Vale
et al. 1996).

Recently, two independent studies have reported the bidirectional switching of
kinesin-5 motors. A study from the Gheber group reported that in in-vitro single-
molecule motility assay when moving as a single molecule, S. cerevisiae kinesin-5
Cin8 is minus-end-directed under high ionic strength conditions and reverse the
directionality in several other experimental conditions (Gerson-Gurwitz et al. 2011).
Another group demonstrated that the Cin8 motors switch directionality in response
to motor density (Roostalu et al. 2011). Single Cin8 motors preferentially move
toward the minus end on the individual MT, whereas the switch to plus-end directed
movement when working in a team due to motor–motor coupling while crosslinking
the antiparallel MTs. These findings broke a 25-year-old dogma that kinesin motor
proteins that carry their catalytic domains at the amino-terminus end move exclu-
sively to the plus-end of the MTs. Furthermore, other kinesin-5 homologs S. pombe
Cut7 and S. cerevisiae Kip1 were also reported to be bidirectional (Fridman et al.
2013; Edamatsu 2014). The steric blockage mechanism has been explicated for Cut7
bidirectional motility as it switches directionality from minus to plus end with
crowding by motor and nonmotor proteins (Britto et al. 2016). Thus, three kinesin-
5 motors, namely S. cerevisiae Cin8 and Kip1 and S. pombe Cut7, were shown to be
bidirectional in vitro (Gerson-Gurwitz et al. 2011; Roostalu et al. 2011; Fridman
et al. 2013; Edamatsu 2014).
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15.2.1 Bidirectionality of Kinesin-5: An Insight into Structural
Elements

Kinesin-5 motors are homo-tetrameric with pairs of catalytic motor domains located
on opposite sides of a 60 nm-long rod-like filament (Kashina et al. 1996; Gordon and
Roof 1999; Acar et al. 2013; Scholey et al. 2014) (Fig. 15.5a). This arrangement is
structurally opposite to facilitate antiparallel MT sliding to perform their unique
mitotic functions. The N-terminal of Kinesin-5 Cin8 contains a nonmotor N-terminal
region followed by the catalytic domain, which is followed by a flexible 14–18-
amino-acid-long neck linker. The motor domain is further followed by the stalk and
tail domain (Hildebrandt et al. 2006). Several studies revealed that the intramolecular
domains of kinesin-5 motors such as Loop5 (L5) and Loop8 (L8) region found in the
catalytic domain significantly influence the bidirectional behavior of kinesin-5
motors (Behnke-Parks et al. 2011; Bell et al. 2017; Gerson-Gurwitz et al. 2011;
Shapira and Gheber 2016). Different structural features influencing the bidirectional
motility of kinesin-5 Cin8 have been shown in the structural model as well as in the
multiple sequence alignment of various kinesin-5 proteins in comparison with
kinesin-1 (Fig. 15.6a, b). The role of several structural domains influencing the
directional motility is discussed in the following.

15.2.1.1 N-Terminal Nonmotor Extension and Neck Linker
The NL region is present just after the catalytic domain with 14–18 long amino acid
residues. According to the previous structural studies for both kinesin-1 and kinesin-
5, this region undergoes conformational alteration upon binding to nucleotides
during the motility of kinesins on MTs, i.e., either they dock or undock toward the
catalytic motor domain (Shang et al. 2014; Rosenfeld et al. 2001; Turner et al. 2001).
Concomitantly, the NL regulates the directional motility and processivity of various
kinesin motors (Case et al. 2000; Endow and Higuchi 2000; Endow and Waligora
1998; Rice et al. 1999; Vinogradova et al. 2004; Goulet et al. 2012). The plus-end
directional motility is specified by the NL docking of the leading motor domain that
positions the trailing motor head forward along the MT track. The kinesin-5 motors
may work as an ensemble in comparison to Kinesin-1 due to longer NL residue and
hence it was suggested to contribute in relatively reduced processivity than that of
kinesin-1 (Duselder et al. 2012; Shastry and Hancock 2011). In kinesin-1, before
ATP binding the NL is more flexible or disordered (Rice et al. 1999; Sindelar and
Downing 2010; Rosenfeld et al. 2001) and in Kinesin-5, the NL is structured or more
ordered and points toward the minus-end of the MTs (Rosenfeld et al. 2005; Turner
et al. 2001; Larson et al. 2010; Goulet et al. 2014, 2012). Therefore, the NL
conformation and length may substantiate the directional behavior and kinetics of
different catalytic stages in kinesin-5 motors in comparison to kinesin-1 motors
(Waitzman and Rice 2014; Goulet and Moores 2013; Cochran 2015).

In a plus-end directed motors such as kinesin-1, the docking of NL to the motor
domain is stabilized by additional interaction from the N-terminal region termed as
CNB that provides the power stroke for force generation by ATP-induced NL
docking (discussed in an earlier section) (Hwang et al. 2008; Khalil et al. 2008;
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Geng et al. 2014b; Yi-Zhao et al. 2014). The CNB is a 2-stranded β-sheet, formed by
the interaction of the β-strand of the NL, β9 with the CS, which is located at the
opposite end of the core motor domain (Fig. 15.7a). Afterward, the other C-terminal
half of the NL, β10 further docks along with the core motor domain through
interactions with α1 and β7. Also, the N-latch residue present between β9 and β10
provides further backbone interaction to complete docking for plus-end directed
movement. Any mutation in these residues could weaken CNB formation and
kinesin processivity (Budaitis et al. 2019). The kinesin-1 motors are exclusively
plus-end directed motors, and they have much shorter nonmotor N-terminal
extensions as compared to kinesin-5 (Singh et al. 2018). Recently, the Cryo-EM
structure of monomeric bidirectional S. pombe kinesin-5 Cut7 shows evidence of
CNB formation (Fig. 15.7b) (von Loeffelholz et al. 2019). Therefore, there is a high
possibility that in some nucleotide-bound conditions, the kinesin-5 motors may
assume different conformations as compared to kinesin-1 that can stabilize the
conformation of NL for bidirectional movement. Moreover, the asparagine residue
involved in N-latch formation (Budaitis et al. 2019) is highly conserved across
processive plus-end directed kinesins except for kinesin-6 family members and
some fungal kinesin-5 such as Cin8 where glycine amino acid is present. Therefore,
there may be the possibility of different motility properties shown by Cin8 which is
due to the difference in residues involved in CNB formation. Further, mutagenesis
studies of the N-terminal nonmotor extension, as well as NL residues of bidirectional
kinesin-5s, will shed light on the function of this region in the bidirectional motility
of kinesin-5 motors.

Fig. 15.7 Cover-neck bundle formation (CNB) in kinesin. (a) The motor head structure of rat
kinesin-1 (PDB ID: 2KIN) in the ATP state conformation showing the β9 and β10 NL and β0 forms
a CNB structure (red) (Geng et al. 2014a; Sack et al. 1997). (b) CNB formation in kinesin-5
Schizosaccharomyces pombe Cut7 (SpoCut7) shows the docked neck linker (blue) interacts with
the N-terminus (red) that is directed toward the MT plus end (EMD-3527). Figure adapted from von
Loeffelholz et al. (2019)
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15.2.1.2 Loop 8
Loop 8 (L8) of kinesin-5 is localized within the β5 strand and separates them as β5a
and β5b. Across the kinesin superfamily, L8 shows sequence variation and has been
involved in MT binding (Gigant et al. 2013; Kozielski et al. 1997). In kinesin-5
motors, there is high variability in the sequence of L8 from higher eukaryotes to
yeast and fungus. Among yeast, S. cerevisiae kinesin-5 motor protein Cin8 contains
an unusual large 99 amino acid insert in its L8 which is the largest insert among all
kinesin motors (Fig. 15.6a, b). The L8 of Cin8 was found to be an important
determinant of directionality since the replacement of this non-conserved large insert
with the short L8 of the homologous Kip1-induced bias to the minus end direction-
ality of Cin8 in vitro (Gerson-Gurwitz et al. 2011). In a recent study, Bell et al.
(2017) demonstrated that L8 is disordered and facilitates the motor domain of Cin8
for noncanonical binding to MTs from usual binding mode indicating the importance
of the large L8 of Cin8 in regulating its activity and binding to MTs (Bell et al.
2017). The study delineated that Cin8 L8 may be involved in motor domain
oligomerization upon binding the MT lattice and could bias the motor either toward
the MT plus-end versus minus-end under different experimental conditions. There-
fore, L8 may be involved in the Cin8 cluster formation proposed by Shapira et al.
(2017), where they have demonstrated that the kinesin-5 Cin8 switch directionality
by clustering and Cin8 multiple tetrameric motors interact through noncovalent
interactions (Shapira et al. 2017). The mechanism of cluster formation has been
proposed to modulate the motility properties of Cin8 and plays an important role
during yeast cell division by the establishment of the bipolar spindle when Cin8 is
clustered at the microtubule minus end. Such interactions could be mediated by the
large insert in loop 8 of Cin8 (Bell et al. 2017; Gerson-Gurwitz et al. 2011) or by the
tail domain (discussion in the next topic) (Duselder et al. 2015). Taking this into
account, L8 may act as a molecular switch and regulates the directional behavior of
Cin8 (Shapira and Gheber 2016). The presence of three Cdk1 phosphorylation sites
in the motor domain of Cin8 (Fig. 15.6a) also regulates the in vivo functions of the
protein (Avunie-Masala et al. 2011; Chee and Haase 2010; Goldstein et al. 2017).
Among these, two sites (S277 and T285) present in the L8, the S277 site is
conserved among fungal kinesin-5 homologs, whereas the T285 site is unique to
Cin8 (Fig. 15.6b). It has been demonstrated that the phospho-mimic mutations of
Cdk1 sites in L8 affect the binding of Cin8 to MTs sites and promote minus-
end directed motility in-vitro (Gerson-Gurwitz et al. 2011; Thiede et al. 2012).

15.2.1.3 Loop 5
Kinesin motors contain a structurally conserved loop near nucleotide-binding pocket
(ATP binding site), which is localized between the alpha 2 helices termed as loop
5 (L5). Recent Cryo-EM study showed that L5 acts as a central coordinator of
intramolecular rearrangements during the catalytical ATPase cycle in different
nucleotide-bound states (Goulet et al. 2012, 2014). It undergoes a change in confor-
mation between “open” and “closed” states and mediates allosteric communication
with the nucleotide- and MT-binding sites during the ATPase cycle (Larson et al.
2010; Behnke-Parks et al. 2011; Waitzman et al. 2011; Cochran and Gilbert 2005).
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L5 is structurally coupled to both the nucleotide site and the neck-linker element that
initiates forward motility in kinesin-family motors possibly using its conformational
flexibility to contact the nearby Switch I motif (Behnke-Parks et al. 2011; Larson
et al. 2010; Rosenfeld et al. 2005). In addition, deletion or mutating some residues
within L5 decreased the MT-stimulated ADP release and nucleotide affinity of
kinesin-5 motors that control NL docking as well as directional stepping (Behnke-
Parks et al. 2011) (Waitzman et al. 2011; Krzysiak and Gilbert 2006). L5 is unique in
kinesin-5 motors as they are a binding site for vertebrate-specific allosteric inhibitors
such as monastrol, ispinesib, enastron, and S-trityl-L-cysteine (STLC) that bind to a
specific conformation of L5 (Fig. 15.8a) which resulted in inhibition of bipolar
spindle formation and mitotic arrest (Kwok et al. 2006; Mayer et al. 1999; Kapoor
et al. 2000). Therefore, L5 is considered as a “hot spot” for Eg5 inhibitor binding.
These inhibitors bind to a pocket formed by L5, α2 and α3, inhibit ATPase activity
by weakening motor–MT interaction and directional kinesin-5 motility (Cochran

Fig. 15.8 (a) Eg5 motor domain with monastrol and ADP-magnesium. Ribbon diagram of the Eg5
motor domain (pale blue) with the nucleotide binding containing ADP-magnesium (adapted from
PDB: 1Q0B) (Yan et al. 2004). Monastrol bound in a pocket formed by residues in α2 (green,
labeled “a2”), α3 (yellow, labeled “a3”), and loop 5 (red). (b) Cryo-EM structure of Klp61F motor
demonstrates that the motor domain of kinesin-5 interacts with the tail region in the nucleotide-free
state. The tail domain is shown in blue, motor domain in yellow, β-tubulin in green, and α-tubulin in
cyan. (c) Showing the effect of a tail domain on the kinesin-5 motor domain Dm-KLP61F-mediated
MT-stimulated ATP hydrolysis. The addition of tail and motor domain in equimolar concentration
shows a twofold decrease in kcat (3.5 s�1 vs 7.1 s�1) but binding to MT remains almost unaffected
Km (756 nM vs 680 nM) suggesting that MT-stimulated ATPase activity is modulated by tail
domain, but motor domain–MT binding remains unperturbed. Figure adapted from Bodrug et al.
(2020)
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et al. 2006; Kwok et al. 2006; Lakamper et al. 2010). The discovery of Eg5
inhibition mediated by L5 prompted the development of new kinesin-5-specific
inhibitors for use in anti-cancer treatment (Beer et al. 2008; Tang et al. 2008; Lee
et al. 2008; Lad et al. 2008). Intriguingly, L5 Drosophila melanogaster kinesin-5
Klp61F and some yeast kinesin-5 are not inhibited by allosteric inhibitors such as
monastrol shows the conformation of L5 is rearranged when these kinesin binds to
microtubules (Fig. 15.7b) and also the L5 sequence is not well conserved as
compared to mammalian kinesin-5 motors (Bodey et al. 2009; Goulet et al. 2012;
Maliga and Mitchison 2006; von Loeffelholz et al. 2019). Due to the structure of its
L5 insertion, its dynamic structure whose conformation changes through the course
of the ATPase cycle (Behnke-Parks et al. 2011) and resistance to mammalian
kinesin-5 inhibitors, L5 may be involved in the regulation of the directional motility
of yeast kinesin-5 motors.

15.2.1.4 C-Terminal Tail Domain
The directionality preference of S. cerevisiae kinesin-5 Cin8 was modulated when the
tail domain was truncated (Duselder et al. 2015). Cin8 is minus-end directed in single
molecule motility assay under high ionic strength conditions (Gerson-Gurwitz et al.
2011), whereas the tailless construct was slow, bidirectional in motility assay and
nonviable in yeast viability assay (Duselder et al. 2015). On the contrary, S. pombe
Cut7 tail-less construct minus-end directionality was unperturbed (Edamatsu 2014).
The importance of tail domain relies on the fact that it was found to crosslink MT
in vitro in S. cerevisiae Cin8 as well as kinesin-5 motors from X.laevis and
D. melanogaster (Duselder et al. 2015; van den Wildenberg et al. 2008; Weinger
et al. 2011). Also, the tail domain of kinesin-1 has been reported to crosslink the two
catalytic domains in the active kinesin dimer (Kaan et al. 2011). Very recently, it has
been reported that the kinesin-5 tail domain diminishes the MT-stimulated ATP
hydrolysis by binding directly to the catalytic motor domain and stabilizing the ADP
or nucleotide-free states but does not perturb theMT-motor domain binding (Fig. 15.8)
(Bodrug et al. 2020). The above studies show the influence of the tail domain on
mammalian kinesin-5 motors. Although there is no report of tail-motor domain
interaction in yeast kinesin-5 motors until now, it seems that due to the presence of
cdk1 sites for phosphor-regulation and switching of directional motility in the tail-less
construct of Cin8, the C-terminal tail may regulate the bidirectional nature of kinesin-5
motors possibly by specific interactions with the catalytic motor domain.

15.3 Conclusion

Kinesins motors are MT-based ATP-powered motors, and perform essential cellular
functions. The binding of ATP transcends the small shift in the nucleotide loops to
large conformation perturbation that leads to force generation. To date, the mecha-
nism of directionality and different structural elements that control force generation
is not fully understood. Different members of kinesin superfamily diversify their
functions by rearranging their structural elements to the catalytic motor head domain
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in the presence of MTs and energy source ATP. Sequence comparisons of kinesin-5
motors from other kinesin family members have substantiated different structural
elements that may be responsible for the bidirectional motility that is unique to yeast
kinesin-5 proteins (Singh et al. 2018). The molecular mechanism of force genera-
tion, regulation, and the physiological role of the directionality switch of these
unique yeast kinesin-5 proteins have not yet been established. In the core of this
problem, is the fact that the high-resolution atomic structure of the catalytic dimer
has not yet been found that is specifically required for the movement on MTs.
However, considering the recent advancement in Cryo-EM and crystallography,
the structures of kinesin-microtubule complexes are rapidly improving in resolution,
and we can confidently expect the scientific community to elucidate the mechano-
chemical cycle of kinesin. Concurrently, recent studies with yeast kinesin-5 motors
have shown that directional switching is dependent on motor–motor coupling,
motor–MT density, ionic strength, and/or parallel versus antiparallel microtubule
orientation (Gerson-Gurwitz et al. 2011; Roostalu et al. 2011; Thiede et al. 2012;
Fridman et al. 2013). It will be interesting to develop a better understanding of the
molecular mechanism that dictates this biophysical conundrum. Aside, the essential
role of kinesin-5 motors in mitosis made them an important drug target for anti-
proliferative agents that bind specifically to mammalian kinesin-5 such as human
Eg5. Therefore, there is an urgent need to discover drugs like monastrol, which can
selectively inhibit the kinesin-5 motors.
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Structural and Functional Dynamics
of Lysosomal Cysteine Proteases
with Particular Reference to Cathepsin B
and Cathepsin H

16

Sudhir K. Agarwal, Shalini Singh, and Samir Sharma

Abstract

Cathepsins are a ubiquitously expressed subset of the papain family of 11 distinct
cysteine lysosomal proteases‚ including cathepsins B, C, F, H, K, L, O, S, V, W,
and X. They regulate diverse biological processes through protein degradation.
Impairment of these processes leads to disease conditions and generates consid-
erable research interest. Cathepsins B and H are fascinating in being functionally
different but structurally similar and are involved in neuropeptide and hormone
processing. Loss of function has been implicated in various diseases, including
cancer. They are also involved in the control of cellular differentiation through
regulated proteolysis as well as controlled degradation of the extracellular matrix
(ECM). The gain of function in the latter leads to disease states like tumor
invasion, metastasis, muscular dystrophy, emphysema, and arthritis.
Cathepsin H, uniquely, is an aminopeptidase and endopeptidase, while cathepsin
B is an endopeptidase and a carboxypeptidase. This diversity in catalysis and
specificity is strongly supported by structure elucidation and folding analysis.
This chapter emphasizes the important facts related to cathepsins B and H
structure starting from amino acid sequence to gene level and structure–activity
relationship of these enzymes. It also attempts to enhance our understanding of
cathepsins and presents them as drug targets to control ECM degradation and
other components of the disease mechanism.
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16.1 Introduction

The last few decades are devoted to a group of lysosomal proteases, especially
cysteine cathepsins. The reason behind this is the role of thiol cathepsins in various
diseases and involvement in intracellular protein degradation. It has been established
that these proteases participate in remodeling and degradation of ECM proteins
(Buck et al. 1992; Sires et al. 1995; Riese and Chapman 2000; Wolters and Chapman
2000), control of immune response (Riese et al. 1998; Antoniou et al. 2000), tumor
metastasis and invasion (Lah and Kos 1998; Coulibaly et al. 1999), and aging
alteration (Juhg et al. 1999; Cuervo and dice 2000) in the cell. Intracellular protein
degradation occurs in two major sub-cellular systems: lysosomal and non-lysosomal
ubiquitin-proteasome system. The lysosomal pathway is the first major site where
protein degradation takes place due to action of combined random and limited action
of lysosomal proteases containing cysteine cathepsins (Wolters and Chapman 2000).
However, non-lysosomal machinery leading the ubiquitin-proteasome system is the
other site where most of the endogenous cellular proteins are degraded (Riese and
Chapman 2000). Proteolysis is important not only for the renewal of proteins and
disposal of defective protein molecules but also for the energetic mobilization of
endogenic proteins. Such proteolytic processing can be regulated by the activation of
an inactive precursor, accessibility of peptide bond of a substrate, interaction with
protease inhibitor, protease specificity, or combination of these factors (Buck et al.
1992). Protein turnover, multiple sclerosis, bacterial and viral diseases, malignancy
and muscular dystrophy, among others, are all initiated and/or sustained by well-
characterized thiol-dependent cathepsins. These enzymes, particularly cathepsins B
and H, thus have no single but multiple functions and have generated massive
interest in their properties and structures.

Therefore, the biochemical nature of cysteine cathepsins by which one may be
distinguished from the other is briefly focused here. Further, our knowledge of the
physiological substrates and inhibitors, structure and mechanism, and function of
most of the thiol cathepsins is inadequate as compared to what we know about the
regulation, fine structure, and kinetics of other proteases. Structural differences
between various cysteine cathepsins result in variations in their substrate specificity
and mechanism of inhibition. Although almost all the cysteine cathepsins have been
crystallized, information on the amino acid sequences is not available for all and the
specificity of these enzymes (Cathepsins B and H) remains controversial. Until now,
the role of signal or pro-sequences during the transport/synthesis is not cleared. The
present chapter, therefore, emphasizes relatively well-characterized thiol proteases,
cathepsins B and H that illustrate the general characteristics in addition to the
abovementioned properties and their diversity.
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16.2 Lysosomal Cysteine Proteases

The name cathepsin was derived from the Greek word “Kathepsein” meaning to
digest. It was first introduced in 1929 by Willstatter and Bamann to describe an acid
protease distinct from pepsin. After a decade, Fruton et al. (1941) identified three
enzymes in a crude preparation of cathepsin from bovine spleen which were called
cathepsins I, II, and III. These enzymes were reclassified in 1952 by Tallan et al.,
who proposed the name cathepsins A, B, and C that acted on Z-Glu-Tyr,
Bz-Arg-NH2, and Z-Gly-Phe, respectively. Since then, there are about 11 human
cysteine proteases, i.e., Cathepsins B, C (J, dipeptidyl peptidase I), F, H(I), K(OC2,
O2), L, O, S, V(L2), W(lymphopain), and X(P,Y,Z) (Turk et al. 2001; Rawlings
et al. 2010) existing at the sequence level. With the advent of novel concepts and
availability of genome sequences (Rossi et al. 2004), this number might probably
increase, especially since several new mouse cathepsins without apparent human
counterparts have been discovered (Guha and Padh 2008; Vidak et al. 2019). These
cathepsins are assigned by simply applying letter designations differing from each
other in their distribution, molecular properties, substrate specificity, and sensitivity
to inhibitors (Agarwal 1990; Turk et al. 2001). Nomenclature and some molecular
properties of lysosomal cysteine cathepsins are summarized in Tables 16.1 and 16.2.

Lysosomal cysteine cathepsins are optimally active at acidic pH values but are
unstable at neutral or alkaline pH values. However, cathepsin S is the only exception
that retains most of its activity at neutral or slightly alkaline pH (Kirschke et al.
1989). Most of these proteases are glycoprotein in nature, and they are active against
large protein substrates and a wide range of small peptides. In 1972, three enzymes
isolated from rat liver lysosomes with high proteolytic activity at pH 6–7 were
shown to be thiol-dependent; these enzymes are cathepsins B, H, and L (Evered
and Whelan 1978). However, two components (B1 and B2) are identified in the
same preparation of cathepsin B by Otto (1971), and on the basis of their specificities
(McDonald and Ellis 1975) cathepsin B2 is renamed as carboxypeptidase B and
cathepsin B1 has been known as cathepsin B. Cathepsin H can readily be distin-
guished from the other cathepsins by its resistance to high temperatures and by the
fact that it possesses both endo- and aminopeptidase activities. Similarly, cathepsin
L has been recognized by using Z-Phe-Phe-CHN2 as a potent inhibitor of the
enzyme. Likewise, on the basis of substrate specificity and sensitivity to inhibitors
(Tables 16.3 and 16.4), several other thiol cathepsins (Table 16.1) isolated from
various sources are found different from each other and cathepsins B, H, and
L. However, many of the thiol-dependent cathepsins isolated in relatively small
amounts are not yet well characterized. For example, cathepsin K (earlier known as
cathepsin N), sometimes called “collagenolytic cathepsin,” is analogous to cathepsin
L except that it shows slight activity against azocasein (Li et al. 2004). Likewise,
beef spleen cathepsin S is similar to cathepsin L, but the two may be differentiated on
the pattern of inhibition by Z-Phe-Phe-CHN2 and capability to hydrolyze synthetic
substrates (Barrett and Kirschke 1981). Part of the problem in the study of these
enzymes lies in their lack of activity toward commonly used synthetic substrates,
which hinders attempts to distinguish one enzyme from the other. Unlike most,
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cathepsins J (now known as cathepsin C) and K may be differentiated on the basis of
their high molecular weights (Liao and Lenney 1984). An unstable protease, now
known as cathepsin F, is present in cartilages but resists inhibitors of major classes of
proteases like PMSF, IAA, pepstatin, and leupeptin (Barrett and McDonald 1980).
However, most of the molecular properties of cathepsins O and W are still unknown.

Thiol reagents include 2-mercaptoethanol, cysteine, cysteamine, dithiothreitol,
reduced glutathione, and thioglycerol.

16.3 Biosynthesis and Transport

It is well recognized that lysosomal cysteine cathepsins (B, H, and L) are synthesized
on membrane-bound ribosomes, which is supported by the fact that most of these
enzymes are glycoproteins, as large precursors are moved cotranslationally into the

Table 16.1 Nomenclature and tissue expression of human lysosomal cysteine cathepsins

Cathepsin Synonyms
E.C.
numbera

Tissue
expression Reference

B Cathepsin B1 3.4.22.1 Widespread Taniguchi et al. (1985);
McDonald and Barrett (1986);
Stachowiak et al. (2004)

C Dipeptidyl
peptidase I,
cathepsin J

3.4.4.9 Myeloid cells,
widespread

BRENDAb; McGuire et al.
(1997)

F – 3.4.22.41 Macrophages,
widespread

BRENDAb; Santamaria et al.
(1999)

H Cathepsin I 3.4.22.16 Widespread Haraguchi et al. (2003)

K Cathepsin O,
cathepsin
OC2,

3.4.22.38 Osteoclasts,
bronchial
epithelium

Tezuka et al. (1994); Bühling
et al. (1999)

L – 3.4.22.15 Widespread Barrett and McDonald (1980);
Ryvnyak et al. (2004)

O – 3.4.22.42 Widespread BRENDAb

S – 3.4.22.27 Antigen-
presenting
cells

BRENDAb

V Cathepsin L2,
cathepsin U

3.4.22.43 Testis, thymic/
coroneal
epithelium

Bromme et al. (1999); Tolosa
et al. (2003); BRENDAb

W Lymphopain 3.4.22. CD8+ T cells,
NK cells

Wex et al. (1998); Ondr and
Pham (2004)

X Cathepsin Z,
cathepsin P,
cathepsin Y

3.4.18.1 Widespread Klemencic et al. (2000)

aNomenclature Committee of the International Union of Biochemistry, in Enzyme nomenclature,
Academic Press, London (1984)
bTaken from database “BRENDA”
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Golgi apparatus through the lumen of the endoplasmic reticulum (Walter and Blobel
1982; Mainferme et al. 1985; Von Figura and Hasilik 1986; Diment et al. 1988;
Smith and Gottesman 1989). During the transfer, it is thought that the precursors are
subjected to a number of revisions in their carbohydrate and protein content. The
exact site for these modifications is still an enigma. The large precursor has an extra
peptide, known as a signal peptide or leader sequence having 15–30 bulky hydro-
phobic amino acids, is restricted to the NH2-terminus (Von Figura and Hasilik
1986). At this moment, a complex formed between cytosolic ribonucleoprotein
and signal peptide, which is called signal recognition particle (Walter and Blobel
1982), probably regulates the translation of the enzyme. Subsequently, at the surface
of the rough endoplasmic reticulum, the complex is attached to a receptor that is
known as specific receptor protein (docking protein) (Meyer et al. 1982) and the
emerging protein is transported into the lumen of the rough endoplasmic reticulum.
The pro-sequences have generally been believed to mediate the localization of the
newly synthesized polypeptide chains to their site of action and/or the regulation of
their biological activities. Indeed, recovery of enzymatic activity of cathepsin L
following the renaturation (Smith and Gottesman 1989) suggests that the propeptide
has a crucial role in the folding and/or stability of the enzyme.

Several pieces of evidence suggest that the selective transport of these proteases
from the Golgi bodies to the lysosomes is mainly refereed by a receptor situated in
the Golgi that identifies mannose-6-phosphate residues/receptors (MPR) which are
present in the precursors of lysosomal enzymes (Dingle 1984; Mainferme et al.

Table 16.2 Some molecular properties of lysosomal cysteine cathepsins

Name
Molecular
weight (kDa)

Molecular
form pI Reference

B 25–29 5–7
molecular
forms

4.5–5.5 Barrett and Kirschke (1981); Mort and
Buttle (1997); Yoshida et al. (2015)

C 230 2 molecular
forms

5.8–6.1 Liao and Lenney (1984)

F 34 – 5.2–6.8 Wang et al. (1998)

H 26–28 3 molecular
forms

6.0–7.1 Barrett and Kirschke (1981); McDonald
and Barrett (1986)

K 650 – 5.3 Liao and Lenney (1984); Drake et al.
(1996)

L 23–29 4–6
molecular
forms

5.5–6.1 Barrett and Kirschke (1981)

O – – – Santamaria et al. (1998)

S 14–30 Multiple
forms

6.3–7.1 Lautwein et al. (2002)

V 29 – 5.7 Bromme et al. (1999); Yasuda et al. (2004)

W – – – Wex et al. (1998)

X 32 – 5–5.5 Gunčar et al. (2000)
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1985; Von Figura and Hasilik 1986). Although considerable work has been done on
the transport and processing of cathepsin D (Gieselmann et al. 1983; Matha et al.
2006), from many findings observed by various workers, the role of these receptors
is presumed to involve in the formation of a complex with newly synthesized
cathepsin in Golgi and deliver the enzyme–receptor complex to an intermediate
acidified compartment (endosome). After dissociation of the complex in the endo-
some, MPR is returned to the Golgi apparatus, while newly synthesized lysosomal
cathepsins are transferred to the lysosomes. It should be pointed out that before
transferring to lysosomes, a small fraction of these proteases (5–15%) is secreted
(Kornfeld 1987). How these secreted enzymes are reached to lysosomes, is not
clearly understood, but it seems that they are probably recaptured by receptor-
mediated endocytosis and redirect to lysosomes via post-Golgi acidified compart-
ment. It is interesting to note that sorting mechanisms are also possible to exist which

Table 16.3 Specific synthetic and protein substrates of lysosomal cysteine cathepsins

Cathepsin Synthetic substrate Protein substrate Reference

B Z-Arg-Arg-NNap Insulin, aldolase,
collagen and other
proteins (pH 3.5–6.0),
elastin, kininogen

Brömme et al. (1996); Godat
et al. (2004); Yasuda et al.
(2004); Lecaille et al. (2007)

C Z-Phe-Arg-NMec,
Gly-Arg-NNap

Gp-96 (Grp 94),
calreticulin

McDonald and Barrett (1986);
Rawlings and Salvesen (2013)

F Z-FR-MCA,
Z-RR-MCA,
Z-Phe-Arg-AMC

Cartilage proteoglycan
(pH 4.5)

Barrett and McDonald (1980);
Wang et al. (1998); Fonovic
et al. (2004)

H Arg-NNap,
Leu-NNap,
Bz-Arg-NNap

Proteins (pH 6.0)
usually azocasein,
kininogen, collagen
(pH 6.5)

Brömme et al. (1996); Yasuda
et al. (2004); Choe et al.
(2006)

K Z-Arg-Arg-NMec Collagen, osteonectin,
elastin, kininogen

Brömme et al. (1996);
Bossard et al. (1996); Godat
et al. (2004); Yasuda et al.
(2004); Lecaille et al. (2007)

L Z-Phe-Arg-NMec,
Z-Lys-NPhNO2

Proteins (pH 5.0)
usually azocasein,
elastin, kininogen

Godat et al. (2004); Lecaille
et al. (2007)

O – – –

S GRWPPMGLPWEK
-(Dnp)-DArg-
NH2(PMGLP)

Hemoglobin (pH 3.5),
elastin, kininogen

Brömme et al. (1996); Godat
et al. (2004); Yasuda et al.
(2004); Lecaille et al. (2007);
Lützner and Kalbacher (2008)

V Z-Phe-Arg-NHMec,
Z-Leu-Arg-NHMec,
Z-Val-Arg-NHMec

Serum albumin,
collagen, elastin

Bromme et al. (1999); Vidak
et al. (2019)

W – – –

X Abz-FRF(4NO2) Propolypeptides
(pH 5.0–6.0),
fibronectin, laminin

Docherty et al. (1982); Nägler
et al. (1999)
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do not engage MPR (Dingle 1984; Mainferme et al. 1985). Experimental
examinations, however, on the sorting mechanisms for lysosomal cathepsins in the
cell are still limited.

Cathepsins B and H, located in the different lysosomes, bind to the cell mem-
brane. However, cathepsin L is situated in the lysosomes which are dispersed
diffusely in liver cells. Thus, an important aspect of the functional share of various
cathepsins is their different localizations (Ii et al. 1985; Hara et al. 1988; Kominami
et al. 1988). Posttranslational processing and maturation of cathepsins B and H given
by Katunuma (2010) are summarized in Fig. 16.1. Cathepsin B is translated as
17, 62, and 252 amino acids of prepart, pro-part, and mature part, respectively
(Towatari and Katunuma 1978). After removing prepart cotranslationally, the
procathepsins are translocated into Golgi apparatus where 38th-Asn in pro-part
and 111th-Asn in the mature part are glycosylated by high mannose-type

Table 16.4 Inhibitors and activators of lysosomal cysteine cathepsins

Cathepsin Inhibitor Activator Reference

B PCMB, IAM, NEM, E-64,
leupeptin, antipain,
chymostatin, CA-074
(analogue of E-64)

Thiol
reagents
and EDTA

Docherty et al. (1982); Yoshida
et al. (2015)

C PHMB, α1PI, ATP, IAA,
cystatins, Ca++

Thiol
reagents
and Na+

McDonald and Barrett (1986);
Rawlings and Salvesen (2013)

F E-64, α2-macroglobulin,
ovalbumin

Pepsin Wang et al. (1998)

H PCMB, IAM, NEM, E-64,
Leu-CH2Cl, antipain,
cystatins, puromycin,
Tos-Lys-CH2Cl

Thiol
reagents
and EDTA

Kalnitsky et al. (1983);
McDonald and Barrett (1986);
Verma et al. (2016)

K Leupeptin, K+, ATP, PHMB,
E-64, heparan sulfate

Thiol
reagents,
chondroitin
sulfate

Liao and Lenney (1984); Bossard
et al. (1996); Turk et al. (2012);
Verma et al. (2016)

L PCMB, IAM, IAA, E-64,
Z-Phe-Phe-CHN2, leupeptin,
CLIK-148, CLIK-195

Thiol
reagents
and EDTA

Barrett and Kirschke (1981);
Tsuge et al. (1999); Katunuma
et al. (1999); Simmons et al.
(2005)

O – – –

S Z-Phe-Ala-CH2F, PCMB,
Leupeptin, CLIK-060, 2,6-bis-
trifluoromethylbenzote

Thiol
reagents

Barrett and McDonald (1980);
Katunuma et al. (1999); Siklos
et al. (2015)

V Trans-epoxysuccinyl-L-
leucylamido-(4-guanidino)
butane, cystatin, leupeptin,
E-64

Thiol
reagents

Santamaria et al. (1998)

W – – –

X PCMB, antipain, leupeptin Thiol
reagents

Docherty et al. (1992)
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carbohydrate. Now the mannose-6-phosphate sugars participate as the targeting
marker to the lysosomes after cleaving off the pro-part. However, cathepsin H is
translated as 21, 114, and 217 amino acids of prepart, pro-part, and mature part,
respectively. While the pro-part has two carbohydrate chains at 70th-Asn and 90th-
Asn, only one carbohydrate chain is attached at the 99th-Asn in the mature part
(Taniguchi et al. 1985; Ishidoh et al. 1987). The commencement of degradation is
started from the 47th nicking bond in cathepsin B (Chan et al. 1986) and the 177th
nicking bond in cathepsin H (Ishidoh et al. 1987) by some cysteine proteases.

16.4 Properties of Cathepsins B and H

While cathepsin B has been isolated from various sources such as rat liver (Takio
et al. 1983), human liver (Barrett and Kirschke 1981; Musil et al. 1991) and placenta
(Swanson et al. 1974), bovine spleen (Otto 1971; McDonald and Ellis 1975) and
lymph nodes (Zvonar-Popovic et al. 1979), calf brain (Suhar and Marks 1979),
rabbit testis (Scott et al. 1987), buffalo liver (Fazili and Qasim 1986; Salahuddin
et al. 1996), spleen (Ahmad et al. 1989), kidney (Lamsal et al. 1997) and lung
(Agarwal et al. 2016, 2018), porcine spleen (Takahashi et al. 1984a, b), goat spleen
(Agarwal and Khan 1987a; Agarwal et al. 1997), and horse muscle (Yoshida et al.
2015), cathepsin H has been purified from human liver (Schwartz and Barrett 1980),
kidney (Popovic et al. 1988), brain and meningioma (Chornaya and Lyannaya
2004), rat spleen (Yamamoto et al. 1984) and liver (Kominami et al. 1985), bovine

NH2

NH2

Pre-part
(17)

Pre-part
(21)

Pro-part
(62)

Asn (38)

Pro-part
(114)

Asn (70) Asn (90)

Mature part
(252)

Asn (111)

Mature part
(217)

Asn (99)

COOH

COOH

By cysteine
protease

By cysteine
protease

HH

H H H

 Cathepsin B

 Cathepsin H

a

b

Fig. 16.1 Posttranslational processing and modification of cysteine cathepsins B and H
(Kominami et al. 1988)
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spleen (Willenbrock and Brocklehurst 1985) and brain (Azaryan and Galoyan 1987),
rabbit lung (Singh and Kalnitsky 1978), porcine spleen (Takahashi et al. 1984b),
goat liver (Ravish and Raghav 2014), and recently by buffalo lung (Singh et al.
2020). Some of the physicochemical properties of buffalo lung cathepsins B and H
studied by us are summarized in Table 16.5. In contrast to cathepsin H, which
represents a single-chain enzyme molecule in most of the species, characterization of
cathepsin B from porcine spleen (Takahashi et al. 1986a) and goat spleen
(Choudhury et al. 1997) shows the presence of two isozymes in these species,
suggesting that the cathepsin B isozymes are two separate gene products and/or
have a probable tissue/species dependence.

16.4.1 Tissue Distributions

The levels of cathepsins B and H in various rat tissues and peripheral blood cells
determined using a sensitive immunoassay (Katunuma and Kominami 1986) are
summarized in Table 16.6. Large differences in the concentrations of lysosomal
proteases are observed in various tissues. However, it has been verified by immuno-
histochemical techniques that the activities and concentrations of these proteases are
varied within cell type even in one tissue such as brain and liver. The ratio of the
levels of cathepsins B and H in tissues also vary: the brain, stomach, esophagus,
skeletal muscle, and adrenal gland contain higher levels of cathepsin B, whereas the
lung, skin, and liver contain higher levels of cathepsin H (Kominami et al. 1985).
Depending on the tissue, several cathepsins represent significant differences in
protein expression levels and ratios, implying that each cathepsin(s) may have

Table 16.5 Physicochemical properties of buffalo lung cathepsins B and H

Property Cathepsin B Cathepsin H

Molecular weight

SDS-PAGE 23,800 25,400

Gel- filtration 25,400 ND

NH2-terminal residue Ala Lys

COOH-terminal residue Thr Val

Isoionic pH 5.12 6.08

Isoelectric pH 4.8–5.2 6.2

Carbohydrate content (%) 4.6 8.7

Tryptophan content a 7.8 6.7

SH-group at pH 8.0a 0.5 ND

SH-group at pH 8.0 containing ureaa 1.4 ND

Absorption maxima (nm) 278 280

Emission maxima (nm) 338 342

Specific extinction coefficient (E1%
1 cm) 16.0 18.6

aCalculated as moles per mole of the protein
ND Not determined
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very specific cellular functions (Zavasnik-Bergant and Turk 2007). While cathepsin
H is localized in lysosomes of pancreatic islet A-cells, cathepsin B is contained in
those of both A- and B-cells (Watanabe et al. 1988; Uchiyama et al. 1994). This
heterogeneity among cysteine proteases in lysosomes may reveal the disparity in
metabolic substrates between the two cells.

16.4.2 Storage and Assays

Most of the laboratories are facing a problem to retain the activity of either cathepsin
B or H during storage and the optimization of their assay systems. Despite several
reports on storage of these enzymes where the activity is lost up to 50% or more
(Otto 1971; Barrett and Kirschke 1981), cathepsin B can be stored at 0 �C for a long
period in buffer concentration more than 0.1 M, pH 5.0, containing 1 mM EDTA
(Khan and Ahmad 1987). Similarly, cathepsin H can be preserved for several months
at�20 �C in sodium acetate buffer (0.02 M, pH 4.8) having 1 mM EDTA and 0.02%
sodium azide at concentrations more than 1 mg/mL (Singh et al. 2020). As much as
90% activity of these enzymes can be recovered by these methods.

Since the activity of an enzyme depends on both the ionic strength of the buffers
and the nature of the buffer components, the maximum catheptic activity can be

Table 16.6 Distribution of cathepsins B and H in various rat tissues and peripheral blood cellsa

Tissue/cells Cathepsin B (ng/mg protein) Cathepsin H (ng/mg protein)

Kidney 1147 � 240 1429 � 360

Spleen 542 � 122 480 � 195

Liver 316 � 56 556 � 201

Vagina 660 � 94 683 � 186

Lung 151 � 26 543 � 120

Brain 310 � 86 27 � 9

Esophagus 208 � 58 69 � 21

Stomach 303 � 62 82 � 18

Intestine 187 � 71 116 � 35

Adrenal gland 437 � 66 110 � 26

Bladder 176 � 32 206 � 49

Heart 120 � 36 82 � 22

Skeletal muscle 92 � 29 52 � 16

Testis 62 � 22 63 � 24

Skin 252 � 82 340 � 78

Lymphocytes 4.1 � 1.2 16 � 3.2

Neutrophils 6.2 � 1.8 16 � 4.4

Macrophages resident 194 � 28 158 � 36

Macrophages elicited 1259 � 350 298 � 44

Erythrocytes >0.5 0.51 � 0.11
aKatunuma and Kominami (1986)
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achieved at low buffer concentrations, preferably in sodium phosphate buffer
(0.02 M, pH 6.5), in comparison to other phosphate buffers (Agarwal and Khan
1987b; Singh et al. 2020). These observations also account for the discrepancy in the
values of kinetic parameters (Km, Kcat, and Vmax) of cathepsins B and H reported
from different laboratories where the buffers of higher ionic strengths were used
(Otto 1971; Barrett and Kirschke 1981; Takahashi et al. 1984a, b; Fazili and Qasim
1986). Although the exact mechanism of buffer ions with the amino acids involved
in the active site of the enzyme is not known at present, due care should be taken
during the choice of buffers for the assay of lysosomal cysteine proteases.

16.4.3 Enzymes’ Nature

Most of the evidence suggests that cathepsins B and H require the integrity of their
lone thiol group for the expression of their biological activity. The thiol nature of
each enzyme is inferred from its inactivation by stoichiometric amounts of heavy
metal ions and thiol-blocking reagents such as IAM, IAA, PHMB, PCMB, and NEM
(Otto 1971; Barrett andMcDonald 1980; McDonald and Barrett 1986; Agarwal et al.
1997; Singh et al. 2020). Cathepsin B is also inhibited by serum proteins (α2-
macroglobulin, IgG, haptoglobin) (Starkey and Barrett 1973; Barrett and Kirschke
1981), endogenous protease inhibitors (cystatins, stefins, kininogens) (Lenney et al.
1979; Katunuma and Kominami 1986; Turk et al. 2012), low-molecular-weight
substances (leupeptin, chymostatin, elastatinal, antipain, E-64) (Takahashi et al.
1984b; Yamamoto et al. 1984; Agarwal et al. 1997; Lamsal et al. 1997), and
C-Ha-ras gene products (Hiwasa et al. 1987). Likewise, cathepsin H is also inhibited
by α2-macroglobulin (Mason 1989) and by the three groups (stefins, cystatins, and
kininogens) of intracellular and extracellular protein inhibitors (Machleidt et al.
1986; Abrahamson et al. 1991; Lenarčič et al. 1996). The enzyme binds with these
inhibitors more strongly in comparison to cathepsin B (Guncar et al. 1998). In
contrast to cathepsin B and other cysteine cathepsins (L, P, S, and K), cathepsin H
is only poorly inhibited by antipain, chymostatin, IAA, mercuric chloride, and by
irreversible epoxysuccinyl-based inhibitors derived from E-64 (Barrett et al. 1982;
Guncar et al. 1998). Since the selectivity and potency of inhibitors are due to their
affinity for the specificity sites of enzyme, the discrepancies in inhibitory effects of
these compounds on cathepsins B and H indicate the structural difference of these
two enzymes. Further cathepsin H is not or less inhibited by leupeptin (Schwartz and
Barrett 1980; Singh et al. 2020), and it is, however, powerfully inhibited by substrate
analogues composed of a single amino acid residue bound to a diazomethane or
fluoromethane group, which react with the active-site cysteine (Angliker et al. 1989).
Although the mechanism of inhibition for a number of thiol protease inhibitors is
known, it may, however, be possible that some of these inhibitors (whose mecha-
nism is not known) act by mechanisms analogous to those proposed for the action of
serine protease inhibitors.
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16.4.4 Specificity

Cysteine cathepsins display broad specificity, splitting their substrates preferentially
after basic or hydrophobic amino acid residues. This is factual not only for synthetic
substrates but also for protein substrates and steady with their roles in intracellular
protein degradation (Turk et al. 2000). These thiol-dependent cathepsins show
mainly endopeptidase activity except cathepsins C and X, which are exopeptidases
only. While cathepsin C is an aminodipeptidase (Turk et al. 2001), cathepsin X is a
carboxymonopeptidase (Gunčar et al. 2000). However, cathepsin B shows an
unusual property with its specificity or action on various peptide and protein
substrates. The protease is generally assumed to be an endopeptidase because it
hydrolyzes amide substrates in which the COOH termini are substituted (Barrett
1977; Bond and Butler 1987). It also possesses the activity of a carboxypeptidase
which releases dipeptides sequentially (McDonald and Ellis 1975; Barrett 1977;
McKay et al. 1983). However, there is no evidence of specificity for basic amino
acid residues (Arg-Arg) like synthetic substrates, if insulin B chain, STI, glucagon,
or fructose 1,6-bisphosphate aldolase and many other protein substrates are digested
with cathepsin B. Although all the cysteine proteases studied to date exhibit endo-
peptidase activity toward protein and polypeptide substrates, the display of both
endo- and exopeptidase activities, depending on the substrate, by cathepsin B seems
to be unusual but not unique; cathepsin H, for example, shows endo- and aminopep-
tidase activity on polypeptide substrates (Barrett and Kirschke 1981; Koga et al.
1992). The dual activities of the enzyme appear compatible with the well-known
specificity of cathepsin H hydrolysis of small synthetic substrates. The enzyme can
hydrolyze amide bonds of a substrate with a free α-amino group, for instance
Arg-NNap. It can also hydrolyze similar substrates with a blocked α-amino group
like Bz-Arg-NNap (Barrett and Kirschke 1981). However, the studies by Takahashi
et al. (1988) on porcine spleen cathepsin H show that peptide substrates are cleaved
exclusively by aminopeptidase activity; it does not hydrolyze large polypeptides or
proteins and thus possesses no detectable endopeptidase activity. Similarly, cathep-
sin B isolated from either porcine spleen (Takahashi et al. 1986b) or goat spleen
(Agarwal 1988) is exclusively a dipeptidyl carboxypeptidase with peptide and
protein substrates and has no significant endopeptidase activity.

The assumption that cathepsins B and H are endopeptidases is based on their
hydrolyzing activity against synthetic substrates which are hydrolyzed by other
endopeptidases such as trypsin and papain. In earlier studies (Barrett 1977; Evered
and Whelan 1978; Bond and Butler 1987; Brocklehurst et al. 1987), it was believed
that the degradation of proteins by cathepsin B or H came from its endopeptidase
activity, though this had never been demonstrated directly. Besides, other thiol
cathepsins like L, S, and P in mammalian tissue are similar to cathepsin B or H in
many physical properties, and some have overlapping enzymatic activities. Thus,
they are not easy to eliminate in a purified cathepsins B and H preparation, and this
may account for the apparent endopeptidase activity in some enzyme preparations.
Hence, the action of proteases on native protein substrates cannot always be
expected on the basis of their action on synthetic substrates. However, the
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observation that cathepsins B and H have “no endopeptidase activity” may be a
consequence of the substrates tested or species/tissue disparity because the endo-
peptidase activity of human, bovine, and rat liver cathepsin B is well recognized
(Barrett 1977; Bond and Butler 1987; McKay et al. 1983). But the substrate,
oxidized insulin B chain, cleaved endoproteolytically by human liver cathepsin B
(McKay et al. 1983) cannot be hydrolyzed to any extent by porcine spleen cathepsins
B (Takahashi et al. 1986b) or H (Takahashi et al. 1988). Such drastic differences
raise the question of whether they are indeed different enzymes. The species
dependence of cathepsin B, however, has been confirmed after observing the
differences in catalytic and molecular properties of buffalo, bovine, and goat
versions of cathepsin B (Agarwal 1991; Lamsal et al. 1997).

Cezari et al. (2002) have inspected the specificity of subsites S1, S2, S10, and S20

for the carboxydipeptidase activity of cathepsin B with internally quenched fluores-
cent peptides. Subsite S1 preferentially accepts basic amino acids for hydrolysis,
though substrates with Phe or amino acids bearing an aliphatic side chain at P1.
Despite the existence of Glu245 at S2, the subsite has a clear choice for aromatic
amino acid residues, and a substrate with Lys residue at P2 is hydrolyzed better in
comparison to one having an Arg residue. S10 is a hydrophobic subsite and S20

exhibits a preference for Phe or Trp residues. In the case of cathepsin H, Takahashi
et al. (1988) examined aminopeptidase activity with oligopeptide substrates and
suggested that the specificity of the enzyme depends primarily on S1-side-chain
identification. Preferentially released NH2-terminal residues have large basic (Arg
and Lys) or hydrophobic (Phe, Trp, Leu, and Tyr) side chains, whereas the presence
of a free α-amino group of substrates is projected to be of secondary significance
(Takahashi et al. 1988).

Among the synthetic substrates, the low-molecular-weight peptides containing
arginine in the P1 position (Bz-Arg-NNap, Bz-Arg-NPhNO2) are hydrolyzed by
cathepsins B and H very efficiently. McDonald and Ellis (1975), however, have
shown that substrates containing paired arginine residues are hydrolyzed most
effectively only by cathepsin B. If the N-terminus is unsubstituted, as in Arg-Arg-
NNap, then the rate is reduced to about 1% of that with the blocked substrate
(Z-Arg-Arg-NNap). The most sensitive substrates discovered for cathepsin H are
Arg-NNap and Leu-NNap; Leu-NNap is somewhat less susceptible than Arg-NNap
(Barrett and Kirschke 1981). However, a number of other synthetic substrates having
different leaving groups such as NNapOMe and NMec have also been accounted for
(MacGregor et al. 1979; Barrett and McDonald 1980). The NMec derivatives
provide a sensitive fluorimetric assay and are often preferred as they constitute less
of a health hazard. The more convenient chromogenic and fluorogenic substrates
containing the leaving group 7-amino-4-trifluoromethyl coumarin have been worked
out for cathepsins B and H (Tchoupé et al. 1991), but there is still no specific
substrate for cathepsin L.

In the absence of the mini-chain, substrate specificity in human cathepsin H shifts
from aminopeptidase to endopeptidase (Dodt and Reichwein 2003). This is shown
by a genetically engineered mutant of human cathepsin H missing the mini-chain,
des[Glu(�18)-Thr(�11)]-cathepsin H, which displays endopeptidase activity
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toward the synthetic substrates; it is not cleaved by wild-type recombinant cathepsin
H. Nevertheless, the mutant enzyme does not show significant aminopeptidase
activity against H-Arg-NH-Mec, a well-known substrate for native human cathepsin
H (Dodt and Reichwein 2003). This has been confirmed earlier for cathepsin B in
which kinetic data on the interaction of substrates and inhibitors with recombinant
variants support the functional activity of the occluding loop of cathepsin B as the
main structural part for determining the exopeptidase activity of the protease
(Hasnain et al. 1992; Illy et al. 1997; Nagler et al. 1997). Thus, the kinetic studies
on substrate hydrolysis and enzyme inhibition reveal the importance of the mini-
chain/occluding loop not only as a structural barrier for endopeptidase-like substrate
cleavage but also as a structural framework for transition state stabilization of
substrates.

16.5 Structure of Cathepsins B and H

From the amino acid sequences of rat liver (Takio et al. 1983), human liver (Ritonja
et al. 1985), bovine spleen (Meloun et al. 1988), and porcine spleen (Takahashi et al.
1984b), cathepsin B represents that the enzyme together with cathepsins H, S, K, and
L belong to the papain “superfamily.” According to the nucleotide sequences,
cathepsin B from man (Chan et al. 1986) or rat (Fong et al. 1986) synthesized as a
polypeptide chain containing 339 amino acid residues is manufactured to the mature
single-chain molecule of 254 amino acids (Nishimura and Kato 1987). Likewise, the
amino acid sequences of rat liver (Takio et al. 1983), mouse macrophages (Lafuse
et al. 1995), and human kidney (Ritonja et al. 1988) cathepsin H agree with those
deduced from the rat (Ishidoh et al. 1989) and human (Fuchs et al. 1988) cDNA
sequences. Active human kidney cathepsin H is composed of 230 amino acid
residues, 222 of which form a single chain and 8 residue long mini-chain, which is
disulfide-linked to the rest of the enzyme (Ritonja et al. 1988). From these
sequences, it is evident that the mini-chain brought into existence from cathepsin
H propeptide is established between propeptide residues Thr83P and Glu76P (Guncar
et al. 1998). However, in some of the mammalian tissues, active cathepsin B or H is
present as a two-chain molecule comprising of the light (4–5 kDa) and heavy
(20–22 kDa) polypeptide chains cross-linked covalently through a disulfide bridge
(Machleidt et al. 1986). This suggests that like other proteolytic enzymes, cathepsins
B and H are also synthesized in a precursor form from which the mature enzyme is
produced by the removal of the pro-sequence through several proteolytic cleavages.

16.5.1 Sequence Homology

One of the important features of the amino acid sequences of cathepsins B, H, and L,
and plant protease papain is the presence of somewhat high level of identity
(31–56%) in the amino-(active-site cysteinyl) and (28–44%) in the carboxy-terminal
(active-site histidinyl) regions but quite less (13–30%) in the middle region (Takio
et al. 1983; Dufour 1988; Ritonja et al. 1988). As can be seen in Table 16.7, about
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24% of the residues are identical in the N-terminal region within all four enzymes.
Low degree of identity in the central (residues 78–152 in cathepsin B) region, a
sector in which a large number of deletions/insertions are found, is perhaps due to a
single large insertion of 28–30 residues during the long process of divergent
evolution (Dufour 1988). However, the functional importance of this part is not
understood, still in plant protease papain. In the C-terminal regions where the active
site histidinyl is present, a low level of identity (28–44%) in comparison to the
cysteinyl regions (31–56%) proposes that the amino acid sequences in the
surrounding area of active site histidinyl residue may reflect the diverse peptidase
specificities of cathepsins B and H (Takio et al. 1983). Further, the sequences of
cathepsins H and L are very much close to those of the plant enzyme papain than to
that of cathepsin B, indicating that cathepsin B must have deviated from the common
ancestral gene long before cathepsins H and L.

16.5.2 Active Site

The amino acid residues, Cys25 and, as well as Gln19, Asn175, and Trp177, involved
in enzyme catalysis are preserved at/around the active site in all cysteine proteinases.
Indeed, cathepsins B, H, and L share the amino acid sequence Asn-Ser-Trp (papain
residues 175–177) with actinidin and papain. According to X-ray studies on plant
thiol proteases, a hydrogen bond formed between Asn175 and the active-site His159 is
shielded by Trp177 from the solvent (Dufour 1988). Taking into consideration, a
large amount of resemblance in papain and actinidin active-site residues and the
sequence homologies among plant and animal cysteine proteinases, all these five
enzymes including cathepsins B, H, and L, certainly have same catalytic
mechanisms. Any alteration in the active site may happen in the hydrophobic
specificity “pocket,” the S2-subsite. For example, the substitution of Ser205 in papain
by Glu in cathepsin B results in dissimilar surface characteristics of the S2-subsite

Table 16.7 Sequence homology in amino acids of cysteine cathepsinsa

Region of
comparison
(rat/human)

1–252
(whole
protein)

1–77 (active site
cysteinyl region)

78–152
(central
region)

153–252 (active site
histidinyl region)

RCB/RCH 31.5 31.1 13.6 39.8

RCB/papain 30.2 43.7 13.0 28.4

RCH/papain 40.2 47.9 21.4 42.9

HCH/HCB 30.0 31.1 15.5 35.6

HCL/HCB 29.9 34.2 19.5 31.6

HCL/HCH 45.1 56.1 30.4 43.8

Identical residuesb 13.8 24.3 9.3 11.1
aIdentity in percent has been calculated from the sequence alignment of rat (Takio et al. 1983)
cathepsins B (RCB) and H (RCH), and human (Ritonja et al. 1988) cathepsins B (HCB), H (HCH),
and L (HCL)
bIdentical residues compared in HCH, HCB, HCL, and papain
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binding site (Baker 1980); the side chain of Glu205 may combine with one arginine
side chain of the extremely specific substrate Z-Arg-Arg-NMec (Polgar and Csoma
1987).

Whereas six disulfide bridges are restricted in the NH2-terminal half of the
molecule, only two cysteine residues (Cys29 and Cys240) of human cathepsin B are
unpaired. Topologically Cys29 is the same as the reactive (active-site) cysteine
(Cys25 in papain) of all other thiol proteases; Cys240 situated close to the COOH-
terminal half of the polypeptide chain surface is unique to cathepsin B (Musil et al.
1991). However, in addition to a disulfide bond produced between Cys205 and
Cys80P of the mini-chain, porcine or bovine cathepsin H has three disulfide bridges
(Cys22–Cys63, Cys56–Cys95, and Cys154–Cys200) which are topologically equivalent
to the disulfide bridges in actinidin (Baker 1980). The active-site cleft of porcine
(Guncar et al. 1998) or bovine (Baudys et al. 1991) cathepsin H runs the top of the
molecule transversely; the wide ends but thin in the middle of active-site cleft
contains catalytic (active-site) residues Cys25, His159, and Gln19. In contrast to all
other known structures of cysteine proteases, the imidazole ring of His159 in cathep-
sin H does not make a thiolate-imidazolium ion pair with Cys25 (Guncar et al. 1998).

16.5.3 Carbohydrate Moieties

While cathepsin B exists in 5–7 molecular forms having pIs in the range of 4.5–5.5
(Table 16.2), cathepsin H presents only in three molecular forms (pIs in the range
6.0–7.1) differing both in carbohydrate contents (Barrett 1977; Barrett and
McDonald 1980; McDonald and Barrett 1986). The oligosaccharide structures of
lysosomal cathepsins are asparagine-linked and predominantly high mannose type
(Kornfeld and Kornfeld 1980). A single N-acetylglucosamine and the fucosylated
pentasaccharide are present in a molar ratio of 73:27 in porcine spleen cathepsin B
(Takahashi et al. 1984a). In contrast, cathepsin H isolated from the same source
shows four high mannose-type oligosaccharides having 6–8 mannose residues
(Takahashi et al. 1984b). However, a linear tetrasaccharide and a branched
pentasaccharide without fucose (absent in porcine spleen cathepsin B) are reported
in rat liver cathepsin B (Taniguchi et al. 1985). Similarly, two (high mannose type)
oligosaccharides having 9 and 5 mannose residues are found in rat liver cathepsin H
beside the three oligosaccharides present in porcine spleen cathepsin H. In both the
cases, although the carbohydrates are linked to Asn 111, the structural differences of
asparagine-linked sugar chains reflect species and/or organ specificity of
glycoproteins among the rat liver and porcine spleen cathepsins.

16.5.4 Structural Transition

An exclusive feature shared by animal thiol proteases, cathepsins B, H, and L, is that
they are freely inactivated at neutral pH (Zvonar-Popovic et al. 1980; Ohtani et al.
1982; Khan et al. 1986; Agarwal and Khan 1987a). In contrast to cathepsin L,
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cathepsin B is very sensitive toward pH, urea, and guanidine hydrochloride
(Agarwal and Khan 1987a; Ahmad et al. 1989; Khan et al. 1992). Buffalo spleen
cathepsin B loses its structure as well as the activity irreversibly at alkaline pH; the
inactivation of the enzyme is, however, found reversible at acidic pH (Khan et al.
1992). The activity of goat/buffalo enzyme is lost reversibly at denaturant
concentrations which does not cause a major change in its secondary structure,
and suggest that the inactivation may be ascribed due to slight perturbation in the
surroundings of the amino acid residue(s) at and/or around the active site of the
enzyme (Agarwal and Khan 1988; Khan et al. 1992). The inactivation process
becomes irreversible at high urea/guanidine hydrochloride concentrations leading
to the structural changes in the enzyme. Nevertheless, the existence of a multidomain
structure in mammalian cathepsin B is first reported after performing a series of
denaturation and renaturation experiments by Agarwal and Khan (1988). An impor-
tant feature of the unfolding–refolding transition of the goat spleen enzyme is that it
is not completely reversible and appears to start at extremely low urea concentration.
Surprisingly, cathepsin H purified recently from buffalo lung (Singh et al. 2020)
unfolds reversibly in two main stages, having a stable intermediate between its
native and fully denatured states (unpublished results). The equilibrium and kinetic
intermediates have also been confirmed by in vitro studies of cathepsins B, H, and D
(Lah et al. 1984; Agarwal and Khan 1988). Although similar data on the precursor
“pro-forms” of these enzymes are not available, the non-reversibility of the
unfolding transition of the mature enzymes do suggest a role for the pro-sequences
in the folding of lysosomal cathepsins.

16.5.5 Secondary Structure

Explorations on the secondary structure of cysteine cathepsins particularly B, H, and
L have remained inconclusive so far. According to Garnier et al. (1978), the method
predicts the helical structure in cathepsins B, H, and L, respectively, 14, 24, and
16%, whereas the procedure of Chou and Fasman (1974) shows 27, 35, and 30%
helical content, respectively. The interpretations of the circular dichroic spectrum
(the most commonly used method for determining protein secondary structure) of
cathepsin B have varied from one laboratory to the other (Zvonar-Popovic et al.
1980; Bansal et al. 1981; Dufour 1988; Khan et al. 1992). CD spectrum of bovine
enzyme conforms to about 12% α-helix and 31% β-sheet (Zvonar-Popovic et al.
1980), whereas buffalo cathepsin B complies with 26% α-helix and 23% β-structure
(Khan et al. 1992). This difference in the secondary structure probably seems to be
pH-dependent because 34, 65, and 51% α-helix have been reported, respectively, at
pHs 5.6, 7.4, and 10.2 in rabbit cathepsin B (Bansal et al. 1981). Moreover, the same
pattern is found in cathepsin L where the inactivation at neutral pH is connected to
the loss of helical content (40% at pH 5.8 and 17% at pH 7.0) in the enzyme (Dufour
et al. 1988). The reason for such an effect may be due to change in the ionization
state of histidine side chains which are chiefly situated in the predicted α-helix
regions. Further, the ordered structures in cysteine proteases are well preserved in
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the NH2-terminal and COOH-terminal parts (Dufour 1988). Since the maximum
insertions/deletions and substitutions in these proteases emerge in the central region,
the most important changes in the secondary structures would have occurred in this
part. However, the insertion of 28–30 residues in this region of cathepsin B does not
change the overall molecular conformation and conformational organization of
active site residues in the enzyme (Dufour 1988).

16.5.6 Gene Structure

Whereas the gene structure of cathepsin H has been worked out from rat (Ishidoh
et al. 1989) and murine (Buhling et al. 2011), the structure of cathepsin B has been
characterized by a genomic DNA segment encoding mouse (Ferrara et al. 1990) and
carp (Tan et al. 2006). The isolated clone (λ32) has all the exons matching to the
cDNA sequence except for the leader region. The genomic insert spans 15 kbp
consisting nine exons encoding 339 amino acids of mouse preprocathepsin
B. However, the gene structure of rat cathepsin H comprises at least 12 exons
spanning in total more than 21.5 kbp; cathepsin L gene spans 8.5 kbp and comprises
eight exons (Ishidoh et al. 1991). A common characteristic for the gene structure of
all examined cysteine cathepsins and aleurain (a thiol protease from aleurone cells) is
that intron break points are not established at the joints of the pre-peptide,
pro-peptide, and mature enzyme regions. Thus, there is no proof that the gene
structure of cathepsin B or H communicates to functional parts.

The number and positions of the introns, however, vary between these cathepsins.
For instance, the gene encoding rat cathepsins H and L contain 12 and 8 introns,
respectively, whereas the gene structure of mouse cathepsin B represents a minimum
of nine introns (Ferrara et al. 1990; Ishidoh et al. 1991). Similarly, in cathepsins B
and H genes, five introns break off the two active-site cysteine and histidine residues,
instead of two in cathepsin L. Like other cysteine protease genes, the region around
the active-site (Cys29) residue (the most conserved region) in cathepsin B is cracked
by an intron, but on the contrary with cathepsins H and L the intron break point is
positioned immediately following the active site. The differences in both the number
and position of introns between thiol protease genes suggest that the relation
between the genes is not direct. Since cathepsin H gene is formed of four rather
than two ancestral gene parts found in aleurain, and the GC content of dissimilar
exons are more uniform for cathepsin B gene than for cathepsins H and L (Ferrara
et al. 1990; Ishidoh et al. 1991), the earlier notion that four enzymes (cathepsins B,
H, L, and papain) derived from a common ancestral gene seems not to be true.
However, the preserved sequence around the cysteinyl active site which has proba-
bly evolved in numerous ways in these enzymes proves an important function of this
region for hydrolyzing activity of thiol cathepsins.
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16.5.7 Crystal Structure

Among the investigated 11 cysteine human cathepsins, cathepsin B is the first one
whose crystal structure is determined in the 1990s (Musil et al. 1991) which is
followed by cathepsins K (McGrath et al. 1997), L (Fujishima et al. 1997), H
(Guncar et al. 1998), V (Somoza et al. 2000), X (Gunčar et al. 2000), C (Turk
et al. 2001), F (Somoza et al. 2002), and S (Turkenburg et al. 2002). Although three-
dimensional (3D) structure of two more human thiol cathepsins, O and W, is not yet
known, a 3D-based sequence arrangement of the mature structure of the nine
cysteine cathepsins with identified 3D structure reveals conservation of the active-
site residues (Cys25 and His163, cathepsin L numbering), the N-terminus Pro2, the
residues interact with the main chain of the bound substrate (Gln19, Gly68, and
Trp183) and certain cysteine residues (Turk et al. 2012). The plant thiol proteases
for which 3D structures deduced earlier by X-ray diffraction data are papain (Drenth
et al. 1968; Kamphuis et al. 1984) and actinidin (Baker and Dodson 1980). These
enzymes exhibit the same conservation pattern as present in lysosomal cysteine
cathepsins.

The crystal structures of porcine cathepsin H (Guncar et al. 1998) and human
cathepsin B (Musil et al. 1991) have been deduced by X-ray crystallography at the
resolution of 2.1 Ǻ and 2.15 Ǻ, respectively. In each case, the enzyme consists of a
single polypeptide chain folded to form two domains (left-hand “L” and right-hand
“R”) with a deep cleft between them. The L-domain is mainly α-helical having the
longest central helix and the R-domain is based on a type of β-barrel facing strand
(s) which form a coiled structure; the barrel is encircled by α-helix at the bottom. The
two domains interrelate via an extended amphipathic interface stabilized by several
hydrogen bonds plus hydrophobic interactions. The interface unlocks at the top into
a V-shaped active-site cleft where two catalytic residues, cysteine and histidine, are
situated. The reactive site cysteine is located at the N-terminus of the central helix of
the L-domain, whereas the histidine is situated within the β-barrel residues of the
R-domain. A thiolate-imidazolium ion pair formed between two catalytic residues is
essential for the proteolytic activity of cathepsin B and other cysteine cathepsins
except for cathepsin H (Guncar et al. 1998; Turk et al. 2012).

Human cathepsin B is roughly disk-shaped having a thickness of 30 Ǻ and a
diameter of 50 Ǻ (Musil et al. 1991). Out of 248 distinct cathepsin B amino acid
residues, 166 α-carbon atoms are topologically equivalent with α-carbon atoms of
papain. But several big insertion loops which modify its properties are present on the
molecular face. The occluding loop containing 108–119 amino acid residues of the
enzyme takes up the back of the active-site cleft resulting in cathepsin B, a carboxy-
peptidase. Seven disulfide connectivities are in full agreement with those determined
for bovine cathepsin B by chemical methods (Baudyš et al. 1990). However, porcine
cathepsin H is an ellipsoidal molecule having dimensions 32� 26.5� 24Ǻ (Guncar
et al. 1998). Superposition of the α-carbon atoms of cathepsin H on the α-carbon
atoms of actinidin, papain, and cathepsin B exhibits that 180 amino acids of
cathepsin H and actinidin (Baker 1980) are topologically equal, 173 with papain
(Kamphuis et al. 1984) and 156 with human cathepsin B (Musil et al. 1991).
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However, the mini-chain (an octapeptide linked to the R-domain) attached through a
disulfide bridge to Cys205 of the body of cathepsin H is implicated in the steric
regulation of the accessibility of the active-site cleft (Baudys et al. 1991) specifying
aminopeptidase activity of the enzyme (Guncar et al. 1998). Moreover, the structure
strengthens the outline of disulfide bridges in bovine cathepsin H (Baudys et al.
1991); the three disulfide bonds in the enzyme are topologically equivalent to the
disulfide bridges in actinidin (Baker 1980). The stability of the mini-chain in
cathepsin H and procathepsin H is studied recently by Hao et al. (2018), and the
results indicate that the mini-chain is indeed more dynamic in procathepsin H,
whereas it reorients to the more stable conformation in cathepsin H during the
process of activation.

16.6 Overall Structure–Activity Relationship

One of the significant aspects, i.e., specificity diversity, has now been cleared from
the crystal structures of cathepsins B and H. The 3D structures displayed that
exopeptidase exhibits extra structural features that alter the active-site cleft (Musil
et al. 1991; Guncar et al. 1998). While the active-site cleft expands along the whole
length of the two-domain interface in endopeptidases, additional features reduce the
number of binding sites in exopeptidases (Turk et al. 2003).

In cathepsin B, substrate binding is governed by a novel insertion loop that packs
the active-site cleft on the primed subsites and seems to favor binding of peptide
substrates with two residues carboxy-terminal to the scissile peptide bond; the
occluding loop of the enzyme uses two histidine residues (His110 and His111) to
port the C-terminal carboxylic group of the peptidyl substrate, suggesting an expla-
nation for the well-known dipeptidyl carboxypeptidase activity of the enzyme
(Musil et al. 1991). The other subsites neighboring to the reactive site Cys29 are
quite similar to papain; Glu245 in the S2 subsite supports the basic P2 side chain.
Besides the histidine residues, the hidden Glu171 might stand for a group with pKa of
~5.5 close to the active site, which controls exo- and endopeptidase activity of the
enzyme. Since the exact role of these residues remains speculative, it may be further
clarified by recombinant methods.

However, cathepsin H utilizes a region from its propeptide part to represent
features that fill up the active-site cleft on the non-primed subsites S2 and S3; the
enzyme uses a carboxylic group of the main and/or side-chain residues to port the
positively charged NH2-terminus of the peptidyl substrate. This carboxylic group is
situated at the COOH-terminus of an octapeptide element (originate from the
propeptide), termed the mini-chain which remains linked to the active-site cleft
through the side chains of Gln78P, Cys80P, and Thr83P of cathepsin H after its
activation, providing an essential responsibility of mini-chain in the aminopeptidase
activity of the enzyme (Guncar et al. 1998). This has, however, been confirmed after
production and characterization of cathepsin H lacking mini-chain, resulting in a
switch of its substrate specificity to endopeptidase (Dodt and Reichwein 2003;
Vasiljeva et al. 2003). Fascinatingly, in aminopeptidases, glycosylation not only
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plays a crucial role in stabilizing the structure of the added characteristics but also
fills up the active-site cleft tighten the substrate-binding (Turk et al. 2012). Unlike
other cysteine proteases, cathepsin H is not inhibited by its own free propeptides
(Horn et al. 2005).

16.7 Physiological and Pathological Implications

Lysosomes are the only cellular compartment having a series of hydrolases including
cathepsins for the complete degradation of all classes of macromolecules by different
modes (Wolters and Chapman 2000; Reiser et al. 2010; Vidak et al. 2019). Although
it has not yet been possible to assign a precise function to a particular enzyme,
various roles have been proposed for lysosomal thiol-dependent cathepsins. How-
ever, pieces of evidence obtained using thiol-specific inhibitors indicate that cysteine
cathepsins particularly B, H, and L contribute a significant role in protein turnover
(Bohley et al. 1974; Barrett 1977; Evered and Whelan 1978; Brocklehurst et al.
1987; Bromme and Wilson 2011; Verma et al. 2016). For example, the digestion of
liver cytosolic proteins by rat liver lysosomal enzymes is entirely due to cathepsin B
(Dean 1976) and at pH 6.0 short-lived cytosolic proteins are hydrolyzed in prefer-
ence to long-lived proteins by cathepsin L (Bohley et al. 1974). In pulmonary
emphysema, cathepsin B not only digests lung structural proteins but also inactivates
enzymatically α1-proteinase inhibitor and reduces its protective concentration in and
around lung tissues (Gairola et al. 1989). Moreover, cysteine cathepsins like H and K
found in the lung are associated with inflammatory lung diseases (Chilosi et al. 2009;
Faiz et al. 2013).

Apart from the fact in general protein turnover, the cysteine cathepsins could also
have a role in the specific processing of proteins and thus in the regulation of
enzymatic activity. Cathepsins B and L inactivate aldolase when tested with fruc-
tose-1,6-bisphosphate as a substrate (Bond and Butler 1987). The enzyme-treated
aldolase showed no detectable change in molecular weight, suggesting that the
modification may be significant for the regulation of aldolase activity. Certain
other enzymes like glucokinase, pyruvate kinase, tyrosine- and alanine
aminotransferases, asparaginase, and glyceraldehyde 3-phosphate dehydrogenase
are also inactivated by cathepsin B (Evered and Whelan 1978; Brocklehurst et al.
1987; Barrett et al. 1998). Likewise, cathepsins B and H can also activate peptide
hormones and various proteins by cleavage of their precursor forms, e.g., the
conversion of proinsulin to insulin (Docherty et al. 1982), proalbumin to albumin
(Quinn and Judah 1978), and trypsinogen to trypsin (Otto and Reisenkonig 1975).
Furthermore, these enzymes participate in various other physiological processes
such as protein synthesis, growth and aging, fertilization, memory, tissue resorption,
and modeling (Bond and Butler 1987; Barrett et al. 1998). The exact mechanism of
various inactivations or conversions of different enzymes/proteins by cathepsins B
and H or other cysteine cathepsins is, however, still speculative.

It has been widely accepted that the extracellular matrix (ECM) is a reservoir for
endogenous growth factors. In the body, endogenous proteases such as matrix
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metalloproteinases and their inhibitors are involved in routine ECM turnover for the
maintenance of healthy tissue (Docherty et al. 1992; Burgess et al. 2009; Faiz et al.
2013). Among the papain family of proteases, cathepsins are capable of degrading
ECM components with unique collagenolytic activity; cysteine cathepsins B, H, F,
K, L, and S have the potential to participate in wound healing (Wolters and Chapman
2000) and ECM remodeling (Lutgens et al. 2007). Besides their role in ECM
degradation, they are implicated in major histocompatibility complex (MHC) class
II molecules which are expressed on the surface of antigen-presenting cells where
after binding with exogenous proteins, MHCs present them to CD4+ T cells. Further,
these cathepsins are also involved in the development and progression of cardiovas-
cular diseases such as atherosclerosis, aneurysm, cardiac repair, and cardiomyopathy
(Cheng et al. 2012). Nonetheless, imbalance in expression between cysteine
cathepsins (S, K, L, and B) and their endogenous inhibitors (cystatin C) may favor
proteolysis of ECM in the pathogenesis of such cardiovascular diseases (Wu et al.
2018). There is evidence for cathepsin B as a vital drug target for traumatic brain
injury in which the enzyme gets away from its usual subcellular location (lysosome)
to ECM (cytoplasm) where the unleashed proteolytic control causes devastation via
autophagic, necrotic, apoptotic, and activated glia-induced cell death simultaneously
with inflammation and ECM breakdown (Hook et al. 2015).

The activity of cathepsins (B, H, and L) is altered in several disease states such as
muscular dystrophy, malignancy, ischemia, hypervitaminosis, multiple sclerosis,
diabetes, arthritis, and various forms of cancer cells including the invasion of host
tissue and metastasis (Evered and Whelan 1978; Brocklehurst et al. 1987; Turk et al.
2001; Vasiljeva et al. 2006; Victor et al. 2011; Verma et al. 2016). The mechanism
for the precise regulation of these proteolytic enzymes however remains to be
established. A report published in 1981 that cathepsin B activity is significantly
elevated in a variant of B16 melanoma with high metastatic potential (Sloane et al.
1981), and it seems probable that the enzyme release from tumor cells may facilitate
invasion and extravasation of tumors. This has been further confirmed by Weiss
et al. (1990), who observed that invasive tumor cells enhance the level of cathepsin B
in their plasma membranes, which may be used to degrade basement membrane
components such as laminin and thereby facilitate tumor invasion. In human mela-
noma (primary and metastatic) cell lines, cathepsin B is highly expressed at the
surface of metastatic but not of primary melanoma cell lines; chemical (CA-074 and
CA-074Me) and biological (specific antibodies) inhibitors exert a powerful anti-
invasive activity by a mechanism that brings into play the impairment of metastatic
cell dissemination. However, in vivo studies (in murine xenografts), human mela-
noma growth, and artificial lung metastases are significantly reduced by CA-074,
suggesting a role for cysteine protease in tumor growth and metastatic potential of
human melanoma (Matarrese et al. 2010). Literally, what is the role of protease
inhibitors (endogenous/chemical/biological) in tumor invasion and how they regu-
late the invasive potential of tumor cells is still unclear. Doxorubicin is an effective
cytotoxic anticancer drug used for the treatment of malignancies and a broad range
of solid tumors, and it shows severe dose-dependent toxicities (Gianni et al. 2003).
However, a number of studies on cancer cells in vitro and tumor xenograft in vivo

412 S. K. Agarwal et al.



have revealed that cathepsin B-cleavable doxorubicin prodrugs are less toxic in vitro
and more effective in vivo, suggesting the role of this enzyme-cleavable prodrugs in
cancer therapy (Zhong et al. 2013).

Although fewer studies have been done on cathepsin H in cancer, the activity of
the enzyme is elevated in breast cancer, melanoma, tumor invasion, colorectal and
prostate carcinomas, and tumor vasculature (Gabrijelcic et al. 1992; Kos et al. 1997;
del Re et al. 2000; Waghray et al. 2002; Gocheva et al. 2010). However, reduced
cathepsin H expression has also been reported in squamous cell carcinomas of the
head and neck and mixed expression patterns in pancreatic cancer cells (Kos et al.
1995; Paciucci et al. 1996). The differences in the expression pattern of cathepsin H
in various cancers may indicate highly specific functions for the enzyme in different
tissues at various stages of cancer. Moreover, the probable role of cathepsin H in
tumor progression is its capability to degrade fibrinogen and fibronectin, suggesting
that the enzyme may be occupied in the destruction of ECM components leading to
cancer proliferation, migration, and metastasis (Tsushima et al. 1991; Turk et al.
2012). Nevertheless, a study on T3-mediated upregulation of cathepsin H involved
not only in extracellular signal-regulated kinase activation but also in increased cell
migration reveals that overexpression of cathepsin H in a subset hepatoma is thyroid-
hormone-receptor-dependent having a significant role in hepatoma progression
(Wu et al. 2011). Apart from cystatins (stefins A, B, and cystatin C), cathepsins B
and H have been reported as significant prognostic markers in sera of patients with
melanoma and colorectal cancer (Kos and Schweiger 2002).

16.8 Conclusions and Future Perspectives

While cysteine cathepsins like B, H, L, and S show the similarity in terms of physical
properties, enzymatic activities, and homology with each other in amino acid
sequences including the essential catalytic site region, it is not easy to distinguish
these enzymes with respect to their biological functions, and it remains difficult to
establish what role they take part in pathophysiological protein degradation. Simi-
larly, a large number of different proteins can act as substrates for cysteine
cathepsins in vitro studies, but there is little evidence to confirm that such reactions
occur in vivo. Hence the substrate specificity and specific cleavage sites of these
cathepsins are smart areas of study for accepting their role in life events and for
designing drugs against these enzymes. However, the wide variations in tissue levels
of cathepsins B and H are compatible with specific functions of these proteases
in distinct tissues. It is, therefore, generally accepted that these enzymes participate
in the breakdown of both intra- and extracellular proteins. Despite their several roles
in protein catabolism, the exact mechanism of action of each cathepsin is still
unknown. How pro-sequences help in the correct folding of a cathepsin molecule
is yet to be explained. Moreover, the involvement of cathepsins B and H in
inflammatory reactions has been proposed on evidence from inhibition studies and
the detection of significant catheptic activities at inflammation sites. However, it is
not yet certain that which cysteine cathepsin is directly responsible for the tissue
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breakdown at inflammatory sites. Gene structure and/or antibodies may be useful to
provide a clue for understanding the molecular evolution and functional diversity
among cysteine cathepsins.

Cysteine cathepsins are also emerging as major players in tumor progression,
making them potential drug targets for a wide range of human cancers. Although
cathepsins B and H have been used as drug targets to control ECM degradation and
various metabolic activities involved during disease progression, the use of cysteine
protease inhibitors (either endogenous, chemical, or biological) may be taken as a
pioneering approach in the management of metastatic melanoma as well as on other
carcinomas before making therapeutic strategies. Endogenous intracellular inhibitors
are likely important in the control of these proteases, and the fluctuations in enzyme
activities in cells are due to changes in inhibitor, rather than protease concentrations.
Future studies in both clinical samples and preclinical models should now allow us
to find out whether these cathepsins have similar or unique roles in different tumor
microenvironments. Furthermore, these enzymes have been targeted by pharmaco-
logical drugs and inhibitors. Nonetheless, until now, no data are available on the
effect of these inhibitors in various pathological events like atherosclerotic cardio-
vascular disease, neovascularization, polycystic kidney disease, and coronary artery
disease.
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An Insight into the Importance of Ferritins
in the Physiology of Mycobacterium
tuberculosis: Unique Structural
and Functional Properties
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Abstract

Iron is an essential element required by most of the living organisms and acts as a
cofactor for many enzymes involved in various essential cellular processes such as
respiration and DNA replication. As much as it is crucial for performing major
cellular functions, its excess can be detrimental to the cell by its participation in
Fenton reaction, which results in the production of harmful hydroxyl radicals.
Hence, iron homeostasis is a vital part of cellular physiology, which is tightly
regulated by various genes involved in iron acquisition and storage. Ferritins
belong to the major superfamily of iron storage proteins having a spherical
macromolecular structure with a cage-like cavity and play a pivotal role in the
maintenance of iron homeostasis. These proteins play a dual role by acting as a
source of iron under conditions of iron scarcity as well as serving as iron quenchers
under excess iron conditions. The family of ferritin proteins comprises of three
subtypes, namely ferritin (Ftn) present across both eukaryotes and prokaryotes,
heme-bound bacterioferritin (Bfr), and DNA-binding protein from starved cells
(Dps) found only in prokaryotes. Mycobacterium tuberculosis, one of the most
deadly pathogens, is responsible for killing millions of humans, possesses both
kinds of iron-storing proteins-ferritin (BfrB) as well as bacterioferritin (BfrA), both
of which are required for the pathogenesis of this deadly bacteria. Besides, the
presence of both kinds of ferritin-like molecules in the pathogen is linked to distinct
functions they perform in M. tuberculosis physiology. Moreover, structural
properties of BfrB, including certain key residues at its threefold and fourfold
channels, are considered as interface hot-spot residues required for BfrB oligomer-
ization and assembly formation. Additionally, unlike other ferritins, BfrB of
M. tuberculosis possesses an extended C-terminus region, which is implicated in
playing a role in providing thermal stability to the protein.
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17.1 Introduction

Iron is an essential metal for most of the organisms living on this planet. Its
participation in the key cellular processes, including DNA replication, respiration,
electron transfer chain, and redox reactions, makes this element an extremely crucial
part of cellular physiology. However, iron levels in the cell need to be tightly
regulated as its excess causes deleterious effect by undergoing Fenton reaction
with the by-products of oxidation, resulting in the formation of toxic superoxide
radicals, which in turns leads to DNA and protein damage. Moreover, for most of the
organisms including important pathogens like Mycobacterium tuberculosis, Pseu-
domonas aeruginosa and Salmonella typhimurium, iron is indispensable for sur-
vival, and hence, iron scarcity also leads to cell death (Meyer et al. 1996; Bullen et al.
1974; Lounis et al. 2001; Rodriguez and Smith 2003, Sritharan 2016; Furman et al.
1994). Therefore, dedicated machinery has been devised by various bacteria com-
prising of multiple proteins to carry out iron acquisition and storage that interplay to
maintain iron homeostasis.

Iron acquisition/uptake is a vital process to cater to the conditions of iron scarcity,
which can otherwise lead to cell death. In general, animals acquire iron from dietary
sources, while plants and microorganisms have various strategies for scavenging
iron. One of the primary mechanisms by which microorganisms acquire iron is via
diffusion across the cellular membrane (Górska et al. 2014; Sheldon and Heinrichs
2015). Although there is a predominance of iron in the environment, this mechanism
is not a preferred one due to the insoluble nature of this metal, which makes the
bioavailability of iron very low. Hence, as a result, microorganisms must utilize
other means of sequestering iron. These include several heme-uptake pathways
present at the cellular surface and numerous iron-scavenging high-affinity
siderophores (Sheldon and Heinrichs 2015). These siderophores are an incredibly
diverse class of biomolecules that mainly fall into three categories: (1) hydroxamates,
(2) catecholates, and (3) carboxylates. A tug of war ensues between the host and the
pathogen where the host tries to restrict the levels of available iron to effectively
make the pathogen iron-deficient (a situation known as nutritional immunity) and the
pathogen, in turn, secretes high-affinity siderophores to sequester iron from the host
and circumvent iron paucity (Sheldon and Heinrichs 2015; Golonka et al. 2019;
Weinberg 1975). Thus, for microbial pathogens including Mycobacterium tubercu-
losis, Yersinia pestis, Legionella, and Staphylococcus aureus, the acquisition of iron
is extremely important to survive the iron-deficient environment of the host (Miethke
and Marahiel 2007; Reddy et al. 2013; Sebbane et al. 2010; Fetherston et al. 2010;
Cianciotto 2015; Hammer and Skaar 2011).
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As much as it is crucial to acquire iron for carrying out various cellular processes,
it is imperative to keep its levels under control as a high level of iron is capable of
inflicting damage to the cells. The versatile catalytic nature of iron allows it to
participate in single-electron transfers by interconverting between the Fe3+ (ferric)
and Fe2+ (ferrous) oxidation-redox states. Ferrous iron is dangerous as it can undergo
Fenton reaction and cause injury to the cell, while ferric iron is more stable but
insoluble under physiological conditions. Hence, under conditions of iron excess,
the cell has devised iron storage proteins belonging to the ferritin family that can
store iron by converting ferrous to ferric mineral by using their ferroxidase activity
(Ebrahimi et al. 2015). Ferritins are almost ubiquitously present, and apart from
performing their primary function of storing iron, they are also involved in carrying
out other diverse functions like preventing the cells from oxidative stress and
hypoxic stress (Ebrahimi et al. 2015; Honarmand Ebrahimi et al. 2015; Arosio
et al. 2017).

This chapter provides a comprehensive review of the importance of iron homeo-
stasis in view of the iron storage proteins, majorly focusing on their importance,
structure, and physiological role in the context of Mycobacterium tuberculosis, one
of the most damaging pathogens of the world.

17.2 Classification of Ferritins: Insight into Their Function

The history of ferritins dates back to 1937 when these molecules were first
crystallized and given its nomenclature (Laufberger 1937). They are the major
class of proteins that act as an iron reservoir and have a capacity of withholding
up to 4000–5000 Fe atoms in the mineral form (Arosio et al. 2017; Laufberger
1937). Ferritins are globular proteins comprising of 24 subunits that combine to form
an iron core cavity in its center (Fig. 17.1).

Each subunit of the ferritin protein comprises of a characteristic four α-helical
bundle (helices A–D) and an additional loop linking helix B to helix C. All the
24 subunits arrange themselves in an octahedral 4-3-2 symmetry to form the
quaternary structure enclosing the hollow iron cavity (Fig. 17.2) (Ebrahimi et al.
2015; Honarmand Ebrahimi et al. 2015; Arosio et al. 2017; Khare et al. 2011;
Harrison and Arosio 1996). Although the primary sequences of various homologous
ferritins vary, there is a striking similarity in their tertiary and quaternary structures.

In eukaryotes, the ferritin protein is composed of heteropolymers of three differ-
ent type of subunits based on their molecular weights: L (“light,” 20 kDa) chain, M
(“middle,” 21 kDa) chain, and H (“heavy,” 22.8 kDa) chain (Honarmand Ebrahimi
et al. 2015; Arosio et al. 1978). Among these different types of subunits, only
H-chain and M-chain can convert the ferrous iron to ferric iron (Honarmand
Ebrahimi et al. 2015). On the other hand, in bacteria and archaea, ferritin molecules
are made up of identical subunits (~20 kDa) with each component capable of
executing the ferroxidase activity (Harrison and Arosio 1996). Each subunit of the
ferritin macromolecule has iron-binding sites (Fig. 17.3). Other important
members of this ferritin superfamily are the bacterioferritins (Bfrs) composed of
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24 homologous subunits that are found in bacteria. The only difference between
ferritins and Bfrs is the ability of Bfrs to bind the heme molecule at the interface of its
two individual subunits (Fig. 17.3) (Carrondo 2003). Hence, each Bfr molecule
contains ~12 heme moieties (Carrondo 2003). DNA-binding protein from starved
cells (Dps) and Dps-like proteins which are found only in the prokaryotes also
belong to this ferritin superfamily which is composed of 12 subunits that assemble
to form a spherical structure in 23 symmetrical tetrahedral arrangement (Haikarainen
and Papageorgiou 2010; Calhoun and Kwon 2011).

Iron mineralization into the hollow cavity involves a cascade of complex
reactions. Each subunit of ferritin and Bfr proteins contains the ferroxidase activity,
which utilizes cellular oxidants like molecular oxygen, hydrogen peroxide to oxidize
the ferrous form to ferric iron and store iron in its mineral form (ferrihydrite) in the

Fig. 17.1 Structure of M. tuberculosis ferritin (BfrB). (a) The ferritin subunits assemble into a
spherical macromolecular assembly of 24 subunits (b) The globular ferritin proteins have an iron
storage cavity in their center

Fig. 17.2 Quaternary structural arrangement of M. tuberculosis ferritin (BfrB). The 24 subunits
arrange themselves into four-, three-, and twofold symmetrical axis, generating an octahedral
432 symmetry in these proteins
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hollow cavity representing an iron reservoir for the cell (Khare et al. 2011;
Bou-Abdallah 2010; Levi et al. 1988). The first step in iron storage is iron-binding,
followed by the migration of ferrous ions to the catalytic ferroxidase site
(Bou-Abdallah 2010). This is mediated through various channels and pores present
at the four-, three-, and a twofold axis of the protein (Tosha et al. 2010). These
channels and pores are also responsible for the influx and efflux of other molecules,
including oxidants, reductants, and chelators (Khare et al. 2011; Tosha et al. 2010).
The ferroxidase center catalyzes the conversion of ferrous ions to ferric ions, which
are then sequestered in the iron storage cavity of the protein. While ferritins and Bfrs
can accommodate ~4000 iron molecules, Dps and Dps-like proteins, are smaller in
size, have lower iron storage capacity and hence are majorly involved in preventing
DNA from oxidative damage (Calhoun and Kwon 2011; Chiancone and Ceci 2010).
Moreover, ferritins and Bfrs have their ferroxidase center located within each
subunit, while Dps and Dps-like proteins possess intersubunit ferroxidase catalytic
activity (Khare et al. 2011).

Fig. 17.3 Iron and heme-binding sites in ferritins/Bfrs, (a) The iron-binding sites are present
between each of the ferritin subunits of M. tuberculosis BfrB. (b) The heme-binding site is present
in between two subunits facing each other at the twofold symmetrical axis in M. tuberculosis BfrA
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17.3 The Interplay of Iron Acquisition and Storage Proteins:
Highlighting M. tuberculosis Pathogenesis

M. tuberculosis, the causative agent of tuberculosis, is one of the most successful
pathogens haunting humanity since time immemorial. Its existence has taken a
massive toll on human lives, accounting for 1.2 million deaths among
HIV-negative people and an additional 0.251 million deaths among HIV-positive
population in the year 2018 (WHO 2019).

M. tuberculosis majorly infects humans through the aerosol route and lodges
itself in the phagosomes of alveolar macrophages. Similar to many other organisms,
M. tuberculosis also utilizes iron as a cofactor for many enzymes to carry out
important and essential reactions required by the cell for its survival (Sauton
1912). In addition, the pathogen cannot survive in the absence of iron. Hence, iron
homeostasis plays a crucial part in M. tuberculosis virulence. Moreover, due to an
essential requirement of iron by the pathogen, it competes with the host for bringing
the host iron to itself (Sritharan 2016). Upregulation of transferrins, lactoferrins, and
ferritins by the human body results in iron-limiting conditions in response to
bacterial infection (Kochan 1973; Lounis et al. 2001; Muller et al. 1983; Weinberg
1984). Moreover, IFN-γ activation of M. tuberculosis-infected macrophages was
shown to keep the iron levels extremely low in the phagosomes by upregulating
natural resistance-associated macrophage protein (Nramp1) (Searle et al. 1998;
Cellier et al. 2007). Thus, in a mammalian host, free iron availability is far lesser
(estimated at 10�18 M) than that required for bacterial survival (Neilands 1995;
Weinberg 1999; Bullen 1981). Several reports also provide evidence that
M. tuberculosis is exposed to low iron conditions during growth in human
macrophages and lungs (Timm et al. 2003; Schnappinger et al. 2003). To overcome
this stressful condition by the host, M. tuberculosis has devised strategies to scav-
enge iron with the help of mycobactins (MBTs), which are secretory siderophores
(Ratledge 1999; Wells et al. 2013). A 20-fold increase in the biologically available
iron has been observed with the help of MBTs within the phagosomal compartments
(Wells et al. 2013; Wagner et al. 2005). There are two kinds of siderophores, namely
MBTs and exochelins, which differ in the presence or absence of the
2-hydroxyphenyloxazoline-ring, respectively (De Voss et al. 1999).
M. tuberculosis only produces MBTs, which are derived from salicylic acid, whereas
saprophytic mycobacteria like M. smegmatis produces both kinds of siderophores
(De Voss et al. 2000). These MBTs have a very high affinity toward iron, which aid
in sequestrating iron from the iron-limiting host environment (Wagner et al. 2005).
M. tuberculosis secretes two types of structurally different MBTs, namely a less
polar cell-wall-associated form of MBT and a more polar secretory form,
carboxymycobactin (CMBT) (Quadri et al. 1998). These two kinds of MBTs differ
in their acyl group, which gives them different physical properties (De Voss et al.
2000; Quadri et al. 1998). It is currently unclear whyM. tuberculosis synthesizes two
kinds of MBTs; however, it is proposed that the more soluble form of MBTs binds to
free iron available in the environment, whereas the membrane-bound form of MBTs
is thought to act as an ionophore to shuttle the iron inside from the extracellular
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milieu (Gobin and Horwitz 1996; Golden et al. 1974). Quadri et al. identified the
genes that are involved in the MBTs’ core structure biosynthesis (Quadri et al. 1998).
These genes are assembled as part of a ten-gene cluster known as mbt cluster,
designated as mbt-1 or mbtA-J (Quadri et al. 1998). Further, the mbt-2 cluster
comprising of four genes mbtK to mbtN is responsible for the addition of a hydro-
phobic aliphatic side chain on the core structure of MBTs (Krithika et al. 2006).
Several reports have shown the importance of genes involved in the synthesis of
siderophores in bacterial survival as well as pathogenesis (Reddy et al. 2013; De
Voss et al. 2000). For instance, mbtB mutant of M. tuberculosis was found to be
defective in the synthesis of MBTs and showed impaired growth in THP-1
macrophages (De Voss et al. 2000). Reddy et al., in their seminal article, showed
that inactivation of the mbtE gene ofM. tuberculosis renders the pathogen unable to
synthesize siderophores (Reddy et al. 2013). Moreover, the cellular morphology of
the mbtEmutant was shown to be altered. The mutant exhibited attenuated growth in
liquid culture as well as in macrophages. This altered phenotype and impairment in
the growth of the pathogen were complemented by supplementing the growth
medium with exogenous MBTs (Reddy et al. 2013). In addition, guinea pigs infected
with the mbtE mutant showed significantly reduced bacillary load as well as patho-
logical damage in the various organs of the infected animals (Reddy et al. 2013).
These studies implicated the essentiality of the MBTs biosynthesis pathway in the
survival ofM. tuberculosis under low iron conditions of the host and are therefore an
attractive target for drug discovery.

Although much has been learned about the synthesis of MBTs, very few studies
have identified and shown the importance of genes involved in iron uptake.
Rodriguez et al. identified two genes (irtA and irtB), which encode for an ABC
transporter, responsible for efficient transportation of iron molecules by using
Fe-carboxymycobactin as the source (Rodriguez and Smith 2006). Moreover, irtA
and irtB were shown to play an important role in the growth of M. tuberculosis in
human macrophages and mouse lungs, thereby suggesting the in vivo significance of
this transporter complex (Rodriguez and Smith 2006). In another study published by
Siegrist et al., it was shown that mycobacterial mutants of BCG and M. smegmatis
lacking the Esx-3 system was defective in acquiring iron, impaired in their growth
in vitro and in macrophages, despite the fact that they were able to synthesize MBTs,
implicating the role of Esx-3 system in iron import (Siegrist et al. 2009). In a
genome-wide screen of M. tuberculosis transposon mutagenesis library, it was
observed that transposon mutants in esx-3 locus could not be recovered, suggesting
the essentiality of this locus for M. tuberculosis survival (Sassetti et al. 2003). Two
iron-regulated genes, mmpS4 and mmpS5, which encode for membrane proteins,
were found to be important for M. tuberculosis growth under low iron conditions
(Wells et al. 2013). A double mutant of mmpS4 and mmpS5 showed reduced
synthesis as well as secretion of MBTs. The double mutant was shown to be
attenuated in mice model of tuberculosis, suggesting the involvement of these
membrane-associated proteins in the survival and virulence of M. tuberculosis in
the host. Protein pull-down assay showed the association of MmpS4 with transporter
protein MmpL4 through the periplasmic loop of the latter, whereas MmpS5 was
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demonstrated to be associated with MmpL5 (Wells et al. 2013). Based on the data,
MmpS4/MmpL4 and MmpS5/MmpL5 were identified to be part of the siderophore
export system (Wells et al. 2013).

Furthermore, high amounts of iron in humans and mice were shown to exacerbate
the disease (Gangaidzo et al. 2001; Kochan 1969). Hence, it is also important for the
pathogen to regulate its intracellular iron levels and maintain iron homeostasis. In
general, the regulation of genes involved in the acquisition, transportation, and
storage of iron is under tight control in bacterial systems. These transcriptional
regulators are divided into subcategories: Fur and DtxR family of transcriptional
factors (Doukhan et al. 1995). Ferric uptake regulator (Fur) was identified in
Escherichia coli, and its homologs are found in many prokaryotes, including
gram-positive as well as gram-negative bacteria (Rodriguez et al. 2002; Hantke
1981, 2001; Deng et al. 2015). Fur transcriptional regulator in E. coli was shown
to control the expression of more than 60 genes involved in various pleiotropic
reactions ranging from iron homeostasis, toxin metabolism, and oxidative stress
(Hantke 2001; Touati 2000). In P. aeruginosa, the master regulator for iron uptake is
Fur that controls the expression of genes involved in siderophore synthesis, which is
required for the survival of the pathogen (Minandri et al. 2016; Ochsner et al. 2002;
Cornelis et al. 2009). Iron acquisition is controlled by the Fur family of transcrip-
tional regulators in S. aureus and is essential for colonization and subsequent
pathogenesis (Friedman et al. 2006; Hammer and Skaar 2011). Fur-deficient mutant
of S. aureus was shown to exhibit the phenotype of an iron-starved organism
(Hammer and Skaar 2011). Further, DtxR (iron-dependent toxin regulator) was
identified in Cornybacterium diphtheria and later found to be present in
actinomycetes, including mycobacteria and streptomycetes (Doukhan et al. 1995;
Boyd et al. 1990; Schmitt and Holmes 1991). There are four major iron-responsive
transcriptional factors found inM. tuberculosis; FurA and FurB that complex to form
FuR transcription factor and IdeR and SirR that belong to the DtxR family of
regulators (Schmitt et al. 1995; Günter-Seeboth and Schupp 1995). Among these
four, IdeR has been extensively studied for its structure as well as function (Chou
et al. 2004; Rodriguez et al. 2002). Iron-dependent regulator (IdeR) was first shown
to negatively regulate the siderophore synthesis in M. smegmatis (Dussurget et al.
1996). Gold et al. identified the genes regulated by IdeR in M. tuberculosis (Gold
et al. 2001). IdeR exhibits close homology to DtxR of C. diphtheria, both structur-
ally and functionally, sharing 92% identity in its DNA-binding domain and 100%
similarity in the amino acid sequence (Gold et al. 2001). Moreover, IdeR was able to
complement the mutant of dtxR for iron-dependent control of genes regulated by
DtxR in C. Diphtheria (Schmitt et al. 1995). Hence, based on the sequences of dtxR
boxes, Gold et al. identified IdeR boxes in the genome ofM. tuberculosis (Gold et al.
2001). About 40 genes were belonging to several categories that were identified to
contain the putative IdeR boxes (Gold et al. 2001). In the category of iron metabo-
lism genes, iron acquisition genes (mbtA–mbtB, mbtI, rv1348, rv1347c) and iron
storage genes (bfrA, bfrB) were identified to contain the IdeR binding boxes (Gold
et al. 2001). IdeR is considered a dual transcriptional regulator, which functions as a
repressor for MBT synthesis genes and also an activator for iron storage genes. IdeR
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senses the levels of intracellular iron and accordingly regulates the transcriptional
machinery in favor of either MBT synthesis or iron storage genes synthesis (Gold
et al. 2001). Thus, under conditions of iron availability, expression of mbt1/mbt2
locus is repressed, whereas the transcription of the iron storage genes bfrA and bfrB
is activated (Gold et al. 2001). IdeR has been demonstrated to be essential for
M. tuberculosis, as highlighted by the fact that its disruption is only possible in
saprophytic Mycobacterium such as M. smegmatis, whereas, a deletion mutant of
ideR in M. tuberculosis is lethal (Rodriguez et al. 2002). Hence, only a conditional
mutant of ideR in M. tuberculosis could be generated. Pandey et al. demonstrated
that conditional mutant of ideR exhibited iron unresponsiveness with ~100 times
more synthesis of MBTs in comparison to the parental strain (Pandey and Rodriguez
2014). There was a constitutive expression of the siderophore biosynthesis genes
observed in the ideR conditional mutant, which was linked to the increase in the
synthesis of MBTs (Pandey and Rodriguez 2014). Measurement of intracellular iron
revealed the accumulation of toxic iron levels within the ideR conditional knockout
(Pandey and Rodriguez 2014). Moreover, the high concentration of intracellular iron
also exacerbated the Fenton reaction and subsequent oxidative stress within the
IdeR-deficient cells (Pandey and Rodriguez 2014). Besides, a conditional mutant
of ideR was unable to replicate in macrophages as well as in mice highlighting that
IdeR is indispensable for M. tuberculosis survival (Pandey and Rodriguez 2014).

Furthermore, apart from regulating the expression of iron acquisition genes, IdeR
also controls the expression of iron storage genes bfrA and bfrB in response to
varying iron concentrations (Pandey and Rodriguez 2014; Gold et al. 2001). Func-
tional and structural characterization of IdeR revealed that it binds to iron at the
metal-binding site, which leads to its activation by dimer formation (Chou et al.
2004). This activation brings about a conformational change, which orients the
DNA-binding helix of each monomer for binding to the DNA (Chou et al. 2004).
Interestingly, bfrA gene expression is regulated by three different promoters, namely
Plow1, Plow2, and Phigh. Plow1 and Plow2 are located upstream of Phigh, and the IdeR
box is located at the promoter region of Phigh. Under conditions of iron starvation,
IdeR is not bound to iron and hence is unable to bind to the IdeR box, which is
located upstream of Phigh (Gold et al. 2001). As a result, RNA polymerase can
transcribe bfrA mRNA from both Plow and Phigh (Gold et al. 2001). On the contrary,
under conditions of iron excess, IdeR binds at the IdeR box and blocks transcription
from Plow promoter, whereas acts as an activator for expression via Phigh (Gold et al.
2001). Thus, it appears that BfrA would be playing a crucial role in iron homeostasis.
There is an IdeR box found upstream of the promoter region of the bfrB gene that is
suggested to be involved in IdeR-mediated positive regulation of bfrB gene in the
presence of high iron (Gold et al. 2001).

Owing to their importance in the physiology of the pathogen, these iron storage
proteins are crucial for the survival of many pathogens. The next section describes
the importance of these proteins for M. tuberculosis physiology as well as
pathogenesis.
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17.4 Ferritins and Bfrs: Their Importance and Role
in the Physiology of M. tuberculosis

17.4.1 BfrA and BfrB Impart Protection from the Oxidative Damage

Iron storage proteins are essential for the physiology as well as the survival of
M. tuberculosis and other pathogens. Moreover, the ability of these proteins to
scavenge the intracellular iron also helps in preventing the Fenton reaction and
subsequent oxidative damage. Hence, these proteins not only act as an iron reservoir
for the cell but also prevent the metal from mediating iron toxicity. The katA gene of
P. aeruginosa, which plays a role in preventing the oxidative damage, is located
adjacent to the bfrA gene. The bfrA mutant exhibited a decrease in its catalase
activity as a result of reduced KatA synthesis in P. aeruginosa, which was entirely
restored by the complementation with the wild-type copy of the bfrA gene. This
observation suggested that the iron stored in BfrA is involved in the formation of the
cofactor heme of KatA (Ma et al. 1999). In another study, ftnA and bfr mutants of
E. coli exhibited impaired growth in iron-deficient media, after being cultured in
iron-rich conditions (Abdul-Tehrani et al. 1999). Moreover, E. coli carrying
mutations in ftnA, bfr, and fur exhibited enhanced sensitivity to hydroperoxides, as
a result of an increase in the production of reactive ferrous iron (Abdul-Tehrani et al.
1999). In a study by Reddy et al., M. tuberculosis gene deletion mutants of bfrA
(Rv1876) and bfrB (Rv3841) were generated (Reddy et al. 2012). Mycobacteria are
known to be continuously exposed to various stresses such as phagosomal acidifica-
tion, nitrosative stress, and oxidative-redox stress generated by the activated
macrophages, the primary niche of M. tuberculosis (Boelaert et al. 2007). Single
mutants of M. tuberculosis lacking either BfrA or BfrB showed marginal resistance
to hydrogen peroxide and plumbagin based on zone inhibition assay. However, the
deletion of both the genes inM. tuberculosis (M.tbΔbfrAbfrB) was found to enhance
the susceptibility of the double mutant strain to oxidative stress by carrying out zone
inhibition assay (Reddy et al. 2012). Further, their relative roles in protecting against
oxidative stress under varying iron conditions were assessed. In general, the iron
molecules from iron cluster proteins can be reductively leached out by the oxygen
radicals produced in the cell through various metabolic processes (Keyer and Imlay
1996). The released iron molecules in the presence of hydrogen peroxide lead to a
Fenton reaction that can result in the production of toxic molecules such as ferric
ions and hydroxyl radicals (Touati 2000). Hence, pathogens utilize these iron storage
proteins to avoid the damage caused by the leaching of released iron under oxidative
stress. Therefore, Khare et al. performed the growth kinetics of these single as well as
double mutants of M. tuberculosis cultured under low and high iron conditions. In
the presence of hydrogen peroxide, single mutants also displayed growth defective
phenotype in comparison to wild type, whereas the double mutant displayed a much-
pronounced growth defect (Khare et al. 2017). Moreover, all the mutants showed
severely compromised growth when iron was added to H2O2 containing medium
(Khare et al. 2017). These observations also correlated with previous findings
wherein the deletion of the transcription regulator IdeR, which controls the
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expression of bfrA and bfrB, also showed increased sensitivity to both H2O2 and
plumbagin (Rodriguez et al. 2002; Gold et al. 2001). Moreover, BfrA of
P. aeruginosa and Brucella abortus have been shown to impart protection against
the H2O2, which is mediated by quenching of the iron molecules present in the free
form (Ma et al. 1999; Almirón and Ugalde 2010). In S. typhimurium and Campylo-
bacter jejuni, mutants deficient in the synthesis of Bfr and ferritin, respectively,
showed significantly higher sensitivity to H2O2 and paraquat when compared with
the parental strain (Velayudhan et al. 2007; Wai et al. 1996). These findings in
M. tuberculosis and other organisms substantiate the importance of Bfrs and ferritins
in storing the excess iron and protecting from intracellular iron overload.

17.4.2 Diverse Roles of M. tuberculosis BfrA and BfrB

There are some organisms that produce one kind of iron storage proteins, while there
are others that express both Bfrs as well as ferritins. E. coli has four genes dedicated
to iron storage; bfd (bacterioferritin-associated ferredoxin), bfr (bacterioferritin),
ftnA, and ftnB (Abdul-Tehrani et al. 1999). Majorly, these proteins act as iron
reservoirs and release the stored iron in the conditions of iron scarcity, while in
iron excess, they quench the excess iron. In E. coli, FtnA is the major iron storage
protein, while Bfd and Bfr are proposed to play a role in the iron release under low
iron conditions (Abdul-Tehrani et al. 1999). However, FtnB is considered to play a
diverse role than iron storage as it lacks the ferroxidase catalytic center (Abdul-
Tehrani et al. 1999). In another study employing a ferritin-deficient mutant of
Porphyromonas gingivalis, it was shown that the mutant exhibited slow growth
under low iron conditions indicating that ferritins are required to cater to low iron
stress by releasing its stored iron, which can be utilized for iron requiring cellular
processes (Ratnayake et al. 2000). However, in P. gingivalis, the ferritin molecule
does not play a role in preventing the cells from oxidative damage since the ferritin
mutant grew normally under conditions of oxidative stress (Ratnayake et al. 2000).
Similarly, in the case of Brucella melitensis, the deletion of the Bfr gene showed no
growth defect of the mutant strain in its ability to grow in human macrophages
(Denoel et al. 1997). Moreover, among the two iron storage proteins of E. coli and
C. jejuni, it was observed that only ferritin was found to be important for the growth
of the bacteria under iron starvation, whereas for the protection of the cells against
oxidative damage both ferritin and Bfr were required (Abdul-Tehrani et al. 1999;
Wai et al. 1996). Gonococcal Bfr is an important source of iron under iron depriva-
tion and is also involved in protection from oxidative stress (Chen and Morse 1999).
In Erwinia chrysanthemi, the ferritin protein was found to be important under both
iron-deficient as well as oxidative stress conditions (Boughammoura et al. 2008). All
these studies suggest that there are diverse and distinct roles assigned to different
types of ferritins.

Similar to many other organisms, there are two iron storage proteins in
M. tuberculosis, namely a heme-bound bacterioferritin (BfrA) and ferritin (BfrB).
In a study by Khare et al., gene deletion mutants of these two proteins were
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employed to understand their physiological role in M. tuberculosis (Khare et al.
2017). Immunoblot analysis showed that iron levels do not influence the levels of
cellular BfrA, whereas the amount of BfrB increases when exposed to increasing
iron concentrations (Khare et al. 2017). These results also corroborate with the
previous findings of the presence of two promoters for the regulation of bfrA in
response to varying iron levels (Gold et al. 2001). Under conditions of iron scarcity,
Plow promoter is activated, which drives the expression of BfrA, while under high
iron conditions, the expression of BfrA is driven by the other promoter, i.e., Phigh

(Gold et al. 2001). The differential expression of these two iron storage proteins
implicates the possible differences in their physiological requirement by
M. tuberculosis in maintaining iron homeostasis (Khare et al. 2017). Besides, the
presence of two different promoters to drive the synthesis of BfrA for maintaining its
cellular levels irrespective of iron concentrations indicates its importance in iron
homeostasis (Khare et al. 2017). Moreover, the increase in the expression of BfrB
under iron excess conditions indicates its importance to quench free cellular iron and
protecting the cells from iron-mediated oxidative damage. It was observed that the
ΔbfrA and ΔbfrB double mutant was compromised in its ability to grow under iron
starvation. In contrast, single mutants did not show any growth defect suggesting
that the presence of either of these proteins can compensate for the loss of the other
protein (Khare et al. 2017). Interestingly, the study by Khare et al. showed that under
iron starvation, the BfrA levels in the ΔbfrB mutant and the parental strain were
similar, which suggest that the normal levels of BfrA were sufficient to cater for BfrB
deficiency, without any adverse effect on the growth of BfrB mutant. Whereas the
levels of BfrB were found to be 1.5 times more in bfrA mutant than in the wild type
indicating that in the absence of BfrA, normal levels of BfrB could not support
normal growth thus, induction of BfrB was required to compensate for the absence
of BfrA (Khare et al. 2017). These findings revealed a role of BfrA to serve as an iron
reservoir under iron-limiting conditions. Khare et al. also showed that BfrA could
release the iron three times faster than BfrB (Khare et al. 2017). The release of iron is
accelerated by the presence of heme, which is proposed to be involved in the
reduction of the stored ferric ions into ferrous form, which is made available to the
cell for its iron requirements (Khare et al. 2017). Indeed, BfrA of M. tuberculosis
was shown to release the iron in a heme-dependent manner. It was shown that the
association of Bfd and Bfr in E. coli facilitates iron influx and efflux into the core of
the Bfr proteins (Rivera 2017). Moreover, in the case of P. aeruginosa, Bfd protein
and ferredoxin reductase are known to get upregulated ~200 folds and ~3 folds,
respectively, under low iron conditions (Weeratunga et al. 2010; Wang et al. 2007).
It is proposed that Bfd protein accepts electrons from the ferredoxin reductases to
reduce iron mineral core to release ferrous irons under conditions of iron starvation.
Additionally, in vitro studies and X-ray crystallography data also showed the
interaction of Bfd protein with recombinant BfrB of P. aeruginosa (Eshelman
et al. 2017). Further, the release of ferrous iron was shown to be mediated by the
presence of heme moiety (Yao et al. 2012, 2011; Weeratunga et al. 2009). Moreover,
in the case ofM. tuberculosis, the expression of the bfd gene, present divergent to the
bfrA gene, is regulated by IdeR (Gold et al. 2001). It was also shown that the
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expression level of bfd is upregulated under iron limitation; however, the involve-
ment of Bfd in the release of iron has not been shown so far (Gold et al. 2001). Khare
et al. also showed that BfrB could store the iron with much higher capacity as
compared to BfrA, whereas the latter was more equipped to release its stored iron at a
faster rate (Khare et al. 2017). These findings gave important insights into the diverse
functions of these proteins, with BfrA playing an important role in iron scarcity,
while BfrB acts as a major protein to cater to high iron stress (Fig. 17.4).

Moreover, in a recent study published by Mohanty et al., the mechanism of the
ferroxidase activity of M. tuberculosis BfrA has been investigated. Their data
revealed that the initial rate for the ferroxidase activity of M. tuberculosis BfrA
exhibits a sigmoidal behavior. BfrA utilizes H2O2 in the presence of O2 to generate
the transient intermediate for the formation of ferrihydrite biomineral. In doing so,
BfrA also detoxifies H2O2, which is the primary agent produced by the host to
induce oxidative stress (Mohanty et al. 2019). Since M. tuberculosis lacks the genes
for Dps and Dps-like proteins, which are involved in protecting the DNA from
oxidative damage, the group also investigated whether BfrA exhibits any catalase-
like activity, similar to Dps protein (Mohanty et al. 2019). Their results showed that
BfrA indeed was able to protect plasmid DNA from oxidative stress agents like Fe2+

Fig. 17.4 Schematic representation of the model proposed for the differential roles of
M. tuberculosis iron storage proteins in iron homeostasis. It depicts that under low iron conditions,
BfrA plays a vital role in the release of stored iron. In contrast, under iron-rich conditions, BfrB is
the preferred protein to quench the excess iron molecules and prevent the cell from oxidative
damage. The release of iron is proposed to be accelerated by the presence of heme moiety and/or
Bfd proteins
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and H2O2 by forming the complex with plasmid DNA (Mohanty et al. 2019). Thus,
BfrA performs multiple functions, including iron release under iron-limiting
conditions, detoxification, and catalase-like activity, which are relevant for the
pathogenesis of M. tuberculosis (Mohanty et al. 2019; Khare et al. 2017). Also, a
study by Parida et al. showed that M. tuberculosis BfrB also forms transient
intermediate species similar to BfrA; however, BfrB could relatively form and
decay the transient species much rapidly and faster in comparison to BfrA (Parida
et al. 2020). The differences in the amino acids lining the ferroxidase center of both
proteins could explain the rapid kinetics of iron entry and oxidation by BfrB (Parida
et al. 2020). This also corroborates with earlier finding that M. tuberculosis BfrB is
the major protein responsible for protecting the cell from iron-mediated oxidative
damage by rapidly quenching the free iron, thereby preventing Fenton reaction and
subsequent formation of oxygen radicals (Khare et al. 2017).

17.4.3 Ferritins and Hypoxia

There is a unique connection observed between ferritins and hypoxia. In the case of
cancer cells and oligodendrocytes, ferritins have been shown to get upregulated in
response to hypoxia (Qi et al. 1995; Smith et al. 2003). In patients with many
different respiratory disorders, including inflammatory conditions, an increased
ferritin concentration was found (Knovich et al. 2009). It is hypothesized that
hypoxic conditions can reduce the pH, which in turn affects the iron-sulfur clusters
leaching their iron and thereby increasing the intracellular toxic iron. To this end,
BfrB of M. tuberculosis has been known to be upregulated in response to hypoxia
(Rosenkrands et al. 2002; Sherman et al. 2001). M. tuberculosis is exposed to
hypoxic as well as acidic stress conditions in the host and requires ferritins for
circumventing the stressful conditions (Rustad et al. 2009). Khare et al. attempted to
understand the role of BfrB in hypoxic conditions and the survival of the pathogen,
by monitoring the growth of various M. tuberculosis bfr mutants under hypoxic
conditions (Khare et al. 2017). It was observed that when subjected to hypoxic
conditions, both the single mutants (M.tbΔbfrA and M.tbΔbfrB) exhibited growth
defect in comparison to wild-type strain; however, the effect was more pronounced
in M.tbΔbfrB mutant. Besides, the mutant lacking both the M. tuberculosis ferritins
(M.tbΔbfrAbfrB) did not survive at all (Khare et al. 2017). Their study concluded
that M. tuberculosis iron storage proteins play an essential role in evading the
hypoxic conditions.

17.4.4 In Vivo Significance of Mycobacterial BfrA and BfrB

Iron storage proteins are involved in the virulence of many pathogens (Ma et al.
1999; Abdul-Tehrani et al. 1999; Reddy et al. 2012; Chen and Morse 1999;
Boughammoura et al. 2008). In a study by Reddy et al., M. tuberculosis strain
deficient in both BfrA and BfrB proteins exhibited severe attenuation when
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compared with the parental strain in human macrophages, suggesting that these
proteins play an essential role in the survival of the pathogen under an iron-
restrictive environment of activated macrophages (Reddy et al. 2012). The guinea
pig studies substantiated the importance of these iron storage proteins in the patho-
genesis of M. tuberculosis. The double mutant M.tbΔbfrAbfrB exhibited a signifi-
cantly reduced bacillary load in the spleen of guinea pigs infected with the double
mutant in comparison to the bacillary load observed in the spleen of guinea pigs
infected with the parental strain when observed at 10 weeks post-infection (Reddy
et al. 2012). Moreover, on analyzing the bacillary load at a later time point of the
disease progression, i.e., at 16 weeks post-infection, M.tbΔbfrAbfrB exhibited a
further reduction in the CFU (Reddy et al. 2012). Thus, both BfrA and BfrB were
required for the virulence of M. tuberculosis in the guinea pig model (Reddy et al.
2012). BfrA and BfrB proteins were also shown to be involved in the hematogenous
spread of the pathogen (Reddy et al. 2012). Since these proteins contribute to
bacterial virulence, they appear to be attractive drug targets.

17.5 Insights into the Structural Features of the Ferritin Family
of Proteins

There are several crystal structures available in the literature for the proteins belong-
ing to the ferritin family of proteins. The various structures include ferritins from the
horse, frog, human, insect, soybean, E.coli, Archaeglobus fulgidus, Helicobacter
pylori, frog, Pyrococcus furiosus, Listeria innocua, Desulfovibrio desulfuricans,
Brevibacillus brevis, horse, and many others (Lawson et al. 1991; Toussaint et al.
2007; Ha et al. 1999; Trikha et al. 1995, 1994; Granier et al. 1997; Michaux et al.
1996; Masuda et al. 2010; Hamburger et al. 2005; Stillman et al. 2001; Tatur et al.
2007; Johnson et al. 2005; Cho et al. 2009; Ilari et al. 2000; Macedo et al. 2003; Ren
et al. 2003). Though there are differences in the sequence of ferritin family of
proteins from various species, their overall tertiary and quaternary structures exhibit
striking similarities. A single subunit of this class of proteins has a typical 4-helical
bundle comprising of helices A–D with a long loop linking helices B and C
(Ebrahimi et al. 2015; Honarmand Ebrahimi et al. 2015; Arosio et al. 2017).
However, for the function of iron storage, many such subunits assemble to form a
spherical shell with an iron storage cavity inside (Ebrahimi et al. 2015; Honarmand
Ebrahimi et al. 2015; Arosio et al. 2017). In the case of ferritins and Bfrs, the
functional molecule is made up of 24 subunits arranged in an octahedral
432-symmetry giving rise to a globular protein, which can hold 4000–5000 iron
atoms in its cavity inside the sphere (Fig. 17.1). An exception to this arrangement is
the ferritin from A. fulgidus that is arranged in a tetrahedral 23-symmetry (Johnson
et al. 2005). The third subfamily comprising of Dps proteins is different in their
arrangement as compared to ferritins and Bfrs, wherein 12 subunits arrange them-
selves into a tetrahedral 23-symmetry resulting in a low iron storage capacity than
the other two subfamilies of proteins. These spherical shells are porous to various
small molecules such as iron, oxidants, chelators, and reductants utilizing several
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pores and channels spanning the entire surface of the macromolecules, which enable
the entry and exit of these molecules (Tosha et al. 2010). Although ferritins and Bfrs
have similar quaternary structures, they differ because of the presence of heme
moiety in the case of Bfrs.

M. tuberculosis possesses both ferritin (BfrB) and a BfrA. BfrA is classified as a
Bfr due to the presence of heme molecules, whereas BfrB lacks the heme molecules
and hence is classified as ferritin. The three-dimensional crystal structures of both
these proteins are available in the PDB and are elaborated in the following.

17.5.1 Structural Features of BfrB: An Example of a Conserved
as Well as a Varied Ferritin

Mycobacterial ferritin BfrB exhibits the characteristic macromolecular assembly, as
is displayed by other ferritins. 24 subunits arrange themselves into a cage-like
structure with a 432 symmetry. Despite the variation in the primary sequence of
M. tuberculosis BfrB with various ferritins that range from 11 to 28% identity, the
overall structure has a high degree of similarity. However, interestingly, multiple
sequence alignment of BfrB sequence with that of other ferritins reveals that the
mycobacterial ferritins have an extended C-terminus of ~15 amino acids specific to
the mycobacteriaceae (Fig. 17.5) (Khare et al. 2011). The crystal structure of the
M. tuberculosis BfrB (PDB code: 3QD8) was solved by molecular replacement
employing the macromolecular 24 meric structure of archaeal Thermotoga maritima
ferritin (PDB ID: 1vlg) (Khare et al. 2011). As stated above, the structure exhibited
high similarity to the structures of other ferritins and Bfrs, with four helices (A–D)
and a small E-helix forming a single subunit of the four-helical bundle and many
such subunits arranging themselves giving rise to two-, three-, and fourfold axes
(Fig. 17.2) (Khare et al. 2011). The extended C-terminus, present uniquely in the
mycobacterial ferritins, is referred to as the C (flexible), due to its existence as a less
structured loop. It did not show any resemblance to other structures; however, the
structure was modeled in one of the subunits resulting in interesting insights
(Fig. 17.5) (Khare et al. 2011). This extended C-terminus is involved in imparting
stability to the protein and in the iron oxidation property of the protein (Khare et al.
2011). The functional activity of ferritins is to oxidize the ferrous ions into the ferric
at the ferroxidase center and further steer these ferric ions inside the cavity where
they are stored as the ferric mineral. This initial step involves firstly the uptake of
iron and oxidation at the ferroxidase center, which comprises of two iron-binding
sites surrounded by acidic residues. One of the most important features for the proper
functioning of ferritins is the presence of various electrostatic gradients (Khare et al.
2011). It has been found that the interior surface of the shell predominantly has a
negative potential. In contrast, the exterior surface having various channels and
pores formed by the assembly of subunits appears to be a mix of both positive and
negative (Khare et al. 2011).
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17.5.2 Structural Features of BfrA

M. tuberculosis BfrA belongs to the class of Bfrs having a non-covalently bound
heme moiety. Two crystal structures have been solved for theM. tuberculosis BfrA;
the first structure was a selenomethionyl analog of BfrA with a demetalled and
degraded heme molecule since the electron density for intact heme was not observed
(PDB ID: 2WTL). The second structure was of a heme reconstituted BfrA, wherein
heme was exogenously reconstituted to look into the spatial arrangement of heme

Fig. 17.5 Presence of an extended C-terminus in mycobacterial ferritins. (a) Multiple sequence
alignment of M. tuberculosis BfrB (blue) with various other mycobacterial ferritins (above BfrB)
and some other ferritins whose structures are known in PDB (below BfrB). (b) The extended
C-terminus is shown as a red loop in M. tuberculosis BfrB structure, wherein it lies at the interior
side of the ferritin molecule facing the cavity. (c) The extended C-terminus residue Arg180 forms
crucial interactions with Asn57 and Glu54 of the B-helix at the back of the ferroxidase center
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binding in BfrA (PDB ID: 3UOI) (Gupta et al. 2009; McMath et al. 2013). As is the
case with most other ferritins and Bfrs, M. tuberculosis BfrA also exhibits the
formation of a spherical macromolecular structure formed by four-, three-, and
twofold symmetrical arrangement of 24 individual subunits. Each subunit comprises
of four helices followed by a short E-helix at the C-terminus (Gupta et al. 2009). The
heme-binding pocket lies between two subunits of a dimer, and sulfur atoms of
methionine residues from each of these subunits are involved in the
hexacoordination with the heme moiety resulting in a total of 12 heme molecules
bound to the complete Bfr molecule (McMath et al. 2013). The conserved di-iron
center binds two iron ions similar to other ferritins/Bfrs. The structures depict the
presence of several channels at the exterior surface that provides space to various
molecules, including iron, protons, and reductants to traverse inside the inner cavity
(Gupta et al. 2009).

17.6 Critical Residues of M. tuberculosis BfrB

Important residues in various other ferritin proteins have been identified, which are
involved in iron storage, iron entry, ferroxidase center activity, and iron mineraliza-
tion (Lawson et al. 1989; Stillman et al. 2003; Wade et al. 1991; Treffry et al. 1993;
Theil et al. 2000; Takagi et al. 1998; Jin et al. 2001; Takahashi and Kuyucak 2003;
Kilic et al. 2003; Zhang et al. 2010). For example, in general, many studies through
structural and functional analyses have shown the participation of glutamate residues
lining the ferroxidase center to participate in iron oxidation, the major step of iron
storage (Lawson et al. 1989; Stillman et al. 2003). For instance, in the case of human
H-chain ferritin, E62 and H65 of ferroxidase center were shown to be involved in
iron-binding. Many studies have shown that the residues lining the threefold axis of
the ferritin protein are involved in the entry of the iron (Wade et al. 1991). An
increase in the iron release rate was observed when leucine residue lying at the
threefold channel of recombinant frog H-ferritin was substituted to proline at the
134th position (Takagi et al. 1998; Jin et al. 2001). The mutation of leucine to proline
at the 134th position might result in localized unfolding at the site, which could
hamper some important interactions required for the formation of the threefold
channel, thereby regulating the iron release (Takagi et al. 1998; Jin et al. 2001).
Moreover, few studies have shown the importance of residues at the fourfold channel
to be involved in iron exit (Takahashi and Kuyucak 2003). Besides, very few studies
have identified residues crucial for protein stability and assembly (Kilic et al. 2003;
Zhang et al. 2010). The double mutant of Rhodobacter capsulatum Bfr was
constructed by site-directed mutagenesis of the two glutamate residues at the three-
fold axis, which led to the disruption of its 24-mer structure (Kilic et al. 2003). Also,
stable dimers rather than 24-mer assembled protein were formed on mutating
residues at the threefold channel, suggesting their involvement in assembly forma-
tion of E. coli Bfr (Zhang et al. 2010). Similarly, in a study by Khare et al., various
residues of M. tuberculosis BfrB were mutated, and their effect on the structure,
assembly, and functionality of the protein was studied (Khare et al. 2013). When
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residues of M. tuberculosis BfrB at the three- and fourfold axes were mutated, the
protein failed to form the characteristic 24-mer assembly and existed as subunit
dimers (Khare et al. 2013). R69 forms a salt bridge with D118 as observed by
analyzing the BfrB structure, which suggested the role of this intra-subunit interac-
tion in assembly formation, which was substantiated by the fact that R69A mutant
existed as stable dimers instead of a 24-mer structure. The importance of the cognate
Arg residue has also been shown in other homologous ferritins. L129 and L120 of
M. tuberculosis BfrB are involved in the formation of an intersubunit hydrophobic
contact, which plays an important role in stabilizing the 24-mer structure as L129P
mutant failed to assemble into the 24-mer (Khare et al. 2011). The study by Khare
et al. also revealed the role of residues present at the fourfold channel of
M. tuberculosis BfrB in assembly formation. π interactions between F159 and
F154 from two adjacent subunits are essential in the oligomerization of the protein
in addition to a salt bridge between residues E157 and R162, and these interactions
are crucial for the structural integrity of theM. tuberculosis BfrB (Khare et al. 2013).
M. tuberculosis BfrB structure contains two metal-binding sites at the ferroxidase
center, metal A and metal B binding site (Khare et al. 2013). It was found that
mutating the residues E22, Y29, and H58 present at the ferroxidase center led to a
reduction in the iron oxidation rate with the most pronounced effect in case of E22
mutation (Khare et al. 2013). Although few ferritins have two metal-binding sites
(A and B), there are a few examples that possess an additional third site C (Toussaint
et al. 2007; Stillman et al. 2001, 2003; Treffry et al. 1998). The structure of
M. tuberculosis BfrB revealed the absence of a third metal-binding site, due to the
flipping of E54 (generally present at the third metal-binding site) in the opposite
orientation of iron-binding (Khare et al. 2013). Interestingly, mutation of another
residue E135 (cognate residue of the third metal-binding site in other homologs)
resulted in an increased rate of iron oxidation when compared to the wild-type
protein (Khare et al. 2013). Also, the iron incorporation capacity of this mutant
was also decreased. Moreover, the mutant protein exhibited iron-induced aggrega-
tion along with an enhanced iron oxidation rate. These findings implicated the role of
E135 in the iron translocation and migration to the core (Khare et al. 2013).

17.7 Ferritins as Nature’s Nanocages

Ferritins are majestic tools for nanofabrication and represent splendid examples of
complex architecture designed by nature, which self-assemble into hollow symmet-
rical protein cages and act as biological containers. The natural biological function of
nanocage ferritins to mineralize iron inside their cavity has led to their use in diverse
nanotechnological applications as a constrained vessel for various metals and drugs.
Several studies have been carried out to understand the role of different amino acid
residues of ferritins, which provide a greater understanding about the assembly and
function of these proteins, and substitutions of various single amino acid residues
can serve as a remarkable tool to provide improved properties to these ferritins for
their development into superior nanocages with desirable properties for applications
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in drug delivery, bioimaging, MRI, and fabrication of metal oxide semiconductors,
etc. Improved knowledge of the factors mediating these self-assembling molecular
properties holds great promise for the development of novel tools for nanotechnol-
ogy (Zhang 2003; Lin et al. 2005). Hikono et al. employed ferritins for the fabrica-
tion of quantum nanodot arrays by using their biomineralization property in a
process named “bio-nano process,” which can be useful for developing nanoscale
electronic devices such as transistors, solar cells, and LEDs (Hikono et al. 2003).
With the use of doxorubicin and daunomycin encapsulated ferritins, these nanocages
are useful for drug delivery. The use of radioactive metal ions-loaded human
ferritins, possessing positron emission tomography functionality, in high sensitivity
tumor imaging has already been demonstrated (Simsek and Kilic 2005; Ma-Ham
et al. 2011; Lin et al. 2011). The drug delivery systems have seen a great deal of
advancement since the age of liposome-based carriers to protein-based
nanoparticles. The classical liposome-based delivery systems suffered from several
caveats such as poor drug encapsulation, thermodynamic instability leading to early
drug release, and limited reproducibility (Maham et al. 2009). Most of these
disadvantages were addressed by the advent of protein and non-protein-based
nanomedicine platforms (Maham et al. 2009). Furthermore, the protein-based deliv-
ery systems were superior to the non-protein-based systems due to their bioavail-
ability, biocompatibility, and biodegradability, in addition to reduced cytotoxicity
(Maham et al. 2009). The pH-based disassembly and assembly of ferritins have been
exploited to encapsulate the cargos inside the ferritin shells. At low pH (pH 2), the
octahedral ferritin molecules disassemble into subunits. The cargo is entrapped
inside when the ferritin molecules again assemble at basic pH (pH 8.5) (Simsek
and Kilic 2005), and Xing et al. has successfully demonstrated this by encapsulating
platinum-based anticancer drugs in the horse spleen ferritin cages (Xing et al. 2009).
In addition to being a lucrative example for drug delivery systems, ferritins have also
shown promise in several other nanotechnological applications. The ability of
ferritin cages to mineralize metals has been exploited to enclose paramagnetic
gadolinium (Gd3+) having high relativity values, which acts as a contrast agent in
MRI (Makino et al. 2011). The use of high temperatures can often accelerate
mineralization reactions and lead to higher metal load, which would further enhance
the potency of the imaging, for which, generation of thermostable ferritins is
desirable. There are numerous electronic applications of ferritins as well, which
are primarily based again on the mineralization ability of the ferritins and the
uniform nanometer size of these cages. The metal-oxide-loaded ferritins form
symmetrical arrays on silicon wafers, which are then treated with ozone to remove
the ferritin shells resulting in high-density metal cores in the nanoscale dimensions
(Hikono et al. 2003). Such quantum nanodot arrays are necessary to make nanoscale
electronic devices such as transistors, solar cells, and LEDs (Hikono et al. 2003).

Thus, ferritins and their variants with more robust and improved properties are
beneficial in designing superior nanoparticles that are useful in a wide range of
applications, from biomedicine to electronics.

444 G. Khare et al.



17.8 Conclusions

Iron is an essential metal for all living organisms to survive and carry out important
metabolic cellular processes. As much as it is required for various essential physio-
logical functions, its versatile nature demands maintenance of its levels since high
levels of iron can undergo Fenton reaction leading to the generation of toxic oxygen
intermediates, which can have a deleterious effect on the cells. The iron limitation
also poses a significant challenge for pathogenic organisms such as Mycobacterium
tuberculosis. Pathogens have devised iron acquisition and iron storage proteins to
maintain their cellular iron levels. Iron storage proteins had a long history when they
were first crystallized in 1937. These proteins have a characteristic 24-meric oligo-
meric assembly with an inside cavity for the storage of thousands of iron molecules
in a mineralized form. These proteins play an important physiological role by acting
as a source of iron under conditions of iron scarcity and as efficient iron quenchers
under iron excess. M. tuberculosis possesses two kinds of iron storage proteins,
namely BfrA (heme bound) and non-heme-bound ferritin BfrB. Numerous studies
have shown the involvement of these iron storage proteins in the survival of the
pathogen under varying iron conditions as well as stressful conditions like oxidative
and hypoxic stress. Importantly, both these proteins have been demonstrated to be
necessary for the survival ofM. tuberculosis inside macrophages as well as in guinea
pigs. Moreover, these proteins have been shown to perform differential functions
under varying iron conditions, with BfrA playing an important role in iron scarcity
and BfrB acting as the major protein to cater to high iron stress. Structure of
M. tuberculosis BfrB showed an extended C-terminus, which was uniquely present
in the mycobacterial ferritins, which was found to be involved in imparting stability
to the protein and also contributing in its iron oxidation property. Various amino acid
residues ofM. tuberculosis BfrB have been identified by site-directed mutagenesis to
be important for oligomerization, macromolecular assembly, and ferroxidase activ-
ity. A few mutants identified with improved properties can serve as useful tools for
the development of superior ferritin nanocages that could be employed in various
applications such as drug discovery, bioimaging, MRI, and fabrication of high-
quality metal oxide semiconductors.
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