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Preface

This book discusses recent developments and contemporary research in the area of
differential geometry, algebra and analysis. It is divided into three parts: the first
part contains articles from the discipline of differential geometry; second part
presents contributions in algebra and its application; and the third part focuses on
topics from analysis.

It is pertinent to mention that some of the included papers were presented at the
International Conference on Differential Geometry, Algebra and Analysis
(ICDGAA 2016), held at the Department of Mathematics, Jamia Millia Islamia,
New Delhi, under the chairmanship of Prof. Abdul Wafi from 15 to 17 November
2016. Participants and speakers from across the country and globe—USA, France,
Japan, Poland, Romania, Iran and Morocco—attended the conference and presented
their research. The exchange of ideas in different fields formed the link for future
collaboration across the world. The focal theme of the conference was to bring
together senior and young researchers in the area of differential geometry, algebra
and analysis to exchange new ideas and to discuss current challenging problems in
mathematics. We are of the opinion that the work presented in this volume will be
useful to researchers in these areas. Furthermore, we hope that the research articles
given in this book will stimulate the formation of interdisciplinary groups for
beneficial collaborative research.

Reviewed by renowned experts, chapters in the book are authored by renowned
researchers working in these areas of mathematics. This book covers a wide range
of topics such as geometry of submanifolds, geometry of statistical submanifolds,
ring theory, module theory, optimization theory, approximation theory, etc., by
exhibiting new ideas and methodology for current research in differential geometry,
algebra and analysis.
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We are thankful to all the contributors, faculty members of the Department of the
Mathematics, Jamia Millia Islamia and organizing secretaries Dr. Arshad Khan, Dr.
Yahya Abbasi and Dr. Izharuddin for their co-operations. The conference was
supported by DRS Department of Mathematics, Jamia Millia Islamia and DST,
NBHM, and CSIR.

New Delhi, India Mohammad Hasan Shahid
Aligarh, India Mohammad Ashraf
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On Complete Minimal Submanifolds in a
Sphere

Shogo Suzuki and Yoshio Matsuyama

Abstract Let M be an n-dimensional complete minimal submanifold in Sn+p, p ≥
2. If |σ|2 ≤ 2

3
n, M is either a totally geodesic submanifold or a Veronese surface in

S4.

Keywords Sphere · Minimal submanifold · Parallel second fundamental form

2000 Mathematics Subject Classification Primary 53C40 · Secondary 53B25

1 Introduction

Let Sn+p(c) be an (n + p)-dimensional Euclidean sphere of constant curvature c and
M be an n-dimensional minimal submanifold isometrically immersed in Sn+p(c).
Let Aξ be the Weingarten endomorphism associated to a normal vector field ξ and
T the tensor defined by T (ξ, η) = traceAξAη.

Recently, Montiel, Ros and Urbano [5] proved the following: Let M be an n-
dimensional compact minimal submanifold isometrically immersed in Sn+p(c). Let
σ be the second fundamental form of M in Sn+p(c). Suppose that M is Einstein and
T = k <,>. Then it satisfies

|σ|2 ≥ np(n + 2)

2(n + p + 2)
c

and the equality holds if and only if M is isotropic and has the parallel second
fundamental form, where <,> is the Riemannian metric.

S. Suzuki · Y. Matsuyama (B)
Department of Mathematics, Chuo University, 1-13-27, Kasuga, Bunkyo-ku,
Tokyo 112-8551, Japan
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4 S. Suzuki and Y. Matsuyama

Xia [8] showed: Let M be an n-dimensional compact minimal submanifold iso-
metrically immersed in Sn+p(c). Then the Ricci curvature satisfies the following:

Ric ≥ (n − 1)c − p(n + 2)

2(n + p + 2)
c and T = k <,>

if and only if one of the following conditions is satisfied:

(A) Ric ≡ (n − 1)c and M is totally geodesic.

(B) Ric = (n − 1)c − p(n + 2)

2(n + p + 2)
c andM is isotropic andhas the parallel second

fundamental form.

Using the result of Sakamoto [7], we know that M which is isotropic with par-
allel second fundamental form is a compact rank one symmetric space. Hence,
if the immersion ψ of M into Sn+p(c) is full, then ψ is one of the following

standard ones: Sn(c) → Sn(c); PR2(
1

3
c) → S4(c); S2(1

3
c) → S4(c);CP2(c) →

S7(c); QP2(
3

4
c) → S13(c);CP2(

4

3
c) → S25(c).

Matsuyama [4] proved the following: Let M be an n-dimensional compact mini-
mal submanifold isometrically immersed in Sn+p(c). Then

|σ(v, v)|2 ≤ p

n + p + 2
c and T = k <,>

if and only if one of the following conditions is satisfied:

(A) |σ(v, v)|2 ≡ 0 and M is totally geodesic.

(B) |σ(v, v)|2 = p

n + p + 2
c and M is isotropic and has parallel second fundamen-

tal form.

Yuen andMatsuyama [10] proved the following: LetM be an n-dimensional com-
pact minimal submanifold isometrically immersed in Sn+p(c) and ψ the immersion.
Then

|σ|2 ≤ np(n + 2)

2(n + p + 2)
c and T = k <,>

if and only if one of the following conditions is satisfied:

(A) |σ|2 ≡ 0 and M is totally geodesic.

(B) |σ|2 = np(n + 2)

2(n + p + 2)
c and M is isotropic and has parallel second fundamental

form.

Hence, if ψ is full, then ψ is one of the following standard ones: Sn(c) →
Sn(c); PR2(

1

3
c) → S4(c); S2(1

3
c) → S4(c);CP2(c) → S7(c); QP2(

3

4
c) → S13
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(c);CP2(
4

3
c) → S25(c).

Moreover, they obtain the result of the case of M being complete: Let M be an
n-dimensional complete minimal submanifold isometrically immersed in Sn+p(c).
Then

|σ|2 ≤ np(n + 2)

2(n + p + 2)
c and T = k <,>

if and only if one of the following conditions is satisfied:

(A) |σ|2 ≡ 0 and M is totally geodesic.

(B) |σ|2 = np(n + 2)

2(n + p + 2)
c and M is isotropic and has parallel second fundamental

form.

Related to these results, Li and Li [2] obtained without assumption of T = k <,>

as follows: Let M be an n-dimensional compact minimal submanifold isometrically
immersed in Sn+p of curvature 1. We denote A1, A2, . . . , Ap be symmetric (n × n)-
matrices (p ≥ 2) and Sαβ = tracet AαAβ, Sα = Sαα = N (Aα) and S = S1 + · · · +
Sp, respectively. Then we have

∑

α,β

N (AαAβ − Aβ Aα) +
∑

α,β

S2αβ ≤ 3

2
S2 (∗)

and the equality holds if and only if one of the following conditions holds:
(1) A1 = A2 = . . . = Ap = 0.
(2) Only two of the matrices A1, A2, . . . , Ap are different from zero. Moreover,
assuming A1 �= 0, A2 �= 0 and A3 = . . . = Ap = 0, then S1 = S2, and there exists
an orthogonal (n × n)-matrix T such that

t T A1T =
√

S1
2

⎛

⎜⎝

1 0 00 −1

0 0

⎞

⎟⎠ ,

t T A2T =
√

S1
2

⎛

⎜⎝

0 1 01 0

0 0

⎞

⎟⎠

Using the result, they proved the following: Let M be an n-dimensional compact

minimal submanifold in Sn+p, p ≥ 2. If |σ|2 ≤ 2

3
n everywhere on M , then M is

either a totally geodesic submanifold or a Veronese surface in S4.
In the present paper, we would like to consider the case where M is complete The

main results are the following:
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Theorem 1 Let M beann-dimensional completeminimal submanifold in Sn+p, p ≥
2. If |σ|2 ≤ 2

3
n everywhere on M, then M is isotropic and either a totally geodesic

and isotropic submanifold or a Veronese surface in S4.

Theorem 2 Let M be an n-dimensional complete minimal submanifold in Sn+p(c).

If traceA2
α ≤ n(n + 2)

2(n + p + 2)
c for any α, then M is isotropic and either a totally

geodesic submanifold or M has parallel second fundamental form. Especially, if

n = 2, then we see that S2(c) → S2(c); PR2(
1

3
c) → S4(c); S2(1

3
c) → S4(c).

2 Preliminaries

Let M̃ be a Riemannian manifold. We suppose that M is isometrically immersed in
an (n + p)-dimensional Riemannian manifold M̃ . LetUM be unit tangent bundle of
M and UMx the fibre of UM over a point x of M . We denote by <,> the metric of
M̃ as well as that induced on M . Let ∇ and σ be the Riemannian connection and the
second fundamental form of the immersion, respectively. When ∇⊥ is the normal
connection, the first and the second covariant derivatives of the normal valued tensor
σ are given by

(∇σ)(X,Y, Z) = ∇⊥
X (σ(Y, Z)) − σ(∇XY, Z) − σ(Y,∇X Z)

and

(∇2σ)(X,Y, Z ,W ) = ∇⊥
X ((∇σ)(Y, Z ,W )) − (∇σ)(∇XY, Z ,W )

−(∇σ)(Y,∇X Z ,W ) − (∇σ)(Y, Z ,∇XW ),

respectively, for any vector fields X,Y, Z andW tangent to M . Let R and R⊥ denote
the curvature tensor associated with ∇ and ∇⊥, respectively. Then σ and ∇σ are
symmetric and for ∇2σ, we have the Ricci-identity

(∇2σ)(X,Y, Z ,W ) − (∇2σ)(Y, X, Z ,W ) (1)

= R⊥(X,Y )σ(Z ,W ) − σ(R(X,Y )Z ,W ) − σ(Z , R(X,Y )W ).

Let Sn+p(c) be an (n + p)-dimensional Euclidean sphere of constant curvature c.
We replace Sn+p(c) with M̃ . If Ric is the Ricci tensor of M , since M is a minimal
submanifold in Sn+p(c), then from the Gauss equation we have

Ric(v,w) = (n − 1)c < v,w > −
n∑

i=1

< Aσ(v,ei )ei , w > . (2)
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Now let v ∈ UMx , x ∈ M . If e2, . . . , en are orthonormal vectors inUMx orthog-
onal to v, then we can consider {e2, . . . , en} as an orthonormal basis of Tv(UMx ).
We remark that {v = e1, e2, . . . , en} is an orthonormal basis of TxM . If we denote
the Laplacian of UMx ∼ Sn−1 by �, then � f = e2e2 f + · · · + enen f , where f is
a differentiable function on UMx .

Define a function f1 on UMx , x ∈ M , by

f1(v) =
n∑

i=1

< Aσ(v,ei )v, Aσ(v,v)ei > .

Noting that ∇ekv = −ek,∇ek e� = δk�v, k, � = 2, . . . , n, we have

(� f1) =
n∑

k=2

(∇ f1)(ek, ek, v)

= −
n∑

k=2

∇ek (

n∑

i=1

< Aσ(ek ,ei )v, Aσ(v,v)ei >

+
n∑

i=1

< Aσ(v,ei ek, Aσ(v,v)ei > +2
n∑

i=1

< Aσ(v,ei v, Aσ(ek ,v)ei >

= −4
n∑

k=2

f1(v) + 2
n∑

i=1

n∑

k=2

< Aσ(ek ,ei ek, Aσ(v,v)ei >

+4
n∑

i=1

n∑

k=2

< Aσ(ek ,ei v, Aσ(ek ,v)ei > +4
n∑

i=1

n∑

k=2

< Aσ(v,ei ek, Aσ(ek ,v)ei >

Using the minimality of M, we can prove that

(� f1)(v) = −4(n + 2) f1(v) + 2
n∑

i, j=1

< Aσ(e j ,ei )e j , Aσ(v,v)ei > (3)

+4
n∑

i, j=1

< Aσ(e j ,ei )v, Aσ(e j ,v)ei > +4
n∑

i, j=1

< Aσ(v,ei )e j , Aσ(e j ,v)ei >

Similarly, define f2(v), f3(v), · · · , f15(v) and f16(v) by

f2(v) =
n∑

i=1

< Aσ(e j ,ei )e j , Aσ(v,v)ei >,

f3(v) =
n∑

i=1

< Aσ(v,v)v, Aσ(v,ei )ei >,
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f4(v) =
n∑

i, j=1

< Aσ(e j ,ei )e j , Aσ(v,ei )v >,

f5(v) =
n∑

i, j=1

< Aσ(ei ,v)ei , Aσ(v,e j )e j >,

f6(v) =
n∑

i=1

< Aσ(v,v)ei , Aσ(v,v)ei >,

f7(v) = |σ(v, v)|2,
f8(v) =

n∑

i, j=1

< Aσ(v,ei )e j , Aσ(e j ,v)ei >,

f9(v) =
n∑

i, j=1

< Aσ(e j ,v)ei , Aσ(e j ,v)ei >,

f10(v) =
n∑

i=1

< Aσ(v,ei )ei , v >

f11(v) = |Aσ(v,v)v|2,

f12(v) =
n∑

i=1

< Aσ(v,ei )v, Aσ(v,ei )v >,

f13(v) = |σ(v, v)|4,
f14(v) =

n∑

i=1

< Aσ(v,ei )ei , v > |σ(v, v)|2,

f15(v) = (

n∑

i=1

< Aσ(v,ei )ei , v >)2,

f16(v) = |σ|2|σ(v, v)|2,

respectively. Then we obtain

(� f2)(v) = −2n f2(v), (4)

(� f3)(v) = −4(n + 2) f3(v) + 2 f4(v) + 4 f5(v) + 2 f2(v), (5)

(� f4)(v) = −2n f4(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ei )e j , Aσ(ek ,ei )ek >, (6)

(� f5)(v) = −2n f5(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ei )e j , Aσ(ek ,ei )ek >, (7)
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(� f6)(v) = −4(n + 2) f6(v) + 8 f9(v), (8)

(� f7)(v) = −4(n + 2) f7(v) + 8
n∑

i=1

< Aσ(v,ei )ei , v >, (9)

(� f8)(v) = −2n f8(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ei )ek, Aσ(ek ,ei )e j >, (10)

(� f9)(v) = −2n f9(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ek )e j , Aσ(e j ,ek )ei >, (11)

(� f10)(v) = −2n f10(v) + 2|σ|2 (12)

(� f11)(v) = −6(n + 4) f11(v) + 8 f3(v) + 2 f6(v) (13)

+8 f12(v) + 8
n∑

i=1

< Aσ(v,v)ei , Aσ(v,ei )v >

(� f12)(v) = −4(n + 2) f12(v) + 4 f4(v) + 2 f9(v) (14)

+4
n∑

i=1

< Aσ(e j ,ei )v, Aσ(v,ei )e j > +4
n∑

i=1

< Aσ(e j ,ei )v, Aσ(e j ,ei )v >

(� f13)(v) = −8(n + 6) f13(v) + 32 f11(v) + 16 f14(v) (15)

≥ −8(n + 2) f11(v) + 16 f14(v)

(� f14)(v) = −6(n + 4) f14(v) + 16 f3(v) + 8 f12(v) + 2 f16(v), (16)

(� f15)(v) = −4(n + 2) f15(v) + 8 f5(v) + 4|σ|2
n∑

i=1

< Aσ(v,ei )ei , v >, (17)

(� f16)(v) = −4(n + 2) f16(v) + 8|σ|2
n∑

i=1

< Aσ(v,ei )ei , v > . (18)

The following generalized maximum principle due to Omori [6] and [9] will be used
in order to prove our theorems.

Generalized Maximum principle (Omori [6] and Yau [9]). Let Mn be a complete
Riemannian manifold whose Ricci curvature is bounded form below and f ∈ C2(M)

a function bounded from above on Mn . Then, for any ε > 0, there exists a point
p ∈ Mn such that

f (p) ≥ sup f − ε, ||grad f || < ε,� f (p) < ε.
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3 Lemma

We have the following (See [3, 5]):

Lemma Let M be an n-dimensional minimal submanifold isometrically immersed
in Sn+p(c). Then for v ∈ UMx we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) =
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc|σ(v, v)|2

+ 2
n∑

i=1

< Aσ(v,v)ei , Aσ(ei ,v)v > −2
n∑

i=1

< Aσ(v,ei )ei , Aσ(v,v)v >

−
n∑

i=1

< Aσ(v,v)ei , Aσ(v,v)ei > .

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) + 2 f1(v) − 2 f3(v) − f6(v)

Proof The second covariant derivatives of f7(v) is given by

n∑

i=1

(∇2 f7)(ei , ei , v) = 2
n∑

i=1

< (∇2h)(ei , ei , v, v), h(v, v) >

2
n∑

i=1

< (∇h)(ei , v, v), (∇h)(ei , v, v) > .

Since M is minimal, from (1) and the Gauss and Ricci equations, it follows:

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) (19)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 +
n∑

i=1

< (∇2h)(ei , ei , v, v), h(v, v) >

=
n∑

i=1

|(∇σ)(ei , v, v)|2 +
n∑

i=1

< (∇2h)(ei , v, v, ei ), h(v, v) >

=
n∑

i=1

|(∇σ)(ei , v, v)|2 +
n∑

i=1

< (∇2h)(v, ei , v, ei ), h(v, v) >

+
n∑

i=1

R⊥(ei , v,σ(v, ei ),σ(v, v)) −
n∑

i=1

< σ(R(ei , v)v, ei ),σ(v, v) >
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−
n∑

i=1

< σ(v, R(ei , v)ei ,σ(v, v) >

=
n∑

i=1

|(∇σ)(ei , v, v)|2 +
n∑

i=1

< R⊥(ei , v,σ(v, ei ),σ(v, v) >

−
n∑

i=1

R(ei , v, v, Aσ(v,v)ei ) +
n∑

i=1

R(v, ei , ei , Aσ(v,v)v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 +
n∑

i=1

< [Aσ(v,ei ), Aσ(v,v)]ei , v >

−
n∑

i=1

R(ei , v, v, Aσ(v,v)ei ) −
n∑

i=1

< σ(Aσ(v,v)ei , ei ),σ(v, v) >

−
n∑

i=1

< σ(Aσ(v,v)ei ,σ(v, ei ) > +Ric(v, Aσ(v,v)v) −
n∑

i=1

< σ(Aσ(v,v)ei , ei ),σ(v, v) >

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2
n∑

i=1

< Aσ(v,v)ei , Aσ(v,ei )v >

−
n∑

i=1

< Aσ(v,ei )ei , Aσ(v,v)v > −
n∑

i=1

< Aσ(v,v)ei , Aσ(v,v)ei > +Ric(v, Aσ(v,v)v)

−c
n∑

i=1

(< ei , Aσ(v,v)ei >< v, v > + < ei , v >< v, Aσ(v,v)ei >).

Then, from (2) and using minimality, we have

Ric(v, Aσ(v,v)v) − c
n∑

i=1

(< ei , Aσ(v,v)ei >< v, v > (20)

+ < ei , v >< v, Aσ(v,v)ei >)

=
n∑

i=1

(n − 1)c < v, Aσ(v,v)v > −
n∑

i=1

< Aσ(v,ei )ei , Aσ(v,v)v >

−c
n∑

i=1

< σ(ei , ei ),σ(v, v) > +c
n∑

i=1

< ei , v >< σ(v, ei ),σ(v, v) >

= nc|σ(v, v)|2 −
n∑

i=1

< Aσ(v,ei )ei , Aσ(v,v)v >

Thus, from (19) and (20), we obtain the Lemma.
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4 Proof of Theorems

From the assumption of theorem, we have

|σ|2 ≤ 2

3
c. (21)

The following equations hold for v ∈ UMx , x ∈ M :

n∑

i, j=1

< Aσ(e j ,ei )v, Aσ(e j ,v)ei >=
n∑

i, j=1

< Aσ(v,ei )e j , Aσ(v,e j )ei >, (22)

n∑

i, j=1

< Aσ(e j ,ei )v, Aσ(e j ,ei )v >=
n∑

i, j=1

< Aσ(v,ei )e j , Aσ(v,ei )e j > . (23)

Hence, we get

(� f1)(v) = −4(n + 2) f1(v) + 2 f2(v) + 8 f8(v). (24)

Summing up
1

2(n + 2)
((� f1)(v) + 1

n
(� f2)(v)) the both sides of lemma and using

(24) and (4), we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) + 1

2(n + 2)
((� f1)(v) + 1

n
(� f2)(v)) (25)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2 f3(v) − f6(v) + 4

n + 2
f8(v)

Secondly, subtracting
1

2(n + 2)
((� f3)(v) + 1

n
(� f2)(v)) + 1

4(n + 2)
(� f6)(v) from

the both sides of (25) and using (4), (5) and (8), we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) + 2

2(n + 2)
((� f1)(v) + 1

n
(� f2)(v)) (26)

− 1

2(n + 2)
((� f3)(v) + 1

n
(� f2)(v)) − 1

4(n + 2)
(� f6)(v)
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=
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2

n + 2
f4(v) − 2

n + 2
f5(v)

+ 4

n + 2
f8(v) − 2

n + 2
f9(v).

Thirdly, adding
1

n(n + 2)
(� f4)(v) − 1

n(n + 2)
(� f5)(v) + nc

4(n + 2)
(� f7)(v) in the

both sides of (26) and using (6), (7) and (9), we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) + 1

2(n + 2)
((� f1)(v) + 1

n
(� f2)(v)) (27)

− 1

2(n + 2)
((� f3)(v) + 1

n
(� f2)(v)) − 1

4(n + 2)
(� f6)(v)

+ 1

n(n + 2)
(� f4)(v) − 1

n(n + 2)
(� f5)(v) + nc

4(n + 2)
(� f7)(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2nc

n + 2
f10(v) − 4

n + 2
f4(v) + 4

n + 2
f8(v) − 2

n + 2
f9(v).

Finally, summing up
c

n + 2
(� f10)(v) on both sides of (27) and using (12), we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) + 2

2(n + 2)
((� f1)(v) + 1

n
(� f2)(v)) (28)

− 1

2(n + 2)
((� f3)(v) + 1

n
(� f2)(v)) − 1

4(n + 2)
(� f6)(v)

+ 1

n(n + 2)
(� f4)(v) − 1

n(n + 2)
(� f5)(v) + nc

4(n + 2)
(� f7)(v)

+ c

n + 2
(� f10)(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2c

n + 2
|σ|2 − 4

n + 2
f4(v) + 4

n + 2
f8(v) − 2

n + 2
f9(v).

With respect to (� f4)(v), (� f8)(v), (� f9)(v), we can rewrite

(� f4)(v) = −2n f4(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ei )e j , Aσ(ek ,ei )ek >

= −2n f4(v) + 2
p∑

α,β=1

traceA2
αA

2
β,



14 S. Suzuki and Y. Matsuyama

(� f8)(v) = −2n f8(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ei )ek, Aσ(ek ,ei )e j >

= −2n f8(v) + 2
p∑

α,β=1

trace(AαAβ)2,

(� f9)(v) = −2n f9(v) + 2
n∑

i, j,k=1

< Aσ(e j ,ek )ei , Aσ(e j ,ek )ei >

= −2n f9(v) + 2
p∑

α,β=1

(traceAαAβ)2.

Then, from (27) and [2], we have the following:

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) + 2

2(n + 2)
((� f1)(v) − 1

2(n + 2)
((� f3)(v) (29)

− 1

n(n + 2)
(� f4)(v) − 1

n(n + 2)
(� f5)(v) − 1

4(n + 2)
(� f6)(v)

+ nc

4(n + 2)
(� f7)(v) + 2

n(n + 2)
(� f8)(v) − 1

n(n + 2)
(� f9)(v)

+ c

n + 2
(� f10)(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2c

n + 2
|σ|2 − 4

n(n + 2)

∑
traceA2

αA
2
β

+ 4

n(n + 2)

∑
trace(AαAβ)2 − − 2

n(n + 2)

∑
(traceAαAβ)2

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2

n(n + 2)
{nc|σ|2 − (N (AαAβ − Aβ Aα) + Sαβ)}

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + 2

n(n + 2)
|σ|2(nc − 3

2
|σ|2).

Define a function g on UxM by the following equation:

g(v) = 2

2(n + 2)
f1(v) − 1

2(n + 2)
f3(v) − 1

n(n + 2)
f4(v) (30)

− 1

n(n + 2)
f5(v) − 1

4(n + 2)
f6(v) + nc

4(n + 2)
f7(v)

+ 2

n(n + 2)
f8(v) − 1

n(n + 2)
f9(v) + c

n + 2
f10(v).
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Related to f3(v), we can rewrite

f3(v) =
n∑

i=1

< Aσ(v,v)v, Aσ(v,ei )ei >

=
p∑

α,β=1

< Aξβ
v, v >< Aξβ

v, A2
ξα

v > .

Now, since Ric = (n − 1)I −
p∑

α=1

A2
ξα

is symmetric, we can choose an orthonor-

mal basis {v = e1, e2, . . . , en} such that the matrix
p∑

α=1

A2
ξα

is diagonalized, where

{ξ1, ξ2, . . . , ξp} is any orthonormal normal basis and 1 ≤ α ≤ p. Then we obtain

f3(v) = λ

p∑

α=1

< Aξα
v, v >2≥ 0, (31)

where λ is an eigenvalue of
p∑

α=1

A2
ξα
corresponding to v.

With respect to f4(v), we have

f4(v) =
n∑

i, j=1

< Aσ(e j ,ei )e j , Aσ(v,ei )v > (32)

=
n∑

i, j=1

< A2
αA

2
βv, v >≥ 0.

Similarly, we can show

f5(v) ≥ 0, (33)

f6(v) ≥ 0, (34)

f7(v) ≥ 0. (35)

By (30), (31), (32), (33), (34) and (35) we get
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g(v) ≤ 2

2(n + 2)
f1(v) + nc

4(n + 2)
f7(v) (36)

+ 2

n(n + 2)
f8(v) + c

n + 2
f10(v).

From the assumption of (21), we see that the Ricci curvature is bounded from
below. Taking the contraction with respect to above basis of the both sides of (29)

corresponding toY1 andY4 for
n∑

i=1

< (∇σ)(ei ,Y1,Y2), (∇σ)(ei ,Y3,Y4 > and noting

that (36) by the Generalized Maximum Principle due to Omori [6] and Yau [9], we

can prove ∇σ(ei , e j , ek) = 0 and |σ|2 ≡ 0 or |σ|2 ≡ 2

3
nc. If |σ|2 ≡ 0, then M is

totally geodesic. Assume that |σ|2 ≡ 2

3
nc. Then we may assume that

A∗
1 =

√
2n

3
c

2

⎛

⎜⎝

1 0 00 −1

0 0

⎞

⎟⎠ ,

A∗
2 =

√
2n

3
c

2

⎛

⎜⎝

0 1 01 0

0 0

⎞

⎟⎠

A∗
α = 0 for α ≥ n + 3

by [2]. The same argument as in [1] shows that dimM = 2 and 2-dimensional surface

with |σ|2 = 4

3
c. The surface must be a Veronese surface in S4(c) (See [1]).

On the other hand, by those equations and lemma, we get the following for v ∈
UMx :

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) − 1

6
(� f11)(v) − 1

3(n + 2)
(� f12)(v) (37)

+ 1

6(n + 2)
(� f1)(v) + 1

3n(n + 2)
(� f2)(v) + 1

6(n + 2)
(� f3)(v)

− 1

3n(n + 2)
(� f4)(v) + 1

3n(n + 2)
(� f5)(v) + 1

6(n + 2)
(� f6)(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) + (n + 4) f11(v) − 4 f3(v) − 2 f6(v)

In terms of (15) and (37), we have
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1

2

n∑

i=1

(∇2 f7)(ei , ei , v) − 1

6
(� f11)(v) − 1

3(n + 2)
(� f12)(v) (38)

+ 1

6(n + 2)
(� f1)(v) + 1

3n(n + 2)
(� f2)(v) + 1

6(n + 2)
(� f3)(v)

− 1

3n(n + 2)
(� f4)(v) + 1

3n(n + 2)
(� f5)(v) + 1

6(n + 2)
(� f6)(v)

+ n + 4

8(n + 2)
(� f13)(v)

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) + 2(n + 4)

n + 2
f14(v) − 4 f3(v) − 2 f6(v).

By (3), (4), (5), (14), (16), (17) and (18) we have

− 1

3(n + 2)
(− 2

n + 2
(
1

n
(� f2)(v) + (� f3)(v) + 2

n
(� f4)(v) (39)

−2

n
(� f5)(v)) + (� f14)(v) − 1

n + 2
((� f16)(v) − 2(� f15)(v)))

= 2n

n + 2
f14(v) − 2

n + 2
f16(v).

Combining (38) with (39), we have

1

2

n∑

i=1

(∇2 f7)(ei , ei , v) − 1

6
(� f11)(v) − 1

3(n + 2)
(� f12)(v) (40)

+ 1

6(n + 2)
(� f1)(v) + n + 4

3n(n + 2)2
(� f2)(v) + n + 6

6(n + 2)2
(� f3)(v)

− n − 2

3n(n + 2)2
(� f4)(v) + n − 2

3n(n + 2)2
(� f5)(v) + 1

6(n + 2)
(� f6)(v)

+ n + 4

8(n + 2)
(� f13)(v) − 1

3(n + 2)
(� f14(v) − 2

3(n + 2)2
(� f15)(v)

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2 f6(v) − 2

n + 2
f16(v) + 4 f14(v) − 4 f3(v).

Let we assume codimension = p and

traceA2
α ≤ n(n + 2)

2(n + p + 2)
c for ∀ α

everywhere on M , then
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|σ|2 =
p∑

α=1

traceA2
α

≤ np(n + 2)

2(n + p + 2)
c

and we can get

f6(v) =
n∑

i=1

< Aσ(v,v)ei , Aσ(v,v)ei > (41)

=
n∑

i=1

|σ(v, v)|2 < A σ(v, v)

|σ(v, v)|
ei , A σ(v, v)

|σ(v, v)|
ei >

≤ n(n + 2)

2(n + p + 2)
c|σ(v, v)|2

From (40) and (41) we obtain

n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2 f6(v) − 2

n + 2
f16(v) + +4 f14(v) − 4 f3(v) (42)

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2 f6(v) − 2p

n + 2
f6(v) + 4 f14(v) − 4 f3(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + nc f7(v) − 2(n + p + 2)

n + 2
f6(v) + 4 f14(v) − 4 f3(v)

≥
n∑

i=1

|(∇σ)(ei , v, v)|2 + (nc − 2(n + p + 2)

n + 2
˙ n(n + 2)

2(n + p + 2)
c)|σ(v, v)|2 + 4 f14(v) − 4 f3(v)

=
n∑

i=1

|(∇σ)(ei , v, v)|2 + 4 f14(v) − 4 f3(v).

As in the proof ofTheorem1,we choose an orthonormal basis {v = e1, e2, . . . , en}
such that the matrix

p∑

α=1

A2
ξα
is diagonalized, where {ξ1, ξ2, . . . , ξp} is any orthonor-

mal normal basis and 1 ≤ α ≤ p. Then we have

f3(v) = f14(v) (43)

Taking the contraction with respect to above basis of the both sides of (42) corre-

sponding to Y1 and Y4 for
n∑

i=1

< (∇σ)(ei ,Y1,Y2), (∇σ)(ei ,Y3,Y4 >, thenwe obtain
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traceA2
α = n(n + 2)

n + p + 2
c for ∀ α

and we can prove

|σ|2 ≡ 0 or |σ|2 ≡ np(n + 2)

2(n + p + 2)
c (44)

by the Maximum principle due to Omori [6] and Yau [9]. From the latter of (44), we

see that in the case of n = 2 S2(c) → S2(c); PR2(
1

3
c) → S4(c); S2(1

3
c) → S4(c).

Acknowledgements The authors would like to express their sincere gratitude to the referees for
their valuable comments, which definitely improved the manuscript.

References

1. Chern, S.S., do Carmo, M., Kobayashi, S.: Minimal submanifolds of a sphere with second
fundamental form of constant length. Functional Analysis and Related Fields, pp. 59–75 (1970)

2. Li, A.M., Li, J.M.: An intrinsic rigidity theorem for minimal submanifolds in a sphere. Arch.
Math. 58, 582–594 (1992)

3. Matsuyama, Y.: On some pinchings of minimal submanifolds. In: Nagano, T., et al. (eds.)
Geometry and Its Applications, pp. 121–134. World Scientific, Singapore (1993)

4. Matsuyama, Y.: On submanifolds of a sphere with bounded second fundamental form. Bull.
Korean Math. Soc. 32, 103–113 (1995)

5. Montiel, S., Ros, A., Urbano, F.: Curvature pinching and eigenvalue rigidity for minimal sub-
manifolds. Math. Z. 191, 537–548 (1986)

6. Omori, H.: Isometric immersions of Riemannian manifolds. J. Math. Soc. Jpn. 19, 205–214
(1967)

7. Sakamoto, K.: Planar geodesic immersions. Tohoku Math. J. 29, 25–56 (1977)
8. Xia, C.: On the minimal submanifolds in CPm(c) and SN (1). Kodai Math. J. 15, 143–153

(1992)
9. Yau, S.T.: Submanifolds with constant mean curvature. Am. J. Math. 96, 346–366 (1974)
10. Yuan, L., Matsuyama, Y.: Curvature pinching for a minimal submanifolds of a sphere. J. Adv.

Math. Stud. 7, 45–55 (2014)



The Study of Ricci-Semi-Symmetry
of Normal Complex Contact Manifold

Mohamed Belkhelfa and Fatima Z. Kadi

Abstract It is well known that a Sasakian space form is Ricci-semi-symmetric if
and only if it is locally isometric to S2n+1(1). In this paper, we study the Ricci-semi-
symmetry of a normal complex contact manifold, in particular complex contact space
form.

Keywords Complex contact manifold · Pseudo-symmetry · Semi-symmetry ·
Ricci-semi-symmetry
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1 Introduction

This paper is a presentation that the author was invited to give a talk in International
Conference on Differential Geometry, Algebra and Analysis (ICDGAA-16) during
November 15–17, 2016 at the Department of mathematics, JMI, New Delhi, India.
Blair and Mihai [5] proved that a locally symmetry normal complex contact space is
locally isometric toCP2n+1(4), with theFibini-Studymetric. In [4], Blair andMartín-
Molina proved that normal complex contact metric manifolds that are Bochner flat
must have constant holomorphic sectional curvature 4 andbeKahler, and they showed
that it is not possible for normal complex contact metric manifolds to be conformally
flat.

In Sect. 2, we recall definitions and some properties of complex contact mani-
fold and the expression of the curvature of complex contact space form. Definitions
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of semi-symmetry and Ricci-semi-symmetry are given in Sect. 3, we investigate in
Sect. 4 the Ricci-symmetry properties of normal complex contact space, we show that
a normal complex contact manifold is Ricci-symmetric, or Ricci-semi-symmetric if
it is an Einstein manifold.

2 Complex Contact Manifold

We recall some definitions and properties of complex contact manifolds [3, 15, 16]
A complex manifold M with dimCM = 2n + 1 and complex structure J is a

complex contact manifold if there exists an open covering U = {Oα} of M , such that

(1) on each Oα, there is a holomorphic 1-form ωα with ωα ∧ (dωα)n �= 0 every-
where,
and

(2) ifOα ∩ Oβ �= ∅, then there is a nonvanishing holomorphic function λαβ inOα ∩
Oβ such that

ωα = λαβωβ in Oα ∩ Oβ .

OneachOα, we defineHα = {X ∈ TOα|ωα(X) = 0}.Sinceλαβ’s are nonvanishing,
Hα = Hβ onOα ∩ Oβ . SoH = ∪Hα is a well-defined, holomorphic, non-integrable
subbundle on M called the horizontal subbundle.

From now on, we will suppress the subscripts if Oα is understood.
A complex contact manifold M admits a complex almost contact metric structure

[13], i.e., local real 1-forms u, v = u J , (1, 1)-tensorsG, H = GJ, unit vector fields
U and V = −JU and a Hermitian metric g such that

H 2 = G2 = −I d + u ⊗U + v ⊗ V

g(GX,Y ) = −g(X,GY ), g(U, X) = u(X)

GJ = −JG, GU = 0, u(U ) = 1,

and on the overlaps, the above tensors transform as

u′ = au − bv, v′ = bu + av

G ′ = aG − bH, H ′ = bG + aH

for some functions a, b defined on the overlaps with a2 + b2 = 1. As a result of
the above identities, on a complex almost contact metric manifold M, the following
identities also hold:

HG = −GH = J + u ⊗ V − v ⊗U,

J H = −H J = G, g(HX,Y ) = −g(X, HY ),

GV = HU = HV = 0, uG = vG = uH = vH = 0,

JV = U, g(U, V ) = 0.
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If, in addition, g(X,GY ) = du(X,Y ) and g(X, HY ) = dv(X,Y ) for all X,Y inH,

we say that M has a complex contact metric structure. If M is a complex contact
manifold, then it has a complex contact metric structure [10].

On a complex contact metric manifold M, we can write T M = H⊕V , where
V is the vertical subbundle on M, locally spanned by U and V = −JU. We will
assume that the subbundle V is integrable.

From now on, we will work with a complex contact metric manifold M with
structure tensors (u, v,U, V,G, H, g) and complex structure J. Define 2-forms Ĝ
and Ĥ on M by Ĝ(X,Y ) = g(X,GY ), Ĥ(X,Y ) = g(X, HY ). Then

Ĝ = du − σ ∧ v, Ĥ = dv + σ ∧ u (2.1)

where σ(X) = g(∇XU, V )

2.1 Normality on Complex Contact Metric Manifolds

The concept of normality introduced by Ishihara and Konishi [12] is related by
vanishing of the two tensor fields S and T given by

S(X,Y ) = [G,G](X,Y ) + 2v(Y )HX − 2v(X)HY + 2g(X,GY )U

− 2g(X, HY )V − σ(GX)HY + σ(GY )HX + σ(X)GHY − σ(Y )GHX

T (X,Y ) = [H, H ](X,Y ) + 2u(Y )GX − 2u(X)GY + 2g(X, HY )V

− 2g(X,GY )U + σ(HX)GY − σ(HY )GX − σ(X)HGY + σ(Y )HGX

where

[G,G](X,Y ) = (∇GXG)Y − (∇GYG)X − G(∇XG)Y + G(∇Y G)X

is the Nijenhuis torsion of G and similar for H, X,Y ∈ X(M).

It implies that the normality is restricted to the Kählarian space and hence it
excludes the Heisenberg group, when this space has a normal contact structure in the
real case. Here, we adopt the notion of normality given by Korkmaz [15], which is
a generalization of the last one.

Definition 2.1 A complex contact metric manifold M is normal if

(1) S(X,Y ) = T (X,Y ) = 0 for all X,Y inH, and
(2) S(U, X) = T (V, X) = 0 for all X.

A complex contact manifoldwith a global holomorphic 1-form is called a complex
Sasakian manifold [11].
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On a normal contact metric manifold, we have

∇XU = −GX + σ(X)V (2.2)

∇XV = −HX − σ(X)U. (2.3)

A complex contact manifold is normal if and only if the covariant derivatives of
G and H have the following forms:

g((∇XG)Y, Z) = σ(X)g(HY, Z) + v(X)dσ(GZ ,GY ) − 2v(X)g(HGY, Z)

− u(Y )g(X, Z) − v(Y )g(J X, Z) + u(Z)g(X,Y ) − v(Z)g(X, JY )

(2.4)

and

g((∇X H)Y, Z) = −σ(X)g(GY, Z) + u(X)dσ(HZ , HY ) − 2u(X)g(HGY, Z)

+ u(Y )g(J X, Z) − v(Y )g(X, Z) + u(Z)g(X, JY ) + v(Z)g(X, Y ).

(2.5)

For underlying Hermitian structure, we have

g((∇X J )Y, Z) = u(X)(dσ(Z ,GY ) − 2g(HY, Z))

+ v(X)(dσ(Z , HY ) + 2g(GY, Z)), (2.6)

R(U, V )V = −2dσ(U, V )U, R(V,U )U = −2dσ(U, V )V .

Then the sectional curvature R(U, V, V,U ) = −2dσ(U, V ). If M is a complex
Sasakian manifold then the sectional curvature of the vertical subbundle is flat [11].

For all horizontal vector fields X and Y , we have (see [15] for details)

R(X,U )U = X R(X, V )V = X, (2.7)

R(X,Y )U = 2(g(X, JY ) + 2dσ(X,Y ))V, (2.8)

R(X,Y )V = −2(g(X, JY ) + 2dσ(X,Y ))U, (2.9)

R(X,U )V = σ(U )GX + (∇U H)X − J X, (2.10)

R(X, V )U = −σ(V )HX + (∇UG)X + J X, (2.11)

R(X,U )Y = −g(X,Y )U + g(X, JY )V + dσ(HY, HX)V, (2.12)

R(X, V )Y = −g(X,Y )V + g(J X,Y )U + dσ(HX, HY )U. (2.13)
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2.2 GH-Sectional Curvature

LetM be a normal complex contactmetricmanifoldwith structure tensorsu, v,U, V,

G, H, J, g. For a horizontal vector field X , the plane section generated by X and Y =
aGX + bH X , a2 + b2 = 1 is called a GH-section or anH-holomorphic section. We
define the GH-sectional curvature GHa,b(X) as the curvature of a GH-section:

GHa,b(X) = K (X, aGX + bH X),

where K (X,Y ) is the curvature of the plane section generated by X and Y.

If the GH-sectional curvature is independent of the choice of GH-section at each
point, it is constant on the manifold, and we say that M is a complex contact space
form. The curvature tensor and the following theorems were obtained by Korkmaz
[15]; explicitly, the curvature tensor is

R(X, Y )Z = c + 3

4
(g(Y, Z)X − g(X, Z)Y + g(Z , JY )J X − g(Z , J X)JY + 2g(X, JY )J Z)

+ c − 1

4
(−(u(Y )u(Z) + v(Y )v(Z))X + (u(X)u(Z) + v(X)v(Z))Y

+ 2u ∧ v(Z , Y )J X − 2u ∧ v(Z , X)JY + 4u ∧ v(X, Y )J Z

+ g(Z ,GY )GX − g(Z ,GX)GY + 2g(X,GY )GZ

+ g(Z , HY )HX − g(Z , HX)HY + 2g(X, HY )HZ

+ (−u(X)g(Y, Z) + u(Y )g(X, Z) + v(X)g(JY, Z) − v(Y )g(J X, Z) + 2v(Z)g(X, JY ))U

+ (−v(X)g(Y, Z) + v(Y )g(X, Z) − u(X)g(JY, Z) + u(Y )g(J X, Z) − 2u(Z)g(X, JY ))V )

− 4

3
(dσ(U, V ) + c + 1)((v(X)u ∧ v(Z , Y ) − v(Y )u ∧ v(Z , X) + 2v(Z)u ∧ v(X, Y ))U

− (u(X)u ∧ v(Z , Y ) − u(Y )u ∧ v(Z , X) + 2u(Z)u ∧ v(X, Y ))V ),

and the Ricci curvature ρ is given by

ρ(X, Y ) = ((n + 2)c + 3n + 2)g(X, Y ) − ((n + 2)c − n + 2 + 2dσ(U, V ))(u(X) ⊗ u(Y ) + v(X) ⊗ v(Y )).

(2.14)

Example 2.2

– The odd-dimensional complex projective space CP2n+1 with the Fubini Study
metric g of constant holomorphic curvature 4 admits a normal complex contact
metric structure via the Hopf fibering

π : S4n+3 → CP2n+1.

Endowed with this structure the complex projective space CP2n+1 is a complex
contact space form with c = 1 [15], moreover it is an Einstein space and its Ricci
curvature is given by

ρ = (4n + 4)g.
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– The complex Heisenberg group HC is the closed subgroup of GL(3,C) given by
[1] ⎧

⎨

⎩

⎛

⎝
1 z2 z3
0 1 z1
0 0 1

⎞

⎠ /z1, z2, z3 ∈ C

⎫
⎬

⎭
� C

3.

If LB denotes left translation by B ∈ HC, then L∗
Bdz1 = dz1, L∗

Bdz2 = dz2,
L∗
B(dz3 − z2dz1) = dz3 − z2dz1. The vector fields ∂

∂z1
+ z2

∂
∂z3

, ∂
∂z2

, ∂
∂z3

are dual
to the 1-forms dz1, dz2, and dz3 − z2dz1 are left-invariant vector fields.Moreover,
relative to the coordinates (z1, z2, z3, z1, z2, z3) the Hermitian metric

g = 1

8

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 + |z2|2 0 −z2
0 0 1 0

−z2 0 1
1 + |z2|2 0 −z2

0 1 0 0
−z2 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

is a left-invariant metric on HC, but is not Kähler metric, the form

θ = 1

2
(dz3 − z2dz1) = u − iv

is a complex contact structure on HC. Moreover, the tensors G and H and the
covariant derivatives of G and H given by

G =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0
0 −1 0 0

0 z2 0
0 1 0

−1 0 0 0
0 z2 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

, H =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 −i 0
0 i 0 0

0 −i z2 0
0 i 0
−i 0 0 0
0 i z2 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

(∇XG)Y = g(X,Y )U − u(Y )X − g(X, JY )V − v(Y )J X + 2v(X)GHY,

(∇X H)Y = g(X,Y )V − v(Y )X − g(X, JY )U + u(Y )J X − 2u(X)GHY.

and
g(∇XU, V ) = σ(X) = 0, ∇XU = −GX, ∇XV = −HX.

Therefore this space has constant GH-sectional curvature (−3) and a holomorphic
curvature 0, moreover its Ricci curvature is given by

ρ = −4g + (4n + 4)(u ⊗ u + v ⊗ v).
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2.3 H-Homothetic Deformation

Let (M, u, v,U, V,G, H, g) be a complex contact metric manifold. For a positive
constant α, we define new tensors by

ũ = αu, ṽ = αv, Ũ = 1

α
U, Ṽ = 1

α
V, G̃ = G, H̃ = H,

g̃ = αg + α(α − 1)(u ⊗ u + v ⊗ v).

This change of structure is called an H-homothetic deformation. The new structure
(̃u, ṽ, Ũ , Ṽ , G̃, H̃ , g̃) is also a complex contact metric structure on (M, J ), if the
given structure is normal (has a constant GH-sectional curvature c), so the new
structure is normal (has a constant sectional curvature c̃ = c+3

α
− 3,), respectively.

Under an H-homothetic deformation, the 1-form σ (and hence the 2-form � = dσ)
does not change moreover �(U, V ) = α2�̃(Ũ , Ṽ ) [15].

3 Semi-Symmetry

Let (Mn, g) be connected n-dimensional (n ≥ 3) semi-Riemannianmanifold of class
C∞, we denote by∇, R, and ρ the Levi–Civita connection, the Riemannian curvature
and the Ricci curvature, respectively,

R(X,Y ) = ∇X∇Y − ∇Y∇X − ∇[X,Y ]

and we define an endomorphism X ∧ Y by

(X ∧ Y )Z = g(Y, Z)X − g(X, Z)Y.

For all vector fields, X,Y and Z on M.

R(X,Y ) and (X ∧ Y ) are a (1,1)-tensor fields, which can be uniquely extended
to a derivation of the tensor algebra T(M) over M commute with contraction of the
tensor algebra and it is zero on F(M) [14], then for every tensor field T of type (0,k)
we can define (0,k + 2)-tensor fields (R.T ) and Q(g, T ) by

(R.T )(X1, X2, . . . , Xk; X,Y ) = (R(X,Y ).T )(X1, X2, . . . , Xk)

= −
k∑

i=1

T (X1, . . . , Xi−1, R(X,Y )Xi , . . . , Xk)

Q(g, T )(X1, X2, . . . , Xk; X,Y ) = ((X ∧ Y ).T )(X1, X2, . . . , Xk)

= −
k∑

i=1

T (X1, . . . , Xi−1, (X ∧ Y )Xi , . . . , Xk)
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for all vector fields X1, X2, . . . , Xk on M .
M is called semi-symmetric if R.R = 0, [17] as a generalization of this notion

Deszcz [6, 7], [18] introduced the notion of pseudo-symmetry, M is called pseudo-
symmetric if R.R and the Tachibana tensor Q(g, R) are linearly dependent, i.e., there
exists a function LR on M such that

R.R = LRQ(g, R)

holds on UR = {x ∈ M/R − s
n(n−1) G̃ �= 0 at x}, s is a scalar curvature and G is the

(0,4) tensor defined by G̃(X1, X2, X3, X4) = g((X1 ∧ X2)X3, X4).

3.1 Ricci-Semi-Symmetry

M is called Ricci-semi-symmetric if R.ρ = 0 and it is called Ricci-pseudo-symmetric
if R.ρ and Q(g, ρ) are linearly dependent, i.e., there exists a function Lρ on M such
that

R.ρ = LρQ(g, ρ)

holds on Uρ = {x ∈ M/ρ − s
n g �= 0 at x}. For more details see [6–9, 18]

4 Symmetry Property

Lemma 4.1 Let (M, u, v,U, V,G, H, g) be a normal complex contact manifold
with dimCM = 2n + 1. Then QU = (4n − 2dσ(U, V ))U and QV = 4n − 2d
σ(U, V )V where Q is the Ricci operator.

Proof We choose a local orthonormal basis of the form {Xi ,GXi , HXi , J Xi ,U,

V /1 ≤ i ≤ n}. We have

QU =
n∑

i=1

[R(U, Xi )Xi + R(U,GXi )GXi + R(U, HXi )HXi (4.1)

+ R(U, J Xi )J Xi ] + R(U, V )V . (4.2)

We use formula (2.12) and get

QU =
n∑

i=1

[g(Xi , Xi ) + g(GXi ,GXi ) + g(HXi , HXi )

+ g(J Xi , J Xi )]U − 2dσ(U, V )U

= (4n − 2dσ(U, V ))U. (4.3)
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To compute QV , we use formula (2.13), then we obtian

QV =
n∑

i=1

[R(V, Xi )Xi + R(V,GXi )GXi + R(V, HXi )HXi

+ R(V, J Xi )J Xi ] + R(V,U )U

=
n∑

i=1

[g(Xi , Xi ) + g(GXi ,GXi ) + g(HXi , HXi )

+ g(J Xi , J Xi )]V − 2dσ(U, V )V

= (4n − 2dσ(U, V ))V . (4.4)

��
If M is a complex Sasakian manifold then QU = 4nU and QV = 4nV .

Theorem 4.2 A normal complex contact manifold M is Ricci-semi-symmetric if and
only if it is an Einstein manifold.

Corollary 4.3 A complex contact space form is Ricci-semi-symmetric if and only if
an Einstein manifold.

Proof It is clear that every Einstein manifold is Ricci-symmetric then it is Ricci-
semi-symmetric.

If M is Ricci-semi-symmetric, then for all vector fields X,Y, Z , andW on M we
have

R(X,Y )ρ(Z ,W ) = −ρ(R(X,Y )Z ,W ) − ρ(Z , R(X,Y )W )

= 0 (4.5)

We use formula (2.14), Lemma 4.1 and replacing Y and Z by U , we obtain for a
horizontal vector field X

ρ(R(X,U )U,W ) + ρ(U, R(X,U )W ) = ρ(X,W ) − (4n − 2dσ(U, V ))g(X,W )

= 0

this implies

ρ(X,W ) = (4n − dσ(U, V ))g(X,W ). (4.6)

On the other hand, for an arbitrary vector field X = X0 + u(X)U + v(X)V on M
we have

ρ(X,W ) = ρ(X0,W ) + (4n − dσ(U, V ))(u(X)u(W ) + v(X)v(W ))

= (4n − dσ(U, V ))[g(X0,W ) + u(X)u(W ) + v(X)v(W )]
= (4n − dσ(U, V ))g(X,W ) (4.7)
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then M is an Einstein manifold. ��
Corollary 4.4 A normal complex contact manifold M is Ricci-symmetric (∇ρ = 0)
if and only if M is an Einstein manifold.

Corollary 4.5 A complex Heisenberg group HC(−3) group is not Ricci-semi-
symmetric.

Remark 4.6

– Under H-homothetic deformation (α �= 1), the curvature of the odd-dimensional
complex projective spaceCP2n+1(4)with the Fubini-Studymetricwill be changed
then the new structure is not Ricci-semi-symmetric.

– As we mentioned earlier, the complex Heinseberg group is not Ricci-semi-
symmetric, moreover its curvature does not change under H-homothetic defor-
mation. Then the complex Heisenberg group HC(−3) is not H-homothetic to
Ricci-semi-symmetric complex contact space form.

For more details on Ricci-pseudo-symmetry and pseudo-symmetry see [2].
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Warped Product Slant Lightlike
Submanifolds of Indefinite Kaehler
Manifolds

Rashmi Sachdeva, Rachna Rani, Rakesh Kumar, and Satvinder Singh Bhatia

Abstract Westudywarpedproduct slant lightlike submanifolds of indefiniteKaehler
manifolds.We obtain some characterization theorems for the nonexistence of warped
product slant lightlike submanifolds of indefinite Kaehler manifolds.

Keywords Indefinite Kaehler manifolds · Slant lightlike submanifolds · Warped
product slant lightlike submanifolds

1 Introduction

Warped product manifolds are known to have applications in physics as they provide
an excellent setting to model space time. Bishop and O’Neill [2] introduced the
notion of warped product manifolds in order to construct a large variety of manifolds
of negative curvature. From a geometric point of view, this study got momentum,
when the study of warped product of CR-submanifolds of Kaehler manifolds were
introduced by Chen [5, 6]. Following this field, many geometers started working
along this line and presented numerous results. Recently, Sahin [18] obtained some
results on warped product submanifolds of Kaehler manifolds with a slant factor.
Although, there are significant applications of warped product submanifolds in the
general theory of relativity, a very limited specific information is available on its
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lightlike case. This motivated the geometers to carry out work on the geometry of
warped product lightlike submanifolds.

On the other hand, the notion of slant submanifolds was initiated by Chen, as a
generalization of both holomorphic and totally real submanifolds in complex geom-
etry [3, 4]. Since then such submanifolds have been studied by many authors and
they all studied the geometry of slant submanifolds with positive definite metrics.
Therefore, this geometry may not be applicable to the other branches of mathematics
and physics, where the metric is not necessarily positive definite. Thus, the geometry
of slant submanifolds with indefinite metric became a topic of interest and Sahin [17]
played a very crucial role in this study by introducing the notion of slant lightlike
submanifolds of indefinite Hermitian manifolds. In [12, 13], we have studied slant
lightlike submanifolds of indefinite contactmanifolds and discussed the nonexistence
of totally contact umbilical slant lightlike submanifolds. Recently in [14], we have
explored warped product slant lightlike submanifolds of indefinite Sasakian mani-
folds and obtained some characterization theorems for the nonexistence of warped
product slant lightlike submanifolds of indefinite Sasakian manifolds. In the present
chapter, the theory of warped product submanifolds has been clubbed with slant
lightlike submanifolds. In particular, we study warped product slant lightlike sub-
manifolds of indefinite Kaehler manifolds and explore the nonexistence of warped
product slant lightlike submanifolds of indefinite Kaehler manifolds.

2 Preliminaries

A 2k-dimensional semi-Riemannian manifold (M̄, ḡ, J ) of constant index q, 0 <

q < 2k, is called an indefinite almost Hermitian manifold if there exists a tensor
field J of type (1, 1) on M̄ such that

J 2 = −I, and ḡ(X,Y ) = ḡ(J X, JY ), ∀X,Y ∈ �(T M̄), (1)

where I denotes the identity transformation of Tp M̄ . Moreover, M̄ is called an
indefinite Kaehler manifold [1] if J is parallel with respect to ∇̄, that is,

(∇̄X J )Y = 0, ∀X,Y ∈ �(T M̄), (2)

where ∇̄ is the Levi-Civita connection on M̄ with respect to ḡ.
Let (M̄, ḡ) be a real (m + n)-dimensional semi-Riemannian manifold of constant

index q such that m, n ≥ 1, 1 ≤ q ≤ m + n − 1 and (M, g) be an m-dimensional
submanifold of M̄ and g the inducedmetric of ḡ onM . If ḡ is degenerate on the tangent
bundle T M of M then M is called a lightlike submanifold of M̄ . For a degenerate
metric g on M , T M⊥ is a degenerate n-dimensional subspace of Tx M̄ . Thus, both
TxM and TxM⊥ are degenerate orthogonal subspaces but no longer complementary.
In this case, there exists a subspace Rad(TxM) = TxM ∩ TxM⊥ which is known as
radical (null) subspace. If the mapping Rad(T M) : x ∈ M −→ Rad(TxM), defines
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a smooth distribution on M of rank r > 0 then the submanifold M of M̄ is called an
r -lightlike submanifold and Rad(T M) is called the radical distribution on M .

If S(T M) be a semi-Riemannian complementary distribution of Rad(T M) in
T M , called the screen distribution, then

T M = Rad(T M)⊥S(T M),

and S(T M⊥) is a complementary vector subbundle to Rad(T M) in T M⊥. Let
tr(T M) and ltr(T M) be complementary (but not orthogonal) vector bundles to
T M in T M̄ |M and to Rad(T M) in S(T M⊥)⊥, respectively. Then we have

tr(T M) = ltr(T M)⊥S(T M⊥). (3)

T M̄ |M= T M ⊕ tr(T M) = (Rad(T M) ⊕ ltr(T M))⊥S(T M)⊥S(T M⊥). (4)

Let U be a local coordinate neighborhood of M and {ξ1, ..., ξr ,Wr+1, ...,Wn,

N1, ..., Nr , Xr+1, ..., Xm} be the local quasi-orthonormal fields of frames of M̄ ,
where {ξ1, ..., ξr }, {N1, ..., Nr } are local lightlike bases of �(Rad(T M)|U ),
�(ltr(T M) |U ) and {Wr+1, ...,Wn}, {Xr+1, ..., Xm} are local orthonormal bases of
�(S(T M⊥) |U ) and �(S(T M) |U ), respectively. For this quasi-orthonormal fields
of frames, we have

Theorem 2.1 ([7]) Let (M, g, S(T M), S(T M⊥)) be an r-lightlike submanifold of a
semi-Riemannian manifold (M̄, ḡ). Then there exists a complementary vector bundle
ltr(T M) of Rad(T M) in S(T M⊥)⊥ and a basis of �(ltr(T M) |U ) consisting of
smooth section {Ni } of S(T M⊥)⊥ |U , where U is a coordinate neighborhood of M,
such that

ḡ(Ni , ξ j ) = δi j , ḡ(Ni , N j ) = 0, for any i, j ∈ {1, 2, .., r}, (5)

where {ξ1, ..., ξr } is a lightlike basis of �(Rad(T M)).

Let ∇̄ be the Levi-Civita connection on M̄ . Then according to the decomposition
(4), the Gauss and Weingarten formulas are given by

∇̄XY = ∇XY + h(X,Y ), ∇̄XU = −AU X + ∇⊥
XU, (6)

for any X,Y ∈ �(T M) and U ∈ �(tr(T M)), where {∇XY, AU X} and {h(X,Y ),

∇⊥
XU } belongs to �(T M) and �(tr(T M)), respectively. Here ∇ is a torsion-free

linear connection on M , h is a symmetric bilinear form on �(T M) which is called
second fundamental form, AU is linear a operator on M , known as shape operator.

According to (3), considering the projection morphisms L and S of tr(T M) on
ltr(T M) and S(T M⊥), respectively, then (6) gives

∇̄XY = ∇XY + hl(X,Y ) + hs(X,Y ), ∇̄XU = −AU X + Dl
XU + Ds

XU, (7)
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where we put hl(X,Y ) = L(h(X,Y )), hs(X,Y ) = S(h(X,Y )), Dl
XU = L(∇⊥

XU ),
Ds

XU = S(∇⊥
XU ). As hl and hs are �(ltr(T M))-valued and �(S(T M⊥))-valued,

respectively, and therefore they are called as the lightlike second fundamental form
and the screen second fundamental form on M . In particular,

∇̄X N = −AN X + ∇l
X N + Ds(X, N ), (8)

∇̄XW = −AW X + ∇s
XW + Dl(X,W ), (9)

where X ∈ �(T M), N ∈ �(ltr(T M)) and W ∈ �(S(T M⊥)). By using (3)–(4) and
(7)–(9), we obtain

ḡ(hs(X,Y ),W ) + ḡ(Y, Dl(X,W )) = g(AW X,Y ), (10)

ḡ(hl(X,Y ), ξ) + ḡ(Y, hl(X, ξ)) + g(Y,∇Xξ) = 0. (11)

3 Slant Lightlike Submanifolds

A lightlike submanifold has two distributions, namely, the radical distribution and the
screen distribution. The radical distribution is totally lightlike and it is not possible
to define the angle between two vector fields of radical distribution. Furthermore, the
screen distribution is nondegenerate. There are some definitions for angle between
two vector fields in Lorentzian setup [11], but not appropriate for our goal because a
manifold with Lorentzian metric cannot admit an almost Hermitian structure. There-
fore to introduce the notion of slant lightlike submanifolds (one needs a Riemannian
distribution), Sahin [17] proved the following lemma.

Lemma 3.1 Let M be an r-lightlike submanifold of an indefinite Hermitian man-
ifold M̄ of index 2r . Suppose that J Rad(T M) is a distribution on M such that
Rad(T M) ∩ J Rad(T M) = {0}. Then any complementary distribution to
J Rad(T M) ⊕ Jltr(T M) in S(T M) is Riemannian.

In the light of above lemma, Sahin [17] defines slant lightlike submanifolds as

Definition 3.2 Let M be an r -lightlike submanifold of an indefinite almost Hermi-
tian manifold M̄ of index 2r . Then M is a slant lightlike submanifold of M̄ if the
following conditions are satisfied:

(A) Rad(T M) is a distribution on M such that J Rad(T M) ∩ Rad(T M) = {0}.
(B) For each nonzero vector field X tangent to Dθ at p ∈ U ⊂ M , the angle θ(X)

between J X and the vector space Dθ
p is constant, that is, it is independent of the

choice of p ∈ U ⊂ M and X ∈ Dθ
p, where Dθ is complementary distribution

to J Rad(T M) ⊕ Jltr(T M) in the screen distribution S(T M).

This constant angle θ(X) is called slant angle of the distribution Dθ. A slant lightlike
submanifold is said to be proper if Dθ �= {0} and θ �= 0, π

2 .
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Then the tangent bundle T M of a slant lightlike submanifold M is decomposed
as

T M = Rad(T M)⊥S(T M) = Rad(T M)⊥(J Rad(T M) ⊕ Jltr(T M))⊥Dθ.

(12)
Therefore, for any X ∈ �(T M), we write

J X = T X + FX, (13)

where T X and FX are the tangential component and the transversal component of
J X , respectively. Similarly for any V ∈ �(tr(T M)) we write

JV = BV + CV, (14)

where BV and CV are the tangential component and the transversal component
of JV , respectively. Using the decomposition in (12), denote by P1, P2, Q1 and
Q2 the projections on the distributions Rad(T M), J Rad(T M), Jltr(T M) and Dθ

respectively. Then for any X ∈ �(T M), we can write

X = P1X + P2X + Q1X + Q2X. (15)

Applying J to (15), we obtain

J X = J P1X + J P2X + FQ1X + T Q2X + FQ2X. (16)

Then using (15) and (16), we get

J P1X = T P1X ∈ �(J Rad(T M)), J P2X = T P2X ∈ �(Rad(T M)),

FP1X = FP2X = 0, T Q2X ∈ �(Dθ), FQ1X ∈ �(ltr(T M)).

In [17], Sahin gave characterization theorem for slant lightlike submanifolds as

Theorem 3.3 Let M be an r-lightlike submanifold of an indefinite Hermitian mani-
fold M̄ of index 2r . Then M is slant lightlike submanifold if and only if the following
conditions are satisfied:

(i) Jltr(T M) is a distribution on M.
(ii) There exists a constant λ ∈ [−1, 0] such that

(Q2T )2X = λX,∀X ∈ �(T M). (17)

Moreover, in such case, λ = −cos2θ.
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Theorem 3.4 Let M be an r-lightlike submanifold of an indefinite Hermitian mani-
fold M̄ of index 2r . Then M is slant lightlike submanifold if and only if the following
conditions are satisfied:

(i) Jltr(T M) is a distribution on M.
(ii) There exists a constant μ ∈ [−1, 0] such that

BFQ2X = μQ2X,∀X ∈ �(T M). (18)

In this case, μ = −sin2θ, where θ is the slant angle of M.

Corollary 3.5 Let M be a slant lightlike submanifold of an indefinite Hermitian
manifold M̄. Then for any X,Y ∈ �(Dθ), we have

g(T Q2X, T Q2Y ) = cos2θg(Q2X, Q2Y ), g(FQ2X, FQ2Y ) = sin2θg(Q2X, Q2Y ).

(19)

Lemma 3.6 Let M be a slant lightlike submanifold of an indefinite Kaehlermanifold
M̄ then FQ2X ∈ �(S(T M⊥)), for any X ∈ �(T M).

Proof Using (3) and (5), it is clear that FQ2X ∈ �(S(T M⊥)) if g(FQ2X, ξ) = 0.
Therefore, g(FQ2X, ξ) = g(J Q2X − T Q2X, ξ) = g(J Q2X, ξ) = −g(Q2X, Jξ)
= 0. Hence, the result follows. �

Thus from theLemma (3.6) it follows that F(Dθ) is a subspace of S(T M⊥). There-
fore, there exists an invariant subspace μ of T M̄ such that S(TpM⊥) = F(Dθ

p)⊥μp

and

Tp M̄ = S(TpM)⊥{Rad(TpM) ⊕ ltr(TpM)}⊥{F(Dθ
p)⊥μp}.

The main results of this chapter has been presented followed by some definitions,
which will be used for proving them.

Definition 3.7 ([15]) Let M be a lightlike submanifold of an indefinite Kaehler
manifold M̄ . Then M is said to be a transversal lightlike submanifold if the following
conditions are satisfied:

(i) Rad(T M) is transversal with respect to J , that is, J (Rad(T M)) = ltr(T M).
(ii) S(T M) is transversal with respect to J , that is, J (S(T M)) ⊆ S(T M⊥).

Definition 3.8 ([8]) Let M be a lightlike submanifold of an indefinite Kaehler man-
ifold (M̄, ḡ). Then M is said to be a Screen Cauchy Riemann (SCR) lightlike sub-
manifold of M̄ if the following conditions are satisfied:

(i) Rad(T M) is invariant with respect to J .
(ii) There exist real non-null distributions D ⊂ S(T M) such that
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S(T M) = D ⊕ D⊥, J D⊥ ⊂ S(T M⊥), D ∩ D⊥ = {0},

where D⊥ is orthogonal complementary to D in S(T M).

Theorem 3.9 ([8]) A SCR-lightlike submanifold M, of an indefinite Kaehler man-
ifold M̄ is a holomorphic or complex (resp. screen real) lightlike submanifold if and
only if D⊥ = {0} (resp. D = {0}).

4 Nonexistence of Warped Product Slant Lightlike
Submanifolds

Assume that (M1, g1) and (M2, g2) be two Riemannian manifolds and f > 0 be
a differentiable function on M1. Let π : M1 × M2 → M1 and φ : M1 × M2 → M2

be the projection morphisms from the product manifold M1 × M2. Then product
manifold M1 × M2 equipped with Riemannian metric g given by

g = g1 + f 2g2, (20)

is called warped product manifold and denoted by M1 × f M2, where function f is
known as the warping function of the warped product manifold M1 × f M2. Then
using (20), for any tangent vector X to M1 × f M2 at (p, q), we have

‖X‖2 = ‖π∗X‖2 + f 2(π(X))‖φ∗X‖2.

The gradient ∇ f of f on the warped product manifold M1 × f M2 is given by
g(∇ f, X) = X f , for all X ∈ �(T M).

Lemma 4.1 ([2])Let M1 × f M2 be awarped productmanifold. Then for any X,Y ∈
T (M1) and U, Z ∈ T (M2), we have

∇XY ∈ T (M1) ∇U Z = −g(U, Z)

f
∇ f.

∇XU = ∇U X = X f

f
U = X (ln f )U. (21)

Remark 1 It should be noted that M1 and M2 are totally geodesic and totally umbil-
ical submanifolds for warped product manifold M1 × f M2, respectively.
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Theorem 4.2 There does not exist warped product submanifold M = Mθ × f MT

of indefinite Kaehler manifold M̄, where Mθ and MT are proper slant lightlike
submanifold and holomorphic SCR-lightlike submanifold of M̄, respectively.

Proof Assume that Z ∈ �(Dθ) of Mθ and X ∈ �(S(T M)) of MT then using (21),
we derive

g(∇J X Z , X) = Z(ln f )g(J X, X) = 0.

Then on using (1), (2), (7) and (13), it follows that

0 = ḡ(∇̄J X Z , X) = −ḡ(J Z , ∇̄J X J X) = ḡ(∇̄J X T Z , J X) − ḡ(FZ , ∇̄J X J X)

= ḡ(∇J X T Z , J X) − ḡ(FZ , hs(J X, J X)),

by virtue of (21), it further implies that

T Z(ln f )g(X, X) = ḡ(hs(J X, J X), FZ).

On using the polarization identity, we obtain

T Z(ln f )g(X,Y ) = ḡ(hs(J X, JY ), FZ), (22)

for any X,Y ∈ �(S(T M)) of MT and Z ∈ �(Dθ) of Mθ. On the other hand, using
(9) and (21), we have

g(AFZ J X, JY ) = −g(∇̄J X F Z , JY ) = ḡ(Z , ∇̄J XY ) − ḡ(T Z , ∇̄J X JY )

= −ḡ(∇̄J X Z ,Y ) + ḡ(∇̄J X T Z , JY )

= −Z(ln f )g(J X,Y ) + T Z(ln f )g(X,Y ).

Now on using (10), we get ḡ(hs(J X, JY ), FZ) = g(AFZ J X, JY ), then we derive

ḡ(hs(J X, JY ), FZ) = −Z(ln f )g(J X,Y ) + T Z(ln f )g(X,Y ). (23)

Hence from (22) and (23), we obtain Z(ln f )g(J X,Y ) = 0, for any X,Y ∈
�(S(T M)) of MT and Z ∈ �(Dθ) of Mθ. Since MT �= {0} is Riemannian and invari-
ant and therefore

Zln f = 0,

this shows that f is constant and hence the proof is complete. �

Theorem 4.3 There does not exist warped product submanifold M = MT × f Mθ

of an indefinite Kaehler manifold M̄, where Mθ and MT are as in Theorem 4.2.

Proof Assume that Z ∈ �(Dθ) of Mθ and X ∈ �(S(T M)) of MT then using (21),
we obtain g(∇T Z X, Z) = X (ln f )g(T Z , Z) = 0, this further using with (9), (10)
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and (19) implies that

0 = ḡ(∇̄T Z X, Z) = −ḡ(J X, ∇̄T Z T Z) − ḡ(J X, ∇̄T Z F Z)

= g(∇T Z J X, T Z) + g(J X, AFZT Z)

= g(∇T Z J X, T Z) + g(hs(J X, T Z), FZ)

= J X (ln f )g(T Z , T Z) + ḡ(hs(J X, T Z), FZ)

= J X (ln f ).cos2θg(Z , Z) + ḡ(hs(J X, T Z), FZ).

On replacing X by J X in the last expression, we get

X (ln f ).cos2θg(Z , Z) + ḡ(hs(X, T Z), FZ) = 0, (24)

and after replacing Z by T Z and then using (17), (19), we obtain

ḡ(hs(X, Z), FT Z) = X (ln f ).cos2θg(Z , Z). (25)

On the other hand using (7), (13) (17), (19) and (21), for any X ∈ �(S(T M)) of MT

and Y, Z ∈ �(Dθ) of Mθ, we derive

ḡ(hs(T Z , X), FY ) = −ḡ(T Z , ∇̄X JY ) + ḡ(T Z , ∇̄X TY )

= ḡ(T 2Z , ∇̄XY ) + ḡ(FT Z , ∇̄XY ) + ḡ(T Z ,∇X TY )

= −cos2θX (ln f )g(Z , Y ) + ḡ(FT Z , hs(X, Y )) + X (ln f )g(T Z , TY )

= ḡ(FT Z , hs(X, Y )).

On putting Y = Z , we get

ḡ(hs(T Z , X), FZ) = ḡ(FT Z , hs(X, Z)). (26)

Thus from (24)–(26), it follows that

X (ln f )cos2θg(Z , Z) = 0.

Since Dθ is a proper slant and Z is non-null, we obtain X (ln f ) = 0, which proves
our assertion. �

Theorem 4.4 There does not exist warped product submanifold M = M⊥ × f Mθ

of an indefinite Kaehler manifold M̄, where M⊥ and Mθ are transversal lightlike
submanifold and proper slant lightlike submanifold of M̄, respectively.

Proof Let Z ∈ �(Dθ) of Mθ and X ∈ �(S(T M)) of M⊥ then using (1), (2), (9),
(13), (19), and (21), we derive
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g(AJ XT Z , Z) = ḡ(∇̄T Z X, J Z) = g(∇T Z X, T Z) + ḡ(hs(T Z , X), FZ)

= X (ln f )g(T Z , T Z) + ḡ(hs(T Z , X), FZ)

= X (ln f )cos2θg(Z , Z) + ḡ(hs(T Z , X), FZ).

Further, on using (10) in the last expression equation, we obtain

ḡ(hs(T Z , Z), J X) = X (ln f )cos2θg(Z , Z) + ḡ(hs(T Z , X), FZ). (27)

On Replacing Z by T Z in (27) and then using (17) and (19), it follows that

ḡ(hs(Z , T Z), J X) = −X (ln f )cos2θg(Z , Z) + ḡ(hs(Z , X), FT Z). (28)

On the other hand, using (1), (2), (9), (13), (17), and (21), we derive

g(AFZY, T Z) = −ḡ(∇̄X F Z , T Z) = ḡ(∇̄X Z , JT Z) + ḡ(∇̄X T Z , T Z)

= ḡ(∇̄X Z , T 2Z) + ḡ(∇̄X Z , FT Z) + g(∇X T Z , T Z)

= −cos2θg(∇X Z , Z) + ḡ(hs(X, Z), FT Z) + X (ln f )g(T Z , T Z)

= −cos2θX (ln f )g(Z , Z) + ḡ(hs(X, Z), FT Z) + X (ln f )cos2θg(Z , Z)

= ḡ(hs(X, Z), FT Z),

hence on using (10), we obtain

ḡ(hs(T Z , X), FZ) = ḡ(hs(X, Z), FT Z). (29)

Thus on using (27)–(29), we get

2X (ln f )cos2θg(Z , Z) = 0.

SinceMθ is proper slant lightlike submanifold and Dθ is Riemannian then X (ln f ) =
0, this proves the assertion. �

Remark 2 From the Theorems 4.2, 4.3, and 4.4, it is clear that there do not exist
warped product lightlike submanifolds of the following forms:

• M = Mθ × f MT

• M = MT × f Mθ

• M = M⊥ × f Mθ

Hence, now onwards, we call M = Mθ × f M⊥ as a warped product slant lightlike
submanifold of an indefinite Kaehler manifold M̄ .

Lemma 4.5 Let M = Mθ × f M⊥ be a warped product slant lightlike submanifold
of an indefinite Kaehler manifold M̄, where M⊥ and Mθ are transversal lightlike
submanifold and proper slant lightlike submanifold of M̄, respectively. Then

g(hs(X,Y ), J Z) = −T X (ln f )g(Y, Z),
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for any X ∈ �(Dθ) of Mθ and Y, Z ∈ �(S(T M)) of M⊥.

Proof Let X ∈ �(Dθ) of Mθ and Y, Z ∈ �(S(T M)) of M⊥, then using (1), (2), (9)
and (13), we derive

g(hs(T X,Y ), J Z) = g(∇̄Y T X, J Z) = g(∇Y X, Z) + g(∇̄Y J FX, Z).

Since F(Dθ) ⊂ S(T M⊥) and μ is invariant therefore using (14), we have J FX =
BFX and CFX = 0. Hence using (18) and (21), we obtain

g(hs(T X,Y ), J Z) = X (ln f )g(Y, Z) − sin2θg(∇̄Y X, Z).

Again using (21), we derive

g(hs(T X,Y ), J Z) = (1 − sin2θ)X (ln f )g(Y, Z) = cos2θX (ln f )g(Y, Z).

On replacing X by T X in the last expression and then using (17), our assertion
follows. �

Remark 3 It is natural to extend the results obtained in this work in the case of other
ambient spaces, like indefinite cosymplectic manifolds, indefinite quaternionic man-
ifolds or paraquaternionic manifolds, whose metrics are always semi-Riemannian.
Note that lightlike submanifolds in these spaces were investigated by many authors
(see [9, 10, 16]), but the existence of warped product lightlike submanifolds of such
ambient spaces is an open problem.
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Timiş. Ser. Mat.-Inform. 44, 119–145 (2006)

16. Sahin, B.: Lightlike submanifolds of indefinite quaternion Kaehler manifolds. Demonstratio
Math. 40, 701–720 (2007)

17. Sahin, B.: Slant lightlike submanifolds of indefinite Hermitian manifolds. Balkan J. Geom.
Appl. 13, 107–119 (2008)

18. Sahin, B.: Warped product submanifolds of Kaehler manifolds with a slant factor. Ann. Polon.
Math. 95, 207–226 (2009)



Concircular Curvature Tensor’s
Properties on Lorentzian Para-Sasakian
Manifolds

Shashikant Pandey, Rajendra Prasad, and Sandeep Kumar Verma

Abstract The objective of the present paper is to study and investigate the geometric
properties ofConcircular curvature tensor onLorentzian typepara-Sasakianmanifold
endowed with the quarter-symmetric nonmetric connection. At last, we provide an
example which satisfies the conditions of ξ∗-Concircularly flat and φ∗-Concircularly
flat Lorentzian type para-Sasakian manifold endowed with the quarter-symmetric
nonmetric connection.
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1 Introduction

In 1989, K. Matsumoto [11] introduced the notion of Lorentzian type para-Sasakian
manifolds, and an almost para-contact manifold was introduced by [18]. I. Mihai
and R. Rosca [13] introduced the same notion independently and obtained several
results. The Lorentzian type para-Sasakian manifolds have also been studied by K.
Matsumoto and I. Mihai [12], U. C. De and A. A. Shaikh [14] and many others such
as [14, 16, 19, 20]. In 1924, Friedmann and Schouten [7] introduced the idea of
semi-symmetric connection on a differentiable manifold. Some interesting results
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S. Pandey · R. Prasad (B) · S. K. Verma
Department of Mathematics & Astronomy, University of Lucknow,
Lucknow 226007, U.P., India
e-mail: rp.manpur@rediffmail.com

S. Pandey
e-mail: shashi.royal.lko@gmail.com

S. K. Verma
e-mail: skverma1208@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2020
M. H. Shahid et al. (eds.), Differential Geometry, Algebra, and Analysis,
Springer Proceedings in Mathematics & Statistics 327,
https://doi.org/10.1007/978-981-15-5455-1_4

45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5455-1_4&domain=pdf
mailto:rp.manpur@rediffmail.com
mailto:shashi.royal.lko@gmail.com
mailto:skverma1208@gmail.com
https://doi.org/10.1007/978-981-15-5455-1_4


46 S. Pandey et al.

manifold in [1]. A linear connection ∇̄ on a differentiable manifold M is said to be
a semi-symmetric connection if the torsion tensor T of the connection satisfies

T (X,Y ) = η∗(Y )X − η∗(X)Y,

where η∗ is a 1-form and ξ∗ is a vector field defined by η∗(X) = g(X, ξ∗), for all
vector fields X on �(T M), �(T M) is the set of all differentiable vector fields on
M . Semi-symmetric metric and nonmetric connection on para-Sasakian manifold
was studied by [2, 3]. In 1975, Golab [8] defined and studied quarter-symmetric
connection in differentiable manifolds with affine connections.

A linear connection ∇̄ on an n-dimensional Riemannianmanifold (M, g) is called
a quarter-symmetric connection [8], if its torsion tensor T satisfies

T (X,Y ) = η∗(Y )φ∗X − η∗(X)φ∗Y,

where φ∗ is a (1,1) tensor field.
In particular, if φ∗X = X , then the quarter-symmetric connection reduces to the

semi-symmetric connection [7].
Thus the notion of the quarter-symmetric connection generalizes the notion of the

semi-symmetric connection. If moreover, a quarter-symmetric connection ∇̄ satisfies
the condition

(∇̄X g)(Y, Z) �= 0, (1.1)

for some X,Y, Z on �(T M), then ∇̄ is said to be a quarter-symmetric nonmetric
connection. A relation between the quarter-symmetric nonmetric connection ∇̄ and
the Levi-Civita connection ∇ in an n-dimensional Lorentzian type para-Sasakian
manifold M is given by [6]

∇̄XY = ∇XY − η∗(X)φ∗Y. (1.2)

The1-formη∗ is definedbyη∗(X) = g(X, ξ∗) and ξ∗ is the correspondingvectorfield.
Venkatesha and C.S. Bagewadi [23] studied concircular φ∗-recurrent Lorentzian
type para-Sasakian manifolds which generalize the notion of locally concircular
φ∗-symmetric Lorentzian type para-Sasakian manifolds and obtained some interest-
ing results.

Let R̄ and R be the curvature tensors with respect to the quarter-symmetric non-
metric connection ∇̄ and the Levi-Civita connection ∇, respectively. Then, we have
from [6]

R̄(X,Y )Z = R(X,Y )Z + (η∗(X)Y − η∗(Y )X)η∗(Z)

+ g(Y, Z)η∗(X)ξ∗ − g(X, Z)η∗(Y )ξ∗, (1.3)

R̄(ξ∗,Y )Z = −R̄(Y, ξ∗)Z = −2η∗(Z)Y − 2η∗(Y )η∗(Z)ξ∗, (1.4)

S̄(Y, Z) = S(Y, Z) − g(Y, Z) − nη∗(Y )η∗(Z), (1.5)
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S̄(Y, ξ∗) = 2(n − 1)η∗(Y ), S(ξ∗, ξ∗) = −2(n − 1), (1.6)

S̄(φ∗Y,φ∗Z) = S̄(Y, Z) − g(Y, Z) − (n − 2)η∗(Y )η∗(Z), (1.7)

for all vector fields X,Y, Z ∈ �(T M), where S̄ and S are the Ricci tensors with
respect to the quarter-symmetric nonmetric connection ∇̄ and the Levi-Civita con-
nection ∇, respectively.

A Riemannian manifold M is locally symmetric if its curvature tensor R satisfies
∇R = 0. As a generalization of locally symmetric spaces, many geometers have
considered semi-symmetric spaces and in turn their generalizations. A Riemannian
manifold M is said to be semi-symmetric if its curvature tensor R satisfies R(X,Y ) ·
R = 0, where R(X,Y ) acts on R as a derivation. A Riemannian manifold M is said
to be Ricci-semi-symmetric manifold if the relation R̄(X,Y ) · S̄ = 0. holds, where
R̄(X,Y ) the curvature operator.

A transformation of an n-dimensional RiemannianmanifoldM , which transforms
every geodesic circle of M into a geodesic circle, is called a concircular transfor-
mation [9, 21]. A concircular transformation is always a conformal transformation
[9]. Here, geodesic circle means a curve in M whose first curvature is constant and
whose second curvature is identically zero. Thus the geometry of concircular trans-
formations, i.e., the concircular geometry, is a generalization of inversive geometry
in the sense that the change of metric is more general than that induced by a circle
preserving diffeomorphism (see also [5]). An interesting invariant of a concircular
transformation is the concircular curvature tensor C̄ . It is defined by [21, 22]

C̄(X,Y )Z = R̄(X,Y )Z − r̄

n(n − 1)
[g(Y, Z)X − g(X, Z)Y ]. (1.8)

Using (1.8), we obtain

˜̄C(X,Y, Z ,U ) = ˜̄R(X,Y, Z ,U ) − r̄

n(n − 1)
[g(Y, Z)g(X,U ) − g(X, Z)g(Y,U )],

(1.9)

and ˜̄C(X,Y, Z ,U ) = g(C̄(X,Y )Z ,U ), ˜̄R(X,Y, Z ,U ) = g(R̄(X,Y )Z ,U ), where
X,Y, Z ,U ∈ �(T M) and C̄ is the concircular curvature tensor and r̄ is the scalar
curvature with respect to the quarter-symmetric nonmetric connection, respectively.
Riemannian manifolds with vanishing concircular curvature tensor are of constant
curvature. Thus the concircular curvature tensor is a measure of the failure of a
Riemannian manifold to be of constant curvature.

Putting X = ξ∗ in (1.8) and using (1.4), we obtain

C̄(ξ∗,Y )Z = (− r̄

n(n − 1)
)g(Y, Z)ξ∗ + (

r̄

n(n − 1)
− 2)η∗(Z)Y − 2η∗(Y )η∗(Z)ξ∗.

(1.10)
In this paper, we study quarter-symmetric nonmetric connection on Lorentzian type
para-Sasakian manifolds.
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The paper is organized as follows: After the introduction, section two is equipped
with some prerequisites of a Lorentzian type para-Sasakian manifold. Section three
is devoted to studying ξ∗-Concircularly flat in a Lorentzian type para-Sasakian man-
ifold with respect to the quarter-symmetric nonmetric connection. φ∗-Concircularly
flat Lorentzian type para-Sasakian manifolds with respect to the quarter-symmetric
nonmetric connection have been studied in section four. In the next section, we inves-
tigate Ricci-semi-symmetric manifolds with respect to the quarter-symmetric non-
metric connection of a Lorentzian type para-Sasakian manifold. At last, we construct
an example of 5-dimensional Lorentzian type para-Sasakianmanifolds endowedwith
the quarter-symmetric nonmetric connectionswhich verify the results of section three
and section four.

2 Preliminaries

An n-dimensional differentiable manifold M is said to be an almost para-contact
manifold, if it admits an almost para-contact structure (φ∗, ξ∗, η∗, g) consisting of a
(1, 1) tensor field φ∗, vector field ξ∗, 1-form η∗ and Lorentzian metric g satisfying

φ∗ ◦ ξ∗ = 0, η∗ ◦ φ∗ = 0, η∗(ξ∗) = −1, g(X, ξ∗) = η∗(X), (2.1)

φ2
∗X = X + η∗(X)ξ∗, (2.2)

g(φ∗X,φ∗Y ) = g(X,Y ) + η∗(X)η∗(Y ), (2.3)

(∇Xη∗) Y = g(X,φ∗Y ) = (∇Yη∗) X, (2.4)

for any vector field X, Y on M. Such amanifold is termed as Lorentzian para-contact
manifold and the structure (φ∗, ξ∗, η∗, g) a Lorentzian para-contact structure [11].

If moreover (φ∗, ξ∗, η∗, g) satisfies the conditions

dη∗ = 0, ∇Xξ∗ = φ∗X, (2.5)

(∇Xφ∗) Y = g (X,Y ) ξ∗ + η∗ (Y ) X + 2η∗ (X) η∗ (Y ) ξ∗, (2.6)

for X,Y tangent to M , then M is called a Lorentzian type para-Sasakian manifold
or briefly LP type Sasakian manifold, where ∇ denotes the covariant differentiation
with respect to Lorentzian metric g.

Moreover, for the curvature tensor R, the Ricci tensor S and the Ricci operator
Q in a Lorentzian type para-Sasakian manifold M with respect to the Levi-Civita
connection, the following relation holds [17]

η∗ (R (X,Y ) Z) = g (Y, Z) η∗ (X) − g (X, Z) η∗ (Y ) , (2.7)

R (ξ∗, X) Y = g (X,Y ) ξ∗ − η∗ (Y ) X, (2.8)
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R (ξ∗, X) ξ∗ = −R (X, ξ∗) ξ∗ = X + η∗ (X) ξ∗, (2.9)

R (X,Y ) ξ∗ = η∗ (Y ) X − η∗ (X) Y, (2.10)

S (X, ξ∗) = (n − 1) η∗ (X) , Qξ∗ = (n − 1) ξ∗ (2.11)

S (φ∗X,φ∗Y ) = S (X,Y ) + (n − 1) η∗ (X) η∗ (Y ) , (2.12)

for all vector fields X,Y ∈ �(T M).

3 ξ∗-Concircularly Flat Lorentzian Type Para-Sasakian
Manifolds with Respect to the Quarter-Symmetric
Nonmetric Connection

Definition 3.1 A Lorentzian type para-Sasakian manifold is said to be
ξ∗-Concircularly flat [4] with respect to the quarter-symmetric nonmetric connection
if

C̄ (X,Y ) ξ∗ = 0,

where X , Y ∈ �(T M).

Theorem 3.2 A Lorentzian type para-Sasakian manifold admitting a quarter-
symmetric nonmetric connection is ξ∗-Concircularly flat if and only if the scalar
curvature r̄ with respect to the quarter-symmetric nonmetric connection is equal to
2n(n − 1).

Proof Combining (1.3) and (1.8), it follows that

C̄(X, Y )Z = R(X, Y )Z + η∗(Z)[η∗(X)Y − η∗(Y )X ] − [η∗(X)g(Y, Z) − η∗(Y )g(X, Z)]ξ∗

− r̄

n(n − 1)
[g(Y, Z)X − g(X, Z)Y ]. (3.1)

Putting Z = ξ∗ in (3.1) and using (2.1), we have

C̄(X,Y )ξ∗ = R(X,Y )ξ∗ + [−η∗(X)Y + η∗(Y )X ]
+ r̄

n(n − 1)
[−η∗(X)Y + η∗(Y )X ]. (3.2)

Using (2.10) and (3.2), we get

C̄(X,Y )ξ∗ = [2 − r̄

n(n − 1)
]R(X,Y )ξ∗. (3.3)
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If C̄(X,Y )ξ∗ = 0, then r̄ = 2n(n − 1) or R(X,Y )ξ∗ = η∗(Y )X − η∗(X)Y = 0
implies that η∗(X) = 0 which is not possible.

Conversely, if r̄ = 2n(n − 1), then from (3.3), it follows that C̄(X,Y )ξ∗ = 0.
This completes the proof. �

Theorem 3.3 If Lorentzian type para-Sasakian manifolds satisfy R̄ (ξ∗,Y ) · C̄ = 0
with respect to a quarter-symmetric nonmetric connection, then themanifold is an η∗-
Einstein manifold with respect to the quarter-symmetric nonmetric connection, and
the scalar curvature r̄ with respect to the quarter-symmetric nonmetric connection
is a positive constant.

Proof For Lorentzian type para-Sasakian manifolds with respect to the quarter-
symmetric nonmetric connection the curvature tensor satisfies the condition

R̄(X,Y ) · C̄ = R̄(X,Y ) · R̄

(R̄(ξ∗,Y ) · R̄)(U, V )W = 0, (3.4)

From (3.4), we have

R̄(ξ∗,Y )R̄(U, V )W + R̄(R̄(ξ∗,Y )U, V )W

−R̄(U, R̄(ξ∗,Y )V )W − R̄(U, V )R̄(ξ∗,Y )W = 0

Now, using (2.8) and (3.4), we have

−η∗(R̄(U, V )W )Y − η∗(Y )η∗(R̄(U, V )W )ξ∗ + η∗(U )R̄(Y, V )W (3.5)

+η∗(V )R̄(U,Y )W + η∗(W )R̄(U, V )Y + η∗(Y )η∗(W )R̄(U, V )ξ = 0.

Putting U = ξ∗ in (3.5), we have

R̄(Y, V )W = −2η∗(V )η∗(W )Y + 2η∗(V )η∗(W )η∗(Y )ξ∗ (3.6)

Now contracting (3.6) with respect to Y , we obtain

S̄(V,W ) = −2(n − 1)η∗(V )η∗(W ). (3.7)

We know that scaler curvature r̄ = ∑n
i=1 εi S̄(ei , ei ) so using (3.7), we get

r̄ = 2(n − 1).

Which shows that the scalar curvature r̄ with respect to the quarter-symmetric non-
metric connection is a positive constant.

This completes the proof of Theorem 3.3.
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4 φ∗-Concircularly Flat Lorentzian Type Para-Sasakian
Manifold with Respect to the Quarter-Symmetric
Nonmetric Connection

Definition 4.1 A Lorentzian type para-Sasakian manifold is said to be
φ∗-Concircularly flat with respect to the quarter-symmetric nonmetric connection
if ˜̄C(φ∗X,φ∗Y,φ∗Z ,φ∗U ) = 0,

where X, Y, Z , U ∈ �(T M).

Definition 4.2 ALorentzian type para-Sasakianmanifold is said to be an η∗-Einstein
manifold if its Ricci tensor S of the Levi-Civita connection is of the form

S (X,Y ) = ag (X,Y ) + bη∗ (X) η∗ (Y ) ,

where a and b are smooth functions on the manifold.

Theorem 4.3 If a Lorentzian type para-Sasakian manifold admitting a quarter-
symmetric nonmetric connection is φ∗-Concircularly flat, then the manifold with
respect to the quarter-symmetric nonmetric connection is an η∗-Einstein manifold.

Proof Using (1.9)we obtain

˜̄C(X,Y, Z ,U ) = ˜̄R(X,Y, Z ,U ) − r̄

n(n − 1)
[g(Y, Z)g(X,U )

−g(X, Z)g(Y,U )], (4.1)

where ˜̄C(X,Y, Z ,U ) = g(C̄(X,Y )Z ,U ) and ˜̄R(X,Y, Z ,U ) = g(R̄(X,Y )Z ,U ).

Now putting X = φ∗X, Y = φ∗Y, Z = φ∗Z , U = φ∗U in (4.1) and using (2.1)
and (2.2), we get

˜̄C(φ∗X,φ∗Y,φ∗Z ,φ∗U ) = ˜̄R(φ∗X,φ∗Y,φ∗Z ,φ∗U ) − r̄

n(n − 1)
[g(φ∗Y,φ∗Z)g(φ∗X,φ∗U )

−g(φ∗X,φ∗Z)g(φ∗Y,φ∗U )]. (4.2)

Let {e1, e2, ...., en−1, ξ∗} be a local orthonormal basis of vector fields in M, then
{φ∗e1,φ∗e2, ....,φ∗en−1, ξ∗} is also a local orthonormal basis. Putting X = U = ei
in (4.2) and summing over i = 1 to n − 1, we obtain

n−1∑

n=1

˜̄C(φ∗ei ,φ∗Y,φ∗Z ,φ∗ei ) = S̄ (φ∗Y,φ∗Z) − (n − 2) r̄

n(n − 1)
g (φ∗Y,φ∗Z) . (4.3)
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Using (2.3) and (2.12) in (4.3), we have

n−1∑

n=1

˜̄C(φ∗ei ,φ∗Y,φ∗Z ,φ∗ei ) = S̄ (Y, Z) − g(Y, Z) − (n − 2) η∗ (Y ) η∗ (Z)

− (n − 2) r̄

n(n − 1)
[g (Y, Z) + η∗ (Y ) η∗ (Z)] . (4.4)

By virtue of (1.5) and (4.4), we have

n−1∑

n=1

˜̄C(φ∗ei ,φ∗Y,φ∗Z ,φ∗ei ) = S̄ (Y, Z) −
[

1 + (n − 2) r̄

n(n − 1)

]

g (Y, Z)

−
[

(n − 2) + (n − 2) r̄

n(n − 1)

]

η∗ (Y ) η∗ (Z) . (4.5)

If
∑n−1

n=1
˜̄C(φ∗ei ,φ∗Y,φ∗Z ,φ∗ei ) = 0, then

S̄ (Y, Z) =
[

1 + (n − 2) r̄

n(n − 1)

]

g (Y, Z) +
[

(n − 2) + (n − 2) r̄

n(n − 1)

]

η∗ (Y ) η∗ (Z) ,

or
S̄ (Y, Z) = ag (Y, Z) + bη∗ (Y ) η∗ (Z) ,

where a =
[
1 + (n−2)r̄

n(n−1)

]
and b =

[
(n − 2) + (n−2)r̄

n(n−1)

]
.

From which it follows that the manifold is an η∗-Einstein manifold with respect
to the quarter-symmetric nonmetric connection.

Hence, proof of the Theorem 4.3 is completed. �

5 Lorentzian type para-Sasakian manifold satisfying
C̄ · S̄ = 0 with respect to a quarter-symmetric nonmetric
connection

Theorem 5.1 If Lorentzian type para-Sasakian manifolds satisfy C̄ · S̄ = 0 with
respect to a quarter-symmetric nonmetric connection, then the manifold is an η∗-
Einstein manifold with respect to a quarter-symmetric nonmetric connection.

Proof We consider Lorentzian type para-Sasakian manifolds with respect to a
quarter-symmetric nonmetric connection ∇̄ satisfying the curvature condition C̄ ·
S̄ = 0. Then (

C̄ (X,Y ) · S̄)
(U, V ) = 0.
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So,
S̄(C̄ (X,Y )U, V ) + S̄

(
U, C̄ (X,Y ) V

) = 0. (5.1)

Putting X = ξ∗ in (5.1) and using (1.10), we get

(

− r̄

n(n − 1)

)

[g(Y,U )S̄(ξ∗, V ) + g(Y, V )S̄(ξ∗,U )] +
(

r̄

n(n − 1)
− 2

)

[η∗(U )

S̄(Y, V ) + η∗(V )S̄(Y,U )] − 2η∗(Y )η∗(U )S̄(ξ∗, V ) − 2η∗(Y )η∗(V )S̄(ξ∗,U ) = 0.

(5.2)

Again putting U = ξ∗ in (5.2) implies that

(

− r̄

n(n − 1)

)

[2(n − 1)η∗(Y )η∗(V ) − 2(n − 1)g(Y, V )] +
(

r̄

n(n − 1)
− 2

)

[−S̄(Y, V )

+2(n − 1)η∗(Y )η∗(V )] + 8(n − 1)η∗(Y )η∗(V ) = 0.

S̄(Y, V ) =
[

2(n − 1)r̄

r̄ − 2n(n − 1)

]

g(Y, V ) +
[

4n(n − 1)2

r̄ − 2n(n − 1)

]

η∗(Y )η∗(V ).

Therefore, S̄(Y, V ) = ag(Y, V ) + bη∗(Y )η∗(V ) where a = 2(n−1)r̄
r̄−2n(n−1) and b =

4n(n−1)2

r̄−2n(n−1) .
Thismeans that themanifold is anη∗-Einsteinmanifoldwith respect to the quarter-

symmetric nonmetric connection.
This completes the proof. �

6 Example

In this section, we construct an example on Lorentzian type para-Sasakian manifold
with respect to the quarter-symmetric nonmetric connection ∇̄, which verifies the
results of section three and section four. We consider the 5-dimensional manifold
(x, y, z, u, v) ∈ R

5, where (x, y, z, u, v) are the standard coordinates in R
5. We

choose the vector fields

e1 = − ∂

∂x
, e2 = e−x ∂

∂y
, e3 = e−x ∂

∂z
, e4 = e−x ∂

∂u
, e5 = e−x ∂

∂v
,

which are linearly independent at each point of M . Let g be the Lorentzian metric
defined by

g(e1, e1) = −1, g(e2, e2) = 1, g(e3, e3) = 1, g(e4, e4) = 1, g(e5, e5) = 1,

and g(ei , e j ) = 0 if i �= j .
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Let φ∗ be the (1, 1)-tensor field and η∗(X) = g(X, e1 = ξ∗) be a 1-form, defined by

φ∗e1 = 0, φ∗e2 = −e2, φ∗e3 = −e3, φ∗e4 = −e4, φ∗e5 = −e5.

Using the linearity of φ∗ and g, we obtain

φ2
∗X = X + η∗(X)ξ∗, η∗(ξ∗) = −1, η∗(X) = g(X, ξ∗)

and
g(φ∗X,φ∗Y ) = g(X,Y ) + η∗(X)η∗(Y ),

for any vector fields X,Y ∈ �(T M). Thus for e1 = ξ∗, the structure (φ∗, ξ∗, η∗, g)
defines an almost para-contact metric structure on M . Then, we have

[e1, e2] = e2, [e1, e3] = e3, [e1, e4] = e4, [e1, e5] = e5,

[e2, e3] = [e2, e4] = 0, [e2, e5] = [e3, e4] = [e3, e5] = [e4, e5] = 0.

The Levi-Civita connection ∇ of the metric tensor g is given by Koszul’s formula
which is given by

2g(∇XY, Z) = Xg(Y, Z) + Yg(Z , X) − Zg(X, Y ) − g(X, [Y, Z ]) − g(Y, [X, Z ]) + g(Z , [X, Y ]).

Using Koszul’s formula, we obtain the following:

∇e1e1 = 0, ∇e1e2 = 0, ∇e1e3 = 0, ∇e1e4 = 0, ∇e1e5 = 0,

∇e2e1 = −e2, ∇e2e2 = e1, ∇e2e3 = 0, ∇e2e4 = 0, ∇e2e5 = 0,

∇e3e1 = −e3, ∇e3e2 = 0, ∇e3e3 = e1, ∇e3e4 = 0, ∇e3e5 = 0,

∇e4e1 = −e4, ∇e4e2 = 0, ∇e4e3 = 0, ∇e4e4 = e1, ∇e4e5 = 0,

∇e5e1 = −e5, ∇e5e2 = 0, ∇e5e3 = 0, ∇e5e4 = 0, ∇e5e5 = e1.

In view of the above relations, we see that

(∇Xφ∗)Y = g(X,Y )ξ∗ + η∗(Y )X + 2η∗(X)η∗(Y )ξ∗,

∇Xξ∗ = φ∗X,

for all X,Y ∈ �(T M) and ξ∗ = e1.
Therefore, the manifold is a Lorentzian type para-Sasakian manifold with the

structure (φ∗, ξ∗, η∗, g). Using (1.1) in the above equations, we obtain
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∇̄e1e1 = 0, ∇̄e1e2 = 0, ∇̄e1e3 = 0, ∇̄e1e4 = 0, ∇̄e1e5 = 0,

∇̄e2e1 = −2e2, ∇̄e2e2 = 2e1, ∇̄e2e3 = 0, ∇̄e2e4 = 0, ∇̄e2e5 = 0,

∇̄e3e1 = −2e3, ∇̄e3e2 = 0, ∇̄e3e3 = 2e1, ∇̄e3e4 = 0, ∇̄e3e5 = 0,

∇̄e4e1 = −2e4, ∇̄e4e2 = 0, ∇̄e4e3 = 0, ∇̄e4e4 = 2e1, ∇̄e4e5 = 0,

∇̄e5e1 = −2e5, ∇̄e5e2 = 0, ∇̄e5e3 = 0, ∇̄e5e4 = 0, ∇̄e5e5 = 2e1.

Now, we can easily obtain the nonzero components of the curvature tensors R as
follows:

R(e1, e2)e1 = −e2, R(e1, e2)e2 = e1, R(e1, e3)e1 = −e3, R(e1, e3)e3 = e1,

R(e1, e4)e1 = −e4, R(e1, e4)e2 = e1, R(e1, e5)e1 = −e5, R(e1, e5)e3 = e1,

R(e2, e3)e1 = −e3, R(e2, e3)e2 = e2, R(e2, e4)e1 = −e4, R(e2, e4)e3 = e2,

R(e2, e5)e1 = −e5, R(e2, e5)e2 = e2, R(e3, e4)e1 = −e4, R(e3, e4)e3 = e3,

R(e3, e5)e1 = −e5, R(e3, e5)e2 = e3, R(e4, e5)e1 = −e5, R(e4, e5)e3 = e4,

and

R̄(e1, e2)e1 = −2e2, R̄(e1, e2)e2 = 2e1, R̄(e1, e3)e1 = −2e3, R̄(e1, e3)e3 = 2e1,

R̄(e1, e4)e1 = −2e4, R̄(e1, e4)e2 = 2e1, R̄(e1, e5)e1 = −2e5, R̄(e1, e5)e3 = 2e1,

R̄(e2, e3)e1 = −2e3, R̄(e2, e3)e2 = 2e2, R̄(e2, e4)e1 = −2e4, R̄(e2, e4)e3 = 2e2,

R̄(e2, e5)e1 = −2e5, R̄(e2, e5)e2 = 2e2, R̄(e3, e4)e1 = −2e4, R̄(e3, e4)e3 = 2e3,

R̄(e3, e5)e1 = −2e5, R̄(e3, e5)e2 = 2e3, R̄(e4, e5)e1 = −2e5, R̄(e4, e5)e3 = 2e4.

With the help of the above curvature tensors with respect to the quarter-symmetric
nonmetric connection, we find the Ricci tensors S̄ as follows:

S̄(e1, e1) = S̄(e2, e2) = S̄(e3, e3) = S̄(e4, e4) = S̄(e5, e5) = 8.

Also, it follows that the scalar curvature tensor with respect to the quarter-symmetric
nonmetric connection is r̄ = 40.

Let X,Y, Z and U be any four vector fields given by

X = a1e1 + a2e2 + a3e3 + a4e4 + a5e5, Y = b1e1 + b2e2 + b3e3 + b4e4 + b5e5
Z = c1e1 + c2e2 + c3e3 + c4e4 + c5e5, W = d1e1 + d2e2 + d3e3 + d4e4 + d5e5

where ai , bi , ci , di , for all i = 1, 2, 3, 4, 5 are all nonzero real numbers. Using the
above curvature tensors and the scalar curvature tensors of the quarter-symmetric
nonmetric connection, we have
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C̄(X,Y )ξ∗ = a1b1(2e2 − 2e2) + a1b5(2e5 − 2e5) + a1b4(2e4 − 2e4)

+ a1b3(2e3 − 2e3) = 0,

which verifies the result of section three.

Now, we see that the φ∗-Concircularly flat with respect to the quarter-symmetric
nonmetric connection from the above relations is as follows:

C̄(φ∗X,φ∗Y,φ∗Z ,φ∗U ) = 2a2b3(c2d3 − c3d2) + 2a2b5(c2d5 − c5d2) + 2a3b4(c3d4 − c4d3)

+ 2a4b5(c4d5 − c5d4) + 2a2b4(c2d4 − c4d2) + 2a3b5(c3d5 − c5d3)

= 0

Hence Lorentzian type para-Sasakian manifold will be φ∗-Concircularly flat with
respect to the quarter-symmetric nonmetric connection if c2

d2
= c3

d3
= c4

d4
= c5

d5
. The

above arguments tell us that the 5-dimensional Lorentzian type para-Sasakian mani-
fold with respect to the quarter-symmetric nonmetric connection under consideration
agrees with section four.
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1 Introduction

Vos [22] introduced the notion of statistical submanifold in 1989. The statistical sub-
manifold theory originates in Information geometry and is now deepening through
pure differential geometry, though due to the hardness to find classical differen-
tial geometric approaches for study of statistical submanifolds, it has made very
little progress. The geometry of statistical manifolds is developing as deformation
of Riemannian geometry, related to Information geometry, Hessian geometry, the
differential geometry of affine hypersurfaces and many other fields [2, 4, 5, 9, 10,
19].

Casorati [6] introduced and studied Casorati curvature in 1999. The geometrical
importance of the Casorati curvature have been discussed in [7, 13, 20]. A number
of geometric results has been obtained for the Casorati curvatures using different
optimization techniques [1, 3, 11, 14–17, 21].

In the present article, in Sect. 2, we review the statistical manifold theory briefly.
In Sect. 3, we obtain bounds for normalized δ−Casorati curvature for statistical
submanifolds in Sasakian statistical manifolds of constant φ-sectional curvature. In
Sect. 4, we derive normalized δ−Casorati curvature for statistical submanifolds in
Sasakian statisticalmanifolds of constantφ-sectional curvaturewith semi-symmetric
metric connection and provide the condition under which the equality holds.

2 Preliminaries

In this section, we review the statistical manifolds and their submanifolds in brief.

Definition 2.1 Let (M,g) be a Riemannian manifold and ∇ and ∇∗
be torsion-free

affine connections on M such that

Gg(E,F) = g(∇GE,F) + g(E,∇∗
GF), (2.1)

for E,F,G ∈ �(TM). Then Riemannian manifold (M,g) is called a statistical mani-
fold. It is denoted by (M,g,∇,∇∗

).

Remark 2.2 Here,

1. the connections ∇ and ∇∗
are called dual connections. The pair (∇,g) is said to

be a statistical structure.
2. if (∇,g) is a statistical structure on M, then (∇∗

,g) is also a statistical structure
on M.

3. we have

∇◦ = 1

2
(∇ + ∇∗

), (2.2)
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where ∇◦
is Levi-Civita connection for M.

Let M be a (2m + 1)-dimensional manifold and let M be an n-dimensional sub-
manifolds of M. Then, the Gauss formulae are [22]

{∇EF = ∇EF + σ(E,F),

∇∗
EF = ∇∗

EF + σ∗(E,F),
(2.3)

where σ and σ∗ are symmetric, bilinear, imbedding curvature tensors of M in M for
∇ and ∇∗

, respectively.
The curvature tensor fields R and R∗ of ∇ and ∇∗

, respectively, satisfy

g(R∗
(E,F)G,W) = −g(G,R(E,F)W), (2.4)

where R and R∗ are given by [22]

g(R(E,F)G,W) = g(R(E,F)G,W) + g(σ(E,G),σ∗(F,W))

− g(σ∗(E,W),σ(F,G)), (2.5)

and

g(R∗
(E,F)G,W) = g(R∗(E,F)G,W) + g(σ∗(E,G),σ(F,W))

− g(σ(E,W),σ∗(F,G)). (2.6)

Let us denote the normal bundle of M by TM⊥. The linear transformations AN and
A∗
N are defined by

{
g(ANE,F) = g(σ(E,F), N ),

g(A∗
NE,F) = g(σ∗(E,F), N ),

(2.7)

for any N ∈ TM⊥ and E,F ∈ TM. The corresponding Weingarten formulae are [22]

{∇EN = −A∗
NE + ∇⊥

E N ,

∇∗
EN = −ANE + ∇∗⊥

E N ,
(2.8)

where N ∈ TM⊥, E ∈ TM and ∇⊥
E and ∇∗⊥

E are Riemannian dual connections with
respect to the induced metric on TM⊥.

Let M be an odd-dimensional manifold and φ be a tensor field of type (1, 1), ξ a
vector field, and a 1-form η on M satisfying the conditions

η(ξ) = 1,

φ2E = −E + η(E)ξ,
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for any vector fieldE onM. ThenM is said to have an almost contact structure (φ, ξ, η).

Definition 2.3 ([9])Analmost contact structure (φ, ξ,g)onM is said to be aSasakian
structure if

(∇◦
Eφ)F = g(F, ξ)E − g(F,E)ξ

holds for any E,F ∈ TM.

Definition 2.4 ([9])Aquadruple (∇,g,φ, ξ) is called a Sasakian statistical structure
on M if (∇,g) is a statistical structure, (g,φ, ξ) is a Sasakian structure on M and the
formula

KEφF + φKEF = 0

holds for any E,F ∈ TM, where KEF = ∇EF − ∇◦
EF.

Definition 2.5 ([9]) Let (M,∇,g,φ, ξ) be a Sasakian statistical manifold and c ∈ R.
The Sasakian statistical structure is said to be of constant φ-sectional curvature c if
the curvature tensor S is given by

S(E,F)G = c + 3

4
{g(F,G)E − g(E,G)F} + c − 1

4
{g(φF,G)φE

− g(φE,G)φF − 2g(φE,F)φG − g(F, ξ)g(G, ξ)E + g(E, ξ)g(G, ξ)F

+ g(F, ξ)g(G,E)ξ − g(E, ξ)g(G,F)ξ}, (2.9)

where E,F,G ∈ TM and

2S(E,F)G = R(E,F)G + R∗
(E,F)G. (2.10)

We denote a Sasakian statistical manifold with constant φ-sectional curvature c by
M(c).

Let {e1, . . . , en} and {en+1, . . . , e2m+1} be tangent orthonormal frame and normal
orthonormal frame, respectively, on M. The mean curvature vector fields with respect
to ∇, ∇∗

and ∇◦
, respectively, are given by

⎧⎪⎪⎨
⎪⎪⎩

H = 1
n

∑n
i=1 σ(ei , ei ),

H∗ = 1
n

∑n
i=1 σ∗(ei , ei ),

H◦ = 1
n

∑n
i=1 σ◦(ei , ei ).

(2.11)

We also set
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⎧⎪⎪⎨
⎪⎪⎩

‖σ‖2 = ∑n
i, j=1 g(σ(ei , e j ),σ(ei , e j )),

‖σ∗‖2 = ∑n
i, j=1 g(σ∗(ei , e j ),σ∗(ei , e j )),

‖σ◦‖2 = ∑n
i, j=1 g(σ◦(ei , e j ),σ◦(ei , e j )).

(2.12)

The second fundamental form σ◦(resp. σ, or σ∗) has several geometric properties
due to which we got the following different classes of the submanifolds.

• Asubmanifold is said to be totally a geodesic submanifoldwith respect to∇◦
(resp.

∇, or ∇∗
), if the second fundamental form σ◦ (resp. σ, or σ∗) vanishes identically,

that is σ◦ = 0 (resp. σ = 0, or σ∗ = 0).
• A submanifold is said to be a minimal submanifold with respect to ∇◦

(resp.∇,
or ∇∗

), if the mean curvature vector H◦ (resp.H, or H∗) vanishes identically, that is
H◦ = 0 (resp. H = 0, or H∗ = 0).

Let K (π) denote the sectional curvature of a Riemannian manifold M of the plane
section π ⊂ TpM at a point p ∈ M. If {e1, . . . , en} is an orthonormal basis of TpM and
{en+1, . . . , e2m+1} is an orthonormal basis of T⊥

p M at any p ∈ M, then

τ (p) =
∑

1≤i< j≤n

K (ei ∧ e j ), (2.13)

where τ is the scalar curvature. The normalized scalar curvature ρ is defined as

ρ = 2τ

n(n − 1)
. (2.14)

We also put
σ

γ
i j = g(σ(ei , e j ), eγ), σ

∗γ
i j = g(σ∗(ei , e j ), eγ),

i, j ∈ 1, 2, . . . , n, γ ∈ {n + 1, n + 2, . . . , 2m + 1}. The squared norms of the sec-
ond fundamental forms σ and σ∗ are denoted by C and C∗, respectively, and are given
as

C = 1

n

2m+1∑
γ=n+1

n∑
i, j=1

(
σ

γ
i j

)2
and C∗ = 1

n

2m+1∑
γ=n+1

n∑
i, j=1

(
σ

∗γ
i j

)2
, (2.15)

called Casorati curvatures of the submanifold.
Let L be an r -dimensional subspace of TM, r ≥ 2, and {e1, e2, . . . , er } is an

orthonormal basis of L. Then

τ (L) =
∑

1≤γ<β≤r

K (eγ ∧ eβ)
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is called the scalar curvature of the r -plane section. The Casorati curvatures C and
C∗ of that r -plane section L are

C(L) = 1

r

2m+1∑
γ=n+1

r∑
i, j=1

(
σ

γ
i j

)2
and C∗(L) = 1

r

2m+1∑
γ=n+1

r∑
i, j=1

(
σ

∗γ
i j

)2
. (2.16)

The normalized δ-Casorati curvatures δc(n − 1) and δ̂c(n − 1) are defined as

[δc(n − 1)]p = 1

2
Cp + n + 1

2n
in f {C(L)|L : a hyperplane of TpM} (2.17)

and

[̂δc(n − 1)]p = 2Cp + 2n − 1

2n
sup{C(L)|L : a hyperplane of TpM}. (2.18)

Moreover, the dual normalized δ∗-Casorati curvatures δ∗
c (n − 1) and δ̂∗

c (n − 1) are
defined as

[δ∗
c (n − 1)]p = 1

2
C∗
p + n + 1

2n
in f {C∗(L)|L : a hyperplane of TpM} (2.19)

and

[̂δ∗
c (n − 1)]p = 2C∗

p + 2n − 1

2n
sup{C∗(L)|L : a hyperplane of TpM}. (2.20)

Let M be a Riemannian manifold and M be a submanifold of M and f : M → R be
a differentiable function. If we assume an optimal problem

minx∈M f (x), (2.21)

then we have the following lemma for later use.

Lemma 2.6 ([18]) If x◦ ∈ M is a solution of the problem (2.21), then

• (grad( f ))(x◦) ∈ T⊥
x◦ M• the bilinear form

� : Tx◦M × Tx◦M → R,

�(E,F) = Hess f (E,F) + g(σ(E,F), (grad f )(x))

is positive semi-definite, where σ is the second fundamental form of M in M and
grad( f ) is the gradient of f .



Inequalities for Statistical Submanifolds in Sasakian … 65

3 Normalized δ-Casorati Curvature

In this section, we mainly find the bounds for normalized scalar curvature in terms
of the normalized δ−Casorati curvatures for statistical submanifolds of Sasakian
statistical manifold with constant φ-sectional curvature.

Theorem 3.1 Let M be a statistical submanifold in a Sasakian statistical manifold
M(c) such thatM is tangent to the structure vector field ξ ofM(c). Then, the normalized
δ-Casorati curvatures δc(n − 1) and δ∗

c (n − 1) satisfy

ρ ≤ 2δ◦
c (n − 1) − 4n2(n − 1)(n3 + 4n2 − 3n − 20)

(n2 + 4n + 1)2
‖H◦‖2

+ c − 1

2n(n − 1)

{
2(n − 1) + 3‖P‖2}

+ c + 3

2
+ 2

(n − 1)
C◦ + n

n − 1
(‖H‖2, ‖H∗‖2), (3.1)

for real t , 0 < t < n(n − 1), where 2δ◦
c (n − 1) = δc(n − 1) + δ∗

c (n − 1) and 2C◦ =
C + C∗.

Proof From (2.5), (2.6), (2.9) and (2.10), we have

g(R(E,F)G,W) + g(R∗(E,F)G,W)

= c + 3

2
{g(F,G)g(E,W) − g(E,G)g(F,W}

+ c − 1

2
{g(φF,G)g(φE,W) − g(φE,G)g(φF,W)

− 2g(φE,F)g(φG,W) − g(F, ξ)g(G, ξ)g(E,W)

+ g(E, ξ)g(G, ξ)g(F,W) + g(F, ξ)g(G,E)g(ξ,W)

− g(E, ξ)g(G,F)g(ξ,W)} − g(σ(E,G),σ∗(F,W))

+ g(σ∗(E,W),σ(F,G)) − g(σ∗(E,G),σ(F,W))

+ g(σ(E,W),σ∗(F,G)). (3.2)

Putting F = W = ei and E = G = e j , in (3.2), we get
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g(R(ei , e j )e j , ei ) + g(R∗(ei , e j )e j , ei )

= c + 3

2
{g(e j , e j )g(ei , ei ) − g(ei , e j )g(e j , ei }

+ c − 1

2
{g(φe j , e j )g(φei , ei ) − g(φei , e j )g(φe j , ei )

− 2g(φei , e j )g(φe j , ei ) − g(e j , ξ)g(e j , ξ)g(ei , ei )

+ g(ei , ξ)g(e j , ξ)g(e j , ei ) + g(e j , ξ)g(e j , ei )g(ξ, ei )

− g(ei , ξ)g(e j , e j )g(ξ, ei )} − g(σ(ei , e j ),σ
∗(e j , ei ))

+ g(σ∗(ei , ei ),σ(e j , e j )) − g(σ∗(ei , e j ),σ(e j , ei ))

+ g(σ(ei , ei ),σ
∗(e j , e j )). (3.3)

Applying summation 1 ≤ i, j ≤ n and using (2.11) and (2.12) in (3.3), we obtain

∑
1≤i, j≤n

[g(R(ei , e j )e j , ei ) + g(R∗(ei , e j )e j , ei )]

= c + 3

2
n(n − 1) + 2n2g(H,H∗)

+ c − 1

2

⎧⎨
⎩2(1 − n) + 3

∑
1≤i, j≤n

g2(φei , e j )

⎫⎬
⎭

−
∑

1≤i, j≤n

g(σ(ei , e j ),σ
∗(e j , ei )) −

∑
1≤i, j≤n

g(σ∗(ei , e j ),σ(e j , ei ))

= c + 3

2
n(n − 1)

+ n2
{
g(H∗ + H,H∗ + H) − g(H,H) − g(H∗,H∗)

}
+ c − 1

2

{
2(1 − n) + 3

∑
1≤i, j≤n

g2(φei , e j )
}

−
∑

1≤i, j≤n

{
g(σ(ei , e j ) + σ∗(e j , ei ),σ∗(ei , e j ) + σ(e j , ei ))

− g(σ(ei , e j ),σ(ei , e j )) − g(σ∗(e j , ei ),σ∗(e j , ei ))
}
. (3.4)

Since fromEq. (2.2) 2H◦ = H + H∗, it follows from the above equation and Eq. (2.15)
that

2τ = c + 3

2
n(n − 1) + c − 1

2

{
2(1 − n) + 3‖P‖2}

+ 4n2‖H◦‖2 − n2(‖H‖2 + ‖H∗‖2) − 4nC◦ + n(C + C∗). (3.5)

Define the following function, denoted by Q, a quadratic polynomial in the compo-
nents of the second fundamental form
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Q = n(n − 1)C◦ + (n − 1)(n + 1)C◦(L) + c + 3

2
n(n − 1)

+ c − 1

2

{
2(1 − n) + 3‖P‖2} − 2τ + n(C + C∗)

− n2(‖H‖2 + ‖H∗‖2), (3.6)

where L is the hyperplane of TpM. Without loss of generality, let us assume that L is
spanned by e1, . . . , en−1, then from (3.6)

Q = 2n
2m+1∑
γ=n+1

n−1∑
i=1

(σ
◦γ
i i )2 + 4(n + 2)

2m+1∑
γ=n+1

n−1∑
i< j=1

(σ
◦γ
i j )2

+ (n − 1)
2m+1∑
γ=n+1

(σ◦γ
nn)

2 + 2(n + 3)
2m+1∑
γ=n+1

n−1∑
i=1

(σ
◦γ
in )2

− 8
2m+1∑
γ=n+1

n∑
i< j=1

σ
◦γ
i i σ

◦γ
j j ,

which implies

1

4
Q =

2m+1∑
γ=n+1

n−1∑
i=1

[
n

2
(σ

◦γ
i i )2 + n + 3

2

n−1∑
i=1

(σ
◦γ
in )2

]

+
2m+1∑
γ=n+1

[
(n + 2)

n−1∑
i< j=1

(σ
◦γ
i j )2 + n − 1

4

2m+1∑
γ=n+1

(σ◦γ
nn)

2

− 2
2m+1∑
γ=n+1

n∑
i< j=1

σ
◦γ
i i σ

◦γ
j j

]

≥
2m+1∑
γ=n+1

[
n

2
(σ

◦γ
i i )2 + n − 1

4
(σ◦γ

nn)
2 − 2

2m+1∑
γ=n+1

n∑
i< j=1

σ
◦γ
i i σ

◦γ
j j

]
. (3.7)

Now, we consider the quadratic forms fγ : Rn → R such that

fγ(σ
◦γ
11 ,σ

◦γ
22 , · · · , σ◦γ

nn )

=
2m+1∑
γ=n+1

[
n

2
(σ

◦γ
i i )2 + n − 1

4
(σ◦γ

nn )
2 − 2

2m+1∑
γ=n+1

n∑
i< j=1

σ
◦γ
i i σ

◦γ
j j

]
. (3.8)

Then from (3.7), we deduce that

Q ≥ 4
∑

γ

fγ (3.9)
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Next, we start with the problem

min fγ, subject to � : σ
◦γ
11 + σ

◦γ
22 + · · · + σ◦γ

nn = kγ,

where kγ is a real constant.
The partial derivatives of the function fγ are

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂ fγ
∂σ

◦γ
11

= nσ
◦γ
11 − 2

∑
i =1 σ

◦γ
i i

∂ fγ
∂σ

◦γ
22

= nσ
◦γ
22 − 2

∑
i =2 σ

◦γ
i i

...
∂ fγ

∂σ
◦γ
n−1n−1

= nσ
◦γ
n−1n−1 − 2

∑
i =n−1 σ

◦γ
i i

∂ f◦γ

∂σ
◦γ
nn

= n−1
2 σ

◦γ
nn − 2

∑
i =n σ

◦γ
i i .

(3.10)

For an optimal solution (σ
◦γ
11 ,σ

◦γ
22 , . . . ,σ

◦γ
nn), the vector grad( fγ) is normal at�. That

is, it is collinear with the vector (1, 1, . . . , 1).
From Eq. (3.10) and Lemma2.6 a critical point of the problem has the following

form
{

σ
◦γ
11 = σ

◦γ
22 = · · · = σ

◦γ
n−1n−1 = n+3

n2+4n+1k
γ

σ
◦γ
nn = 2(n+2)

n2+4n+1k
γ .

(3.11)

We fix an arbitrary point x ∈ �. The 2-form

� : Tx� × Tx� → R

has the expression

�(E,F) = Hess fγ(E,F) + 〈σ′(E,F), (grad fγ)(x)〉,

where σ′ is the second fundamental form of � in R
n and 〈., .〉 is the standard inner-

product of Rn .
From (3.10), we get

⎧⎪⎪⎨
⎪⎪⎩

∂2 fγ
(∂σ

◦γ
i i )2

= n, i ∈ {1, . . . , n − 1}
∂2 fγ

(∂σ
◦γ
nn )2

= n−1
2

∂2 fγ
∂σ

◦γ
i i ∂σ

◦γ
j j

= −2, i, j ∈ {1, . . . , n}, i = j.

(3.12)

Thus, the Hessian matrix of fγ is
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Hess fγ =

⎛
⎜⎜⎜⎜⎜⎝

n −2 . . . −2 −2
−2 n . . . −2 −2
...

...
. . .

...
...

−2 −2 . . . n −2
−2 −2 . . . −2 n−1

2

⎞
⎟⎟⎟⎟⎟⎠

.

As � is totally geodesic inRn , considering a vector E tangent to � at the arbitrary
point x on �, that is, verifying the relation

∑n
i=1 E = 0, we obtain

�(E,E) = (n + 2)
n−1∑
i=1

E2
i

+ n + 3

2
E2
n − 2(E1 + E2 + · · · + En)

2

= (n + 2)
n−1∑
i=1

E2
i + n + 3

2
E2
n

≥ 0.

Hence from (3.11), the point (σ◦γ
11 ,σ

◦γ
22 , . . . ,σ

◦γ
nn) is a global minimum point. There-

fore using (3.11) in fγ , a lengthy but straight forward computation yields

fγ ≥ (1 − n)(n3 + 4n2 − 3n − 20)

2(n2 + 4n + 1)2
(kγ)2. (3.13)

Taking into account (3.9) and (3.13), we obtain

Q ≥
∑

γ

2(1 − n)(n3 + 4n2 − 3n − 20)

(n2 + 4n + 1)2
(kγ)2

= 2(1 − n)(n3 + 4n2 − 3n − 20)

(n2 + 4n + 1)2
∑

γ

(kγ)2

= 2n2(1 − n)(n3 + 4n2 − 3n − 20)

(n2 + 4n + 1)2
‖H◦‖2. (3.14)

Combining (3.6) and (3.14) we have our assertion. �

The following result flows from Theorem3.1.

Corollary 3.2 Let M be a minimal statistical submanifold in a Sasakian statistical
manifold M(c), that is H◦ = 0, such that M is tangent to the structure vector field ξ of
M(c). Then, the normalized δ-Casorati curvatures δc(n − 1) and δ∗

c (n − 1) satisfy
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ρ ≤ 2δ◦
c (n − 1) − n

n − 1
g(H,H∗) + c + 3

2

+ c − 1

2n(n − 1)

{
2(n − 1) + 3‖P‖2} + 2

(n − 1)
C◦. (3.15)

Remark 3.3 Proof of the above corollary follows from Theorem3.1 by using the
definition of minimal submanifolds.

We state the similar results by assuming that M is normal to the structure vector field
ξ of M(c).

Theorem 3.4 Let M be a statistical submanifold in a Sasakian statistical manifold
M(c) such thatM is normal to the structure vector field ξ ofM(c). Then, the normalized
δ-Casorati curvatures δc(n − 1) and δ∗

c (n − 1) satisfy

ρ ≤ 2δ◦
c (n − 1) − 4n2(n − 1)(n3 + 4n2 − 3n − 20)

(n2 + 4n + 1)2
‖H◦‖2

+ 3(c − 1)

2n(n − 1)
‖P‖2 + c + 3

2

+ 2

(n − 1)
C◦ + n

n − 1
(‖H‖2 + ‖H∗‖2), (3.16)

where 2δ◦
c (n − 1) = δc(n − 1) + δ∗

c (n − 1) and 2C◦ = C + C∗.

Remark 3.5 This result can be proved with the same techniques as we used in the
case of Theorem3.1 and just keeping in mind that M is normal to the structure vector
field ξ of M(c).

As a consequence of the above theorem, we have following result.

Corollary 3.6 Let M be a minimal statistical submanifold in a Sasakian statistical
manifold M(c), that is H◦ = 0, such that M is normal to the structure vector field ξ of
M(c). Then, the normalized δ-Casorati curvatures δc(n − 1) and δ∗

c (n − 1) satisfy

ρ ≤ 2δ◦
c (n − 1) − n

n − 1
g(H,H∗) + c + 3

2

+ 3(c − 1)

2n(n − 1)
‖P‖2 + 2

(n − 1)
C◦. (3.17)

4 Inequalities for Statistical Submanifolds in Sasakian
Statistical Manifold with Semi-symmetric Metric
Connection

Friedmann and Schouten [8] introduced the notion of semi-symmetric linear connec-
tion on a differentiable manifold. Any linear connection is called semi-symmetric
connection if its torsion tensor T satisfies
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T (X,Y ) = ω(y)X − ω(X)y

whereω is the 1-formgiven byω(X) = g(X,U ) for any vector fields X,Y,U ∈ T M .
Any semi-symmetric connection is said to be a semi-symmetric metric connection
∇̃ if it further satisfies

∇̃g = 0.

Theorem 4.1 Let N be a statistical submanifold in a Sasakian statistical manifold N
such that N is tangent to the structure vector field ξ. Then the normalized δ-Casorati
curvatures δc(n − 1) and δ∗

c (n − 1) satisfy the following:

2ρ ≤ δc(n − 1) + δ∗
c (n − 1) + 4ρ̃N + 4n2 + 2n − 6 + 2λ

n(n − 1)

− 8n

n − 1
‖H ◦‖2 + n

n − 1
{‖H‖2 + ‖H∗‖2}

+ 1

n − 1
{C + C∗} + 4

n(n − 1)

2m+1∑
r=n+1

n∑
i, j=1

σr
i jσ

∗r
i j ,

where ρ̃N is the normalized scalar curvature with respect to the semi-symmetric
metric connection over the submanifold N and λ is given by

λ =
∑
i, j=1

{g((∇ei k)(e j , ei ), e j ) + g((∇∗
ei k)(e j , ei ), e j )}

−
∑
i, j

{g((∇e j k)(ei , ei ), e j ) + g((∇∗
e j k)(ei , ei ), e j )}

−2
∑
i, j

{‖ki j‖2 − g(k(ei , ei ), k(e j , e j ))}.

The equality case of the above inequality holds if and only if

σr
11 = σr

22 = σr
33 = · · · σr

n−1n−1 = 1

2
σr
nn = nH

n + 1

and

σ∗r
11 = σ∗r

22 = σ∗r
33 = · · · σ∗r

n−1n−1 = 1

2
σ∗r
nn = nH∗

n + 1
.

Proof Let N be a statistical submanifold in a Sasakian statistical manifold N (c)with
semi-symmetric metric connection. It is known from [12] that
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R(E,F)G = R(E,F)G + {φ2E − φE}g(F,G) − {φ2F − φF}g(E,G)

+ g(φE,G)F − g(φF,G)E − η(E)η(G)F + η(F)η(G)E

− (∇Ek)(F,G) + (∇Fk)(E,G) + k(E, k(F,G)) − k(F, k(E,G))

= R∗
(E,F)G + {φ2E − φE}g(F,G) − {φ2F − φF}g(E,G)

+ g(φE,G)F − g(φF,G)E − η(E)η(G)F + η(F)η(G)E

− (∇∗
Ek)(F,G) + (∇∗

Fk)(E,G) + k(E, k(F,G)) − k(F, k(E,G)),(4.1)

where R is the curvature tensor with respect to the semi-symmetric metric connection
∇.

Equation (4.1) implies

2R(E,F)G = R(E,F)G + R∗
(E,F)G + 2{φ2E − φE}g(F,G)

− 2{φ2F − φF}g(E,G) + 2g(φE,G)F − 2g(φF,G)E

− 2η(E)η(G)F + 2η(F)η(G)E − (∇Ek)(F,G)

− (∇∗
Ek)(F,G) + (∇Fk)(E,G) + (∇∗

Fk)(E,G)

+ 2k(E, k(F,G)) − 2k(F, k(E,G)). (4.2)

From (2.5) and (2.6), we write

g(R(E,F)G,W) + g(R∗(E,F)G,W)

= g(R(E,F)G,W) + g(R∗(E,F)G,W)

+ g(σ(E,G),σ∗(F,W)) − g(σ∗(E,W),σ(F,G))

+ g(σ∗(E,G),σ(F,W)) − g(σ(E,W),σ∗(F,G)). (4.3)

From (4.2) and (4.3), we find

g(R(E,F)G,W) + g(R∗
(E,F)G,W)

= 2g(R̃(E,F)G,W) − 2{φ2E − φE}g(F,G)

+ 2{φ2F − φF}g(E,G) + 2g(φE,G)F − 2g(φE,G)F

+ 2g(φF,G)E + 2η(E)η(G)F − 2η(F)η(G)E

+ [(∇Ek)(F,G) + (∇∗
Ek)(F,G)] − [(∇Fk)(E,G) + (∇∗

Fk)(E,G)]
− 2k(E, k(F,G)) + 2k(F, k(E,G))

− g(σ(E,G),σ∗(F,W))) + g(σ∗(E,W),σ(F,G))

− g(σ∗(E,G),σ(F,W)) + g(σ) + g(σ(E,W),σ∗(F,G)). (4.4)

Simplifying (4.4), we arrive at
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2τ = 4τ̃ N + (n − 1) + 2n(n − 1) + 2n − 2 + λ − n2g(H∗,H)

− n2g(H,H∗) +
∑
i, j

g(σ(ei , e j ),σ
∗(ei , e j )) +

∑
i, j

g(σ∗(ei , e j ),σ(ei , e j )),

where

λ =
∑
i, j

{g((∇ei k)(e j , ei ), e j ) + g((∇∗
ei k)(e j , ei ), e j )}

−
∑
i, j

−
∑
i, j

{g((∇e j k)(ei , ei ), e j ) + g((∇∗
e j k)(ei , ei ), e j )}

− 2
∑
i, j

{‖ki j‖2 − g(k(ei , ei ), k(e j , e j ))}.

This gives

2τ = 4τ̃ N + 2n2 + n − 3 + λ − n2g(H∗,H) − n2g(H,H∗)

+
∑
i, j

g(σ(ei , e j ) + σ∗(ei , e j ),σ∗(ei , e j ) + σ(ei , e j ))

−
∑
i, j

g(σ(ei , e j ),σ(ei , e j )) −
∑
i, j

g(σ∗(ei , e j ),σ∗(ei , e j ))

= 4τ̃ N + 2n2 − n2{g(H + H∗,H + H∗) − g(H,H) − g(H∗,H∗)}
− nC − nC∗ +

∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2 + n − 3 + λ

= 4τ̃ N + 2n2 + n − 3 + λ − 4n2‖H◦‖2 + n2‖H‖2 + n2‖H∗‖2
− n(C + C∗) +

∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2.

Now consider the following function Q which is a quadratic polynomial in the
components of the second fundamental form.

Q = 1

2
n(n − 1)C + (n − 1)(n + 1)

2
C(L) − 2τ + 4τ̃ N + 2n2

+ n − 3 + λ − 4n2‖H◦‖2 + n2‖H‖2 + n2‖H∗‖2
− n(C + C∗) +

∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2. (4.5)

Assuming that L is spaned by e1, e2, . . . en−1 which from [23] gives

Q ≥
2m+1∑
r=n+1

⎧⎨
⎩n

n−1∑
j=1

(σr
ii )

2 + n − 1

2
(σr

nn)
2 − 2

∑
1≤i< j≤n

σr
iiσ

r
j j

⎫⎬
⎭
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Now we set

σr
11 + σr

22 + · · · + σr
nn = kr ,

where kr is a real constant. �

Then by [12, 23]

Q ≥ 0 (4.6)

with the equality case if and only if

σr
11 = σr

22 = σr
33 = · · · σr

n−1n−1 = 1

2
σr
nn.

Combining Eqs. (4.5) and (4.6), we get

2τ ≤ n(n − 1)

2
C + (n − 1)(n + 1)

2
C(l) + 4τ̃ N + 2n2 + n − 3 + λ

− 4n2‖H◦‖2 + n2‖H∗‖2 − nC∗

+
∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2. (4.7)

Similarly, we get

2τ ≤ n(n − 1)

2
C∗ + (n − 1)(n + 1)

2
C∗(L) + 4τ̃ N + 2n2 + n − 3 + λ

− 4n2‖H◦‖2 + n2‖H‖2 − nC

+
∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2. (4.8)

Equations (4.7) and (4.8) imply

4τ ≤ n(n − 1)

2
[C + C∗] + (n − 1)(n + 1)

2
[C(L) + C∗(L)] + 8τ̃ N

+ 2[2n2 + n − 3 + λ] − 8n2‖H◦‖2 + n2[‖H∗‖2 + ‖H‖2]
− n[C + C∗] + 2

∑
i, j

‖σ(ei , e j ) + σ∗(ei , e j )‖2.

Since ρ = 2τ
n(n−1) , from the above equation we get
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2τ ≤ δc(n − 1) + δ∗
c (n − 1) + 4ρ̃N + 4n2 + 2n − 6 + 2λ

n(n − 1)

− 8n

n − 1
‖H◦‖2 + n

n − 1
{‖H∗‖2 + ‖H‖2}

+ 1

n − 1
{C + C∗} + 4

n(n − 1)

2m+1∑
r=n+1

n∑
i, j=1

σr
i jσ

∗r
i j ,

where ρ̃N is the normalized scalar curvature ρ with respect to the semi-symmetric
metric connection over the submanifold N.

Corollary 4.2 Let N be a statistical submanifold in a Sasakian statistical manifold
such that it is tangent to the structure vector field ξ. Then the normalized Casorati
curvatures δc(n − 1) and δ∗

c (n − 1) satisfy the following:

2ρ ≤ δc(n − 1) + δ∗
c (n − 1) + 4ρ̃N + 4n2 + 2n − 6 + 2λ

n(n − 1)

+ 1

n − 1
{C + C∗} + 4

n(n − 1)

2m+1∑
r=n+1

n∑
i, j=1

σr
i jσ

∗r
i j .

Remark 4.3 The equality holds in the corollary (H = H∗ = 0) if and only if

σr
11 = σr

22 = σr
33 = · · · σr

n−1n−1 = 1

2
σr
nn = 0,

σ∗r
11 = σ∗r

22 = σ∗r
33 = · · · σ∗r

n−1n−1 = 1

2
σ∗r
nn = 0

and
σr
i j = 0,σ∗r

i j = 0, i = j.

This implies σ = 0,σ∗ = 0, i.e., equality holds if and only if N is totally geodesic.
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Abstract In Chen and Garay (Turk J Math 36:630–640, 2012) studied pointwise-
slant submanifolds of almost Hermitian manifolds. They have obtained many fun-
damental results, in particular, a characterization of these submanifolds. Later, Park
(Pointwise slant and pointwise semi slant submanifolds almost contact metric mani-
fold, 2020) has extended the study for almost contact metric manifolds. In the present
article, we have studied warped product submanifold of Sasakian manifolds M̄ . We
have considered thewarped product submanifold of the formM = M5 × f Mθ3 where
M5 = Mθ1 × Mθ2 and Mθ1 , Mθ2 and Mθ3 are pointwise-slant submanifolds of M̄ .
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g = g1 + f 2g2 (1.1)

for f : N1 → R
+ to be a smooth function.

A warped product manifold N1 × f N2 is said to be trivial if f is constant. For
M = N1 × f N2, we have [5]

∇U X = ∇XU = (X ln f )U (1.2)

for any X ∈ �(T N1) and U ∈ �(T N2).
The study of warped product submanifold theory was initiated in [8–10]. After

that, many authors have studied the theory of warped product submanifolds of dif-
ferent ambient manifolds, see [17–19, 21]. Some important research for the study
of warped product submanifolds of Kenmotsu manifolds were done in a series of
works [1–3, 23, 24, 27, 28, 32–41]. Warped product submanifolds of Sasakian man-
ifold have been studied by Hasegawa and Mihai in [15]. Multiply warped products
(see [11, 13, 40]) are generalizations of warped product and Riemannian product
manifolds, and bi-warped products are special classes of multiply warped products.
Bi-warped product submanifolds of different ambient manifolds are studied in [33,
34, 36].

In the present paper, we have studied the warped product submanifolds of
Sasakian manifold M̄ of the form M = M5 × f Mθ3 such that ξ ∈ �(T Mθ1), where
M5 = Mθ1 × Mθ2 and Mθ1 , Mθ2 are proper slant submanifolds of M̄ and Mθ3 repre-
sents a proper pointwise-slant submanifold of M̄ . Next we have studied bi-warped
product submanifolds of M̄ of the form Mθ1 × f1 Mθ2 × f2 Mθ3 , where Mθ1 , Mθ2 , Mθ3

are pointwise slant submanifolds of M̄ of distinct slant functions θ1, θ2 and θ3,
respectively.

The paper is organized as follows: Sect. 2 deals with some preliminary useful
results for construction of the paper; Sect. 3 is concerned with the study of a class
of submanifold M of M̄ such that T M = Dθ

1 ⊕ Dθ
2 ⊕ Dθ

3 ⊕ 〈ξ 〉, where Dθ1 ,Dθ2

are slant distributions and Dθ3 is pointwise slant distribution; in Sect. 4 we have
studied warped product submanifolds of the form M = M5 × f Mθ3 of M̄ where
M5 = Mθ1 × Mθ2 such that ξ is orthogonal to Mθ3 with a supporting example. In
Sect. 5, a characterization theorem of the mentioned class has been obtained. Some
applications in terms of generalization are also given as corollary.

2 Preliminaries

An odd-dimensional smooth manifold M̄2m+1 is said to be an almost contact metric
manifold [4] if it admits a (1, 1) tensor field φ, a vector field ξ , an 1-form η and a
Riemannian metric g which satisfy

φξ = 0, η(φX) = 0, φ2X = −X + η(X)ξ, (2.1)
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g(φX,Y ) = −g(X, φY ), η(X) = g(X, ξ), η(ξ) = 1, (2.2)

g(φX, φY ) = g(X,Y ) − η(X)η(Y ) (2.3)

for all vector fields X,Y on M̄2m+1.
An almost contact metric manifold M̄2m+1(φ, ξ, η, g) is said to be a Sasakian

manifold if the following conditions hold [22]:

∇̄Xξ = −φX, (2.4)

(∇̄Xφ)(Y ) = g(X,Y )ξ − η(Y )X, (2.5)

where ∇̄ denotes the Riemannian connection of g.
Let M be an n-dimensional submanifold of a Sasakian manifold M̄ . Throughout

the paper, we assume that the submanifold M of M̄ is tangent to the structure vector
field ξ .

Let ∇ and ∇⊥ be the induced connections on the tangent bundle T M and the
normal bundle T⊥M of M , respectively. Then the Gauss and Weingarten formulae
are given by

∇̄XY = ∇XY + h(X,Y ) (2.6)

and
∇̄XV = −AV X + ∇⊥

X V (2.7)

for all X,Y ∈ �(T M) and V ∈ �(T⊥M), where h and AV are second fundamental
form and the shape operator (corresponding to the normal vector field V ), respec-
tively, for the immersion of M into M̄ . The second fundamental form h and the shape
operator AV are related by g(h(X,Y ), V ) = g(AV X,Y ) for any X,Y ∈ �(T M) and
V ∈ �(T⊥M), where g is the Riemannian metric on M̄ as well as on M .

The mean curvature H of M is given by H = 1
n trace h. A submanifold of a

Sasakian manifold M̄ is said to be totally umbilical, if h(X,Y ) = g(X,Y )H for any
X,Y ∈ �(T M). If h(X,Y ) = 0 for all X,Y ∈ �(T M), then M is totally geodesic
and if H = 0 then M is minimal in M̄ .

Let {e1, . . . , en} be an orthonormal basis of the tangent bundle T M and
{en+1, . . . , e2m+1}, an orthonormal basis of the normal bundle T⊥M . We put

hri j = g(h(ei , e j ), er ) and ‖h‖2 = g(h(ei , e j ), h(ei , e j )), (2.8)

for r ∈ {n + 1, . . . , 2m + 1}, i, j = 1, 2, . . . , n.

For a differentiable function f on M , the gradient ∇ f is defined by

g(∇ f, X) = X f, (2.9)

for any X ∈ �(T M). As a consequence, we get
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‖∇ f ‖2 =
n∑

i=1

(ei ( f ))
2. (2.10)

For any X ∈ �(T M) and V ∈ �(T⊥M), we can write

(a) φX = PX + QX, (b) φV = bV + cV (2.11)

where PX, bV are the tangential components and QX, cV are the normal compo-
nents of φX , respectively.

A submanifold M of an almost contact metric manifold M̄ is said to be slant if
for each nonzero vector X ∈ TpM , the angle θ between φX and TpM is constant,
i.e. it does not depend on the choice of p ∈ M .

A submanifold M of an almost contact metric manifold M̄ is said to be pointwise
slant [14] if for any nonzero vector X ∈ TpM at p ∈ M , such that X is not propor-
tional to ξp, the angle θ(X) between φX and T ∗

p M = TpM − {0} is independent of
the choice of nonzero X ∈ T ∗

p M .
For pointwise-slant submanifold, θ is a function on M , which is known as a

slant function of M . Invariant and anti-invariant submanifolds are particular cases of
pointwise-slant submanifolds with slant function θ = 0 and π

2 , respectively. Also a
pointwise-slant submanifold M will be slant if and only if θ is constant on M . Thus
a pointwise-slant submanifold is proper if neither θ = 0, π

2 nor constant. It may be
noted that [26] M is pointwise slant if and only if, ∃ a constant λ ∈ [0, 1] such that

P2 = λ(−I + η ⊗ ξ). (2.12)

Furthermore, λ = cos2 θ for slant function θ . If M is a pointwise-slant submanifold
of an almost contact metric manifold M̄ , the following relations hold: If M is a
pointwise-slant submanifold of M̄ , then, from [35], we know that

bQX = sin2 θ{−X + η(X)ξ}, cQX = −QPX. (2.13)

Let M1, M2, M3 be Riemannian manifolds and let M = M1 × f1 M2 × f2 M3 be
the product manifold of M1, M2, M3 such that f1, f2 : M1 → R

+ are real-valued
smooth functions. For each i , denote by πi : M → Mi the canonical projection of
M onto Mi , i = 1, 2, 3. Then the metric on M , called a bi-warped metric, is given
by

g(X,Y ) = g(π1∗ X, π2∗Y ) + ( f1 ◦ π1)
2g(π2∗ X, π2∗Y ) + ( f2 ◦ π1)

2g(π3∗ X, π3∗Y )

for any X, Y ∈ �(T M) and ∗ denotes the symbol for tangent maps. The manifold
M endowed with this product metric is called a bi-warped product manifold. Here
f1, f2 are non-constant functions, called warping functions on M . Clearly, if both
f1, f2 are constant on M , then M is simply a Riemannian product manifold and if
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any one of the functions is constant, then M is a single warped product manifold. If
neither f1 nor f2 is constant, then M is a proper bi-warped product manifold.

Let M = M1 × f1 M2 × f2 M3 be a warped product submanifold of M̄ . Then, one
obtains [36]

∇X Z =
2∑

i=1

(X (ln fi ))Z
i (2.14)

for any X ∈ D1, the tangent space ofM1 and Z ∈ �(T M), whereM = M1 × f1 M2 ×
× f2M3 and Zi is Mi components of Z for each i = 2, 3 and ∇ is the Levi-Civita
connection on M .

3 Submanifolds of M̄

In this section, we consider submanifold M of M̄ such that

T M = Dθ
1 ⊕ Dθ

2 ⊕ Dθ
3 ⊕ 〈ξ 〉,

T⊥M = QDθ
1 ⊕ QDθ

2 ⊕ QDθ
3 ⊕ ν,

where ν is a φ-invariant normal subbundle of T⊥M .
If M is such submanifold of M̄ then for any X ∈ �(T M), we have

X = T1X + T2X + T3X, (3.1)

where T1, T2 and T3 are the projections from T M ontoDθ
1 ,Dθ

2 andDθ
3 , respectively.

If we put P1 = T1 ◦ P , P2 = T2 ◦ P and P3 = T3 ◦ P then from (3.1), we get

φX = P1X + P2X + P3X + QX, (3.2)

for X ∈ �(T M).
From (2.12) and (3.2), we get

P2
i = cos2 θi (−I + η ⊗ ξ), for i = 1, 2, 3. (3.3)

Here we obtain some useful results for further study.

Lemma 3.1 Let M be a submanifold of M̄ where T M = Dθ
1 ⊕ Dθ

2 ⊕ Dθ
3 such that

ξ ∈ �(Dθ
1 ⊕ Dθ

2), then the following relations hold:

(cos2 θ3 − cos2 θ1)g(∇X1Y1, X3) = g(AQP1Y1X3 − AQY1 P3X3, X1) (3.4)

+g(AQP3X3Y1 − AQX3 P1Y1, X1)

+ sin2 θ1η(Y1)g(P3X3, X1),
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(cos2 θ3 − cos2 θ2)g(∇X2Y2, X3) = g(AQP2Y2X3 − AQY2 P3X3, X2) (3.5)

+g(AQP3X3Y2 − AQX3 P2Y2, X2)

+ sin2 θ2η(Y2)g(P3X3, X2),

(cos2 θ3 − cos2 θ2)g(∇X1X2, X3) = g(AQP2X2X3 − AQX2 P3X3, X1) (3.6)

+g(AQP3X3X2 − AQX3 P2X2, X1)

+ sin2 θ2η(X2)g(P3X3, X1),

(cos2 θ3 − cos2 θ1)g(∇X2X1, X3) = g(AQP1X1X3 − AQX1 P3X3, X2) (3.7)

+g(AQP3X3X1 − AQX3 P1X1, X2)

+ sin2 θ1η(Y1)g(P3X3, X2)

for any X1,Y1 ∈ �(Dθ
1), X2,Y2 ∈ �(Dθ

2) and X3 ∈ �(Dθ
3).

Proof For any X1,Y1 ∈ �(Dθ
1) and X3 ∈ �(Dθ

3), we have

g(∇X1Y1, X3) = g(∇̄X1φY1, φX3) − g((∇̄X1φ)Y1, φX3).

Then by virtue of (2.5), (2.6), (2.11)–(2.13), (3.2) and (3.3), we get from the above
equation

(cos2 θ3 − cos2 θ1)g(∇X1Y1, X3) = g(h(X1, X3), QP1X1) − g(h(X1, P3X3), QY1)

+g(h(X1,Y1), QP3X3) − g(h(X1, P1Y1), QX3)

+ sin2 θ1η(Y1)g(X1, P3Y3)

from which using the relation between the second fundamental form and shape
operator, we can get (3.4.)

Similarly, we obtain (3.5)–(3.7). �

Lemma 3.2 Let M be a submanifold of M̄ where T M = Dθ
1 ⊕ Dθ

2 ⊕ Dθ
3 such that

ξ ∈ �(Dθ
1 ⊕ Dθ

2), then the following relations hold:

(sin2 θ3 − sin2 θ1)g(∇X3Y3, X1) = g(AQP3Y3X1 − AQY3 P1X1, X3) (3.8)

+g(AQP1X1Y3 − AQX1 P3Y3, X3) + sin2 θ1η(X1)g(X3, P3Y3),

(sin2 θ3 − sin2 θ2)g(∇X3Y3, X2) = g(AQP3Y3X2 − AQY3 P2X2, X3) (3.9)

+g(AQP2X2Y3 − AQX2 P3Y3, X3) + sin2 θ2η(X2)g(X3, P3Y3)

for any X1 ∈ �(Dθ
1), X2 ∈ �(Dθ

2) and X3,Y3 ∈ �(Dθ
3).

Proof For any X1 ∈ �(Dθ
1) and X3,Y3 ∈ �(Dθ

3), we have
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g(∇X3Y3, X1) = g(φ∇̄X3Y3, φX1) + η(∇̄X3Y3)η(X1).

Now, using (2.5), (2.12), (2.13), (3.2) and (3.3) we compute

g(∇X3Y3, X1) = cos2 θ3g(∇̄X3Y3, X1) − g(∇̄X3QP3Y3, X1)

+g(∇̄X3QY3, P1X1) − sin2 θ1g(∇̄X3X1,Y3) + g(∇̄X3QX1, P3Y3)

+g(∇̄X3QP1X1,Y3) + sin2 θ1η(X1)g(X3, P3Y3).

In view of (2.6) and the relation g(h(X,Y ), V ) = g(AV X,Y ), the above equation
yields (3.8). Following the same computational procedure, for any X2 ∈ �(Dθ

2)

and X3,Y3 ∈ �(Dθ
3), we can establish relation (3.9). And hence, the lemma is

proved. �

4 Warped Product Submanifolds of Sasakian Manifolds

In this section, we study warped product submanifolds of the form M = M5 × f Mθ3

of M̄ where M5 = Mθ1 × Mθ2 such that ξ is orthogonal to Mθ3 . Here Mθ1 , Mθ2

represent proper slant submanifolds of M̄ with slant angles θ1, θ2, respectively, and
Mθ3 represents pointwise-slant submanifolds of M̄ with slant function θ3.

Now we construct two examples of a nontrivial warped product pointwise-slant
submanifold of the form M = M5 × f Mθ3 of M̄ .

We obtain the following useful results.

Lemma 4.1 Let M = M5 × f Mθ3 be a warped product submanifold of M̄, where
M5 = Mθ1 × Mθ2 and Mθ1 , Mθ2 are proper slant submanifolds and Mθ3 is pointwise-
slant submanifold of M̄, then

ξ ln f = 0, (4.1)

g(h(X1,Y1), QX3) = g(h(X1, X3), QY1), (4.2)

g(h(X2,Y2), QX3) = g(h(X2, X3), QY2), (4.3)

g(h(X1, X3), QX2) = g(h(X1, X2), QX3) = g(h(X2, X3), QX1) (4.4)

for X1,Y1 ∈ Mθ1 , X2,Y2 ∈ Mθ2 and X3,Y3 ∈ Mθ3 .

Proof The proof of (4.1) is already done in [15].
Now, for X1,Y1 ∈ Mθ1 and X3 ∈ Mθ3 , we have

g(h(X1, X3), QY1) = g(∇̄X1X3, φY1) − g(∇̄X1X3, P1Y1).

Then using (2.5), (2.6), (2.14), (3.2) and orthogonality of the distributions, we get
(4.2). Proceeding the same way, for any X2,Y2 ∈ Mθ2 and X3 ∈ Mθ3 , we get (4.3).
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Again, for any X1 ∈ Mθ1 , X2 ∈ Mθ2 and X3 ∈ Mθ3 , we have

g(h(X1, X3), QX2) = g(∇̄X3X1, φX2) − g(∇̄X3X1, P2X2).

Using (1.2), (2.5), (2.6), (3.2) and orthogonality of the distributions we get

g(h(X1, X3), QX2) = g(h(X2, X3), QX1). (4.5)

And also we know

g(h(X1, X2), QX3) = g(∇̄X1X2, φX3) − g(∇̄X1X2, P3X3)

from which using (1.2), (2.5), (2.6), (3.2) and orthogonality of the distributions, we
compute

g(h(X1, X2), QX3) = g(h(X1, X2), QX3). (4.6)

Combining (4.5) and (4.6) we get (4.4). This completes the proof. �

Lemma 4.2 Let M = M5 × f Mθ3 be a warped product submanifold of M̄, where
M5 = Mθ1 × Mθ2 and Mθ1 , Mθ2 are proper slant submanifolds and Mθ3 is pointwise-
slant submanifold of M̄, then

g(h(X3,Y3), QX1) − g(h(X3, X1), QY3) (4.7)

= (X1ln f )g(P3Y3, X3) + [(P1X1ln f ) + η(X1)]g(X3,Y3),

g(h(X3,Y3), QX2) − g(h(X3, X2), QY3) (4.8)

= (X1ln f )g(P3Y3, X3) + [(P2X2ln f ) + η(X2)]g(X3,Y3),

g(h(X3,Y3), QP1X1) − g(h(P3Y3, X3), QX1) (4.9)

+g(h(X1, X3), QP3Y3) − g(h(P1X1, X3), QY3)

= (cos2 θ3 − cos2 θ1)(X1ln f )g(X3,Y3) − sin2 θ1η(X1)g(X3, P3Y3),

g(h(X3,Y3), QP2X2) − g(h(P3Y3, X3), QX2) (4.10)

+g(h(X2, X3), QP3Y3) − g(h(P2X2, X3), QY3)

= (cos2 θ3 − cos2 θ2)(X2ln f )g(X3,Y3) − sin2 θ2η(X2)g(X3, P3Y3),

for X1 ∈ Mθ1 , X2 ∈ Mθ2 and X3,Y3 ∈ Mθ3 .

Proof In view of (2.6), for any X1 ∈ Mθ1 and X3,Y3 ∈ Mθ3 , we have

g(h(X3, X1), QY3) = g(∇̄X3X1, φY3) − g(∇̄X3X1, P3Y3).
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By virtue of (1.2), (2.5), (2.6), (3.2) and orthogonality of the distributions, we com-
pute

g(h(X3, X1), QY3) = g(h(X3,Y3), QX1)

η(X1)g(X3,Y3) + (P1X1ln f )g(X3,Y3) + (X1ln f )g(P3Y3, X3).

From the above, Eq. (4.7) follows. Following the same procedure, for any X2 ∈ Mθ2

and X3,Y3 ∈ Mθ3 , (4.8) is obtained.
In (4.7), replacing Y3 by P3Y3 and using (3.3), we get

g(h(X3, P3Y3), QX1) − g(h(X1, X3), QP3Y3) = −(X1ln f ) cos
2 θ3g(X3, Y3) (4.11)

+{(P1X1ln f ) + η(X1)}g(X3, P3Y3).

Again, we have

g(h(P1X1, X3), QY3) = g(∇̄X3 P1X1, φY3) − g(∇̄X3 P1X1, P3Y3).

By virtue of (1.2), (2.11), (3.2) and (3.3), we get

g(h(P1X1, X3), QY3) − g(h(X3, X3), QP1X1) = cos2 θ1(X1ln f )g(X3, Y3) (4.12)
− cos2 θ1η(X1)g(X3, P3Y3) − (P1X1ln f )g(X3, P3Y3).

Adding (4.11) and (4.12) and by simple computation, (4.9) is obtained and following
the same technique for any X2 ∈ Mθ2 and X3,Y3 ∈ Mθ3 , we get (4.10). �

5 Characterization of Warped Product Pointwise-Slant
Submanifolds

In this section, we have characterized warped product pointwise-slant submanifold
M of Sasakian manifold M̄ .

Theorem 5.1 Let M be a submanifold of a Sasakian manifold M̄ such that T M =
Dθ1 ⊕ Dθ2 ⊕ Dθ3 with ξ orthogonal to Dθ3 , then M is locally a warped product
submanifold of the form M = M5 × f Mθ3 where M5 = Mθ1 × Mθ2 if and only if

AQP1X1Y3 − AQX1 P3Y3 + AQP3Y3X1 − AQY3 P1X1 (5.1)

= (cos2 θ3 − cos2 θ1)X1μY3 − sin2 θ1η(X1)P3Y3,

AQP2X2Y3 − AQX2 P3Y3 + AQP3Y3X2 − AQY3 P2X2 (5.2)

= (cos2 θ3 − cos2 θ2)X2μY3 − sin2 θ2η(X2)P3Y3,

ξμ = 0 (5.3)
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for every X1 ∈ �(Dθ1), X2 ∈ �(Dθ2), X3 ∈ �(Dθ3) and for some smooth function μ

on M satisfying where (Y3μ) = 0 for any Y3 ∈ �(Dθ3).

Proof LetM = M4 × f Mθ3 be a proper warped product submanifold of a Kenmotsu
manifold M̄ such that M4 = Mθ1 × Mθ2 . Denote the tangent space of Mθ1 , Mθ2 and
Mθ3 by Dθ1 , Dθ2 and Dθ3 , respectively. Then from (4.2), we get

g(AQP1X1Y3 − AQX1 P3Y3 + AQP3Y3X1 − AQY3 P1X1, X1) = 0. (5.4)

Similarly, from (4.4) we get

g(AQP1X1Y3 − AQX1 P3Y3 + AQP3Y3X1 − AQY3 P1X1, X2) = 0. (5.5)

So, from (5.4) and (5.5) we conclude that

AQP1X1Y3 − AQX1 P3Y3 + AQP3Y3X1 − AQY3 P1X1 ∈ Dθ3 . (5.6)

Hence, from (4.9) and (5.6), relation (5.1) follows.
In similar way, in view of (4.3), (4.4) and (4.10) we get (5.2). The relation (5.3)

is directly obtained from (4.1).
Conversely, let M be a submanifold of M̄ such that T M = Dθ1 ⊕ Dθ2 ⊕ Dθ3 with

ξ orthogonal to Dθ3 and the conditions (5.1)–(5.3) satisfied. Then from (3.4) and
(3.7), in view of (5.1), respectively we get

g(∇X1Y1, X3) = 0, and g(∇X2X1, X3) = 0, (5.7)

and also from (3.5), (3.6) in view of (5.2), respectively we get

g(∇X2Y2, X3) = 0, and g(∇X1X2, X3) = 0. (5.8)

Thus from (5.7), (5.8) and the fact that ∇X3ξ = 0 we conclude that g(∇E F, X3) =
0 for every E, F ∈ �(Dθ1 ⊕ Dθ2 ⊕ 〈ξ 〉). Hence the leaves of Dθ1 ⊕ Dθ2 ⊕ 〈ξ 〉 are
totally geodesic in M .

Now, by virtue of (3.8), (5.1) yields

g([X3,Y3], X1) = 0 (5.9)

and by virtue of (3.9), (5.2) yields

g([X3,Y3], X2) = 0. (5.10)

Hence, from (5.9), (5.10) and the fact that h(A, ξ) = 0, ∀A ∈ T M , we conclude
that

g([X3,Y3], E) = 0 ∀X3,Y3 ∈ �(Dθ3) (5.11)
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and E ∈ �(Dθ1 ⊕ Dθ2 ⊕ 〈ξ 〉), consequently Dθ3 is integrable.
Let hθ3 be the second fundamental form of Mθ3 in M̄ . Then for any X3,Y3 ∈

�(Dθ3) and X1 ∈ �(Dθ1), we get from (3.8) that

g(hθ3(X3,Y3), X1) = −(X1μ)g(X3,Y3). (5.12)

Similarly, for X2 ∈ �(Dθ2), from (3.9) we get

g(hθ3(X3,Y3), X2) = −(X2μ)g(X3,Y3). (5.13)

Again, for any X3,Y3 ∈ �(Dθ3), in view of (5.3) we have

g(hθ3(X3,Y3), ξ) = −(ξμ)g(X3,Y3). (5.14)

Hence, from (5.12)–(5.14) we conclude that

g(hθ (X3,Y3), E) = −g(∇μ, E)g(X3,Y3)

for every X3,Y3 ∈ �(Dθ3) and E ∈ �(Dθ1 ⊕ Dθ2⊕, 〈ξ 〉). Consequently, Mθ3 is
totally umbilical in M̄ with mean curvature vector H θ3 = −∇μ.

Finally, we will show that H θ3 is parallel with respect to the normal connection
DN of Mθ3 in M . We take E ∈ �(Dθ1 ⊕ Dθ3 ⊕ 〈ξ 〉) and X3 ∈ �(Dθ3), then we have

g(DN
X3

∇μ, E) = g(∇X3∇θ1μ, X1) + g(∇X3∇θ2μ, X2) + g(∇X3∇ξμ, ξ),

where ∇θ1 , ∇θ2 and ∇ξ are the gradient components of μ on M along Dθ1 ,Dθ2 and
〈ξ 〉, respectively. Then by the property of Riemannian metric, the above equation
reduces to

g(DN
U ∇μ, E) = X3g(∇θ1μ, X1) − g(∇θ1μ,∇X3X1) + X3g(∇θ2μ, X2)

−g(∇θ2μ,∇X3X2) + X3g(∇ξμ, ξ) − g(∇ξμ,∇X3ξ)

= X3(X1μ) − g(∇θ1μ, [X3, X1]) − g(∇θ1μ,∇X1X3)

+X3(X2μ) − g(∇θ2μ, [X3, X2]) − g(∇θ2μ,∇X2X3)

+X3(ξμ) − g(∇ξμ, [X3, ξ ]) − g(∇ξμ,∇ξ X3)

= X1(X3μ) + g(∇X1∇θ1μ, X3) + X2(X3μ) + X2(X3μ)

+g(∇X2∇θ2μ, X3) + ξ(X3μ) − g(∇ξ∇ξμ, X3)

= 0,

since (X3μ) = 0 for every X3 ∈ �(Dθ3) and ∇X1∇θ1μ + ∇X2∇θ2μ + ∇ξ∇ξμ =
∇E∇μ is orthogonal to Dθ3 for any E ∈ �(Dθ1 ⊕ Dθ2 ⊕ 〈ξ 〉), and ∇μ is the gradi-
ent along M5, and M5 is totally geodesic in M̄ . Hence, the mean curvature vector
H θ3 of Mθ3 is parallel. Thus, Mθ3 is an extrinsic sphere in M . Hence by Hiepko’s
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Theorem (see [16]), M is locally a warped product submanifold. Thus the proof is
complete. �

As an application of Theorem5.1, let us consider m2 = 0, θ1 = 0 and θ3 = θ =
constant, then we see that Theorem5.1 generalizes Theorem 5 of [26].

Corollary 5.1 (Theorem 5 of [26]) Let M be a pointwise semi-slant submanifold of
Sasakian manifold M̄. Then M is locally a nontrivial warped product submanifold
of the form MT × f Mθ , where MT is an invariant submanifold and Mθ is proper
pointwise-slant submanifold of M̄ if and only if

AQY3φX1 − AQP3Y3X1 = sin2 θX1μY3

where X1 ∈ �(DT ) and Y3 ∈ �(Dθ ).

Again considering θ1 = π
2 and m2 = 0, θ3 = θ = constant, then we can get The-

orem 4.7 of [38] from our characterization Theorem5.1.

Corollary 5.2 (Theorem4.7of [38])Let M beapointwise pseudo-slant submanifold
of a Sasakian manifold M̄. Then M is locally warped product submanifold of the
form M⊥ × f Mθ , where M⊥ is an anti-invariant submanifold and Mθ is proper
pointwise-slant submanifold of M̄ if and only if

AQX1 P3Y3 − AQP3Y3X1 = η(X1)P3Y3 − cos2 θX1μY3

where X1 ∈ �(DT ) and Y3 ∈ �(Dθ ).
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Hypersurfaces of a Metallic Riemannian
Manifold

Mobin Ahmad, Jae-Bok Jun, and Mohammad Aamir Qayyoom

Abstract In the present paper, we study hypersurfaces of a metallic Riemannian
manifold. We find some properties of induced structure on hypersurfaces by metallic
Riemannian structure. The totally geodesic and totally umbilical hypersurfaces in
metallic Riemannian manifolds are analyzed and an example of hypersurfaces in a
metallic Riemannian manifold is constructed.

Keywords Metallic structure · Riemannian manifold · Invariant hypersurface ·
Non-invariant hypersurface · Totally geodesic · Umbilical hypersurface · Normal
induced structure · Killing vector fields

1 Introduction

The theory of submanifolds of Riemannian manifolds is a very interesting topic in
differential geometry. It is an active and vast research field playing an important role
in the development of modern differential geometry. Investigating the submanifold
theory on manifolds endowed with various geometric structures provides a fruitful
study field. Many geometers studied hypersurfaces in different spaces including [2,
4–6]. Recently, Riemannian manifold with metallic structure provides many geo-
metric results to characterized submanifold of such ambient manifolds.
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The notion of metallic structure in Riemannian manifold was introduced by Hret-
canu and Crasmareanu in [18]. A metallic structure is a polynomial structure as
defined by Goldberg and Yano in [14] with structural polynomial J 2 = pJ + q I ,
where p and q are positive integers. Metallic structure on Riemannian manifolds
provides important geometrical results on submanifolds. Invariant, anti-invariant,
slant and semi-slant submanifolds of metallic Riemannian manifolds are studied in
[7, 15, 16]. Light like hypersurfaces of metallic semi-Riemannian manifold were
studied by Acet in [1].

One of the most important subclasses of metallic Riemannian manifolds is pro-
vided by golden Riemannian manifold. Ahmad and Qayyoom [3] studied submani-
folds immersed in golden Riemannian manifold. Many authors studied golden Rie-
mannianmanifolds and their submanifolds in recent years (see [9–13, 17]).Motivated
by the studies on submanifolds of metallic Riemannian manifolds, in this paper, we
study hypersurfaces of metallic Riemannianmanifolds. The outline of this paper is as
follows: In Sect. 2, we recall the notion of metallic structure on a Riemannian mani-
fold. In Sect. 3, we focus on the geometry of hypersurfaces endowed with structures
induced by metallic Riemannian structures. In the last section, we focus on proper-
ties of induced structures on hypersurfaces in metallic Riemannian manifolds with a
special view toward totally geodesics, minimal and totally umbilical hypersurfaces.
An example of metallic Riemannian structure is constructed on the Euclidean space
and its hypersphere is analyzed with the tools of the previous section.

2 Metallic Riemannian Manifolds

In this section, a class of polynomial structures, namely metallic structures, is intro-
duced in Riemannian manifolds.

Definition 2.1 A polynomial structure on amanifoldM is called a metallic structure
if it is determined by an (1,1) tensor field J which satisfies the equation

J 2 = pJ + q I,

where p, q are positive integers and I is the identity operator on the Lie algebra
χ(M) of the vector fields on M. Since the Riemannian geometry is the most used
framework of the differential geometry, let us add a metric to our study. We say that
a Riemannian metric g is J-compatible if

g(J X,Y ) = g(X, JY )

for every X,Y εχ(M), which means that J is a self-adjoint operator with respect to
g. This condition is equivalent to our framework with

g(J X, JY ) = p.g(X, JY ) + q.g(X,Y ).
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Definition 2.2 A Riemannian manifold (M,g) endowed with a metallic structure J
so that the Riemannian metric g is J − compatible is named a metallic Riemannian
manifold and (g, J ) is called a metallic Riemannian structure on M.

3 Hypersurfaces Immersed in a Metallic Riemannian
Manifold

Let M be an n-dimensional hypersurface isometrically immersed in an (n + 1)-
dimensional metallic Riemannian manifold (M, g, J )with nεN .We denote by TxM
the tangent space of M at a point xεM and T⊥

x M the normal space of x in M . Let
i be the differential of immersion i : M → M . The induced Riemannian metric g
on M is given by g(X,Y ) = g(i X, iY ) for every X,Y εχ(M). We consider a local
orthonormal basis N of the normal space T⊥

x M. For every XεTxM , the vector fields
J (i X) and J (N ) can be decomposed into tangential and normal components as
follows:

J (i X) = i(PX) + u(X)N , (3.1)

J (N ) = i(ξ) + aN . (3.2)

We denote the covariant differential in M by ∇ and covariant differential in M
determined by the induced metric g on M by ∇. We denote by A the Weingarten
operator on T (M) with respect to the local unit normal vector field N of M in M .

The Gauss and Weingarten formulae are given by [8]

∇XY = ∇XY + h(X,Y ),

∇X N = −AX,

where h(X,Y ) = g(AX,Y ) is second fundamental form in T⊥M.

Proposition 3.1 ([18]) The structure � = (P, g, u, ξ, a) verifies the equalities:

P2(X) = pP(X) + qX − u(X)ξ, (3.3)

u(PX) = (p − a)u(X), (3.4)

u(ξ) = q + pa − a2, (3.5)

P(ξ) = (p − a)ξ, (3.6)

u(X) = g(X, ξ), (3.7)

g(PX,Y ) = g(X, PY ), (3.8)
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g(PX, PY ) = g(PX,Y ) + g(X,Y ) − u(X)u(Y ) (3.9)

for every X,Y εχ(M).

Proposition 3.2 ([18]) If M is a hypersurface in a metallic Riemannian manifold
(M, g, J ) and J is parallel with respect to the Levi Civita connection ∇ on M
(∇ J = 0), then the elements of the structure

∑ = (P, g, u, ξ, a) have the following
properties:

(∇X P)(Y ) = g(AX,Y )ξ + u(Y )AX, (3.10)

(∇Xu)(Y ) = −g(AX, PY ) + ag(AX,Y ), (3.11)

∇Xξ = −P(AX) + aAX, (3.12)

X (a) = −2u(AX) = −2g(AX, ξ) = −2g(X, Aξ) (3.13)

for every X,Y εTxM.

Theorem 3.1 ([18]) If
∑ = (P, g, ξ, u, a) is the induced structure on an umbilical

hypersurface M in a metallic Riemannian manifold (M, g, J ) with ∇X J = 0, we
have for any X,Y εχ(M)

(∇X P)(Y ) = λ[g(X,Y )ξ + g(Y, ξ)X ], (3.14)

(∇Xu)(Y ) = λ[ag(X,Y ) − g(X, PY )], (3.15)

(∇Xu)ξ = λ(aX − P(X)), (3.16)

∇ξ ξ = λ(2a − 1)ξ, (3.17)

X (a) = −2λg(X, ξ) (3.18)

for any X,Y ε χ(M).

Corollary 3.1 Let M be a totally umbilical hypersurface in a metallic Riemannian
manifold (M, g, J ) with induced structure (P, g, ξ, u, a) and ∇ J = 0. Then it fol-
lows that

(∇X P)(ξ) = λ(q + pa − a2)X, (3.19)

(∇ξ P)(X) = 2λg(X, ξ)ξ), (3.20)

(∇Xu)ξ = 2aλg(X, ξ) − pλg(X, ξ) (3.21)

for any Xεχ(M).

Proof We know that in totally umbilical manifold, A = λI, then Eq. (3.10) reduces
to
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(∇X P)(Y ) = g(λX,Y )ξ + λu(Y )X. (3.22)

For Y = ξ , the above equation gives

(∇X P)(ξ) = g(λX, ξ)ξ + λu(ξ)X. (3.23)

Using equality (3.5), we obtain

(∇X P)(ξ) = g(AX, ξ)ξ + λ(pa + q − a2). (3.24)

By using Weingarten formula for hypersurface, we have

(∇X P)ξ = g(−∇X N , ξ)ξ + λ(pa + q − a2)

(∇X P)ξ = λ(pa + q − a2)

which gives (3.19).
Using equality (3.7) and if X = ξ, we obtain

(∇ξ P)(Y ) = λg(Y, ξ)ξ + λg(ξ, Y )ξ (3.25)

For Y = X in above equation, we get

(∇ξ P)(Y ) = λg(X, ξ)ξ + λg(ξ, X)ξ. (3.26)

Since g is symmetric,

(∇ξ P)(X) = λg(ξ, X)ξ + λg(ξ, X)ξ (3.27)

(∇ξ P)(X) = 2λg(ξ, X)ξ,

which gives (3.20).
Using equality (3.11) and A = λI, we get

(∇Xu)(Y ) = −g(λX, PY ) + ag(λX,Y )

(∇Xu)(Y ) = λ[ag(X, ξ) − g(X, PY )]. (3.28)

For Y = ξ, we get

(∇Xu)(ξ) = λ[ag(X, ξ) − g(X, Pξ)].

Using equality (3.6) in above equation, we have

(∇Xu)(ξ) = λ[ag(X, ξ) − g(X, (p − a)ξ)]
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(∇Xu)(ξ) = λ[ag(X, ξ) − g(X, pξ) + g(X, aξ)]

(∇Xu)(ξ) = 2λag(X, ξ) − pg(X, ξ),

which gives (3.21).

Proposition 3.3 IfM is a hypersurface in ametallic Riemannianmanifold (M, g, J )

with structure (P, g, ξ, u, a) induced on M by J, then the following equations are
equivalent:

∇Xu = 0 ⇔ ∇Xξ = 0 (3.29)

for each Xεχ(M).

Proof If ∇Xu = 0, using equality (3.11), we get

g(AX, PY ) = ag((AX),Y ). (3.30)

Using (3.8) in above equation, we get

g(P(AX) − aAX,Y ) = 0

for any X,Y εχ(M). Using (3.12), we have

g(∇Xξ,Y ) = 0

as y �= 0, we get
∇Xξ = 0. (3.31)

Conversely, we suppose that ∇ξ = 0 and we have

g(∇Xξ,Y ) = 0.

By using equality (3.12), we get

g(P(AX) − aAX,Y ) = 0

g(P(AX),Y ) − g(aAX,Y ) = 0

g(AX, PY ) − ag(AX,Y ) = 0. (3.32)

In view of (3.11), above equation becomes

∇Xu = 0.

Proposition 3.4 Let M be a hypersurface of a metallic Riemannian manifold
(M, g, J ) with structure (P, g, ξ, u, a) induced on M by the structure J with ξ �= 0.
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A necessary and sufficient condition for M to the totally geodesics in M is that
∇X P = 0 for any Xεχ(M).

Proof If M is totally geodesic, then A = 0.
Using equality (3.11), we obtain

(∇X P)(Y ) = g(AX,Y )ξ.

That is,
∇X P = 0. (3.33)

Conversely, we suppose that ∇X P = 0 and from (3.10), we have

g(AX,Y )ξ + g(Y, ξ) = 0. (3.34)

We may have one of the following conditions:

(i) If AX and ξ are linearly dependent vectors fields, then there exists a real number
α such that AX = αξ and from this, we obtain

g(αξ,Y )ξ + g(Y, ξ)αξ = 0. (3.35)

That is,
g(Y, ξ) = 0

for any Y εχ(M). Then for Y = ξ, we obtain g(ξ, ξ) = 0, which is equivalent
with ξ = 0. But this is impossible.

(ii) If AX and ξ are linearly independent vector fields, then

g(AX,Y ) = 0 (3.36)

for any X,Y εχ(M). Thus A = 0 and from this, we have that M is a totally
geodesic hypersurface in M .

Proposition 3.5 If M is a totally umbilical hypersurface in a metallic Riemannian
manifold (M, g, J ) with the induced structure (P, g, ξ, u, a). Then the 1 − f orm u
is closed.

Proof As M is totally umbilical hypersurface, that is A = λI. Then from (3.15) and
du(X,Y ) = (∇Xu)(Y ) − (∇Y u)(X), we get

du(X,Y ) = [−λg(X, PY ) + aλg(X,Y )] − [−λg(Y, PX) + aλg(Y, X)] (3.37)

du(X,Y ) = −λg(X, PY ) + λg(Y, PX)

du(X,Y ) = λ[−g(PX,Y ) + g(PX,Y )]
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du(X,Y ) = 0.

Thus, 1 − f orm u is closed.

Proposition 3.6 Let M be a totally umbilical hypersurface of ametallic Riemannian
manifold (M, g, J ) with ∇ J = 0 and induced structure (P, g, ξ, u, a) on M and ξ

is a Killing vector field. If a �= σ, then rankA = 1 and ξ is an eigen vector of the
Weingarten operator A with the eigen value ξ(a)

2(a2−pa−q)
.

Proof In view of proposition 3.5, we have PA = AP and therefore

P2(AX) = a2(AX) (3.38)

for all Xεχ(M).

Using equality (3.3) in (3.38), we have

pP(AX) + q AX − u(AX)ξ = a2(AX)

p(PA)X + q AX − u(AX)ξ = a2(AX)

paAX + q AX − u(AX)ξ = a2(AX)

− u(AX)ξ = (a2 − pa − q)AX. (3.39)

Using equality (3.13) in (3.39), we get

X (a)

2
ξ = (a2 − pa − q)AX

AX = X (a)

2(a2 − pa − q)
ξ

∀Xεχ(M). If we put X = ξ in above equation, we obtain

A(ξ) = ξ(a)

2(a2 − pa − q)
ξ (3.40)

∀Xεχ(M).

Thus, ξ is an eigen value of Weingarten operator A, and its eigen value is
ξ(a)

2(a2−pa−q)
.

Proposition 3.7 Let M be a hypersurface in a metallic Riemannian manifold
(M, g, J ) with ∇ J = 0 and (P, g, ξ, u, a) induced structure on M. Then ξ is a
Killing vector field with respect to g on M if and only if we have

2aA = PA + AP, (3.41)
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where A is the Weingarten operator on M.

Proof We have that ξ is a Killing vector field on M if and only if

(Lξg)(Y, Z) = 0 (3.42)

for all Y, Zεχ(M).

Lξg(Y, Z) − g(LξY, Z) − g(Y, Lξ Z) = 0 (3.43)

ξg(Y, Z) − g([ξ,Y ], Z) − g(Y, [ξ, Z ]) = 0

ξg(Y, Z) − g(∇ξY − ∇Y ξ, Z) − g(Y,∇ξ Z − ∇Zξ) = 0

ξg(Y, Z) − g(∇ξY, Z) − g(Y,∇ξ Z) + g(∇Y ξ, Z) + g(Y,∇Zξ) = 0 (3.44)

So,
g(∇Y ξ, Z) + g(Y,∇Zξ) = 0

∀Y, Zεχ(M).

Using the equality (3.12), we get

g(−PAY + aAY, Z) + g(−PAZ + aAZ ,Y ) = 0

g(−PAY + aAY, Z) + g((−PA + aA)Y, Z) = 0

g(2aAY − PAY − APY, Z) = 0

g(2aAY − PAY − APY, Z) = 0

∀Y, Zεχ(M). Thus, we get
2aA = PA + AP,

which is (3.41).

Theorem 3.2 If M is an invariant hypersurface of a metallic Riemannian manifold
(M, g, J ). Then it is necessary and sufficient that the normal of M is an eigen vector
of the matrix J.

Proof Suppose a = σ, using equality (3.5), we have

u(ξ) = q + pσ − σ 2 = 0

or
u(ξ) = g(X, ξ).
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which is equivalent to X⊥ξ.

Since X, ξ are both tangential, then there is only one possibility that ξ = 0 because
X �= 0. From (3.2), we have

J (N ) = ξ + aN

J (N ) = aN (3.45)

for ξ = 0. Hence N is the eigen vector for J.

Example 3.1 We construct an example of hypersurfaces of metallic Riemannian
manifold which is based on an example in [18].

We suppose that the ambient space is E2a+b (a, b ε N ∗) and for any point of
E2a+b, we have its coordinates

(x1, ....., xa, y1, ....., ya, z1, ....., zb) = (xi , yi , z j ),

where i ε 1, ..., a and j ε 1, ...b. The tangent space Tx (E2a+b) is isomorphic with
E2a+b. Let J : E2a+b → E2a+b be a metallic structure on E2a+b such that

J (x1, ....., xa, y1, ....., ya, z1, ....., zb) =
(σ x1, ..., σ xa, σ y1, ...., σ ya, (p − σ)z1, ..., (p − σ)zb). (3.46)

Then

J 2(x1, ...., xa, y1, ...., ya, z1, ...., zb) =
(σ 2x1, ..., σ 2xa, σ 2y1, ...., σ 2ya, (p − σ)2z1, ..., (p − σ)2zb).

Since σ and (p − σ) are roots of x2 = px + q, then σ 2 = pσ + q and (p − σ)2 =
(p − σ) + 1. Then, (3.46) gives

J 2(x1, ...., xa, y1, ...., ya, z1, ...., zb) =
((pσ + q)x1, ...., (pσ + q)xa, (q + pσ)y1, ...., (q + pσ)ya,

(p(p − σ) + q)z1, ...., (p(p − qσ) + q)zb)

J 2(x1, ...., xa, y1, ...., ya, z1, ...., zb) =
(pσ x1, ...., pσ xa, pσ y1, ....pσ ya p(p − σ)z1, ...., p(p − σ)zb)

+(qx1, ..., qxa, qy1, ..., qya, qz1, ..., qzb)

J 2(xi , yi , z j ) = pJ (xi , yi , z j ) + q(xi , yi , z j )

or
J 2 = pJ + q I.

It follows that (E2a+b,<,>, J ) is a metallic Riemannian manifold.
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In E2a+b, we can get the hypersphere

S2a+b−1(R) = {(x1, ..., xa, y1, ..., ya, ..., z1, ..., zb),
a∑

i=1

xi
2 +

a∑

i=1

yi
2 +

b∑

j=1

z j
2 = R2},

where R is its radius and (x1, ..., xa, y1, ..., ya, z1, ..., zb) are the coordinates of any
point of S2a+b−1(R). We use the following notations∑a

i=1(x
i )2 = r21 ,

∑a
i=1(y

i )2 = r22 ,
∑b

j=1(z
j )2 = r23 and r21 + r22 = r2. Thus, we

have r2 + r23 = R2.

We remark that N1 = 1
R (xi , yi , z j ), i ε (1, ..., a), j ε (1, ..., b) is a unit normal

vector field on sphere S2a+b−1(R) and

J (N1) = 1

R
(σ xi , σ yi , (p − σ)z j ).

For a tangent vector field X on S2a+b−1(R), we use the following notation

X = (X1, ..., Xa,Y 1, ...,Y a, Z1, ..., Zb) = (Xi ,Y i , Z j ).

Hence, we have

a∑

i=1

xiY i +
a∑

i=1

yiY i +
b∑

j=1

z j Z j = 0.

If we decompose J (N ) and J (Xi ,Y i , Z j ), respectively, into tangential and normal
components on T(x, y, z)S2a+b−1(R), we obtain

J (N ) = ξ + AN , J (Xi ,Y i , Z j ) = P(Xi ,Y i , Z j ) + u(Xi ,Y i , Z j ),

where (Xi ,Y i , Z j ) is a tangent vector field on S2a+b−1(R), u is 1 − f orm on
S2a+b−1(R) and A is smooth real function on S2a+b−1(R).

Using A = 〈J (N ), N 〉, ξ = J (N ) − AN , u(Xi ,Y i , Z j ) = 〈(Xi ,Y i , Z j ), ξ 〉 and
P(Xi ,Y i , Z j ) = J (Xi ,Y i , Z J ) − u(Xi ,Y i , Z j )N , the elements of the induced
structure

∑ = (P, (, ), ξ, u, A) on S2a+b−1(R) by the metallic Riemannian struc-
ture (J, (, )) on E2a+b are given as follows:

(i) A = σr2+(p−σ)r23
R2 ,

(ii) ξ = 2σ−p
R3 [r23 xi , r23 yi ,−r2z j ],

(iii) u(X) = 1
R [σ ∑a

i=1(x
i Xi + yiY j ) + (p − σ)

∑b
j=1 z

j Z j ],
(iv) P(X) = (σ Xi − 1

R u(X)xi , σY i − 1
R u(X)yi , (p − σ)Z j − 1

R u(X)z j ).

Now, we have
A = 〈J (N ), N 〉
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〈J (N ), N 〉 = 〈ξ + AN , N 〉.
1

R2
〈J (xi , yi , z j ), (xi , yi , z j )〉 = A〈N , N 〉

1

R2 〈(σ x1, ..., σ xa, σ y1, ..., σ ya, (p − σ)z1, ..., (p − σ)zb), (x1, ..., xa, y1, ..., ya, z1, ..., zb)〉

= A

R2
〈(xi , yi , z j ), (xi , yi , z j )〉

1

R2

⎛

⎝σ

a∑

i=1

(xi )2 +
a∑

i=1

(yi )2 + (p − σ)

b∑

j=1

(z j )2 = A

R2 (

a∑

i=1

(xi )2 +
a∑

i=1

(yi )2 +
a∑

j=1

(z j )2

⎞

⎠

σr21 + σr22 + (p − σ)r23 = A(r21 + r22 + r23 )

σr2 + (p − σ)r23 = AR2

or

A = σr2 + (p − σ)r23
R2

.

Since
ξ = J (N ) − AN

ξ = J

(
1

R
(xi , yi , z j ) − A(

1

R
(xi , yi , z j )

)

ξ = 1

R

[

(σ x1, ..., σ xa, σ y1, ..., σ ya, (p − σ)z1, ..., (p − σ)zb) − A

(
1

R
(xi , yi , z j )

)]

ξ = 1

R

(

(σ xi , σ yi , (p − σ)z j ) − A

R
(xi , yi , z j )

)

ξ = 1

R

[

(σ − σr2 + (p − σ)r23
R2

)xi , (σ − σr2 + (p − σ)r23
R2

)yi ,

(

(p − σ) − σr2 + (p − σ)r23
R2

)

zi
]

A = σr2 + (p − σ)r23
R2

.
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Also,
u(X) = u(Xi ,Y i , Z j ) = 〈(Xi ,Y i , Z j ), ξ 〉

u(X) = 〈(Xi ,Y i , Z j ), J (N ) − AN 〉

u(X) = 〈(X1, ..., Xa,Y 1, ...,Y a, Z1, ..., Zb),
1

R

(σ x1, ..., σ xa, σ y1, ..., σ ya, (p − σ)z1, ..., (p − σ)zb)〉

u(X) = 1

R

⎛

⎝
a∑

i=1

σ xi Xi +
a∑

i=1

σ yiY i +
b∑

j=1

(p − σ)z j Z j

⎞

⎠

u(X) = 1

R

⎡

⎣σ

a∑

i=1

(xi Xi + yiY i ) + (p − σ)

b∑

j=1

z j Z j )

⎤

⎦ .

Since
P(X) = P(Xi ,Y i , Z j )

P(X) = J (Xi ,Y i , Z j ) − u(Xi ,Y i , Z j )N

P(X) = (σ Xi , σY i , (p − σ)Z j ) − 1

R
u(X)(xi , yi , z j )

P(X) =
(

σ Xi − 1

R
u(X)xi , σY i − 1

R
u(X)yi , (p − σ)Z j − 1

R
u(X)z j

)

,

where X = (Xi ,Y i , Z j ) is a tangent vector at sphere in any point (xi , yi , z j ). There-
fore, from the above relations, we have (P,<>, ξ, u, a) induced structure by J from
E2a+b on the sphere S2a+b−1(R) of codimension 1 in Euclidean space E2a+b(R).

In conclusion, Sa+b−1(r) is a totally umbilical hypersurface in E2a+b.
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Willmore Surfaces in Three-Dimensional
Simply Isotropic Spaces I13

Mohamd Saleem Lone

Abstract A Willmore surface is a generalization of a minimal surface satisfying
�H + 2H(H2 − K) = 0,whereH andK aremeancurvature andGaussian curvature,
respectively. In this paper, we study the translation and factorable surfaces in three-
dimensional simply isotropic space.We obtain explicit forms ofWillmore translation
and Willmore factorable surfaces in three-dimensional simply isotropic space I13.

Keywords Factorable surface · Laplace Beltrami operator · Simply isotropic
space · Translation surface · Willmore surface
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1 Introduction

Letg : M → R
3 be a smooth immersed surface, thenWillmore functional is described

as [23]

W(g) =
∫
M
H2dμh,

where h is the Riemannian metric, dμh = √
det(h)dx is the induced surface element

andH = (κ1+κ2)

2 is the mean curvature with κ1 and κ2 as the principal curvatures. One
of the important features of Willmore functional is that it is invariant under the full
Mobius group of R3.

Willmore surfaces are the critical points of the Willmore functional satisfying the
Willmore equation given by

�H + 2H(H2 − K) = 0. (1.1)
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Let w̃ = (w̃i j )(G) be the matrix comprising the components of the induced metric
on M, and w̃−1 = (w̃i j ) be the inverse matrix of (w̃i j ). Then the Laplace Beltrami
operator � onM is given by [16]

� = − 1√|G|
∑
i, j

∂

∂xi

(√|G|w̃i j ∂

∂x j

)
. (1.2)

Bryant [5] proved a duality theorem for Willmore surfaces. After that, Li [12] dis-
cussed the Willmore surfaces in Sn, establishing an integral inequality for compact
Willmore surfaces in Sn . Luo and Sun [15] proved that every entire two-dimensional
Willmore graph in R

3 with square integrable mean curvature is a plane. Acqua
et al. [1] studied the Willmore unstable revolution surfaces with natural boundary
conditions. Chen and Lamm [7] proved the plane nature of every two-dimensional
graphical solution of Willmore equation with square integrable second fundamental
form.

2 Preliminaries

Simply isotropic space I
1
3 is one among the nine Cayley–Klein geometries. It is

obtained by subtracting a certain triplet (�, J1, J2) from a projective space P(R3).
Here � is a plane in P(R3) called absolute plane and (J1, J2) is a pair of complex
conjugate straight lines in � called absolute lines. The triplet (�, J1, J2) is called
absolute figure of I13 [22]. Let

(
t̃, p̃, q̃, r̃

) �= (0 : 0 : 0 : 0) be the projective coordi-
nates. Then the plane � is parametrized by t̃ = 0, and J1 and J2 are parametrized
by t̃ = p̃ ± i q̃ = 0. The intersection point P(0 : 0 : 0 : 1) of J1 and J2 is called the
absolute point. The motion group of I13 is a group of six parameters defined in affine
coordinates p = p̃

t̃
, q = q̃

t̃
, r = r̃

t̃
by

(p, q, r) �−→ ( p̃, q̃, r̃) :
⎧⎨
⎩

p̃ = a + p cos θ − q sin θ,

q̃ = b + p sin θ + q cos θ,

r̃ = c + c1 p + c2q + r,
(2.1)

where a, b, c, c1, c2, θ ∈ R. Affine transformations of this type are called isotropic
congruence transformations or i-motions.

Consider two pointsP = (p1, p2, p3) andQ = (q1, q2, q3) in I13, then the isotropic
distance between P and Q is defined as

||P − Q||i =
√

(p1 − q1)2 + (p2 − q2)2.

The isotropic scalar product of the vectors u = (u1, u2, u3) and v = (v1, v2, v3) is
defined as
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u · v =
{
u1v1 + u2v2 if at least one of ui or vi is nonzero, i = 1, 2,
u3v3 if ui = 0 = vi for i = 1, 2.

In isotropic geometry, we have different types of lines and planes with respect to the
nature of absolute figure. If the points at infinity of a line do not coincide with the
point P, then the line is called non-isotropic and is called isotropic if the points at
infinity of a line coincide with the point P. Similarly a plane is called non-isotropic
if its line at infinity does not contain P and isotropic if its line at infinity contains
P. For example, ap + bq + cr = 0 (a, b, c ∈ R), c �= 0 is a non-isotropic plane
whereas ap + bq = 0 is an isotropic plane. Thus in this affine model isotropic lines
and isotropic planes appear vertical, i.e., parallel to r−axis. In isotropic space I13, the
metric ds is defined as

ds2 = dp2 + dq2.

A surface M immersed in I
1
3 with no isotropic tangent plane Tp(M) at each point

p is called an admissible surface, thus basically has an Euclidean metric. The first
fundamental form coefficients E, F,G are obtained by the induced metric of I13 on
M. The unit isotropic vector U = (0, 0, 1) parallel to r−direction is assumed as
normal vector field of M, which is, in fact, orthogonal to all vectors in Tp(M) for
all p ∈ M. Therefore, the components of the second fundamental form are obtained
with respect to U , as

L = det( f pp, f p, fq)√
EG − F2

, M = det( f pq , f p, fq)√
EG − F2

, N = det( fqq , f p, fq)√
EG − F2

,

where f (p, q) is a local parametrization ofM.
The isotropic Gaussian curvature K and isotropic mean curvature H are defined

as

K = LN − M2

EG − F2
, H = EN − 2FM + GL

2(EG − F2)
, (2.2)

respectively. If the isotropic Gaussian curvature K of M vanishes, then M is called
isotropic flat, and if the isotropic mean curvature H ofM vanishes, thenM is called
isotropic minimal. Similarly a surfaceM is said to be C IMC (C IGC) ifH(resp.K)

is constant on whole M. For more general references on isotropic spaces, we refer
the reader to [6, 8, 17–21].

A surface obtained by translating a curve over the other gives rise to a surface
known as translation surface. Similarly taking the product of two curves gives rise to
a surface known as factorable surface. For a long time, various authors have studied
translation and factorable surfaces in different ambient spaces [3, 9, 10, 13, 14,
24, 25]. Aydin [2] completely studied the translation surfaces generated by a space
curve and a planar curve in the isotropic space I13. Our framework is to impose the
Willmore functional property on translation and factorable surfaces in I13. Therefore,
in the present paper, we find the explicit forms ofWillmore translation and factorable
surface.
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3 Translation and Factorable Surfaces in I
1
3

Whenwe translate two planar curves f (u1) and g(u2), we obtain a translation surface
of the form:

M(u1, u2) = f (u1) + g(u2).

Depending upon the absolute figure, there are three different possibilities according
to the position of curves:

(1) Both the curves lie in isotropic planes, which can be obtained by setting p = 0
and q = 0, respectively;

(2) Mixed type, i.e., one curve lies in isotropic plane and the other in non-isotropic
plane by setting (p = 0 or q = 0) and r = 0, respectively;

(3) Both the curves lie in perpendicular non-isotropic planes, which can be obtained
by setting q − r = π and q + r = π , respectively.

Thus there are the following parametrization of translation surfaces [11, 22]:
Type I: The parametrization of a surface M obtained by translating f (u1) =

(u1, 0, α(u1)) and g(u2) = (0, u2, β(u2)) is given by

M(u1, u2) = (u1, v, α(u1) + β(u2)). (3.1)

Type II: The parametrization of a surface M obtained by translating f (u1) =
(u1, α(u1), 0) and g(u2) = (0, β(u2), u2) is given by

M(u1, u2) = (u1, α(u1) + β(u2), u2). (3.2)

For an admissible surface, we assume β ′(u2) �= 0, i.e., β(u2) �= constant.
Type III: The parametrization of a surface M obtained by translating f (u1) =

(α(u1), u1 + π
2 , u1 − π

2 ) and g(u2) = (β(u2),
π
2 − u2,

π
2 + u2) is given by

M(u1, u2) = 1

2
(α(u1) + β(u2), u1 − u2 + π, u1 + u2). (3.3)

For an admissible surface, we assume α′ + β ′ �= 0, i.e., α′(u1) �= −β ′(u2) �= a =
constant.

A surface obtained as a graph of product of two curves is a factorable surface. A
three-dimensional simply isotropic space I13 provides two different types of factorable
surfaces. It is indeed a product of the pq−plane and the isotropic r−direction with
degenerate metric. Due to the isotropic axis in I

1
3, there are two types of factorable

surfaces in I13 [4].
Type I: The parametrization of factorable surface of type-I is given by

M(u1, u2) = (u1, u2, α(u1)β(u2)). (3.4)
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Type II: The parametrization of factorable surface of type-II is given by

M(u1, u3) = (u1, α(u1)β(u3), u3), (3.5)

or,

M(u2, u3) = (α(u2)β(u3), u2, u3). (3.6)

4 Willmore Translation Surfaces of Type-I in Simply
Isotropic Space

The coefficients of the first and second fundamental form for the translation surface
of type-I in (3.1) are given by

E = G = 1, F = M = 0, (4.1)

L = α′′, N = β ′′. (4.2)

Thus the Gaussian curvature K and the mean curvature H are obtained as

K = α′′(u1)β ′′(u2), H = α′′(u1) + β ′′(u2)
2

, (4.3)

assuming that the Gaussian curvature of the surface does not vanish, i.e.,

α′′(u1)β ′′(u2) �= 0,∀u1, u2 ∈ I.

From (1.2), it is easy to find out

�H =
(
0, 0,

1

2
(−α(4) − β(4))

)
.

Therefore, from (1.1), (4.3) and the above equation, we can find the following system
of equations.

1

4
(α′′ − β ′′)2(α′′ + β ′′) = 0, (4.4)

1

4

[
α′′3 − α′′2β ′′ − α′′β ′′2 + β ′′3 − 2(α(4) + β(4))

]
= 0. (4.5)

From (4.4), following two cases arise:
Case 1: (α′′(u1) − β ′′(u2))2 = 0.
Since α and β are functions of two independent variables, the above equation can

be written as
α′′ = β ′′ = c, c ∈ R.
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Thus, we get

α(u1) = c

2
u21 + c1u1 + c2, β(u2) = c

2
u22 + c3u2 + c4, ci ∈ R.

The above solution also satisfies (4.5), henceM is aWillmore surface with following
parametrization

M(u1, u2) =
(
u1, u2,

( c
2
u21 + c1u1 + c2

)
+

( c
2
u22 + c3u2 + c4

))
.

Case 2: α′′ + β ′′ = 0.
The above condition is equivalent to minimality ofM. Since α and β are functions

of two independent variables, the above equation can be written as

α′′ = −β ′′ = c, c ∈ R.

Thus, we get

α(u1) = c

2
u21 + c1u1 + c2, β(u2) = − c

2
u22 + c3u2 + c4, ci ∈ R.

Since every minimal surface is a Willmore surface, M is parametrized by

M(u1, u2) =
(
u1, u2,

( c
2
u21 + c1u1 + c2

)
+

(
− c

2
u22 + c3u2 + c4

))
.

Theorem 4.1 Let M be a non-minimal Willmore translation surface of type-I in
simply isotropic space I13, then by the translation of I13,M is congruent to

M(u1, u2) =
(
u1, u2,

( c
2
u21 + c1u1

)
+

( c
2
u22 + c3u2

))
.

Theorem 4.2 Let M be a minimal surface of type-I in simply isotropic space I
1
3,

then by the translation of I13,M is a Willmore translation surface if it is congruent to

M(u1, u2) =
(
u1, u2,

( c
2
u21 + c1u1

)
+

(
− c

2
u22 + c3u2

))
.

5 Willmore Translation Surfaces of Type-II in Simply
Isotropic Space

The coefficients of the first and second fundamental form for the translation surface
of type-II in (3.2) are given by
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E = 1 + α′(u1)
2
, F = α′(u1)β ′(u2), G = β ′(u2)

2
, (5.1)

L = −α′′(u1)
β ′(u2)

, N = −β ′′(u2)
β ′(u2)

, M = 0. (5.2)

Then the Gaussian curvature K and the mean curvature H are obtained as

K = α′′(u1)β ′′(u2)
β ′(u2)4

, H = −β ′(u2)2α′′(u1) + (1 + α′(u1)2)β ′′(u2)
2β ′(u2)3

. (5.3)

Suppose that the surface has a nonzero Gaussian curvature, i.e.,

α′′(u1)β ′′(u2) �= 0,∀u, v ∈ I.

From (1.2), it is easy to find out

�H =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0,
0,

1
2β ′7

[
15(1 + α′2)2β ′′3 + β ′4β ′′(3α′′2 + 4α′α(3))

−2(1 + 3α′2)β ′3α′′β(3) − 10(1 + α′2)2β ′β ′′β(3)

+β(6)α(4) + β ′2(6(1 + 3α′2)α′′β ′′2 + (1 + α′2)2β(4))

]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

Therefore, from (1.1), (5.3) and the above equation, we can find the following system
of equations.

− 1

4β ′9 (β ′2α′′ + β ′′ + α′2β ′′)(β ′4α′′2 − 2β ′2α′′β ′′ + 2α′2β ′2α′′β ′′ + β ′′2 + 2α′2β ′′2

+α′4β ′′2) = 0.

(5.4)

1

4β ′9 (−β ′6α′′2 + β ′4α′′2β ′′ − 3α′2β ′4α′′2β ′′ + 6β ′6α′′2β ′′ + β ′2α′′β ′′2

−2α′2β ′2α′′β ′′2 − 3α′4β ′2α′′β ′′2 + 12β ′4α′′β ′′2 + 36α′2β ′4α′′β ′′2 − β ′′3

−3α′2β ′′3 − 3α′4β ′′3 − α′6β ′′3 + 30β ′2β ′′3 + 60α′′2β ′′2β ′′3 + 30α′4β ′2β ′′3

+8α′β ′6β ′′α(3) − 4β ′5α′′β(3) − 12α′2β ′5α′′β(3) − 20β ′3β ′′β(3) − 40α′2β ′3β ′′β(3)

−20α′4β ′3β ′′β(3) + 2β ′8α(4) + 2β ′4β(4) + 4α′2β ′4β(4) + 2α′4β ′4β(4)) = 0. (5.5)

From (5.4), we have the following two cases:
Case 1: β ′2α′′ + β ′′ + α′2β ′′ = 0.
The above condition is equal to the minimality of M, therefore, from the above

equation, we have
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α′′

(1 + α′2)
= − β ′′

β ′2 = c.

Thus, we get

α(u1) = c2 − log(cos(cu1 + c1))

c
, β(u2) = c2 + log(cu2 − c1)

c
.

Since every minimal surface is a Willmore surface, M has a parametrization given
by

(
u1, u2,

(
c2 − log(cos(cu1 + c1))

c

)
+

(
c2 + log(cu2 − c1)

c

))
, c ∈ R0, c1, c2 ∈ R.

Case 2:

β ′4α′′2 − 2β ′2α′′β ′′ + 2α′2β ′2α′′β ′′ + β ′′2 + 2α′2β ′′2 + α′4β ′′2 = 0. (5.6)

Equation (5.6) can be rearranged as

2β ′2α′′β ′′ − β ′4α′′2 − 2α′2β ′2α′′β ′′ = β ′′2 + 2α′2β ′′2 + α′4β ′′2.

Since K �= 0, dividing the above equation by β ′′2, we get

2β ′2 α′′

β ′′ − β ′4 α′′2

β ′′2 − 2α′2β ′2 α′′

β ′′ = 1 + 2α′2 + α′4. (5.7)

Differentiating (5.7) w.r.t. u2, we get

α′′
[
2

(
β ′2

β ′′

)′
− α′′

(
β ′4

β ′′2

)′
− 2α′2

(
β ′2

β ′′

)′]
= 0,

or,

2

(
β ′2

β ′′

)′
− α′′

(
β ′4

β ′′2

)′
− 2α′2

(
β ′2

β ′′

)′
= 0. (5.8)

Now, differentiating (5.8), w.r.t. u1, we get

−α′′′
(

β ′4

β ′′2

)′
− 2α′α′′

(
β ′2

β ′′

)′
= 0.

The above equation reduces to
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β ′′

β ′2 + α′′′

α′α′′ = 0. (5.9)

Since α and β are functions of two independent variables, therefore, from (5.9), we
must have

β ′′

β ′2 = −c,
α′′′

α′α′′ = c.

Thus, we get

α(u1) = c3 − 2

c
log

(
cos

(√
cc1(u1 + c2)√

2

))
, β(u2) = c2 + log(cu2 − c1)

c
,

c ∈ R0, ci ∈ R, i = 1, 2, 3.

The above solution does not satisfy (5.5). Hence, we conclude the following.

Theorem 5.1 There are no non-minimal Willmore translation surfaces of type-II in
simply isotropic 3-space I13.

Theorem 5.2 Let M be a minimal translation surface of type-II in I
1
3, then by the

translation and dilation of I13, M is a Willmore surface ifM is congruent to

M(u1, u2) = (u1, u2, (c2 − log cos(u1)) + (c2 + log cos(u2))).

6 Willmore Translation Surfaces of Type-III in Simply
Isotropic Space

The coefficients of the first and second fundamental form for the translation surface
of type-III in (3.3) are given by

E = 1 + α′(u1)2

4
, F = α′(u1)β ′(u2) − 1

4
, G = 1 + β ′(u2)2

4
, (6.1)

L = α′(u1) + β ′(u2)
α′′(u1)

, M = 0, N = α′(u1) + β ′(u2)
β ′′(u2)

. (6.2)

Then the Gaussian curvature K and the mean curvature H are obtained as

K = 16α′′(u1)β ′′(u2)
(α′(u1) + β ′(u2))4

, H = 2
(1 + β ′(u2)2)α′′(u1) + (1 + α′(u1)2)β ′′(u2)

(α′(u1) + β ′(u2))3
.

(6.3)
Suppose that the Gaussian curvature of the surface is non-vanishing, i.e.,

α′′(u1)β ′′(u2) �= 0,∀u1, u2 ∈ I.
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From (1.2), it is easy to find out

�H =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0,
0,

−1
(α′+β ′)7 8[15(1 + β ′2)2α′′2 + 3(15 + 12β ′2 + β ′4 − 8α′β ′(2 + β ′2)
+α′2(2 + 6β ′2))α′′2β ′′ + 15(1 + α′2)2β ′′3 − 2(α′ + β ′)β ′′((5 + 3β ′2

−2α′β ′(3 + β ′2) + α′2(1 + 3β ′2))α(3) + 5(1 + α′2)2β(3))

+α′′(3(15 + α′4 − 16α′β ′ − 8α′3β ′ + 2β ′2 + 6α′2(2 + β ′2))β ′′2

+2(α′ + β ′)(−5(1 + β ′2)2α(3) + (−5 + 6α′β ′ + 2α′3β ′ − β ′2

−3α′2(1 + β ′2))β(3))) + (α′ + β ′)2((1 + β ′2)2α(4) + (1 + α′2)2β(4))]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

Therefore from (1.1), (6.3) and the above equation, we can find the following system
of equations.

1

(α′ + β ′)9
16{(1 + β ′2)α′′ + (1 + α′2)β ′′}{−4(α′ + β ′)2α′′β ′′ + ((1 + β ′2)α′′

+(1 + α′2)β ′′)} = 0.

(6.4)

1

(α′ + β ′)9
16{(1 + β ′2)α′′ + (1 + α′2)β ′′}{−4(α′ + β ′)2α′′β ′′ + ((1 + β ′2)α′′

+(1 + α′2)β ′′)} − 1

(α′ + β ′)7
8{15(1 + β ′2)2α′′3 + 3(15 + 12β ′2 + β ′4

−8α′β ′(2 + β ′2) + α′2(2 + 6β ′2))α′′2β ′′ + 15(1 + α′2)2β ′′3

−2(α′ + β ′)β ′′{(5 + 3β ′2 − 2α′β ′(3 + β ′2) + α′2(1 + 3β ′2))α(3)

+5(1 + α′2)2β(3)} + α′′{3(15 + α′4 − 16α′β ′ − 8α′3β ′ + 2β ′2

+6α′2(2 + β ′2))β ′′2 + 2(α′ + β ′)(−5(1 + β ′2)2α(3) + (−5 + 6α′β ′ + 2α′3β ′

−β ′2 − 3α′2(1 + β ′2))β(3))} + (α′ + β ′)2((1 + β ′2)2α(4)

+(1 + α′2)2β(4))} = 0. (6.5)

From (6.4), we have the following two cases:
Case 1:

(1 + β ′2)α′′ + (1 + α′2)β ′′ = 0. (6.6)

Since α and β are functions of two independent variables, Eq. (6.6) can be written as

β ′′

(1 + β ′2)
= − α′′

(1 + α′2)
= c.

Thus, we get

α(u1) = c2 + log(cos(cu1 + c1))

c
, β(u2) = c2 − log(cos(cu2 + c1))

c
, c ∈ R0, c1, c2 ∈ R.
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From (6.3), we see that the condition in case 1 is equal to the minimality of M.

Since we know that every minimal surface is a Willmore surface, therefore, M is
parametrized by

(
u1, u2,

(
c2 + log(cos(cu1 + c1))

c

)
+

(
c2 − log(cos(cu2 + c1))

c

))
.

Case 2:

−4(α′ + β ′)2α′′β ′′ + (1 + β ′2)α′′ + (1 + α′2)β ′′ = 0.

Using (6.3), the above reduces to

− (α′ + β ′)2[8α′′β ′′ − H] = 0. (6.7)

Since M is an admissible surface, i.e., α′ + β ′ �= 0, Eq. (6.7) reduces to

8α′′β ′′ − H = 0.

The above equation can be rewritten as

α′′ − H
8β ′′ = 0.

Since α and β are functions of two independent variables u1 and u2, respectively, we
get

α(u1) = cu21 + c1u1 + c2, β(u2) = H
8c

u22 + c3u2 + c4.

The above found solution does not satisfy (6.5), therefore we conclude the following.

Theorem 6.1 There are no non-minimal Willmore translation surfaces in simply
isotropic 3-spaces I13.

Theorem 6.2 Let M be a minimal translation surface of type 3 in simply isotropic
3-space, then by the translation and dilation of I13, M is a Willmore surface if it is
congruent to

M(u1, u2) = (u1, u2, (log(cos(cu1 + c1)) − log(cos(cu2 + c1))) .
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7 Willmore Factorable Surfaces of Type-I in Simply
Isotropic Space

The first and second fundamental form coefficients for the factorable surface of type-I
in (3.4) are given by

E = G = 1 F = 0, (7.1)

E = α′′β, M = α′β ′, N = αβ ′′. (7.2)

Then the Gaussian and the mean curvature are given by

K = −α′2β ′2 + αβα′′β ′′, H = 1

2
(βα′′ + αβ ′′). (7.3)

From (1.2), it is easy to find out

�H =
(
0, 0,−1

2
(2α′′β ′ + βα(4) + αβ(4))

)
. (7.4)

Therefore, from (1.1), (7.3) and the above equation, we can find the following system
of equations.

1

4
(βα′′ + αβ ′′)(4α′2β ′2 + (βα′′ + αβ ′′)2) = 0. (7.5)

1

4

[
(βα′′ + αβ ′′)(4α′2β ′2 + (βα′′ + αβ ′′)2) − 2(2(α′′β ′′βα(4) + αβ(4)))

]
= 0.

(7.6)
Thus for M being of Willmore type, we have to find the simultaneous solutions of
(7.5) and (7.6). Therefore, we have the following cases:

Case 1: M is minimal, i.e., βα′′ + αβ ′′ = 0. Then, we have to find the simultane-
ous solutions of the following equations

βα′′ + αβ ′′ = 0, (7.7)

1

2

[
2(α′′β ′′βα(4) + αβ(4))

] = 0. (7.8)

Depending upon the choices of α, β, we have the following:
Case 1.1: Suppose α or β be a nonzero constant, we have the following sub-cases:
Case 1.1.1: Let α = c, from (7.7), we obtain β = c1u2 + c2, which satisfies (7.7)

and (7.8).
Case1.1.2:Letα = c, from (7.8),weobtainβ = c1u32 + c2u22 + c3u2 + c4,which

does not satisfy (7.7), where c, c1 ∈ R0, c2, c3, c4 ∈ R.
Case 1.2: Suppose α, β are linear functions, then (7.7) and (7.8) both are satisfied.
Case 1.3: Suppose α, β are nonlinear, we have the following sub-cases:
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Case 1.3.1: From (7.7), we obtain

α′′

α
= −β ′′

β
= c.

Thus we get,

α = c1e
√
cu1 + c2e

−√
cu1 , β = c1 cos(

√
cu2) + c2 sin(

√
cu2), (7.9)

where ci ∈ R.

The found forms of α and β in (7.9) do not satisfy (7.6).
Case 1.3.2: From (7.8), we obtain

2
α′′β ′′

αβ
+ α(4)

α
+ β(4)

β
= 0. (7.10)

Differentiating (7.10) with respect to u1, we get

2

(
α′′

α

)′
β ′′

β
= −

(
α(4)

α

)′
. (7.11)

Since the R.H.S. of (7.11) is either a constant or a function of u1, for −
(

α(4)

α

)′ = c,

(7.11) reduces to the following equation:

2

(
α′′

α

)′
β ′′

β
= c. (7.12)

If β ′′
β

= 0, then β is linear, which is a contradiction. Therefore from (7.12), we have

2

(
α′′

α

)′
= −c

β

β ′′ = k, k ∈ R0.

Thus, we get

α(u1) = c1Ai

(
3

√
k

2
u1

)
+ c2Bi

(
3

√
k

2
u1

)
,

β(u2) = c1 cos

(√
c

k

)
u2 + c2 sin

(√
c

k

)
u2,

where Ai and Bi are airy functions.
The above found forms of α, β do not satisfy (7.7).

For −
(

α(4)

α

)′
being a function of u1, (7.11) reduces to the following equation
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2
(

α′′
α

)′

(
α(4)

α

)′ = − β

β ′′ . (7.13)

From (7.13), R.H.S. is either a constant or a function of u2, whereas L.H.S. is a
function of u1, which is a contradiction in any case.

Case 2: M is not minimal, i.e., 4α′2β ′2 + (βα′′ − αβ ′′)2 = 0. Then, we have to
find the simultaneous solutions of the following equations

4α′2β ′2 + (βα′′ − αβ ′′)2 = 0, (7.14)

1

2

[
2(α′′β ′′βα(4) + αβ(4))

] = 0. (7.15)

Depending upon the choices of α, β, we have following cases:
Case 2.1: Suppose α or β be a nonzero constant, we have the following:
Case 2.1.1:Let α = c, then from (7.14), we obtain β = c1u2 + c2, which satisfies

(7.14) and (7.15).
Case 2.1.2:Letα = c, then from (7.15), we obtainβ = c1u32 + c2u22 + c3u2 + c4,

which does not satisfy (7.14).
Case 2.2: Suppose α, β are linear functions, i.e., α = c1u1 + c2, β = c1u2 + c2,

then (7.14) is not satisfied, where c, c1 ∈ R0, c2, c3, c4 ∈ R.
Case 2.3: Suppose α, β are nonlinear functions, we have the following sub-cases:
Case 2.3.1: From (7.14), we get

(
2α′β ′

αβ

)2

+
(

α′′

α
− β ′′

β

)2

= 0. (7.16)

We see that (7.16) is a sum of two positive quantities equal to zero, therefore, each
term must be zero itself. From the first part of (7.16), we have either f = c or g = c,
which is a contradiction to the nonlinearity of α and β.

Case 2.3.2: This is similar to Case 1.3.2.

Theorem 7.1 Let M be a minimal factorable surface of type 1 in simply isotropic
space I

1
3, then by the translation and dilation of I13, M is of Willmore type if it is

congruent to
(u1, u2, (c)(c1u2 + c2)), or, (u1, u2, u1u2).

Theorem 7.2 Let M be a non-minimal factorable surface of type 1 in simply
isotropic space I13, then M is of Willmore type if it is congruent to

(u1, u2, (c)(c1u2 + c2)).

Acknowledgements I am very thankful to the anonymous reviewers for their comments and sug-
gestions which helped a lot to improve the paper.
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Product of Generalized Derivations with
Commuting Values on a Lie Ideal

Luisa Carini, Vincenzo De Filippis, and Giovanni Scudo

Abstract Let R be a non-commutative prime ring of characteristic different from 2
with Utumi quotient ring U and extended centroid C , L a non-central Lie ideal of
R, F and G two nonzero generalized derivations of R. If [F(u)G(u), u] = 0 for all
u ∈ L , then one of the following holds:

1. There exist u, v ∈ U such that uv ∈ C and F(x) = xu,G(x) = vx , for all x ∈ R;
2. R ⊆ M2(C).

Keywords Prime rings · Differential identities · Generalized derivations
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1 Introduction

Let R be a prime ring of characteristic different from 2, Z(R) the center of R, U
the Utumi quotient ring of R and C = Z(U ), the center of U (C is usually called
the extended centroid of R). An additive map G : R → R is called generalized
derivation of R if there exists a derivation d of R such thatG(xy) = G(x)y + xd(y),
for all x, y ∈ R. The simplest example of generalized derivation is a map of the
form g(x) = ax + xb, for some a, b ∈ R: such generalized derivations are called
inner.Generalized inner derivations have been primarily studied on operator algebras.
Therefore any investigation from the algebraic point of viewmight be interesting (see
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for example [15, 18, 20]). Here we will consider some related problems concerning
identities with generalized derivations in prime rings.

In [5] it is proved that if R is a prime ring with infinite extended centroid and
d1, . . . , dn are derivations of R such that d1(x)d2(x) · · · dn(x) = 0, for all x ∈ R,
then at least one di is trivial.

Later in [22] Vukman extended the result to α-derivations, in the case n = 2.
More precisely an additive mapping d : R → R is called α-derivation if d(xy) =
d(x)α(y) + xd(y), for all x, y ∈ R and for a fixed automorphism α of R. In light of
this definition, Theorem 3 in [22] proves that if d and g are α-derivations of R such
that d(x)g(x) = 0 for all x ∈ R, then either d = 0 or g = 0.

Recently in [23] this result has been generalized to the case of (α, β)-derivations.
We recall that an additived : R → R is called (α, β)-derivation ifd(xy)=d(x)α(y) +
β(x)d(y), for all x, y ∈ R and for fixed automorphisms α, β of R. In [23] it is proved
that if d and g are (α, β)-derivations such that either d or g commutes with α and β,
and d(x)g(x) = 0 for all x ∈ R, then either d = 0 or g = 0.

More recently in [13],M. Fošner andVukman have considered an analogous prob-
lem, where derivations and (α, β)-derivations are replaced by generalized deriva-
tions. In [13, Theorem 3] they prove that if F1 and F2 are generalized derivations of
a prime ring R of characteristic different from 2, such that F1(x)F2(x) = 0 for all
x ∈ R, then there exist p, q elements of the Martindale quotient ring Q of R, such
that F1(x) = xp and F2(x) = qx for all x ∈ R and pq = 0, except when at least
one Fi is zero. In [6] this last result has been extended to the case when generalized
derivations act on multilinear polynomials.

Here our aim is to generalize the result in [13] to the case when the product of
two generalized derivations is commuting on a Lie ideal L of R. More precisely we
will prove the following:

Theorem 1 Let R be a non-commutative prime ring of characteristic different from
2 with Utumi quotient ring U and extended centroid C, L a non-central Lie ideal of
R, F and G two nonzero generalized derivations of R. If [F(u)G(u), u] = 0 for all
u ∈ L, then one of the following holds:

1. There exist u, v ∈ U such that uv ∈ C and F(x) = xu, G(x) = vx, for all x ∈ R;
2. R ⊆ M2(C).

2 The Case of Inner Generalized Derivations

In this section we firstly assume there are elements a, b, c, q, u ∈ R such that R
satisfies the generalized polynomial identity

[
a[x1, x2]c[x1, x2] + a[x1, x2]2q + [x1, x2]u[x1, x2] + [x1, x2]b[x1, x2]q, [x1, x2]

]
. (1)

Here we will prove the following result:
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Proposition 1 Let R be a prime ring of characteristic different from 2. If (1) is a
generalized polynomial identity for R, then one of the following holds:

1. a = −b ∈ C and ac + u ∈ C;
2. c = −q ∈ C and bq + u ∈ C;
3. a, q ∈ C and bq + ac + u ∈ C;
4. R ⊆ M2(C).

Then we suppose there are elements a, b, c, q ∈ R such that R satisfies the gen-
eralized polynomial identity

[
a[x1, x2]c[x1, x2] + a[x1, x2]2q + [x1, x2]bc[x1, x2] + [x1, x2]b[x1, x2]q, [x1, x2]

]
.

(2)

As a consequence of Proposition 1 we will also prove the following:

Proposition 2 Let R be a prime ring of characteristic different from 2. If (2) is a
generalized polynomial identity for R, then one of the following holds:

1. a = −b ∈ C;
2. c = −q ∈ C;
3. a, q ∈ C and (a + b)(c + q) ∈ C;
4. R ⊆ M2(C).

We begin with the following:

Lemma 2 Let R be a prime ring and u ∈ R such that

[
[x1, x2]

(
u[x1, x2] + [x1, x2]v

)
, [x1, x2]

]

is a generalized polynomial identity for R. Then either u, v ∈ C or R ⊆ M2(C).

Proof It is a consequence of Lemma 4.3 in [7]. �

Lemma 3 Let R be a prime ring and u, v ∈ R such that

[(
u[x1, x2] + [x1, x2]v

)[x1, x2], [x1, x2]
]

is a generalized polynomial identity for R. Then either u, v ∈ C or R ⊆ M2(C).

Proof It follows from Lemma 2.2 in [1]. �

Lemma 4 Let R be a prime ring and u ∈ R such that

[
u[r1, r2], [r1, r2]

]
= 0, for

any r1, r2 ∈ R. Then u ∈ Z(R).

Proof It is an immediate consequence of main result in [19]. �
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Lemma 5 Let R be a prime ring of characteristic different from 2, a, b, c, q, u
elements of R. Assume that a, q ∈ Z(R). If R satisfies (1), then either bq + ac + u ∈
Z(R) or R ⊆ M2(C).

Proof Under these hypothesis and by (1) we have that R satisfies

[
[x1, x2](ac + aq + u + bq)[x1, x2], [x1, x2]

]

and by Lemma 3 we get the required conclusions. �
Lemma 6 Let R be a prime ring of characteristic different from 2, a, b, c, q, u
elements of R. Assume that a, b ∈ Z(R). If R satisfies (1), then one of the following
holds:

1. a + b = 0 and ac + u ∈ Z(R);
2. q ∈ Z(R) and ac + u ∈ Z(R);
3. R ⊆ M2(C).

Proof In this case relation (1) reduces to

[
[x1, x2]

(
(ac + u)[x1, x2] + [x1, x2](a + b)q

)
, [x1, x2]

]
.

By Lemma 2 we have R ⊆ M2(C) unless when ac + u ∈ Z(R) and (a + b)q ∈
Z(R). In particular, if a + b �= 0, then q ∈ Z(R). �
Lemma 7 Let R be a prime ring of characteristic different from 2, a, b, c, q, u
elements of R. Assume that c, q ∈ Z(R). If R satisfies (1), then one of the following
holds:

1. c + q = 0 and bq + u ∈ Z(R);
2. a ∈ Z(R) and bq + u ∈ Z(R);
3. R ⊆ M2(C).

Proof Here relation (1) reduces to

[(
a(c + q)[x1, x2] + [x1, x2](bq + u)

)[x1, x2], [x1, x2]
]
.

By Lemma 3 we have R ⊆ M2(C) unless when bq + u ∈ Z(R) and a(c + q) ∈
Z(R). In particular, if c + q �= 0, then a ∈ Z(R). �

In the next Lemmas we study the case of ring of matrices. We start with the
following:

Lemma 8 Let K be a field of characteristic different from 2, let R = Mm(K ) be the
algebra of m × m matrices over K , Z(R) the center of R, a, b, c, q, u elements of
R. Assume that a ∈ Z(R). If m ≥ 3 and R satisfies (1), then one of the following
holds:
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1. b ∈ Z(R), a + b = 0 and ac + u ∈ Z(R);
2. q ∈ Z(R) and ac + bq + u ∈ Z(R).

Proof Since a ∈ Z(R), relation (1) reduces to

[
[x1, x2](ac + u)[x1, x2] + a[x1, x2]2q + [x1, x2]b[x1, x2]q, [x1, x2]

]
. (3)

Let ei j the usual matrix unit, with 1 in the (i, j)-entry and zero elsewhere. Say
b = ∑

kl bklekl and q = ∑
kl qklekl , for bkl, qkl ∈ K .

Since ei j ∈ [R, R] for all i �= j , then by (3) we get

[ei j (ac + u)ei j + ei j bei j q, ei j ] = 0.

In particular, ei j bei j qei j = 0, which implies b jiq ji = 0, for any i �= j . As an appli-
cation of [10, Proposition 1], it follows either b ∈ Z(R) or q ∈ Z(R).

Consider the case b ∈ Z(R) and assume a + b �= 0. Then, by (3), R satisfies

[
[x1, x2]

(
(ac + u)[x1, x2] + [x1, x2](a + b)q

)
, [x1, x2]

]
.

ByLemma2, it follows that both ac + u ∈ Z(R) and (a + b)q ∈ Z(R). In particular,
since 0 �= a + b ∈ Z(R), we get q ∈ Z(R). On the other hand, if a + b = 0, then R
satisfies [

[x1, x2](ac + u)[x1, x2]
)
, [x1, x2]

]

and, as above, it follows that ac + u ∈ Z(R).
Let now q ∈ Z(R). By (3) and since aq ∈ Z(R), we have that R satisfies

[
[x1, x2](bq + ac + u)[x1, x2], [x1, x2]

]
.

By the same above argument, we get bq + ac + u ∈ Z(R). �

Lemma 9 Let K be a field of characteristic different from 2, let R = Mm(K ) be the
algebra of m × m matrices over K , Z(R) the center of R, a, b, c, q, u elements of
R. If m ≥ 3 and R satisfies (1), then one of the following holds:

1. a = −b ∈ Z(R) and ac + u ∈ Z(R);
2. c = −q ∈ Z(R) and bq + u ∈ Z(R);
3. a, q ∈ Z(R) and bq + ac + u ∈ Z(R).

Proof Say a = ∑
kl aklekl , c = ∑

kl cklekl and q = ∑
kl qklekl , for 0 �= akl , ckl , qkl ∈

K . Let i, j, k three different indices and choose [x1, x2] = eii − e j j in relation (1).
Right multiplying by eii and left multiplying by ekk , it follows that
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aki (cii + qii ) + akj (q ji − c ji ) = 0. (4)

One can see that, for any inner automorphism ϕ of Mm(K ),

[
ϕ(a)[x1, x2]ϕ(c)[x1, x2] + ϕ(a)[x1, x2]2ϕ(q) + [x1, x2]ϕ(u)[x1, x2]+

+[x1, x2]ϕ(b)[x1, x2]ϕ(q), [x1, x2]
] (5)

is a generalized polynomial identity for R. In particular, let ϕ(x) = (1 + eik)x(1 −
eik), for any x ∈ R. If we denote ϕ(a) = ∑

kl a
′
klekl , ϕ(c) = ∑

kl c
′
klekl and ϕ(q) =∑

kl q
′
klekl , for a

′
kl , c

′
kl , q

′
kl ∈ K , and using relation (4), it follows that

a′
ki (c

′
i i + q ′

i i ) + a′
k j (q

′
j i − c′

j i ) = 0

that is
aki (cki + qki ) = 0. (6)

As above, by [10, Proposition 1], it follows either a ∈ Z(R) or c + q ∈ Z(R). In the
first case we conclude by Lemma 8. Thus we may assume a /∈ Z(R) and c + q ∈
Z(R).

Now we consider the automorphism χ(x) = (1 + e jk)x(1 − e jk), for any x ∈
R and denote χ(a) = ∑

kl a
′′
klekl , χ(c) = ∑

kl c
′′
klekl and χ(q) = ∑

kl q
′′
klekl , for

a′′
kl, c

′′
kl , q

′′
kl ∈ K . Using again relation (4), it follows that

a′′
ki (c

′′
i i + q ′′

i i ) + a′′
k j (q

′′
j i − c′′

j i ) = 0

that is
akj (qki − cki ) = 0. (7)

Once again, by applying [10, Proposition 1], and since we assume a /∈ Z(R), it
follows q − c ∈ Z(R). Therefore both q − c ∈ Z(R) and q + c ∈ Z(R), that is,
c, q ∈ Z(R). In this case the conclusion follows from Lemma 7. �
Lemma 10 Let R be a prime ring of characteristic different from 2. If (1) is a trivial
generalized polynomial identity for R, then one of the following holds:

1. a = −b ∈ C and ac + u ∈ C;
2. c = −q ∈ C and bq + u ∈ C.
3. a, q ∈ C and bq + ac + u ∈ C.

Proof Since R andU satisfy the same generalized polynomial identities [3, Theorem
2], we have that (1) is satisfied by U . Since (1) is a trivial generalized polynomial
identity for U , either {a, 1} is a linearly C-dependent set or U satisfies

[x1, x2]
(
c[x1, x2] + [x1, x2]q

)
[x1, x2]. (8)
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In this last case, since (8) is trivial, it follows q = −c ∈ C . Therefore, by relation
(1), U satisfies [

[x1, x2](u + bq)[x1, x2], [x1, x2]
]
.

Since it is a trivial GPI for U , the element bq + u must fall in the extended centroid
C .

On the other hand, if {a, 1} is a linearly C-dependent set, then a ∈ C and (1)
reduces to

[
[x1, x2]ac[x1, x2] + [x1, x2]2aq + [x1, x2]u[x1, x2] + [x1, x2]b[x1, x2]q, [x1, x2]

]
.

(9)
Again, since (9) is a trivial generalized polynomial identity for U , either {q, 1} are
linearly C-dependent or U satisfies

[x1, x2]2
(

[x1, x2](a + b)[x1, x2]q
)

. (10)

In the last case, since (10) is trivial, it follows a + b ∈ C (that is b ∈ C) and (a +
b)q = 0. Hence, by (9), we have that

[
[x1, x2](ac + u), [x1, x2]

]
[x1, x2] (11)

is a trivial generalized polyonomial identity for U . This implies ac + u ∈ C .
Thus we may assume that {q, 1} are linearly C-dependent, that is, q ∈ C . Under

this assumption, and by (9), one has that U satisfies

[x1, x2](ac + u + bq)[x1, x2]2 − [x1, x2]2(ac + u + bq)[x1, x2]. (12)

Finally, again since (12) is trivial, we have that ac + u + bq ∈ C . �

Proof of Proposition 1 Firstly we notice that the Proposition is trivially true if one
of the following holds:

• a, b ∈ C (see Lemma 6);
• c, q ∈ C (see Lemma 7);
• a, q ∈ C (see Lemma 5).

Hence, for the rest of the proof we suppose that the following hold simultaneously:

• either a /∈ C or b /∈ C ;
• either c /∈ C or q /∈ C ;
• either a /∈ C or q /∈ C .
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Our aim is to prove that a number of contradiction follow.
Notice that, by Lemma 10 we may assume that (1) is a non-trivial generalized

polynomial identity for R. By a theoremdue toBeidar [3, Theorem2] this generalized
polynomial identity is also satisfied byU . In caseC is infinite,we obtain thatU

⊗
C C

satisfies (3), where C is the algebraic closure of C . Since both U and U
⊗

C C are
centrally closed [11, Theorems 2.5 and 3.5], we may replace R by either U or
U

⊗
C C according to whether C is finite or infinite. Thus we may assume that R is

centrally closed overC which is either finite or algebraically closed. ByMartindale’s
theorem [21], R is a primitive ring having a nonzero socle with C as the associated
division ring. In light of Jacobson’s theorem [14, page 75] R is isomorphic to a
dense ring of linear transformations on some vector space V over C . If dimCV = k
is finite, then R ∼= Mk(C), the ring of k × k matrice over C , the conclusion follows
from Lemma 9.

Thus we assume dimCV = ∞.
Notice that eUe satisfies (1), for all e2 = e ∈ Soc(U ) = H . By the above remark,

we have that

• one of a, b doesn’t centralize the nonzero ideal H of R;
• one of c, q doesn’t centralize H ;
• one of a, q doesn’t centralize H ;

Thus there exist h1, h2, h3 ∈ H such that

• either [a, h1] �= 0 or [b, h1] �= 0;
• either [c, h2] �= 0 or [q, h2] �= 0;
• either [a, h3] �= 0 or [q, h3] �= 0.

Moreover, because of the infinite dimensionality, H does not satisfy the polynomial
s4(x1, . . . , x4), that is, there exist t1, t2, t3, t4 ∈ H such that s4(t1, . . . , t4) �= 0. By
Litoff’s theorem in [12] there exists e2 = e ∈ H such that

ah1, h1a, bh1, h1b, ch2, h2c, qh2, h2q, ah3, h3a, qh3, h3q ∈ eUe

and also t1, t2, t3, t4 ∈ eUe

moreover eUe is a central simple algebra finite dimensional over its center. Since
s4(t1, . . . , t4) �= 0, then eUe ∼= Mm(C), for m ≥ 3. By (1) we know that[

(eae)[x1, x2](ece)[x1, x2] + (eae)[x1, x2]2(eqe) + [x1, x2](eue)[x1, x2]

+ [x1, x2](ebe)[x1, x2](eqe), [x1, x2]
]

(13)

is a generalized polynomial identity for eUe, then by the finite dimensional case, we
have that one of the following holds:

1. eae, ebe ∈ Ce;
2. ece, eqe ∈ Ce;
3. eae, eqe ∈ Ce.
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Thus one of the following is a contradiction:

ah1 = eah1 = eaeh1 = h1eae = h1ae = h1a

bh1 = ebh1 = ebeh1 = h1ebe = h1be = h1b

ch2 = ech2 = eceh2 = h2ece = h2ce = h2c

qh2 = eqh2 = eqeh2 = h2eqe = h2qe = h2q

ah3 = eah3 = eaeh3 = h3eae = h3ae = h3a

qh3 = eqh3 = eqeh3 = h3eqe = h3qe = h3q.

We are ready to prove the main result of this Section:

Proof of Proposition 2 Here we simply apply the conclusion of Proposition 1 to the
relation (2). Thus one of the following holds:

1. a = −b ∈ C and ac + bc ∈ C ;
2. c = −q ∈ C and bq + bc ∈ C ;
3. a, q ∈ C and bq + ac + bc ∈ C ;
4. R ⊆ M2(C),

that is, one of the following holds:

1. a = −b ∈ C ;
2. c = −q ∈ C ;
3. a, q ∈ C and (a + b)(c + q) ∈ C ;
4. R ⊆ M2(C).

as required.

3 The Main Theorem

In order to prove our main Theorem, we need to recall some well known results in
literature concerning the relationship between the differential identities satisfied by
a prime ring R and the ones satisfied by its Utumi quotient ring U . More precisely,
it is well known that both every derivation and every generalized derivation of R
can be uniquely extended to the Utumi quotient ring U . Moreover any generalized
derivation g of R assumes the form g(x) = qx + d(x) for some q ∈ U and d a
derivation on U ([4, Proposition 2.5.1], [18, Theorem 3]).

In this sense, if �(x
� j

i ) is a differential identity for R having coefficients in U ,
where every � j is a derivation word of the form � j = d j1d j2 . . . d jm and each d ji

is a derivation of R, then �(x
� j

i ) is a differential identity for U ([17]).
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We also recall that R andU satisfy the same generalized polynomial identity with
coefficients in U [8].

For a complete description of the theory of generalized polynomial identities and
differential identities we refer the reader to [4, Chap. 7].

Proof of Theorem 1 In light of previous remarks, we assume

F(x) = ax + d(x) and G(x) = cx + δ(x)

where a, c ∈ U and d, δ are derivations of U . Moreover, we may assume that

[F(X) · G(X), X ] = 0 for all X = [x1, x2] ∈ [U,U ]. (14)

In order to prove our result, we have to examine the following three cases:
Case 1:We firstly assume that d and δ are inner derivations ofU . Thus there exist

b, q ∈ U such that d(x) = [b, x], δ(x) = [q, x], F(x) = ax + [b, x] = (a + b)x −
xb and G(x) = cx + [q, x] = (c + q)x − xq. Let a′ = a + b, b′ = −b, c′ = c + q
and q ′ = −q, so that F(x) = a′x + xb′ and G(x) = c′x + xq ′, for all x ∈ U . Thus
we have that, for all X = [x1, x2] ∈ [U,U ],

[(
a′X + Xb′

)(
c′X + Xq ′

)
, X

]
= 0.

Application of Proposition 2 implies that one of the following holds:

1. a′ = −b′ ∈ C , that is, F = 0, a contradiction;
2. c′ = −q ′ ∈ C , that is, G = 0, a contradiction;
3. a′, q ′ ∈ C and (a′ + b′)(c′ + q ′) ∈ C . This implies F(x) = xu and G(x) = vx ,

for all x ∈ R, for some u, v ∈ U , where uv ∈ C .
4. R ⊆ M2(C)

Case 2: Let now d and δ be linearly C-independent modulo U -inner derivations.
Since U satisfies

[(
a[x1, x2] + [d(x1), x2] + [x1, d(x2)]

)

·
(
c[x1, x2] + [δ(x1), x2] + [x1, δ(x2)]

)
, [x1, x2]

]

and applying Kharchenko’s theory in [16], we have that U satisfies

[(
a[x1, x2] + [y1, x2] + [x1, y2]

)
·
(
c[x1, x2] + [z1, x2] + [x1, z2]

)
, [x1, x2]

]
.

Fix y1 = 0, then U satisfies the blended component
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[
[y1, x2] ·

(
c[x1, x2] + [z1, x2] + [x1, z2]

)
, [x1, x2]

]
.

For z1 = 0, consider again the blended component, so that

[
[y1, x2] · [z1, x2], [x1, x2]

]
= 0

for all x1, x2, y1, z1 ∈ U . Since U satisfies a polynomial identity, there exist a field
K and an integer m such that the ring of all matrices Mm(K ) satisfies the same
polynomial identities. Since U is not commutative, we may assume m > 1. For

x1 = e12, z1 = e12, y1 = e22, x2 = e21,

we obtain 2e21 = 0, which is a contradiction, since char(R) �= 2.
Case 3: Finally we suppose that

• d and δ are not both inner derivations (otherwise we are done by Case 1);
• d and δ are C-dependent modulo U -inner derivations (otherwise we are done by
Case 2).

Therefore there exist α, β ∈ C and p ∈ U such that αd(x) + βδ(x) = [p, x]. In this
case we will prove that a number of contradictions occurs, unless when R ⊆ M2(C).

We firstly consider the case α = 0. Thus δ(x) = [q, x], for all x ∈ U , where
q = β−1 p and d is not an inner derivation (if not we are done by Case 1). Hence by
(14) we have that U satisfies

[(
a[x1, x2] + [d(x1), x2] + [x1, d(x2)]

)
·
(

(c + q)[x1, x2] − [x1, x2]q
)

, [x1, x2]
]

Since d is not inner, by [16], U satisfies

[(
a[x1, x2] + [y1, x2] + [x1, y2]

)
·
(

(c + q)[x1, x2] − [x1, x2]q
)

, [x1, x2]
]

and in particular, U satisfies

[
[y1, x2] ·

(
(c + q)[x1, x2] − [x1, x2]q

)
, [x1, x2]

]

For y1 = x1, U satisfies

[x1, x2] ·
[
(c + q)[x1, x2] − [x1, x2]q, [x1, x2]

]
(15)
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By applying Lemma 5 in [2], either R ⊆ M2(C) or one of the following holds:

1. c = 0, q ∈ C , which implies G = 0;
2. c, q ∈ C and [x1, x2]2 is central valued on U . By [9], it follows that either c = 0

(so that G = 0) or [x1, x2]2 is an identity for U .

In any case we get a contradiction.
The case β = 0 is fully in line with that of α = 0, so that we omit it for brevity.
As a consequence we may consider both α �= 0 and β �= 0. The derivation δ

assumes the form δ(x) = [q, x] + γ d(x) for all x ∈ U , where q = β−1 p and γ =
−β−1α �= 0. We also remark that d cannot be inner. Therefore by (14), U satisfies

[(
a[x1, x2] + [y1, x2] + [x1, y2]

)

·
(

(c + q)[x1, x2] − [x1, x2]q + γ [y1, x2] + γ [x1, y2]
)

, [x1, x2]
]

For y1 = 0, U satisfies the blended component

[
γ

(
a[x1, x2] + [x1, y2]

)
· [y1, x2] + [y1, x2]

·
(

(c + q)[x1, x2] − [x1, x2]q + γ [y1, x2] + γ [x1, y2]
)

, [x1, x2]
]

Analogously, for y2 = 0, U satisfies the blended component

γ

[
[x1, y2][y1, x2] + [y1, x2][x1, y2], [x1, x2]

]
. (16)

SinceU satisfies a polynomial identity, there exists an integerm such thatMm(K ), the
ring of all matrices over a suitable field K , satisfies the same polynomial identities.
Notice that, if m ≤ 2, then U satisfies the standard identity s4(x1, . . . , x4). In other
words, we get U ⊆ M2(C), as required. Hence we may suppose m ≥ 3 and choose

x1 = e12, y2 = e23, y1 = e22, x2 = e21.

Thus, by (16) we obtain the contradiction

0 = γ [e23, e11 − e22] = γ e23 �= 0.
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1. Albaş, E., Argaç, N., De Filippis, V.: Posner’s second theorem and some related annihilating
conditions on Lie ideals. Filomat 32(4), 1285–1301 (2018)

2. Argaç, N., De Filippis, V.: Actions of generalized derivations on multilinear polynomials in
prime rings. Algebra Coll. 18, 955–964 (2011)

3. Beidar, K.I.: Rings with generalized identities. Moscow Univ. Math. Bull. 33, 53–58 (1978)
4. Beidar, K.I., Martindale, W.S., Mikhalev, A.V.: Rings with Generalized Identities. Pure and

Applied Mathematics. Dekker, New York (1996)
5. Brešar, M., Chebotar, M., Šemrl, P.: On derivations of prime rings. Commun. Algebra 27(7),

3129–3135 (1999)
6. Carini, L., De Filippis, V., Scudo, G.: Identities with product of generalized derivations of

prime rings. Algebra Coll. 20(4), 711–720 (2013)
7. Carini, L., De Filippis, V., Wei, F.: Annihilating co-commutators with generalized skew deriva-

tions on multilinear polynomials. Commun. Algebra 45(12), 5384–5406 (2017)
8. Chuang, C.L.: GPIs having coefficients in Utumi quotient rings. Proc. Am. Math. Soc. 103(3),

723–728 (1988)
9. Chuang, C.L., Lee, T.K.: Ringswith annihilator conditions onmultilinear polynomials. Chinese

J. Math. 24(2), 177–185 (1996)
10. De Filippis, V., Scudo, G.: Strong commutativity and Engel condition preservingmaps in prime

and semiprime rings. Linear Multilinear Algebra 61(7), 917–938 (2013)
11. Erickson, T.S., Martindale III, W.S., Osborn, J.M.: Prime nonassociative algebras. Pacific J.

Math. 60, 9–63 (1975)
12. Faith, C., Utumi, Y.: On a new proof of Litoff’s theorem. Acta Math. Acad. Sci. Hung. 14,

369–371 (1963)
13. Fošner, M., Vukman, J.: Identities with generalized derivations in prime rings. Mediterranean

J. Math. 9(4), 847–863 (2012)
14. Jacobson, N.: Structure of Rings. American Mathematical Society, Providence (1964)
15. Hvala, B.: Generalized derivations in rings. Commun. Algebra 26(4), 1147–1166 (1998)
16. Kharchenko, V.K.: Differential identities of prime rings. Algebra Logic 17, 155–168 (1978)
17. Lee, T.K.: Semiprime rings with differential identities. Bull. Inst. Math. Acad. Sinica 20(1),

27–38 (1992)
18. Lee, T.K.: Generalized derivations of left faithful rings. Commun. Algebra 27(8), 4057–4073

(1999)
19. Lee, P.H., Wong, T.L.: Derivations cocentralizing Lie ideals. Bull. Inst. Math. Acad. Sinica

23(1), 1–5 (1995)
20. Lee, T.K., Shiue, W.K.: Identities with generalized derivations. Commun. Algebra 29(10),

4435–4450 (2001)
21. Martindale III, W.S.: Prime rings satisfying a generalized polynomial identity. J. Algebra 12,

576–584 (1969)
22. Vukman, J.: On α-derivations of prime and semiprime rings. Demonst. Math. XXXVIII(2),

283–290 (2005)
23. Vukman, J.: Identities with product of (α, β)-derivations of prime rings. Demonst. Math.

XXXIX(2), 291–298 (2006)



Some Extension Theorems in the Ring
of Quotients of ∗-Prime Rings
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Abstract Let R be a semiprime ring with an involution ‘∗’. Let Qmr and Qs denote
its right Utumi quotient ring and right symmetric Martindale quotient ring, respec-
tively. In the present paper, the following extension problems have been obtained:
(i) an involution of a semiprime ring can be uniquely extended to its right symmetric
Martindale quotient ring; (i i) if R is a ∗-prime ring, then so is its right symmetric
Martindale quotient ring; (i i i) every ∗-derivation of a commutative semiprime ring
can be uniquely extended to its right symmetric Martindale quotient ring. Finally, we
have also discussed C-dependence of any two nonzero elements of right symmetric
Martindale quotient ring of ∗-prime ring R, where C is the extended centroid of R.
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1 Introduction

Throughout the paper, unless otherwise stated, R will represent a semiprime ring
with center Z . R is called a prime ring if x Ry = {0} implies x = 0 or y = 0. It is
called semiprime if x Rx = {0} implies x = 0. An additive mapping x �→ x∗ of R
into itself is called an involution on R if it satisfies the conditions: (i) (x∗)∗ = x ,
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(i i) (xy)∗ = y∗x∗ for all x, y ∈ R. A ring R equipped with an involution ‘∗’ is
called a ring with involution or a ∗-ring. A ring R with involution ‘∗’ is said to be
∗-prime if aRb = aRb∗ = {0}, where a, b ∈ R (equivalently aRb = a∗Rb = {0})
implies that either a = 0 or b = 0. It is to be noted that every prime ring having
an involution ‘∗’ is ∗-prime but the converse is not true in general. Of course, if Ro

denotes the opposite ring of a prime ring R, then R × Ro equipped with the exchange
involution ∗ex , defined by ∗ex (x, y) = (y, x), is ∗ex -prime but not prime. Let R be
a ∗-ring, then an additive mapping d : R −→ R is said to be a ∗-derivation on R if
d(xy) = d(x)y∗ + xd(y) holds for all x, y ∈ R. Let R be a ∗-prime ring, a ∈ R and
aRa = {0}. This implies that aRaRa∗ = {0} also. Now ∗-primeness of R insures
that a = 0 or aRa∗ = {0}. aRa∗ = {0} together with aRa = {0} gives us a = 0.
Thus we conclude that every ∗-prime ring is a semiprime ring.

A right ideal I of R is called a dense right ideal if given any 0 �= r1 ∈ R, r2 ∈ R
there exists r ∈ R such that r1r �= 0 and r2r ∈ I . Similarly, a dense left ideal can
also be defined in an analogous fashion. An ideal I of R is called a dense ideal if it is
both a dense left ideal and a dense right ideal. The collection of all dense right ideals
of R will be denoted by D = D(R). We set I = I(R)={I | I is an ideal of R and
l(I ) = {0}}, where l(I ) denotes the left annihilator of the ideal I in the ring R. It is
obvious to observe that I consists of precisely the dense ideals of R. Let Qmr and
Qs denote right Utumi quotient ring and right symmetric Martindale quotient ring of
R, respectively. Let us review some important facts about the rings Qmr and Qs (see
[1] for details). The ring Qmr can be characterized by the following four properties:

(i) R is a subring of Qmr ;
(i i) For all q ∈ Qmr , there exists J ∈ D such that q J ⊆ R;

(i i i) For all q ∈ Qmr and J ∈ D, q J = {0} if and only if q = 0;
(iv) If J ∈ D and f : JR −→ RR is a homomorphism of right R-modules, then

there exists q ∈ Qmr such that f (x) = qx for all x ∈ J.

The ring Qs can be characterized by the following four properties:

(i) R is a subring of Qs;
(i i) For all q ∈ Qs , there exists J ∈ I such that q J ∪ Jq ⊆ R;

(i i i) For all q ∈ Qs and J ∈ I, q J = {0} (or Jq = {0}) if and only if q = 0;
(iv) If J ∈ I, f : JR −→ RR and g :R J −→R R are homomorphism of right

R-modules and homomorphism of left R-modules, respectively, such that
x f (y) = g(x)y for all x, y ∈ J , then there exists q ∈ Qs such that f (x) = qx
and g(x) = xq for all x ∈ J.

Further, it is well known that Qs={q ∈ Qmr | q J ∪ Jq ⊆ R for some J ∈ I}. Let
q1, q2, . . . , qn ∈ Qmr , then the set T = {q1, q2, . . . , qn} is called C-dependent if
there exist c1, c2, . . . , cn ∈ C not all zero such that c1q1 + c2q2 + · · · + cnqn = 0.
On the other hand if T is not C-dependent, then it is called C-independent. It is also
well known that C is a field if R is prime and on the other hand if C of a semiprime
R is a field, then R must be prime. Further, it is to be noted that if R is a prime ring
then two nonzero elements q1, q2 ∈ Qmr will beC-dependent if and only if q1 = λq2
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for some λ ∈ C. In the present paper, we have proved a sufficient condition under
which two nonzero elements of Qs becomeC-dependent if Qs is the right symmetric
Martindale quotient ring of a ∗-prime ring R.

There has been a great deal of work on extension problems of a semiprime ring R
to its different types of quotient rings, i.e., Qmr and Qs , etc. For example, we know
the following: (i) an automorphism ( resp. antiautomorphism) of a semiprime ring
R can be uniquely extended to Qmr and Qs (resp. Qs). (i i) Let d be a derivation of a
semiprime ring R, then d can be uniquely extended to Qmr and Qs . (i i i) Let R be a
prime ring with involution ‘∗’, then ‘∗’ can be uniquely extended to an involution of
its right symmetricMartindale quotient ring. (iv) Let R be a prime (resp. semiprime)
ring, then so are its quotient rings Qmr and Qs (See [1, 3] for further details).

Motivated by the above nice extensions, we have obtained some possible anal-
ogous for ∗-prime rings as follows: (i) an involution of a semiprime ring can be
uniquely extended to its right symmetric Martindale quotient ring; (i i) if R is a
∗-prime ring, then so is its right symmetric Martindale quotient ring; (i i i) every
∗-derivation of a ∗-prime ring can be uniquely extended to its right symmetric Mar-
tindale quotient ring.

2 Preliminary Results

We begin with the following lemmas which are essential for developing the proof of
our main results. The proof of the Lemma 2.1 can be found in ([1], Theorem 2.3.3).

Lemma 2.1 Let R be a semiprime ring, Q = Qmr (R), C = Z(Q) and q1, q2, . . . ,

qn ∈ Q. Suppose that q1 /∈
n∑

i=2
Cqi . Then there exists an element p =

m∑

i=1
lai rbi ∈

R(l)R(r) such that q1 p =
m∑

i=1
aiq1bi �= 0 and q j p = 0 for j ≥ 2. Here R(l) (resp.

R(r)) denotes the subring of EndC(Q) generated by all left (resp., by all right) multi-
plications by elements of R, where EndC(Q) denotes the ring of all homomorphisms
of Q as left-C modules.

In the year 1989, M. Bresǎr and J.Vukman ([2], Proposition 1) proved that if a prime
∗-ring R admits a nonzero ∗-derivation, then R is commutative. We have shown that
this result holds even for ∗-prime rings. In fact, we have obtained the following.

Lemma 2.2 Let R be a ∗-prime ring. If it admits a nonzero ∗-derivation d, then R
is commutative.

Proof By hypothesis we have, for all x, y, z ∈ R

d((xy)z) = d(xy)z∗ + xyd(z)
= {d(x)y∗ + xd(y)}z∗ + xyd(z)
= d(x)y∗z∗ + xd(y)z∗ + xyd(z).
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Also
d(x(yz)) = d(x)(yz)∗ + xd(yz)

= d(x)z∗y∗ + x{d(y)z∗ + yd(z)}
= d(x)z∗y∗ + xd(y)z∗ + xyd(z).

We get
d(x)y∗z∗ = d(x)z∗y∗ for all x, y, z ∈ R.

Putting y∗ and z∗ in the places of y and z, respectively, we find that

d(x)yz = d(x)zy. (2.1)

Now replacing y by yr where r ∈ R, in the relation (2.1) and using it again we
arrive at d(x)yrz = d(x)yzr , i.e.,

d(x)R[r, z] = {0} (2.2)

for all x, z, r ∈ R. Replacing r and z by r∗ and z∗, respectively, in the relation
(2.2), we also obtain that

d(x)R[r, z]∗ = {0} (2.3)

for all x, z, r ∈ R. Since d �= 0 and R is a ∗-prime ring, using the relations (2.2) and
(2.3), we conclude that r z = zr for all z, r ∈ R. Therefore, R is commutative.

The following example demonstrates that the ∗-primeness in the hypothesis of
Lemma 2.2 cannot be omitted.

Example 2.1 Let H and C be the ring of real quaternions and complex num-
bers, respectively. Assume R = H × C is the ring of Cartesian product of H and
C with regard to componentwise addition and multiplication. Let ∗1, ∗2 and ∗
denote the involutions of ringsH,C and R, respectively, defined by q∗1 = α − βı −
γ j − δk, where q = α + βı + γ j + δk ∈ H; z∗2 = x − ı y, where z = x + ı y ∈ C

and (q, z)∗ = (q∗1 , z∗2) for all (q, z) ∈ R. Define d : R −→ R such that d(q, z) =
(0, η(z − z∗2)) where η is any fixed complex number. It can be easily verified that
R is a semiprime ring but not a ∗-prime ring and d is a nonzero ∗-derivation of R.

However, R is not commutative.

If R is a prime ring with involution ∗, then we know that R is a ∗-prime ring. Using
this fact, we get the following:

Corollary 2.1 ([2], Proposition 1) If a prime∗-ring R admits a nonzero∗-derivation,
then R is commutative.
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3 Main Results

In the year 1989, C. L. Chung ([3], Theorem (Kharchenko)) proved that if a prime
ring R is endowed with involution ‘∗’, then ‘∗’ can be uniquely extended to an
involution of its left symmetric Martindale quotient ring. We have shown that this
extension is possible even in semiprime ring with involution. In fact we obtained the
following:

Theorem 3.1 Let R bea semiprime ringwith involution ‘∗’. Then ‘∗’ canbeuniquely
extended to an involution of its right symmetric Martindale quotient ring.

Proof Since R is a semiprime ring, Qmr and Qs will exist. We will also denote the
extension of ‘∗’, the involution of R to Qs = Q by the same ‘∗’. Let q ∈ Q. This
implies that q ∈ Qmr and there exists I ∈ I such that q I ∪ I q ⊆ R. It is easy to
see that I ∗ is also a dense ideal, and therefore I ∗ ∈ I. Now we define a relation
f : I ∗ −→ R such that f (i∗) = (iq)∗. It is easy to check that f is a well defined
map and in addition it is a homomorphism of right R-modules. Therefore [ f ; I ∗] ∈
Qmr . Let us say q∗ = [ f ; I ∗]. Consider q∗i∗ = [ f ; I ∗][li∗ ; R] = [ f li∗ ; l−1

i∗ (I ∗)] =
[l(iq)∗ ; R]=(iq)∗ for all i ∈ I . Also consider i∗q∗=[li∗ ; R][ f ; I ∗]=[li∗ f ; f −1(R)] =
[li∗ f ; I ∗] = [l(qi)∗ ; R] = (qi)∗ for all i ∈ I. Now we obtain the following two rela-
tions:

q∗i∗ = (iq)∗ (3.1)

for all i ∈ I and
i∗q∗ = (qi)∗ (3.2)

for all i ∈ I.From the above two relations, it is clear thatq∗ I ∗ ∪ I ∗q∗ ⊆ R.Therefore
q∗ ∈ Q.

Next we define a mapping q �→ q∗ of Q into itself, where q∗ = [ f ; I ∗]. We
will prove that this is our required unique extension of involution ‘∗’ of R. Let
q1, q2 ∈ Q. This implies that q1 + q2 ∈ Q. There exists a dense ideal J of R, i.e.,
J ∈ I such that q1 J ∪ Jq1, q2 J ∪ Jq2, (q1 + q2)J ∪ J (q1 + q2) are all contained
in R. It is obvious that relations (3.1) and (3.2) will be true if we replace q by
q1, q2 or (q1 + q2) and I by J . Therefore for all j ∈ J , we have (q1 + q2)∗ j∗ =
( j (q1 + q2))∗ = ( jq1 + jq2)∗ = ( jq1)∗ + ( jq2)∗ = (q∗

1 + q∗
2 ) j

∗. Finally,we arrive
at {(q1 + q2)∗ − (q∗

1 + q∗
2 )}J ∗ = {0}. Since J ∗ ∈ I, by characterization of Qs we

conclude that (q1 + q2)∗ = q∗
1 + q∗

2 showing that ‘∗’ is an additive map. Let q1, q2 ∈
Q.This implies thatq1q2 ∈ Q. There exists a dense ideal K of R, i.e., K ∈ I such that
q1K ∪ Kq1, q2K ∪ Kq2, (q1q2)K ∪ K (q1q2) are all contained in R and let L = K 2.
Then q1L , Lq1, q2L , Lq2 ⊆ K . It is obvious that L ∈ I. Like above for all l ∈ L , we
have (q1q2)∗l∗ = (lq1q2)∗ = q∗

2 (lq1)
∗ = q∗

2q
∗
1 l

∗. This implies that (q1q2)∗ = q∗
2q

∗
1 .

Operating ‘∗’ on both sides of relation (3.1), we obtain that i(q∗)∗ = iq for all i ∈ I
since ‘∗’ is the involution of R. Nowwe arrive at I {(q∗)∗ − q} = {0}.Since I ∈ I and
{(q∗)∗ − q} ∈ Q, we conclude that (q∗)∗ = q. Including all the above arguments,
we obtain that ‘∗’ is an involution of Q.
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Finally, we have to prove that this extension is unique. Let us suppose that ‘φ’
and ‘∗’ be two extensions of the involution of R. From the above arguments, it is
clear that for any q ∈ Q, there exists I ∈ I such that q I ∪ I q ⊆ R. It is obvious
that for all i ∈ I , qi ∈ R. Using the fact that rφ = r∗ for all r ∈ R, we obtain that
(qi)φ = (qi)∗ for all i ∈ I. This implies that iφqφ = i∗q∗ for all i ∈ I. Now we
conclude that I ∗(qφ − q∗) = {0}. But I ∗ ∈ I, therefore using the characterization
of Q, we arrive at q∗ = qφ for all q ∈ Q, hence this is a unique extension.

It is well known that if R is a prime (resp. semiprime) ring, then its quotient rings Qmr

and Qs are also prime (resp. semiprime). Let R be a ∗-prime ring, then it is natural
to investigate the ∗-primeness nature of its quotient rings. Of course, we proved the
following:

Theorem 3.2 Let R be a ∗-prime ring. Then its right symmetricMartindale quotient
ring is also a ∗-prime ring.
Proof Since R is a ∗-prime ring, it must be a semiprime ring also. Therefore, its right
symmetric Martindale quotient ring Qs will exist. By the above theorem, it is clear
that involution ‘∗’ of R can be uniquely lifted to an involution of Qs . Therefore, we
can assume that ‘∗’ is defined onwhole of Qs . Finally,we conclude that Qs is a∗-ring.
Now we have to prove that Q = Qs is also a ∗-prime ring. Suppose that q1, q2 ∈ Q
such that q1Qq2 = {0} and q1Qq∗

2 = {0}, then we have to prove that either q1 = 0
or q2 = 0. Suppose on contrary that q1 �= 0 and q2 �= 0. There exist dense ideals
J1, J2 ∈ I such that q1 J1 ∪ J1q1 ⊆ R and q2 J2 ∪ J2q2 ⊆ R. By characterization
of Qs , we have x ∈ J1 and y ∈ J2 such that 0 �= q1x ∈ R and 0 �= q2y ∈ R. But
now by using hypothesis, we have (q1x)R(q2y) = {0} and (q1x)R(q2y)∗ = {0}.
Contradicting the fact that R is a ∗-prime ring. Finally, we conclude that Q is a
∗-prime ring.

Theorem 3.3 Let R be a commutative semiprime ring with involution ‘∗’ admitting
a ∗-derivation d. Then d can be uniquely extended to a ∗-derivation of its right
symmetric Martindale quotient ring.

Proof Since R is a commutative semiprime ring, its right symmetric Martindale
quotient ring Q = Qs will exist and will also be commutative. For this case, we will
also have Qmr = Qs . By Theorem 3.1, involution ‘∗’ of R can be uniquely extended
to an involution of Q. Therefore, we can assume that ‘∗’ is defined on whole Q. We
shall let d also denote its extension to Q. d(q), where q ∈ Q will be denoted by qd .

Given any q ∈ Q. This implies that q ∈ Qmr and there exists J ∈ I such that
q J ∪ Jq ⊆ R. It is also obvious that J is a dense right ideal of R. Now we set
Jd = ∑

x∈J x{(xd : J )R}∗. Since xd ∈ R, (xd : J )R is a dense right ideal. Here ‘∗’
is an automorphism of R; therefore, {(xd : J )R}∗ is also a dense right ideal of R.
Next we claim that Jd is a dense right ideal of R. It is obvious to observe that Jd is
a right ideal of R. Let 0 �= r1, r2 ∈ R. Since J is a dense right ideal of R, 0 �= r1s
and r2s ∈ J for some s ∈ R. As we already know that {((r2s)d : J )R}∗ is a dense
right ideal of R. Therefore, 0 �= r1st for some t ∈ {((r2s)d : J )R}∗, it is due to the
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fact that the left annihilator of any dense right ideal in a semiprime ring vanishes.
Clearly r2st ∈ Jd and so our claim stands proved. Also we observe that Jd ⊆ J and
(Jd)d ⊆ J. Since Jd is a dense right ideal of R, (Jd)∗ is also a dense right ideal of R.
We define f : (Jd)∗ −→ R by the rule f (x∗) = (qx)d − qxd for all x∗ ∈ (Jd)∗. It
is easy to see that f is a well defined map and additive also. For all x∗ ∈ (Jd)∗ and
r ∈ R, we have f (x∗r) = f (xl)∗ = (qxl)d − q(xl)d = (qx)dl∗ + qxld − qxdl∗ −
qxld = (qx)dl∗ − qxdl∗ = {(qx)d − qxd}l∗ = f (x∗)r ; where r = l∗ for some l ∈
R. Arguments given above show that f is a homomorphism of right R-modules.
Therefore [ f ; (Jd)∗] ∈ Qmr . Now we put qd = [ f ; (Jd)∗]. Due to commutativity of
Q, it is trivial to see that (Jd)∗ ∈ I and qd(Jd)∗ ∪ (Jd)∗qd ⊆ R. Finally, we arrive
at qd ∈ Q = Qs .

Let us define a map q �→ qd of Q into itself, where qd = [ f ; (Jd)∗]. We
will prove that this is our required unique extension of ∗-derivation d of R.

First we compute the following: qd x∗ = [ f ; (Jd)∗][lx∗ ; R] = [ f lx∗ ; lx∗ −1(Jd)∗] =
[l(qx)d−qxd ; R] = (qx)d − qxd for all x ∈ Jd . Now we get the following relation

qd x∗ = (qx)d − qxd (3.3)

for all x ∈ Jd . Let q1, q2 ∈ Q. This implies that q1 + q2 ∈ Q. There exists a K ∈ I
such that q1K ∪ Kq1, q2K ∪ Kq2, (q1 + q2)K ∪ K (q1 + q2) are all contained in
R. It is obvious that relation (3.3) will be true if we replace q by q1, q2 or
q1 + q2 and Jd by Kd where Kd = ∑

x∈K x{(xd : K )R}∗. Therefore for all k ∈ Kd ,
we have (q1 + q2)dk∗ = ((q1 + q2)k)d − (q1 + q2)kd = (q1k)d + (q2k)d − q1kd −
q2kd = {qd

1 + qd
2 }k∗. Finally, we arrive at {(q1 + q2)d − (qd

1 + qd
2 )}(Kd)

∗ = {0}.
Since (Kd)

∗ ∈ I, using characterization of Qs , we conclude that (q1 + q2)d = qd
1 +

qd
2 showing that d is an additive map. Let q1, q2 ∈ Q. This implies that q1q2 ∈ Q.

By above arguments, it is clear that there exists Td ∈ I such that q1Td ∪ Tdq1,
q2Td ∪ Tdq2, q1q2Td ∪ Tdq1q2 are all contained in R. It is obvious that relation (3.3)
will be true if we replace q by q1, q2 or q1q2 and Jd by Td . Let I = (Td)2. Then
q1 I, I q1, q2 I, I q2 ⊆ Td . For all i ∈ I, we have (q1q2)d i∗ = (q1q2i)d − q1q2i d =
qd
1 (q2i)∗ + q1(q2i)d − q1q2i d = qd

1 q
∗
2 i

∗ + q1qd
2 i

∗ + q1q2i d − q1q2i d = qd
1 q

∗
2 i

∗ +
q1qd

2 i
∗. Finally, we arrive at {(q1q2)d − qd

1 q
∗
2 − q1qd

2 }I ∗ = {0}.But I ∗ ∈ I, by char-
acterization of Q, we conclude that (q1q2)d = qd

1 q
∗
2 + q1qd

2 . Therefore, d is a ∗-
derivation of Q.

Finally, we have to prove that this extension is unique. Let us suppose that δ and d
be two extensions of the ∗-derivation of R. From the above arguments, it is clear that
for any q ∈ Q, there exists J ∈ I such that q J ∪ Jq ⊆ R. It is obvious that for all
j ∈ J , q j ∈ R. Using the fact that r δ = rd for all r ∈ R, we obtain that (q j)δ = (q j)d

for all j ∈ J.This implies that qδ j∗ + q j δ = qd j∗ + q jd for all j ∈ J.Nowwe infer
that (qδ − qd)J ∗ = {0}. But J ∗ ∈ I, therefore by characterization of Q, we find that
qδ = qd for all q ∈ Q, thus this extension is unique.

In the light of Lemma 2.1 and ([2], Proposition 1), we obtained the following:
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Corollary 3.1 Let R be a ∗-prime ring (resp. prime ring with involution ‘∗’) admit-
ting a ∗-derivation d. Then d can be uniquely extended to a ∗-derivation of its right
symmetric Martindale quotient ring.

It has been proved in ([1], Theorem 2.3.4) that if R is a prime ring, Q = Qmr and
a, b ∈ Q. Suppose that axb = bxa for all x ∈ R. Then a and b are C-dependent.
We have extended this result in the setting of ∗-prime rings as follows:

Theorem 3.4 Let R be a ∗-prime ring, Q = Qs and 0 �= a, 0 �= b ∈ Q. Suppose
that axb∗ = bxa and a∗xb∗ = b∗xa for all x ∈ R. Then a ∈ Cb∗ and hence a and
b∗ are C-dependent.

Proof Since R is a ∗-prime ring, it will be a semiprime also and Q = Qs exists. By
Theorem 3.1, ‘∗’ can be assumed to be defined on whole of Q. We have to prove
that a ∈ Cb∗. Suppose on contrary, i.e., a /∈ Cb∗, then by Lemma 2.1 there exists

an element p =
n∑

i=1
lxi ryi ∈ R(l)R(r) such that d = ap �= 0 and b∗ p = 0. Using the

condition axb∗ = bxa for all x ∈ R, we have 0 = ar
n∑

i=1
xib∗yi =

n∑

i=1
(arxib∗)yi =

n∑

i=1
(brxia)yi = br

n∑

i=1
(xiayi ) = brd for all r ∈ R and hence we obtain that

bRd = {0}. (3.4)

If we use the condition a∗xb∗ = b∗xa for all x ∈ R, on the other hand we also obtain

that 0 = a∗r
n∑

i=1
xib∗yi =

n∑

i=1
(a∗r xib∗)yi =

n∑

i=1
(b∗r xia)yi = b∗r

n∑

i=1
(xiayi ) = b∗rd

for all r ∈ R and therefore
b∗Rd = {0}. (3.5)

It is given that 0 �= b and 0 �= d ∈ Qs . By characterization of Qs , we conclude that
there exist J,U ∈ I such that 0 �= bj ∈ R and 0 �= du ∈ R for some j ∈ J and
u ∈ U. Using the relations (3.4) and (3.5), we also conclude that (bj)R(du) = {0}
and (bj)∗R(du) = {0}, leading to a contradiction due to the fact that R is a ∗-prime
ring.
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Rings in Which Every 2-Absorbing Ideal
Is Prime

Mohamed Issoual and Najib Mahdou

Abstract In this article, we study those rings in which every 2-absorbing ideal is
prime.We investigate the stability of this property under homorphic image and local-
ization, and its transfer to various contexts of constructions such as direct products,
trivial ring extensions and amalgamated algebra along an ideal.

Keywords 2-absorbing ideal · Prime ideal · Trivial ring extension
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1 Introduction

Throughout this work, all rings are commutative with identity element, and all mod-
ules are unitary.

Over the past several years, there has been considerable attention in the literature
to n-absorbing ideals of commutative rings and their generalizations, for example
see [2–7, 9, 13–15, 21–24, 28, 29, 31–34]. We recall from [2] that a proper ideal
I of R is called a 2-absorbing ideal of R if a, b, c ∈ R and abc ∈ I , then
ab ∈ I or ac ∈ I or bc ∈ I . Clearly, every prime ideal is 2-absorbing ideal. That
a 2-absorbing ideal need not be a prime ideal as shown by an example in [3].
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In [10], Bennis and Fahid introduced and studied a ring A satisfying the following
condition: every 2-absorbing ideal of R is prime. We call such a ring as 2AB ring.
They showed that a ring R is a 2AB ring if and only if (1) every prime ideals of R
are comparable; in particular, R is quasi-local with maximal ideal M and (2) if P
is minimal prime over a 2-absorbing ideal I , then I M = P . They also characterize
under valuation domain that a ring R is a 2AB ring if and only if P = P2 for every
prime ideal P of R.

Recall that a nonzero prime ideal P of a ring R is called divided prime if P ⊂ (x)
for every x ∈ R \ P.An integral domain R is said to be divided domain if every prime
ideal of R is a divided prime ideal. An integral domain R is said to be a valuation
domain if x | y (in R) or y | x (in R) for every nonzero x, y ∈ R. It is known that a
valuation domain is a divided domain. If I is an ideal of R, I is said semi-primary if√
I is a prime ideal of R. The set of minimal 2-absorbing ideals over an ideal I will

be denoted by 2 − MinR(I ).
In [10], the author ask the following question [10, Question 2]: Is it true that

P2 = P for any prime ideal P of a 2 − AB ring. In section three, we study this
conjecture which we call a (�) conjecture.

Let A be a ring and E an A-module. The trivial ring extension of A by E (also
called the idealization of E over A) is the ring R = A ∝ E whose underlying group
is A × E with multiplication given by (a, e)(a′, e′) = (aa′, ae′ + a′e). Recall that
if I is an ideal of A and E ′ is a submodule of E such that I E ⊆ E ′, then J = I ∝ E ′
is an ideal of R. However, prime (resp., maximal) ideals of R have the form P ∝ E ,
where P is a prime (resp., maximal) ideal of A [1, Theorem3.2]. Suitable background
on commutative trivial ring extensions is [1, 7, 8, 26–28, 30].

Let A and B be two rings, let J be an ideal of B and let f : A −→ B be a ring
homomorphism. In this setting, we consider the following subring of A × B

A 	
 f B = {(a, f (a) + j)|a ∈ A, j ∈ J }

called the amalgamation of A and B along J with respect to f . Moreover, other
classical constructions (such as the A + XB[X ], A + XB[[X ]], and the D + M con-
structions) can be studied as particular cases of the amalgamation (see [18, Examples
2.5 and 2.6]) and other classical constructions, such as the Nagatas idealization (cf.
[35, p. 2]), and the CPI extensions (in the sense of Boisen and Sheldon [11]) are
strictly related to it (see [18, Example 2.7 and Remark 2.8]). A particular case of this
construction is the amalgamated duplication of a ring along an ideal I (introduced
and studied by D’Anna and Fontana in [16, 17]). Let A be a ring, and let I be an ideal
of A. A 	
 I := {(a, a + i) : a ∈ A, i ∈ i} is called the amalgamated duplication of
A along the ideal I . See for instance [12, 16–20].

In this article, we study those rings in which every 2-absorbing ideal is prime. We
investigate the stability of this property under trivial ring extensions and amalgamated
algebra along an ideal in Sects. 2 and 3, respectively. In Sect. 3, we discuss the validity
of the equation P2 = P for any prime ideal P in a 2 − AB ring.
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2 Trivial Ring Extension Defined by 2-AB Ring Property

Recall that a ring R is said to be a 2AB-ring if every 2-absorbing ideal of R is prime.
Our first result studies the possible transfer of the 2AB-ring property between a ring
A and a trivial ring extension A ∝ E .

Theorem 1 Let A be a ring, E be an A-module and R = A ∝ E be a trivial ring
extension of A by E. Then

(1) If R is a 2 − AB ring, then so is A.
(2) Assume that A is a 2-AB ring and let J be a 2-absorbing ideal of R. Then J is

either a prime ideal or a semi-primary ideal of R.

(3) Assume that A is an integral domain with quotient field K and E is a K -vector
space. Then R := A ∝ E is a 2 − AB ring if and only if so is A and E = 0.

(4) Assume that E is a finitely generated A-module. Then R is 2 − AB ring if and
only if so is A and E = 0.

The proof of this theorem involves the following lemmawith independent interest.

Lemma 2 (1) Any homomorphic image of a 2 − AB ring is a 2 − AB ring.
(2) Any localisation of a 2 − AB ring is a 2 − AB ring.

Proof Let A be a commutative ring and I be an ideal of A.

(1) Let K be a 2-absorbing ideal of A/I , then there exists a 2-absorbing ideal J of
R such that J ⊃ I and K = J/I. Hence, J is a prime ideal of R (since R is
2-AB ring) and so K is a prime ideal of A/I.

(2) Let S be a multiplicative subset of R and let S−1 I be a 2-absorbing ideal of
S−1R, such that I ∩ S = ∅. Then I is a prime ideal of A and so S−1 I is a prime
ideal of S−1A. �

Proof of Theorem 1

(1) Assume that A ∝ E is a 2-AB ring. Hence, A is a 2-AB ring by the Lemma 2(1)
(since A ∝ E/0 ∝ E � A).

(2) Assume that A is a 2-AB ring and let J be a 2-absorbing ideal of R. Two cases
are then possible:
Case 1: 0 ∝ E ⊆ J .
In this case, J = I ∝ E for some ideal I of A from the [1, Theorem 3.1]. By
[28, Theorem 2.1], I is a 2-absorbing ideal of A and hence I is a prime ideal of
A and consequently J is a prime ideal of R.

Case 2: 0 ∝ E � J .
By [3, Theorem 2.1],

√
J is a 2-absorbing ideal of R which containing 0 ∝ E ;

by the [1, Theorem], there exists some ideal K of A such that
√
J = K ∝ E .

The ideal K is a 2-absorbing ideal of A; therefore, K is a prime and hence
√
J

is prime ideal of R.
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(3) Recall that if A is an integral domain with quotient field K and E be a divisible
A-module, the ideals of A ∝ E are of the form I ∝ E where I is an ideal of A,
or 0 ∝ F where F is a A-submodule of E .

If A is a 2AB ring and E = O , then R ∼= A is a 2AB ring. Conversely, assume
that R is a 2 − AB ring. It is clear that A is a 2-AB ring by (1). We know from
[28, Theorem 2.2] that if F is a A-submodule of E , then 0 ∝ F is 2-absorbing
ideal of R if and only if F is a K -vector subspace of E . Thus for F = 0, we get
0 ∝ 0 is a 2-absorbing ideal, thus a prime ideal of R. We conclude that R is an
integral domain, thus E = 0.

(4) Assume that E is finitely generated. If A is a 2AB ring and E = O , then R ∼= A
is a 2AB ring. Conversely, assume that R is a 2 − AB ring. Then A is a 2 − AB
ring by (1) and A is a quasi-local ring with amaximal idealM such thatM2 = M
by [10, Corollary 2.4]. On the other hand, R is a quasi-local ring with maximal
ideal M ∝ E such that (M ∝ E)2 = M ∝ E , so ME = E, and by Nakayama’s
lemma, we conclude that E = 0. This completes the Proof of Theorem. �

Corollary 3 Let A be a Noetherian module, E be a finitely generated A-module
and R = A ∝ E . Then, R is a 2-AB ring if and only if so is A and E = 0.

Proof If A is a 2AB ring and E = O , then R ∼= A is a 2AB ring. Conversely, assume
that R is a 2-AB ring. Then, A is a field from [10, Corollary 2.5] and so E is A-vector
space. The result follows from Theorem 1(3). �

In general, the converse of Theorem 1(1) is false even if E = A, as the following
examples shows:

Example 4 Let A be an integral domain, R = A ∝ A be the trivial ring extension
of A by A, and set I = 0 ∝ P , where P is a prime ideal of A. Then, I is a non-prime
2-absorbing ideal of A ∝ A by [2, Theorem 4.10].

Example 5 Let P be a prime ideal of a ring A. Then, P ∝ P is a non-prime 2-
absorbing ideal of A ∝ A by [28, Corollary 2.8].

3 Amalagamated Algebras Along an Ideal Defined by 2-AB
Ring

In this section, we study the transfer of a 2 − AB ring property in amalgamated
algebras along an ideal.

Theorem 6 Let f : A → B be a rings homomorphism, J be an ideal of B, and
A 	
 f J be the amalgamated algebra. Then the following statements hold:

(1) If A 	
 f J is a 2 − AB ring, then A and f (A) + J are a 2 − AB rings.
(2) Assume that J is a finitely generated A-module. Then A 	
 f J is a 2 − AB ring

if and only if so is A and J = 0.
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(3) Assume that f −1(J ) = {0}. Then A 	
 f J is a 2 − AB ring if and only if so is
f (A) + J .

(4) Assume that J is a nonzero idempotent ideal of B such that J ⊂ Nil(B). Then
A 	
 f J is 2 − AB ring if and only if so is A.

The proof of this theorem involves the following lemmas.

Lemma 7 Let f : A → B be a rings homomorphism and let J be an ideal of B. If
A 	
 f J is a 2 − AB ring, then A is a local ring with maximal ideal M, J ⊂ Jac(B)

and ( f (M) + J )J = 0.

Proof Since A 	
 f J is a 2 − AB ring, then A 	
 f J is a local ring by [10, Theorem
2.3] and so A is a local ring with maximal ideal M and J ⊂ Jac(B). On the other
hand, the maximal ideal of A 	
 f J is M 	
 f J. Hence, by [10, Corollary 2.4],
(M 	
 f J )2 = M2 	
 f ( f (M)J + J 2) = M 	
 f J and so f (M)J + J 2 = J. �

Recall that the set of minimal 2-absorbing ideals over an ideal I will be denoted
by 2 − MinR(I ).

Lemma 8 ([10, Theorem2.9])A ring R is a 2-AB ring if and only if the two following
conditions holds:

(1) A prime ideals of R are comparable. In particular, R is quasi-local.
(2) For every prime ideal P of R, 2 − MinR(P2) = P.

Proof of Theorem 6

(1) Clear by Lemma 2(1) since
A 	
 f J

{0} × J
� A and

A 	
 f J

f −1(J ) × D
∼= f (A) + J.

(2) Assume that J is a finitely generated A-module. If A is a 2 − AB ring and J = 0,

then
A 	
 f J

{0} × J
� A. Conversely, assume that A 	
 f J is a 2 − AB ring. Hence,

A is a 2 − AB ring by (1). On the other hand, A is a local ring withmaximal ideal
M such that f (M)J + J 2 = J by Lemma 7. It is well known that f (M) + J
is a maximal ideal of the quasi-local ring f (A) + J. On the other hand, since J
is a finitely generated A-module, it is a finitely generated ( f (A) + J )-module.
By Nakayam’s lemma, we conclude that J = 0.

(3) Clear since A 	
 f J � f (A) + J (since f −1(J ) = 0).
(4) If A 	
 f J is a 2 − AB-ring, then so is A by (1). Conversely, assume that A is

a 2 − AB ring and J a nonzero idempotent ideal of B such that J ⊆ Nil(B).
Hence, A is a local ring with maximal ideal M and so A 	
 f J is a local ring
with maximal ideal M 	
 f J (since J ⊂ Jac(B)). On the other hand, since
J ⊂ Nil(B), the prime ideals of A 	
 f J are of the form P 	
 f J , where P
is a prime ideal of A. Since the prime ideals are comparable, it is clear that the
prime ideals of A 	
 f J are comparable.
Now we will shows that 2 − minA	
 f J

(
(P 	
 f J )2

) = P 	
 f J. Indeed let K
be a 2-absorbing ideal of A 	
 f J and suppose that there exists a 2-absorbing



152 M. Issoual and N. Mahdou

ideal L of A 	
 f J such that (P 	
 f J )2 ⊂ L ⊂ K . But (P 	
 f J )2 = P2 	
 f

( f (P)J + J 2) = P2 	
 f J ⊂ L ⊂ K . Hence, {0} × J ⊂ K and {0} × J ⊂ L ,
thus there exist prime ideals K1 and L1 of A such that L = L1 	
 f J and
K = K1 	
 f J.Then P2 ⊂ L1 ⊂ K1 and so K1 = L1 = P (since A is a 2 − AB
ring), thus K = L = P 	
 f J. Then A 	
 f J is a 2 − AB ring by Lemma 8 and
this completes the Proof of Theorem 6. �

Corollary 9 Let f : A → B be a rings homomorphism, B be a local ring with
maximal ideal M, and let J be a nonzero idempotent ideal of B. Then A 	
 f J is a
2-AB ring if and only if A is a 2-AB ring.

Proof The proof is clear by Theorem 6 since J ⊂ M = Jac(B) = Nil(B). �

Example 10 Let A be an integral domainwith quotient field K , and E be a K -vector
space. Set B := A ∝ E, and J := 0 ∝ E . We consider f : A → B the canonical
homomorphism defined by f (a) = (a, 0) for every a ∈ A.

Then A 	
 f J is a 2-AB ring if and only if so is A and J = 0.

Proof Indeed, assume that A 	
 f J be a 2-AB ring, then A so is by Theorem 6. On
the other hand, we have f (M)J = (M ∝ 0)(0 ∝ E) = 0 and J 2 = 0, thus J = 0.
The converse is clear. �

Let f : A → B be a rings homomorphism, J be an ideal of B. If A is 2-AB
ring and J ⊂ Jac(B), the ring A 	
 f J need not be a 2 − AB ring as the following
example shows.

Example 11 Let A be a local ring with maximal ideal M and E be a nonzero
A-module such that ME = 0. Set B := A ∝ E and f : A → B be the canonical
homomorphism defined by f (a) = (a, 0) for every a ∈ A and set J = 0 ∝ E . Then
A 	
 f J is not a 2 − AB ring.

Proof It is clear that J is an ideal of B and J ⊂ Jac(B) since J 2 = 0. On the other
hand, f (M)J = 0 but J �= 0. Therefore, A 	
 f J is not a 2 − AB ring. �

Nowwewill determine the 2-absorbing ideals in a particular case A 	
 f X K [[X ]],
where A is an integral domain with quotient field K .

Theorem 12 (The 2-absorbing ideal in A 	
 f J in case J := XK [[X ]]) Let A be an
integral domain with quotient field K , f : A ↪→ K [[X ]] be the natural embedding
and J := XK [[X ]]. Assume that A is a 2-AB ring, and let L be a 2-absorbing ideal
of A 	
 f J. Then one of the following statements holds:

(1) L is a prime ideal of A 	
 f J.
(2) L = 0 	
 f X2K [[X ]] which is a non-prime 2-absorbing ideal of A 	
 f J.
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Proof First we show that 0 	
 f J 2 is a 2-absorbing ideal of R. Let xi = (ai , ai +
XSi (X)) ∈ R,where Si ∈ K [[X ]], 1 ≤ i ≤ 3. Suppose x1x2x3 ∈ 0 	
 f J 2. Since A
is an integral domain, we may assume that a3 = 0. Two cases are then possible:

Case 1: Assume that a1a2 = 0. Then x1x3 = (0, X2S1(X)S3(X)) ∈ 0 	
 f J 2 or
x2x3 ∈ 0 	
 f J 2.

Case2:a1a2 �= 0.Then x1x2x3 = (0, XS3(X)(a1, a1+XS1(X))(a2, a2+XS2(X))

∈ 0 	
 f J 2, and so XS3(X) ∈ J 2 (since J 2 is an ideal of K [[X ]], and a1a1 �= 0).
Hence, x1x3 = (0, XS3(X)(a1, a1 + XS1(X)) ∈ 0 	
 f J 2.

Therefore, 0 	
 f J 2 is a 2-absorbing ideal of R. On the other hand, 0 	
 f J and
I 	
 f J are 2-absorbing ideals of A 	
 f J by Theorem 1.

Conversely, let L be a 2-absorbing ideal of A 	
 f J . Then u(L) is an 2-absorbing
ideal of A + XK [[X ]]. Using theorem [2, Theorem 4.17], u(L) = I + XK [[X ]] for
some 2-absorbing ideal I of A, or u(L) = XK [[X ]], or u(L) = X2K [[X ]], where u :
A 	
 f J → A + XK [[X ]] is a canonical isomorphism. Hence, L = u−1(I + J ) =
I 	
 f J or L = u−1(J ) = 0 	
 f J or L = u−1(J 2) = 0 	
 f J 2. Assume that L =
I 	
 f J , where I is a 2-absorbing ideal of A. Then I is a prime ideal of A (since A is
a 2 − AB ring) and so L is a prime ideal of A 	
 f J . Now, if L = 0 	
 f X2K [[X ]],
by [2, Theorem 4.17] and the fact that L � X2K [[X ]], we conclude that L is a
non-prime 2-absorbing ideal of A 	
 f J . �

4 About (�) Conjecture

In [10], Bennis and Fahid conjecture that in every 2-AB ring A, we have P2 =
P for every prime ideal P of A which we call a (�) conjecture. It is proved in
[10, Proposition 2.6] that a valuation domain satisfies (�) conjecture. In the next
proposition, we give a positive answer to (�) conjecture in particular case.

Proposition 13 Let R be a ring. Then

(1) Assume that R is a divided domain. Then R is a 2 − AB ring if and only if
P2 = P for every prime ideal of R.

(2) Assume that every semi-primary ideal of R is a primary ideal of R and R is a
2-AB ring. Then for every prime ideal P of R, we have P2 = P.

Proof

(1) Assume that R is a 2-AB divided domain and let P be a nonzero prime ideal.
Hence, P2 is a 2-absorbing ideal of R (by [3, Corollary 3.8]) and so it is a prime
ideal of R. Then P2 = P.

Conversely, let I be a nonzero 2-absorbing proper ideal of R. Since R is divided
domain, we have

√
I = P is a nonzero divided prime ideal, and by [3, Theorem

3.6], I is P-primary and P2 ⊂ I ⊂ P. Thus I = P is a prime ideal of R, as
desired.
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(2) Assume that R is a 2-AB ring and let P be a prime ideal of R. By the assumption
P2 is P-primary ideal of R, P2 is a 2-absorbing ideal of R by [2, Theorem 3.1].
We conclude that P2 is a prime ideal of R, and P2 = P , as desired. �

In [25], Gilmer studies the ring in which every semi-primary ideal is a primary
ideal.

Remark 14 Let R be a ring in which every semi-primary is primary. By [25, Corol-
lary 2.2], for every nonmaximal prime ideal P of R, we have P2 = P. Now Let M
be a maximal ideal of R, it is well known that M2 is a 2-absorbing ideal of R by [3,
Theorem 3.1]. If R is a 2-AB ring, then R is quasi-local ring with a maximal ideal
M by [10, Theorem 2.9]. We conclude that M2 is a prime ideal of R, and M2 = M.

Thus for every prime ideal I of R, we have I 2 = I.

Acknowledgements The authors would like to express their sincere thanks for the referee for
his/her helpful suggestions and comments.
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A Note on Skew-Commutators
with Derivations on Ideals
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Abstract Let R be a prime ring of characteristic different from two, Q be the
Martindale quotient ring of R and C be the extended centroid of R. Suppose that d
is a derivation of R, I a nonzero ideal of R and m, k ∈ Z

+ where m > 1. If

[(x ◦k y)d , x ◦k y]m = [(x ◦k y)d , x ◦k y]

for all x, y ∈ I , then either d = 0 or R satisfies S4, the standard identity in four
variables. We also extend the result to semiprime rings.

Keywords Prime ring · Derivations · Martindale ring of quotients · Differential
identities
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1 Introduction

Let R be a ring and 1 < m ∈ Z
+. An element x ∈ R is said to bem-potent, if xm = x .

Also, it is known as an idempotent element, for m = 2. A lot of work has been done
form-potentmatrices andm-potent preservingmaps in the literature. In this direction,
thework of an eminent algebraist Jacobson [18] should bementionedwho established
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that: Any ring in which every element x ism-potent, i.e., xm = x, 1 < m ∈ Z
+ must

be commutative. In [16],Herstein discussed them-potent commutators of rings.More
precisely, he established the commutativity of a ring and proved that: A ring R must
be commutative if it has m-potent commutators, i.e., R satisfies [x, y]m = [x, y]
for every x, y ∈ R, where 1 < m ∈ Z

+. In 1994, Giambruno et al. [15] established
that a ring must be commutative if it satisfies [x, y]nk = [x, y]k . Motivated by above
mentioned results, several identities have been investigated in various directions.
For results concerning derivations and their generalizations on similar differential
identities, we refer the reader to [1, 3, 4, 8, 12, 13, 23, 24, 26–28].

For each x, y ∈ R and each k ≥ 0, define x ◦k y inductively by x ◦0 y = x ,
x ◦1 y = xy + yx and x ◦k y = (x ◦k−1 y) ◦ y for k ≥ 1. The ring R is said to sat-
isfy an Engel condition if there exists a positive integer k such that [x, y]k = 0.
Note that an Engel condition is a polynomial [x, y]k = ∑k

n=0(−1)n
(k
n

)
ynxyk−n (for

skew-commutator x ◦k y = ∑k
n=0

(k
n

)
ynxyk−n) in non-commuting indeterminates

x, y. Recall that a ring R is prime if for any a, b ∈ R, aRb = {0} implies a = 0
or b = 0, and is semiprime if for any a ∈ R, aRa = {0} implies a = 0. An additive
mapping d : R → R is called a derivation if d(xy) = d(x)y + xd(y) holds for all
x, y ∈ R. In particular, d is an inner derivation induced by an element a ∈ R, if
d(x) = [a, x] for all x ∈ R. More information about derivations/generalized deriva-
tions having skew-commutators conditions on rings/algebras and their applications
can be found in [2, 5, 9, 17, 24, 25, 29, 30].

Our purpose here is to continue on this line of investigation and consider the case
of m-potent commutators involving derivations on kth skew-commutator x ◦k y, for
a fixed positive integer k ≥ 1, which is not multilinear.

2 Main Results

In what follows, unless stated otherwise, R will be a prime ring. We denote the Mar-
tindale quotient ring of R by Q. LetC be the center of Q, which is called the extended
centroid of R. The definitions, the axiomatic formulations and the properties of these
quotient rings can be found [7]. Note that Q is also prime ring with identity and C
is a field.

Before proving our main theorem, we will fix some notations and collect some
known result which will be of use in the sequel.

Fact 1 Let R be a prime ring and I a two sided ideal of R, then I , R, U satisfy the
same generalized polynomial identities with coefficient in U (see [10]).

Fact 2 Every derivation d of R can be uniquely extended to a derivation on U (see
Proposition 2.4.1 of [7]).
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Fact 3 ([6, Lemma 7.1 ]) Let DM be a left vector space over a division ringD with
dimDM ≥ 2 and T ∈ End(M). If x and T x are D-dependent for every x ∈ M,
then there exists λ ∈ D such that T x = λx for all x ∈ M.

We are now ready to prove the main result:

Theorem 1 Let m, k ∈ Z
+, where m > 1. Next, let R be a noncommutative prime

ring with characteristic not two, I be a nonzero ideal of R and d be a derivation of
R. If [(x ◦k y)d , x ◦k y]m = [(x ◦k y)d , x ◦k y] holds for every x, y ∈ I , then either
d = 0 or R satisfies s4, the standard identity in four variables.

Proof By our hypothesis, [(x ◦k y)d , x ◦k y]m = [(x ◦k y)d , x ◦k y] for all x, y ∈ I ,
that is, I satisfies the differential identity

[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi yd y j

)

xyn−k +
n∑

k=0

(
n

k

)

ykxd yn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr yd ys
)

, x ◦k y
]m

=
[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi yd y j

)

xyn−k +
n∑

k=0

(
n

k

)

ykxd yn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr yd ys
)

, x ◦k y
]

for all x, y ∈ I . In the light of Kharchenko’s theory [20], we split the proof into two
cases:

Firstly we assume that d is an inner derivation induced by an element q ∈ Q such
that xd = [q, x] for all x ∈ R. Thus, we have

[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi [q, y]y j

)

xyn−k +
n∑

k=0

(
n

k

)

yk[q, x]yn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr [q, y]ys
)

, x ◦k y
]m

=
[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi [q, y]y j

)

xyn−k +
n∑

k=0

(
n

k

)

yk[q, x]yn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr [q, y]ys
)

, x ◦k y
]

for all x, y ∈ I . One can see that



160 N. Ur Rehman et al.

[

q(

k∑

n=0

(
k

n

)

ynxyk−n) −
( k∑

n=0

(
k

n

)

ynxyk−n

)

q, x ◦k y]m

=
[

q(

k∑

n=0

(
k

n

)

ynxyk−n) −
( k∑

n=0

(
k

n

)

ynxyk−n

)

q, x ◦k y]

for all x, y ∈ I . And hencewe canwrite [[q, x ◦k y], x ◦k y]m = [[q, x ◦k y], x ◦k y]
for all x, y ∈ I . Since q /∈ C and hence I satisfies nontrivial generalized polynomial
identity (GPI). By Chuang [10, Theorem 2], I and Q satisfy the same generalized
polynomial identities, thus we have

[[q, x ◦k y], x ◦k y]m = [[q, x ◦k y], x ◦k y]

for all x, y ∈ Q. In case the center C of Q is infinite, we have

[[q, x ◦k y], x ◦k y]m = [[q, x ◦k y], x ◦k y]

for all x, y ∈ Q ⊗C C , whereC is algebraic closure ofC . Since both Q and Q ⊗C C
are prime and centrally closed [14, Theorems 2.5 and 3.5], we may replace R by
Q or Q ⊗C C according as C is finite or infinite. Thus we may assume that R is
centrally closed over C (i.e., RC = R) which is either finite or algebraically closed
and [[q, x ◦k y], x ◦k y]m = [[q, x ◦k y], x ◦k y] for all x, y ∈ R. ByMartindale [22,
Theorem 3], RC (and so R) is a primitive ring having nonzero socle H with D as
the associated division ring.

Hence by Jacobson’s theorem [19, p. 75], R is isomorphic to a dense ring of linear
transformations of some vector spaceV overD and H consists of the finite rank linear
transformations in R. If V is a finite dimensional over D, then the density of R on V
implies that R ∼= Mt (D), where t = dimDV . Assume first that dimDV ≥ 3.

We want to show that, for any v ∈ V , v and qv are linearly D-dependent.
Since dimDV ≥ 3, then there exists w ∈ V such that {v, qv,w} is also linearly
D-independent. By the density of R, there exist x, y ∈ R such that

xv = v, xqv = w, xw = w

yv = 0, yqv = 0, yw = w.

These imply that 0 = ([[q, x ◦k y], x ◦k y]m − [[q, x ◦k y], x ◦k y])v = (2mk −
2k)w �= 0, a contradiction as char(R) �= 2. So, we conclude that {v, qv} is linearly
D-dependent, for all v ∈ V . Thus, by Fact 3, there exists λ ∈ C such that qv = vλ for
any v ∈ V. Let now for r ∈ R, v ∈ V . We can write qv = vα, r(qv) = r(vα), and
also q(rv) = (rv)α. Thus 0 = [q, r ]v, for any v ∈ V , that is [q, r ]V = 0. Since V is
a left faithful irreducible R-module, hence [q, r ] = 0, for all r ∈ R, i.e., q ∈ Z(R)

and d = 0, which contradicts our hypothesis.
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Therefore dimDV must be ≤ 2. In this case, R is a simple GPI-ring with 1, and
so it is a central simple algebra finite dimensional over its center. By Lanski [21,
Lemma 2], it follows that there exists a suitable field F such that R ⊆ Mt (F), the
ring of all t × t matrices over F, and moreover, Mt (F) satisfies the same generalized
polynomial identity of R.

If we assume t ≥ 3, then by the same argument as presented above, we get a
contradiction. As R is noncommutative, so we may assume that t = 2, i.e., R ⊆
M2(F), where M2(F) satisfies [[q, x ◦k y], x ◦k y]m = [[q, x ◦k y], x ◦k y]. Denote
by ei j the usual unit matrix with 1 in (i, j)-entry and zero elsewhere. Since by
choosing x = ei j , y = e j j . In this case, we have [[q, ei j ], ei j ]m = [[q, ei j ], ei j ].
One can see that −2ei jqei j = 0. Now set q =

(
q11 q12
q21 q22

)

. By calculation, we find

that −2

(
0 q ji

0 0

)

= 0, which implies that q ji = 0. In the same manner, we can

see that qi j = 0. Thus we conclude that q is a diagonal matrix in M2(F). Let
χ ∈ Aut (M2(F)). Since [[χ(q), χ(x) ◦k χ(y)], χ(x) ◦k χ(y)]m = [[χ(q), χ(x) ◦k
χ(y)], χ(x) ◦k χ(y)]. So, χ(q) must be diagonal matrix in M2(F). In particular,
let χ(x) = (1 − ei j )x(1 + ei j ) for i �= j . Then χ(q) = q + (qii − q j j )ei j , that is,
qii = q j j for i �= j . This implies that q is central in M2(F), which leads to d = 0.

Secondly, we assume that d is an outer derivation on Q. Now by Kharchenko’s
theorem [20], I satisfies the generalized polynomial identity

[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi zy j

)

xyn−k +
n∑

k=0

(
n

k

)

ykwyn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr zys
)

, x ◦k y
]m

=
[ n∑

k=1

(
n

k

)( ∑

i+ j=k−1

yi zy j

)

xyn−k +
n∑

k=0

(
n

k

)

ykwyn−k

+
n−1∑

k=0

(
n

k

)

ykx

( ∑

r+s=m−k−1

yr zys
)

, x ◦k y
]

for all x, y ∈ I and in particular I satisfies the polynomial identity

[ n∑

k=0

(
n

k

)

ykwyn−k, x ◦k y
]m

=
[ n∑

k=0

(
n

k

)

ykwyn−k, x ◦k y
]

for all x, y, w ∈ I and hence it is satisfied by R. The last identity is a polynomial
identity so that there exists a fieldF such that R andFt satisfy the same identities. Thus

pick x = e12, y = e22, w = e23, we see that x ◦k y = e12 and
n∑

k=0

(n
k

)
ykwyn−k = e23.
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Therefore

e13 =
[ n∑

k=0

(
n

k

)

ykwyn−k, x ◦k y
]m

−
[ n∑

k=0

(
n

k

)

ykwyn−k, x ◦k y
]

�= 0

a contradiction. Therefore t ≤ 2 and R satisfies s4. This completes the proof of the
theorem. �

We immediately get the following corollary from the above theorem:

Corollary 1 Let 1 < m ∈ Z
+. Next, let R be a prime ring with characteristic not

two, I be a nonzero ideal of R and d be a derivation of R. If [(x ◦ y)d , x ◦ y]m =
[(x ◦ y)d , x ◦ y] holds for every x, y ∈ I , then either d = 0 or R satisfies s4.

From now on, R is a semiprime ring and U is the left Utumi quotient ring of R.
In order to prove the main results of this section, we will make use of the following
facts:

Fact 4 ([7, Proposition 2.5.1])Any derivation of a semiprime ring R can be uniquely
extended to a derivation of its left Utumi quotient ring U, and so any derivation of
R can be defined on the whole U.

Fact 5 ([11, p. 38]) If R is semiprime, then so is its left Utumi quotient ring. The
extended centroid C of a semiprime ring coincides with the center of its left Utumi
quotient ring.

Fact 6 ([11, p. 42]) Let B be the set of all the idempotents in C, the extended centroid
of R. Suppose that R is an orthogonally complete B-algebra. For any maximal ideal
P of B, PR forms aminimal prime ideal of R, which is invariant under any derivation
of R.

Now we are ready to prove the following:

Theorem 2 Let m, k ∈ Z
+, where m > 1. Next, let R be a noncommutative

semiprime ring with characteristic not two, U the left Utumi quotient ring of R
and d be a derivation of R. If [(x ◦k y)d , x ◦k y]m = [(x ◦k y)d , x ◦k y] holds for
every x, y ∈ R, then there exists a central idempotent element e ∈ U, such that
U = eU

⊕
(1 − e)U, d(eU ) = 0 and (1 − e)U satisfies s4(x1, x2, x3, x4).

Proof ByFact 5, Z(U ) = C , the extended centroid of R, and byFact 4, the derivation
d can be uniquely extended on U . Since R and U satisfy the same differential
identities, then [(x ◦k y)d , x ◦k y]m = [(x ◦k y)d , x ◦k y] for all x, y ∈ U . Let B be
the complete Boolean algebra of idempotents in C and M be any maximal ideal of
B. Since U is an orthogonally complete B-algebra [11, p. 42], thus by Fact 6, MU
is a prime ideal of U , which is d-invariant. Let d be the derivation induced by d
on U = U/MU . Since Z(U ) = (C + MU )/MU = C/MU , then [(x ◦k y)d , x ◦k
y]m = [(x ◦k y)d , x ◦k y], for all x, y ∈ U . Moreover U is prime, hence we may
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conclude, by Theorem 1, either d = 0 in U or U satisfies s4. This implies that,
for any maximal ideal M of B, either d(U ) ⊆ MU or s4(x1, x2, x3, x4) ⊆ MU , for
all x1, x2, x3, x4 ∈ U . In any case d(U )s4(x1, x2, x3, x4) ⊆ ⋂

M MU = 0. From [7,
Chap. 3], there exists a central idempotent element e ofU , the left Utumi quotient ring
of R, such that on the direct sum decomposition U = eU ⊕ (1 − e)U , d(eU ) = 0
and the ring (1 − e)U satisfies s4. This completes the proof of the theorem. �
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A Brief Survey on Semiprime
and Weakly Compressible Modules

N. Dehghani and M. R. Vedadi

Abstract This is a brief survey on a module generalization of the concepts of
prime (semiprime) for a ring. An R-module M is called weakly compressible if
HomR(M, N )N is nonzero for every 0 �= N ≤ MR . They are semiprime (i.e., M ∈
Cog(N ) for every N ≤ess MR). We show that there exist semiprime modules which
are not weakly compressible. Further, we investigate when a semiprime module is
weakly compressible over any ring R. For certain rings R, including prime hereditary
Noetherian rings, weakly compressible (semiprime) modules are characterized. In
continue, we study rings R whose every semiprime module is weakly compressible
(say in this case, R is a SW ring). Duo Noetherian SW rings are shown to be local. If
R is Morita equivalent to a Dedekind domain, then R is SW if and only if it is either
simple Artinian or J (R) �= 0.

Keywords Semiprime · Weakly compressible · Semi-Artinian · Krull dimension
SW ring

1 Introduction

Throughout this paper, rings will have a nonzero identity, modules will be right
and unitary. In the literature, there are several module generalizations of a prime
(semiprime) ring R, see [14, Sects. 13 and 14] for an excellent reference. These gener-
alizations introduce various concepts of semiprime (prime)modules andmany impor-
tant theories on semiprime (prime) rings are generalized to modules by them; see
Behboodi [2], Smith et al. [8], Haghany and Vedadi [9], Lomp [11] and Zelmanowitz
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[15]. A generalization of prime rings was introduced and studied by Bican et al.
in [3]. They called a module MR �-prime provided HomR(M, N )K =: N � K = 0
implies that N = 0 or K = 0 for all submodules N and K of MR (equivalently for
any 0 �= L ⊆ MR , there exists a set � such that M embeds in L�). Modules MR

in which N � N �= 0 for all 0 �= N ⊆ MR was considered by Avraamova in [1] as
weakly compressible modules. Lomp in [11] called an R-module M semiprime if for
every essential submodule N ofMR , there exists a set� such thatM embeds in N�. It
is easy to see that both semiprime and weakly compressible concepts are coincidence
for any ring R. Weakly compressible modules have been applied in different situa-
tions. For example, in the study of weakly semisimple modules by Zelmanowitz [15]
and modules which have semiprime right Goldie endomorphism rings by Haghany
andVedadi [10, Theorem2.6]. They have also appeared in theCohen-Fishmans ques-
tion about the semiprimeness of the smash product A#H when H is a semisimple
Hopf algebra and A is a semiprime H -module algebra. Lomp in [11, Corollary 7.6]
showed that for certain semisimple Hopf algebra H , A#H is a semiprime ring if and
only if the A#H -module A is weakly compressible.

In this survey, we state salient results by main contributors on this topic and some
recent results by the authors. In order to study semiprimemodules, Lomp in 2005 has
shown that every semiprime module is weakly compressible. However, the converse
has been asked as the following question.

Question 1 ([11, Open problem 2, p. 92]) Is a semiprime module weakly compress-
ible?

In this survey, we give a complete answer to this question by showing that there are
semiprimemodules which are not weakly compressible. Furthermore, we investigate
under what conditions a semiprimemodule is weakly compressible. For example, we
show that over a commutative ring R, every semiprime R-module with finite uniform
dimension is weakly compressible (Theorem 6). In continue, we investigate rings R
whose every semiprime module is weakly compressible, say SW ring. To investigate
SW rings, first we consider the case that all R-modules are weakly compressible. For
many rings R, including commutative rings, it is proved that R is a SW ring if and
only if the class of weakly compressible modules is enveloping for mod-R (Theorem
15). Every right semi-Artinian ring is SW. Duo Noetherian SW rings are shown to be
local (Theorem 16). If R is Morita equivalent to a Dedekind domain, then R is SW if
and only if R is simple Artinian or J(R) �= 0 (Theorem 18). Semiprime and weakly
compressible modules have been characterized over certain rings R, including prime
hereditary Noetherian rings (Theorems 10 and 11).

Let M be an R-module. The notations N ⊆ M , N ≤ M , N ≤ess K , or N ≤⊕ M
mean that N is a subset, a submodule, an essential submodule, or a direct summand
of MR , respectively. The notation MA means

∏
i∈I Mi where A is a set and each

Mi � M . If X ⊆ M , then the right annihilator X in R will be denoted by AnnR(X).
The singular (second singular) submodule of MR is denoted by Z(M) (Z2(M)).
Also, if X and Y are R-modules, then ∩{ker f | f : XR → YR} and ∩{ker f | f :
XR → TR where TR is simple} are denoted by Rej(X,Y ) and Rad(X), respectively.
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If there exists an R-monomorphism from X to Y , we write X ↪→ Y . The module
X is cogenerated by Y (write X ∈ Cog(Y )) if Rej(X,Y ) = 0. Any unexplained
terminology and all the basic results on rings and modules that are used in the sequel
can be found in [12].

2 Main Results

We carry out a study of semiprime and weakly compressible modules. Below we
explain the relation between them that was proved by Lomp.

Theorem 1 ([11, Theorem 5.5])Consider the following statements on an R-module
M.
(a) MR is weakly compressible;
(b) MR is semiprime;
(c) M is a subdirect product of prime modules;
(d) AnnR(N ) = AnnR(M) for every essential submodule N of M;
(e) AnnR(M) is semiprime.

Proof Then the implications (a)⇒ (b)⇒ (c) ⇒ (d) ⇒ (e) hold. If M is a torsionless
as R/Ann(M)-Module, then all statements (a)–(e) are equivalent. �

By the above result, every semiprime module is weakly compressible. However,
the converse is asked as Question 1. In the following two examples, we give a
positive answer to it by showing that there are semiprime modules which are not
weakly compressible.

Example 2 Let P be the set of all prime integer numbers and p ∈ P . Consider
the Z-module N = {m/pn | m, n ∈ Z, n ≥ 1}. Then for each q ∈ P \ {p}, qN is a
maximal submodule of NZ. To see this, note that qN �= N and suppose that K is
any submodule of NZ such that qN � K and m/pt ∈ K \ qN . Hence (m, q) = 1.
Also, if a/pr ∈ K for some r ≥ 1 and (a, q) = 1, then 1/pr ∈ K . It follows that
1/pn ∈ K for all n ≥ 1 (take n ≥ t or n ≤ t). Therefore K = N and so qN is a max-
imal submodule. Clearly

⋂
q �=p qN = 0 and so N is isomorphic to a submodule of∏

q∈P N/qN . Therefore
∏

q∈P N/qN is a semiprimemodule [5, Proposition 2.1(e)].
We show that NZ is not weakly compressible. Because if NZ is weakly compressible,
thenHomZ(N , Z) �= 0 and since N is uniform,wemust have N ↪→ Z, contradiction.
Thus by [5, Proposition 2.1 (f)],

∏
q∈P N/qN is not weakly compressible.

A ring R is called right semi-Artinian if every factor ring of R has a nonzero socle.

Example 3 Let R be a commutative regular ring which is not semi-Artinian (for
example R = ∏

Z2). Since R is a regular ring, Rad(M) = 0 for all R-modules.
Hence every R-module embeds in a product of simple modules. Note that the class
of semiprime R-modules is closed under products [5, Proposition 2.1(e)]. On the
other hand, since R is not semi-Artinian, there exists an R-module M which is
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not weakly compressible by Theorem 13 later in this section. Now if M embeds
in a semiprime R-module L , then L is not weakly compressible by [5, Proposition
2.1(f)].

Now it is a natural question “underwhat conditions, a semiprimemodule isweakly
compressible”. In the following, the authors showed that under some conditions, it
happens. An R-module M is called torsionless if M ↪→ RA where A is a set.

Theorem 4 ([6, Proposition 2.2]) Every torsionless module over a semiprime ring
is weakly compressible.

Wesay that an R-moduleM is dual semiprime anddenoted as d-semiprime in short
whenever the condition M ∈ Cog(N ) implies N ≤ess M for any nonzero submodule
N of MR . A semisimple module MR is d-semiprime if and only if its homogenous
components have length 1. Clearly, every uniform module is a d-semiprime module
which is not necessarily a semiprime module. For example, the module QZ is not
semiprime because HomZ(Q, Z) = 0. Further examples of d-semiprime modules
include Duo modules (i.e., a module MR is duo if every submodule of MR is fully
invariant).

Theorem 5 ([4, Theorem 2.2]) (a) Every semiprime d-semiprime R-module is a
weakly compressible module.
(b) Duo semiprime R-modules are weakly compressible.
(c) Every semiprime polyform R-module is weakly compressible.

We say that a ring R is right (essentially) duo if every nonzero (essential) right
ideal of R is an ideal. It can be shown that n × n (upper triangular) matrix rings
over a field are right essentially duo and that are not right duo when n > 1. In the
following, we investigate when a semiprime module with finite uniform dimension
is weakly compressible.

Theorem 6 ([4, Theorems 2.8 and 2.9]) Let R be a ring. Then every semiprime R-
module with finite uniform dimension is weakly compressible if one of the following
cases occurs.
(a) R is a right essentially duo ring;
(b) R is a commutative ring;
(c) R is a right FBN ring.

In the following, authors study the class of semiprime and weakly compressible
modules separately and characterize them on certain rings. Some equivalent condi-
tions for weakly compressible modules have been obtained by Lomp.

Theorem 7 ([11, Theorem 5.1]) The following statements are equivalent for an R-
module M.
(a) MR is weakly compressible;
(b) HomR(M, N )2 �= 0 for all nonzero N ≤ MR;
(c) N ∩ Rej(M, N ) = 0 for any nonzero N ≤ MR.



A Brief Survey on Semiprime and Weakly Compressible Modules 169

In the following, authors give more equivalent conditions for a nonzero module
M to be weakly compressible. Let M be an R-module and N be a submodule of MR .
We say that M is N -weakly compressible if for each nonzero submodule K of N ,
there exists an R-homomorphism f : M → K such that f (K ) �= 0.

Theorem 8 ([6, Theorem 2.5]) The following conditions are equivalent for a
nonzero R-module M.
(a) MR is weakly compressible;
(b) For every nonzero N ≤ M, there exists f ∈ HomR(M, N ) such that f 2 �= 0;
(c) N �↪→ Rej(M, N ), for every nonzero N ≤ MR;
(d) M1 �↪→ Rej(M, M2) for all nonzero isomorphic R-modules M1 and M2;
(e) There exists an essential submodule N of MR such that M is N-weakly compress-
ible;
(f) There exists submodule N of MR such that M is N-weakly compressible and
M/N is weakly compressible;
(g) There exists a semiprime ideal I of R such that M I = 0 and M is Rej(M, R/I )-
weakly compressible;
(h)M is Z(M)-weakly compressible and M/Z2(M) ∈ Cog(R/I ) for some semiprime
ideal I ⊆ annR(M).

The condition (h) in Theorem 8 shows that the study of weakly compressible
modules can be reduced to the study of such modules when they are either singular
or nonsingular. A characterization of weakly compressible abelian groups has been
obtained by Samsonova in [13].

Theorem 9 ([13, Main Theorem]) A Z-module M is weakly compressible if and
only if Z(M) is semisimple and M/Z(M) is torsionless.

In the next two results, semiprime and weakly compressible modules have been
characterized over certain rings including prime hereditary Noetherian rings. If R is
a hereditary Noetherian ring, then by [12, Proposition 5.4.5], every nonzero singular
R-module has a nonzero socle. We call such rings R right singular semi-Artinian.

Theorem 10 ([6, Theorem 4.1]) Suppose that R is a right singular semi-Artinian
ring, MR is nonzero and M I = 0 for some ideal I of R. If MR is semiprime, then
M ∈ Cog(Soc(M) ⊕ R/I ). The converse holds if I is a prime ideal of R.

Theorem 11 ([6, Theorem 4.5]) Suppose that M is a nonzero R-module and M I =
0 for some semiprime ideal I of R. If M ∈ Cog(Soc(M) ⊕ R/I ) and M/Soc(M) ∈
Cog(R/I ), then MR is weakly compressible. The converse holds if R is a right
singular semi-Artinian ring such that every cyclic R-module has a finitely generated
socle or acc on direct summands.
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The result of Samsonova has been extended to PID by authors.

Theorem 12 ([6, Corollary 4.6]) Let R be a prime right singular semi-Artinian
ring such that cyclic R-modules have finite uniform dimensions. Then the following
statements hold for MR.
(a) M ∈ Cog(Soc(M) ⊕ R) and M/Soc(M) ∈ Cog(R) if and only if MR is weakly
compressible;
(b) M ∈ Cog(Soc(M) ⊕ R) if and only if MR is semiprime;
(c) If MR is semiprime, then either MR is semisimple or Z(M) = Soc(M);
(d) Furthermore, if R is a PID, then M/Soc(M) ∈ Cog(R) if and only if MR is
weakly compressible.

In continue, we investigated rings whose every semiprimemodule is weakly com-
pressible. Rings with the latter property are called SW. In order to study SW rings,
they first investigate the stronger cases “when all R-modules are weakly compress-
ible?”A ring R is called right duo (right quasi-duo) if every right ideal (rightmaximal
ideal) of R is a two-sided ideal.

Theorem 13 ([5, Proposition 3.7]) Let R be a ring. Consider the following condi-
tions.
(a) R is a right semi-Artinian right V-ring;
(b) All R-modules are weakly compressible;
(c) All R-modules are semiprime;
Then (a)⇒ (b)⇔ (c). All conditions are equivalent if the ring R is Morita equivalent
to a right quasi-duo ring.

Theorem 14 ([5, Proposition 3.5 andCorollary 3.9]) (a) If R is a right semi-Artinian
ring, then R is SW.
(b) Let R be a strongly regular ring. Then R is SW if and only if R is a semi-Artinian
ring.

A class C of R-modules is said to be enveloping if for every R-module M there
exist E ∈ C and θ : M → E such that (E, ) is an envelop for M (i.e., (i) For every
θ : M → E

′ ∈ C there exists ε : E → E with εθ = θ . (ii) If in (i), εθ = θ then ε is
an automorphism); see [7].

Theorem 15 ([5, Theorem3.3])Let R beMorita equivalent to a right essentially duo
ring, Spec(R) the set of all prime ideals of R and � = {P ∈ Spec(R) | P ≤ess RR}.
The following conditions are equivalent.
(a) R is SW;
(b) The R-module

∏
P∈� R/P is weakly compressible;

(c) The class of weakly compressible R-modules is enveloping.

A ring R is called semilocal if Max(R) is a finite set where Max(R) = {P is an
ideal of R | R/P is a simple ring}. In the following, we study Noetherian SW rings.

Theorem 16 ([5, Theorem 3.11]) If R is a right duo right Noetherian SW ring, then
R is a semilocal ring.
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The classical Krull dimension of a ring R, if exists, is denoted by dim(R). For
a ring R, we have dim(R) = 0 which means every prime ideal of R is a maximal
ideal, see for example [12, 6.4.3]. Finally, we show that for Noetherian duo rings R
with dim(R) � 1, including integral Dedekind domains, the converse of Theorem
16 holds.

Theorem 17 ([5, Theorem 3.12]) Let R be a right duo right Noetherian ring with
dim(R) � 1. Then the following statements are equivalent.
(a) R is a SW ring;
(b) R is a semilocal ring;
(c) Spec(R) is a finite set;
(d) ∀P ∈ Min(R) \ Max(R), J(R/P) �= 0.

We end the paper by giving a characterization of SW rings that are the Dedekind
domain.

Theorem 18 ([5, Corollary 3.13]) Let R be a Dedekind domain. Then the class
of weakly compressible R-modules is enveloping if and only if R is either simple
Artinian or J(R) �= 0.

Acknowledgements The authors are very thankful to the referee for careful reading.
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On Commutativity of Prime Rings with
Involution Involving Pair of Derivations

Husain Alhazmi, Shakir Ali, Adnan Abbasi,
and Muzibur Rahman Mozumder

Abstract The purpose of this paper is to investigate the commutativity of prime
rings with involution ‘∗’ of the second kind in which a pair of derivations satisfy
certain ∗-differential identities.

Keywords Prime ring · Involution · Commutativity · Derivation
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1 Introduction

Throughout this article, R will represent an associative ring with center Z(R). We
denote [x, y] = xy − yx, the commutator of x and y and x ◦ y = xy + yx , the
anti-commutator of x and y. A ring R is said to 2-torsion free if 2x = 0 (where
x ∈ R) implies x = 0. A ring R is said to be prime if aRb = (0) (where a, b ∈ R)
implies either a = 0 or b = 0, and is called semiprime ring if aRa = (0) (where
a ∈ R) implies a = 0. A mapping ∗ : R → R is called an involution if it satisfies
the conditions (x + y)∗ = x∗ + y∗, (xy)∗ = y∗x∗ and (x∗)∗ = x for all x, y ∈ R.
An element x in a ring with involution is said to be hermitian if x∗ = x and skew-
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hermitian if x∗ = −x . The sets of all hermitian and skew-hermitian elements of R
will be denoted by H(R) and S(R), respectively. A ring equipped with an involution
is known as ring with involution or ∗-ring. The involution is said to be of the first
kind if Z(R) ⊆ H(R), otherwise it is said to be of the second kind. In the later
case, S(R) ∩ Z(R) �= (0). If R is 2-torsion free, then every x ∈ R can be uniquely
represented in the form 2x = h + k, where h ∈ H(R) and k ∈ S(R). Note that in this
case x is normal, i.e., xx∗ = x∗x , if and only if h and k commute. If all elements in
R are normal, then R is called a normal ring. An example is the ring of quaternions.
A description of such rings can be found in [14], where further references can be
found. A derivation on R is an additive mapping d : R → R such that d(xy) =
d(x)y + xd(y) for all x, y ∈ R. A derivation d is said to be inner if there exists
a ∈ R such that d(x) = ax − xa for all x ∈ R. Over the last 30 years, several authors
have investigated the relationship between commutativity of prime and semiprime
rings and certain special types of maps on R. The first result in this direction is due
to Divinsky [13], who proved that a simple Artinian ring is commutative if it has a
commuting non-trivial automorphism. Two years later, Posner [19] proved that the
existence of a nonzero centralizing derivation on a prime ring forces the ring to be
commutative. Over the last few decades, several authors have refined and extended
these results in various directions (see [5, 7–9, 11] where further references can be
found).

In [1], the second author together with Dar established a ∗-version of classical
theorem due to Posner’s [19]. In fact, they proved that, if R is a prime ring with
involution ‘∗’ such that char(R) �= 2 and d is a nonzero derivation of R satisfying
[d(x), x∗] = 0 for all x ∈ R and d(Z(R)) �= (0), then R is normal. The mentioned
theorem attracts attention of many researchers in the classical ring theory viz.; [2,
12, 15–18] where further references can be found. Very recently, Nejjar et al. [16]
improved the result proved in [1] and established the commutativity of prime rings
with involution in more general setting. Themain purpose of this paper is to establish
a corresponding result obtained in [1, 16], respectively, for a pair of derivations.

2 Main Results

Our first theorem is motivated by the ∗-version of Posner’s theorem proved in [1].
In fact, we prove the following result for a pair of derivations.

Theorem 2.1 Let R be a prime ring with involution ‘∗’ of the second kind such that
char(R) �= 2. Let d1 and d2 be nonzero derivations of R. Then following statements
are equivalent:

(i) d1(x)x∗ − x∗d2(x) = 0 for all x ∈ R,
(i i) R is a commutative integral domain and d1 = d2.

Proof We need only to prove nontrivial implication.
(i) =⇒ (i i) By the assumption, we have
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d1(x)x
∗ − x∗d2(x) = 0 for all x ∈ R. (2.1)

On linearization, we get

d1(x)y
∗ + d1(y)x

∗ − x∗d2(y) − y∗d2(x) = 0 for all x, y ∈ R. (2.2)

Replacing y by hy, where y ∈ R and h ∈ H(R) ∩ Z(R), we get

d1(x)y
∗h + d1(y)x

∗h + yd1(h)x
∗ − x∗d2(y)h − x∗yd2(h) − y∗hd2(x) = 0

for all x, y ∈ R. Using (2.2), we obtain

d1(h)yx
∗ − x∗yd2(h) = 0 for all x, y ∈ R. (2.3)

Taking x = y = k where k ∈ S(R) ∩ Z(R) in (2.3), we get

(d1(h) − d2(h))k
2 = 0 for all h ∈ H(R) ∩ Z(R) and k ∈ S(R) ∩ Z(R). (2.4)

Using the primeness of R, we have d1(h) − d2(h) = 0 for all h ∈ H(R) ∩ Z(R)
or k2 = 0 for all k ∈ S(R) ∩ Z(R). Since S(R) ∩ Z(R) �= (0), we are forced to
conclude that d1(h) = d2(h) for all h ∈ H(R) ∩ Z(R). Thus in view of (2.3), we get
(yx∗ − x∗y)d1(h) = 0 for all x, y ∈ R. Again by the primeness of R either yx∗ −
x∗y = 0 for all x, y ∈ R or d1(h) = 0 for all h ∈ H(R) ∩ Z(R). Now yx∗ − x∗y =
0 for all x, y ∈ R implies that R is commutative. Therefore,we are leftwithd1(h) = 0
for all h ∈ H(R) ∩ Z(R). Replace y by ky in (2.2) where k ∈ S(R) ∩ Z(R) and add
with k times (2.2), we get 2(d1(y)x∗ − x∗d2(y))k = 0 for all x, y ∈ R. Invoking the
primeness of R and using the fact that char(R) �= 2 and S(R) ∩ Z(R) �= (0), we
arrive at d1(y)x∗ − x∗d2(y) = 0 for all x, y ∈ R. Hence in view of [10, Theorem
4.1], R is commutative. Then (2.1) becomes (d1(x) − d2(x))x∗ = 0 for all x ∈ R,
that is

D(x)x∗ = 0 for all x ∈ R, (2.5)

where D is a derivation defined by D = d1 − d2. Moreover, it is easy to see that (2.5)
implies D = 0 and thus d1 = d2. This completes the proof of the theorem. �

Remark 2.1 In the above theorem, if we replace d2 by −d2, we get d1(x)x∗ +
x∗d2(x) = 0 for all x ∈ R. Therefore, if R satisfies the ∗-differential identity
d1(x)x∗ + x∗d2(x) = 0 for all x ∈ R, then R is a commutative integral domain and
in this particular situation, we conclude that d1 = −d2.

Theorem 2.2 Let R be a prime ring with involution ‘∗’ of the second kind such
that char(R) �= 2. Let d1 and d2 be derivations of R. Then following statements are
equivalent:

(i) d1(x) ◦ d2(x∗) = [x, x∗] for all x ∈ R,
(i i) R is a commutative integral domain and either d1 = 0 or d2 = 0.
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Proof (i) =⇒ (i i). If either d1 or d2 is zero, then we have either [x, x∗] = 0 for all
x ∈ R. Then in view of [16, Lemma 2.1], R is commutative. Next we assume that
both d1 and d2 are nonzero. Then by the given assumption, we have

d1(x) ◦ d2(x
∗) = [x, x∗] for all x ∈ R. (2.6)

This can be written as

d1(x)d2(x
∗) + d2(x

∗)d1(x) = xx∗ − x∗x for all x ∈ R. (2.7)

Replacing x by x + y in (2.7), we get

d1(x)d2(x
∗) + d1(x)d2(y

∗) + d1(y)d2(x
∗) + d1(y)d2(y

∗) (2.8)

+d2(x
∗)d1(x) + d2(x

∗)d1(y) + d2(y
∗)d1(x) + d2(y

∗)d1(y)

= xx∗ + xy∗ + yx∗ + yy∗ − x∗x − x∗y − y∗x − y∗y for all x, y ∈ R.

Using (2.7) in (2.8), we have

d1(x)d2(y
∗) + d1(y)d2(x

∗) + d2(x
∗)d1(y) + d2(y

∗)d1(x) = xy∗ + yx∗ − x∗y − y∗x (2.9)

for all x, y ∈ R. Substituting hy by y in (2.9) where h ∈ H(R) ∩ Z(R), we obtain

d1(x)d2(y
∗)h + d1(x)y

∗d2(h) + d1(h)yd2(x
∗) + hd1(y)d2(x

∗)

+d2(x
∗)d1(h)y + d2(x

∗)hd1(y) + d2(y
∗)hd1(x) + y∗d2(h)d1(x)

= (xy∗ + yx∗ − x∗y − y∗x)h for all x, y ∈ R.

Multiplying (2.9) by h and combining it with (2.9), we get

(d1(x) ◦ y∗)d2(h) + d1(h)(y ◦ d2(x
∗)) = 0 (2.10)

for all x, y ∈ R. Replacing y by ky in (2.10) where k ∈ S(R) ∩ Z(R), we arrive at

−(d1(x) ◦ y∗)kd2(h) + d1(h)k(y ◦ d2(x
∗)) = 0

for all x, y ∈ R. Multiplying (2.10) by k where k ∈ S(R) ∩ Z(R) and adding with
last relation, we get

2d1(h)k(y ◦ d2(x
∗)) = 0 for all x, y ∈ R.

Since char(R) �= 2 and R is prime, we get either d1(h) = 0 or y ◦ d2(x∗) = 0. Now
suppose y ◦ d2(x∗) = 0. This further implies that y ◦ d2(x) = 0 for all x, y ∈ R.



On Commutativity of Prime Rings with Involution Involving Pair of Derivations 177

Thus R is commutative in view of [20, Theorem 1]. On the other hand, suppose
d1(h) = 0 for all h ∈ H(R) ∩ Z(R). This in turn implies that d1(z) = 0 for all z ∈
Z(R). Thus in view of (2.10), we get (d1(x) ◦ y∗)d2(h) = 0 for all x, y ∈ R. Again
using primeness, we get either (d1(x) ◦ y∗) for all x, y ∈ R or d2(h) = 0 for all h ∈
H(R) ∩ Z(R). Suppose (d1(x) ◦ y∗) = 0 for all x, y ∈ R, then R is commutative
[20,Theorem1].Nowconsider the cased2(h) = 0,which further implies thatd2(z) =
0 for all z ∈ Z(R). Replacing y by ky in (2.9) where y ∈ R and k ∈ S(R) ∩ Z(R),
we get

(−d1(x)d2(y
∗) + d1(y)d2(x

∗) + d2(x
∗)d1(y) − d2(y

∗)d1(x))k

= (−xy∗ + yx∗ − x∗y + y∗x)k for all x, y ∈ R.

Multiplying (2.9) by k where k ∈ S(R) ∩ Z(R) and adding with the previous equa-
tion, we finally arrive at

2(d1(y)d2(x
∗) + d2(x

∗)d1(y) − [y, x∗]) = 0 for all x, y ∈ R.

Substituting x∗ for x , and using the fact that char(R) �= 2, we get

(d1(y)d2(x) + d2(x)d1(y) − [y, x]) = 0 for all x, y ∈ R.

This implies that

(d1(y) ◦ d2(x) − [y, x]) = 0 for all x, y ∈ R. (2.11)

Thus in view of [4, Theorem 2.4 for n = m = 1], we get that R is commutative.
Henceforward, the relation (2.11) reduces to 2d1(y)d2(x) = 0 for all x, y ∈ R. Since
char(R) �= 2, the last relation gives that d1(y)d2(x) = 0 for all x, y ∈ R.This implies
that either d1 = 0 or d2 = 0, which leads a contradiction, i.e., we are forced to
conclude that at least one of them d1 and d2 must be zero. This completes the proof.

�

Theorem 2.3 Let R be prime ring with involution ‘∗’ of the second kind such
that char(R) �= 2. Let d1 and d2 be two nonzero derivations of R such that
[d1(x), x∗d2(x)] = 0 for all x ∈ R, then R is a commutative integral domain.

Proof Assume that

[d1(x), x∗d2(x)] = 0 for all x ∈ R. (2.12)

Linearization of (2.12) gives us

[d1(x), x∗d2(x)] + [d1(x), x∗d2(y)] + [d1(x), y∗d2(x)] + [d1(x), y∗d2(y)]
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+[d1(y), x∗d2(x)] + [d1(y), x∗d2(y)] + [d1(y), y∗d2(x)] + [d1(y), y∗d2(y)] = 0

for all x, y ∈ R. Application of (2.12) yields that

[d1(x), x∗d2(y)] + [d1(x), y∗d2(x)] + [d1(x), y∗d2(y)] (2.13)

+[d1(y), x∗d2(x)] + [d1(y), x∗d2(y)] + [d1(y), y∗d2(x)] = 0 for all x, y ∈ R.

Replacing y by h where h ∈ H(R) ∩ Z(R), we get

[d1(x), x∗]d2(h) + h[d1(x), d2(x)] = 0 for all x ∈ R. (2.14)

Linearization on x gives

([d1(x), y∗] + [d1(y), x∗])d2(h) + h([d1(x), d2(y)] + [d1(y), d2(x)]) = 0 (2.15)

for all x, y ∈ R. Now taking hy for y where y ∈ R and h ∈ H(R) ∩ Z(R),we obtain

[d1(x), y∗]hd2(h) + [d1(y), x∗]hd2(h) + [y, x∗]d1(h)d2(h) + h2[d1(x), d2(y)] (2.16)

+h[d1(x), y]d2(h) + h2[d1(y), d2(x)] + hd1(h)[y, d2(x)] = 0 for all x, y ∈ R.

Multiplying (2.15) by h and using in (2.16), we get

[y, x∗]d1(h)d2(h) + h[d1(x), y]d2(h) + hd1(h)[y, d2(x)] = 0 (2.17)

for x, y ∈ R and h ∈ H(R) ∩ Z(R).Replacing x by kx where x ∈ R and k ∈ S(R) ∩
Z(R), we arrive at

− [y, x∗]kd1(h)d2(h) + hk[d1(x), y]d2(h) + h[x, y]d1(k)d2(h) (2.18)

+hd1(h)[y, d2(x)]k + hd1(h)[y, x]d2(k) = 0 for all x, y ∈ R.

Multiplying (2.17) by k where k ∈ S(R) ∩ Z(R) and adding with (2.18), we get

2hk([d1(x), y]d2(h) + [y, d2(x)]d1(h)) + h[x, y]d1(k)d2(h) + hd1(h)[y, x]d2(k) = 0

for all x, y ∈ R. Taking y = x , the last expression gives

2hk([d1(x), x]d2(h) + [x, d2(x)]d1(h)) = 0 for all x ∈ R

Since char(R) �= 2, S(R) ∩ Z(R) �= (0), and R is prime, we conclude that

[d1(x), x]d2(h) + [x, d2(x)]d1(h) = 0 for all x ∈ R. (2.19)
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Replacing y by x in (2.17), we get

[x, x∗]d1(h)d2(h) + h[d1(x), x]d2(h) + hd1(h)[x, d2(x)] = 0 (2.20)

for x ∈ R. Using (2.19) in (2.20), we get [x, x∗]d1(h)d2(h) = 0 for all x ∈ R. By
the primeness of R, we get either [x, x∗] = 0 for all x ∈ R or d1(h)d2(h) = 0 for all
h ∈ H(R) ∩ Z(R). If we consider [x, x∗] = 0 for all x ∈ R. Hence, this implies that
R is normal. Then in viewof [1,Lemma2.1], R is commutative.Nowconsider the sec-
ond part d1(h)d2(h) = 0 for all h ∈ H(R) ∩ Z(R). Using primeness condition, we
get either d1(h) = 0 or d2(h) = 0. If consider d1(h) = 0 for all h ∈ H(R) ∩ Z(R),
then by (2.17), we get h[d1(x), y]d2(h) = 0 for all x, y ∈ R. Further, the prime-
ness condition yields [d1(x), y]d2(h) = 0 for all x, y ∈ R. Again by the primeness
condition, we have either d2(h) = 0 for all h ∈ H(R) ∩ Z(R) or [d1(x), y] = 0 for
all x, y ∈ R. If we consider [d1(x), y] = 0 for all x, y ∈ R. This gives R is com-
mutative by Posner’s result [19]. Therefore, we are left with the case d2(h) = 0 for
all h ∈ H(R) ∩ Z(R). Similarly in view of (2.17), we get either d1(h) = 0 for all
h ∈ H(R) ∩ Z(R). Replacing y by h where h ∈ H(R) ∩ Z(R) in (2.13) and using
d1(h) = 0 and d2(h) = 0 for all h ∈ H(R) ∩ Z(R), we get h[d1(x), d2(x)] = 0 for
all x ∈ R. Now using the primeness and S(R) ∩ Z(R) �= (0) conditions, we get

[d1(x), d2(x)] = 0 for all x ∈ R. (2.21)

Replacing x by x + y∗, we get

[d1(x), d2(y∗)] + [d1(y), d2(x∗)] = 0 for all x, y ∈ R. (2.22)

Taking yk for y in (2.22), where k ∈ S(R) ∩ Z(R), we get 2[d1(y), d2(x∗)]k = 0 for
all x, y ∈ R, since char(R) �= 2 and S(R) ∩ Z(R) �= (0), we get [d1(y), d2(x)] = 0
for all x, y ∈ R. Thus in view of [3, Theorem 3.1], we obtain R is commutative. �

Theorem 2.4 Let R be a prime ring with involution ‘∗’ of the second kind such that
char(R) �= 2. There are no derivations d1 and d2 of R such that [d1(x), d2(x∗)] =
x ◦ x∗ for all x ∈ R.

Proof If either d1 or d2 is zero, then we have x ◦ x∗ = 0 for all x ∈ R, which assures
that x = 0 for all x ∈ R so that R is a trivial ring R = {0}, which is impossible.
Henceforth, we assume that both d1 and d2 are nonzero, and we have

[d1(x), d2(x∗)] = x ◦ x∗ for all x ∈ R. (2.23)

Replacing x by x + y in (2.23), we get

[d1(x), d2(x∗)] + [d1(y), d2(y∗)] + [d1(x), d2(y∗)] + [d1(y), d2(x∗)]

= x ◦ x∗ + y ◦ y∗ + xy∗ + yx∗ + x∗y + y∗x
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for all x, y ∈ R. Application of (2.23) gives

[d1(x), d2(y∗)] + [d1(y), d2(x∗)] = xy∗ + yx∗ + x∗y + y∗x (2.24)

for all x, y ∈ R. Taking hy for y in (2.24) where x, y ∈ R and h ∈ H(R) ∩ Z(R),
we have

h([d1(x), d2(y∗)] + [d1(y), d2(x∗)]) + [d1(x), y∗]d2(h) + d1(h)[y, d2(x∗)]
(2.25)

= h(xy∗ + yx∗ + x∗y + y∗x) for all x, y ∈ R.

Using (2.24), (2.25) reduces to

[d1(x), y∗]d2(h) + d1(h)[y, d2(x∗)] = 0 for all x, y ∈ R. (2.26)

Replacing y by ky, where k ∈ S(R) ∩ Z(R), we get

− [d1(x), y∗]kd2(h) + d1(h)k[y, d2(x∗)] = 0 for all x, y ∈ R. (2.27)

Multiplying (2.26) by k and adding with (2.27), we obtain

2d1(h)k[y, d2(x∗)] = 0 for all x, y ∈ R.

Since char(R) �= 2, the last expression gives

d1(h)k[y, d2(x∗)] = 0 for all x, y ∈ R.

Invoking the primeness of R and the fact that S(R) ∩ Z(R) �= (0), we get

either d1(h) = 0 or [y, d2(x∗)] = 0 for all x, y ∈ R. (2.28)

If [y, d2(x∗)] = 0 implies that R is commutative in view of Posner’s result [19].
Therefore, we are left with d1(h) = 0 for all h ∈ H(R) ∩ Z(R). Using this in (2.27),
we obtain

−[d1(x), y∗]kd2(h) = 0 for all x, y ∈ R.

Using the primeness, we get

d2(h) = 0 for all h ∈ H(R) ∩ Z(R). (2.29)

or
[d1(x), y∗] = 0 for all x, y ∈ R.

Again if [d1(x), y∗] = 0, using Posner’s result [19], we conclude that R is commu-
tative. Therefore, we are left with the case d2(h) = 0 for all h ∈ H(R) ∩ Z(R). This
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implies that d2(k) = 0 for all k ∈ S(R) ∩ Z(R) and hence d2(Z(R)) = (0). Simi-
larly in view of (2.28), we get d1(Z(R)) = (0). Now replace y by ky in (2.24) where
k ∈ S(R) ∩ Z(R), we get

− [d1(x), d2(y∗)]k − [d1(x), y∗]d2(k) + d1(k)[y, d2(x∗)] + k[d1(y), d2(x∗)]
(2.30)

= −xy∗k + kyx∗ + x∗ky − ky∗x

for all x, y ∈ R and k ∈ S(R) ∩ Z(R).Nowmultiplying (2.24) by k ∈ S(R) ∩ Z(R)
and adding with (2.30), we get

2[d1(y), d2(x∗)]k = 2k(yx∗ + x∗y) for all x, y ∈ R.

Since char(R) �= 2, the last relation implies that

k([d1(y), d2(x∗)] − (y ◦ x∗)) = 0 for all x, y ∈ R.

The primeness of R yields that

[d1(y), d2(x∗)] − (y ◦ x∗) = 0 for all x, y ∈ R.

Now replace x by x∗ to get

[d1(y), d2(x)] − (y ◦ x) = 0 for all x, y ∈ R.

Taking y by h, where h ∈ H(R) ∩ Z(R), we get 2xh = 0 for all x ∈ R. Since
char(R) �= 2 and S(R) ∩ Z(R) �= (0), we arrive at x = 0 for all x ∈ R, which gives
a contradiction. Hence R is commutative. Then, Eq. (2.23) gives 2xx∗ = 0 for all
x ∈ R. Since char(R) �= 2, this implies that xx∗ = 0 for all x ∈ R, which obviously
leads to x = 0 for all x ∈ R, which is impossible. Hence, there exist no such deriva-
tions for which [d1(x), d2(x∗)] = x ◦ x∗ for all x ∈ R. This completes the proof of
the theorem. �
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Approximation of a Common Fixed Point
of Two Nonlinear Mappings with
Nonsummable Errors in a Banach Space

Takanori Ibaraki, Shunsuke Kajiba, and Yasunori Kimura

Abstract In this paper, we study an iterative scheme for two nonlinear mappings
with errors in a uniformly convex and uniformly smooth Banach space. We con-
sider that the sequence including errors for obtaining the value of metric projection
still has an efficient property for approximating a common fixed point of two map-
pings. Moreover, we prove a convergence theorem for a common fixed point of two
mappings in a Banach space.

Keywords Common fixed point · Relatively nonexpansive · Quasinonexpansive ·
Shrinking projection method · Iterative scheme · Metric projection · Error term
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1 Introduction

Let E be a real Banach space. We say that a mapping T from a nonempty closed
convex subset C of E to E is nonexpansive if ‖T x − T y‖ ≤ ‖x − y‖ for every
x, y ∈ C . The fixed point problem for a nonexpansive mapping is defined so as to
find a fixed point of T , that is, a point z ∈ C satisfying that z = T z. We may apply
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it to various types of nonlinear problems, such as convex minimization problems,
variational inequality problems, equilibrium problems, and others.

For this problem, we consider not only the existence but also the approximation
methods of its solution. In the metric fixed point theory, iterative methods for nonlin-
ear mapping are one of the most important topics and a number of researchers have
been dealing with this issue in recent research. In particular, the shrinking projection
method proposed by Takahashi et al. [16] is a remarkable result.

Theorem 1.1 (Takahashi-Takeuchi–Kubota [16]) Let H be a real Hilbert space and
let C be a nonempty closed convex subset of H. Let T : C → C be a nonexpansive
mapping such that F(T ) = {p ∈ C : p = T p} is nonempty. Let {αn} be a nonnega-
tive real sequence in [0, a[, where 0 < a < 1. For a point x0 in H chosen arbitrarily,
generate a sequence {xn} by the following iterative scheme: C1 = C, x1 = PC1x0,
and

yn = αnxn + (1 − αn)T xn,

Cn+1 = {z ∈ C : ‖z − yn‖ ≤ ‖z − xn‖} ∩ Cn,

xn+1 = PCn+1x0

for all n ∈ N. Then, {xn} converges strongly to PF(T )x0, where PK is the metric
projection of H onto a nonempty closed convex subset K of H.

We should remark that the original result of this method is a convergence theorem
to a common fixed point of a family of nonexpansive mappings.

In the original shrinking projection method, we use metric projections for each
step to generate an iterative sequence. However, to calculate the exact value of metric
projection becomes much more difficult as the iteration proceeds since the shape of
the corresponding convex sets gets complicated gradually.

Recently, Kimura [6] considers an error to obtain the value of metric projections
and proves that the sequence still has an efficient property for approximating a fixed
point of the mapping. Later, this method has been generalized to several different
cases in the setting of a Hilbert space and a Banach space; see [3, 4, 7, 8] and others.

In this paper, we study an iterative scheme for two nonlinear mappings of nonex-
pansive type with errors in a uniformly convex and uniformly smooth Banach space.
We discuss an approximation method of a common fixed point by using shrinking
projection method with errors and prove a strong convergence theorem to a common
fixed point of two mappings.

2 Preliminaries

Let E be a real Banach spacewith norm ‖ · ‖ and the dual space E∗ and let SE := {x ∈
E : ‖x‖ = 1}. We denote strong convergence and weak convergence of a sequence
{xn} to x in E by xn → x and xn ⇀ x , respectively. E is said to be strictly convex
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if ‖x + y‖ < 2 for all x, y ∈ SE with x �= y and E is said to be uniformly convex if
limn ‖xn − yn‖ = 0 where {xn}, {yn} ⊂ SE such that limn ‖xn + yn‖ = 2. E is said
to have the Kadec–Klee property if a sequence {xn} of E converges strongly to x0
whenever it satisfies xn ⇀ x0 and ‖xn‖ → ‖x0‖.

A Banach space E is said to be smooth if the limit

lim
t→0

‖x + t y‖ − ‖x‖
t

(2.1)

exists for each x, y ∈ SE . E is said to be uniformly smooth if the limit (2.1) converges
uniformly for all x, y ∈ SE ; see [14, 15] for more details.

The normalized duality mapping J : E → E∗ is defined by

J x = {x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}

for all x ∈ E . We know the following properties; see [2, 14, 15] for more details.

(1) J x is nonempty for each x ∈ E ;
(2) 〈x − y, x∗ − y∗〉 ≥ 0 for each (x, x∗), (y, y∗) ∈ J ;
(3) E is strictly convex if and only if J is one-to-one;
(4) E is reflexive if and only if J is surjective;
(5) E is smooth if and only if J is single-valued;
(6) if E is reflexive, smooth, and strictly convex, then the duality mapping J ∗ :

E∗ → E is the inverse of J , that is, J ∗ = J−1;
(7) E is uniformly smooth if and only if E∗ is uniformly convex;
(8) if E is uniformly convex, then E is reflexive, strictly convex, and having the

Kadec–Klee property.

Let E be a reflexive and strictly convex Banach space and let C be a nonempty
closed convex subset of E . It is known that for each x ∈ E , there exists a unique
point z ∈ C such that

‖x − z‖ = min
y∈C ‖x − y‖.

Such a point z is denoted by PCx , and PC is called the metric projection of E ontoC .
Let E be a Banach space and letC1,C2,C3, . . . be a sequence of nonempty closed

convex subset of E . We denote by s-Lin Cn the set of limit points of {Cn}, that is,
x ∈ s-Lin Cn if and only if there exists {xn} ⊂ E such that xn → x and that xn ∈ Cn

for all n ∈ N. Similarly, we denote by w-LsCn the set of cluster points of {Cn};
y ∈ w-LsCn if and only if there exists {yni } such that yni ⇀ y and that yni ∈ Cni for
all i ∈ N. Using these definitions, we define the Mosco convergence [12] of {Cn}. If
C0 satisfies

s-Li
n
Cn = C0 = w-Ls

n
Cn,

we say that {Cn} is a Mosco convergent sequence to C0 and write
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C0 = M-lim
n→∞Cn.

Notice that the inclusion s-Lin Cn ⊂ w-LsCn is always true. Therefore, to show the
existence of M-limn Cn , it is sufficient to prove w-Lsn Cn ⊂ s-Lin Cn; see [12] for
more details. In 1984, Tsukada [17] proved the following theorem for the metric
projections in a Banach space.

Theorem 2.1 (Tsukada [17]) Let E be a reflexive and strictly convex Banach space
having the Kadec–Klee property and let {Cn} be a sequence of nonempty closed con-
vex subsets of E. If C0 = M-limn Cn exists and is nonempty, then {PCn x} converges
strongly to PC0x.

Oneof the simplest of the sequence {Cn} satisfying the condition in the theoremabove
is a decreasing sequence with respect to inclusion; Cn+1 ⊂ Cn for every n ∈ N. In
this case, M-limn Cn = ⋂∞

n=1 Cn .
Let E be a smooth Banach space, define a function V : E × E → R by

V (x, y) = ‖x‖2 − 2〈x, J y〉 + ‖y‖2,

where E × E is the product set of E and itself. We know the following properties;
see [1, 5, 11] for more details.

(1) (‖x‖ − ‖y‖)2 ≤ V (x, y) ≤ (‖x‖ + ‖y‖)2 for each x, y ∈ E ;
(2) V (x, y) + V (y, x) = 2〈x − y, J x − J y〉 for each x, y ∈ E ;
(3) V (x, y) = V (x, z) + V (z, y) + 2〈x − z, J z − J y〉 for each x, y, z ∈ E ;
(4) if E is additionally assumed to be strictly convex, then V (x, y) = 0 if and only

if x = y for each x, y ∈ E .

Let Br = {x ∈ E : ‖x‖ ≤ r}, where r is a positive real number. The following results
show that the existence ofmappings g

r
, gr , g

∗
r
, and g∗

r , related to the convex structures
of a Banach space E and its dual space. These mappings play important roles in our
result.

Theorem 2.2 (Xu [18]) Let E be a Banach space and r > 0. Then,

(i) if E is uniformly convex, then there exists continuous, strictly increasing, and
convex function g

r
: [0, 2r ] → [0,∞[ with g

r
(0) = 0 such that

‖αx + (1 − α)y‖2 ≤ α‖x‖2 + (1 − α)‖y‖2 − α(1 − α)g
r
(‖x − y‖)

for all x, y ∈ Br and 0 ≤ α ≤ 1.
(ii) if E is uniformly smooth, then there exists continuous, strictly increasing, and

convex function gr : [0, 2r ] → [0,∞[ with gr (0) = 0 such that

‖αx + (1 − α)y‖2 ≥ α‖x‖2 + (1 − α)‖y‖2 − α(1 − α)gr (‖x − y‖)

for all x, y ∈ Br and 0 ≤ α ≤ 1.
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As a direct consequence of Theorem 2.2, we obtain the following result.

Theorem 2.3 Let E be a reflexive, smooth, and strictly convex Banach space and
r > 0. Then,

(i) if E is uniformly smooth, then there exists continuous, strictly increasing, and
convex function g∗

r
: [0, 2r ] → [0,∞[ with g∗

r
(0) = 0 such that

‖α J x + (1 − α)J y‖2 ≤ α‖x‖2 + (1 − α)‖y‖2 − α(1 − α)g∗
r
(‖J x − J y‖)

for all x, y ∈ Br and 0 ≤ α ≤ 1.
(i) if E is uniformly convex, then there exists continuous, strictly increasing, and

convex function g∗
r : [0, 2r ] → [0,∞[ with g∗

r (0) = 0 such that

‖α J x + (1 − α)J y‖2 ≥ α‖x‖2 + (1 − α)‖y‖2 − α(1 − α)g∗
r (‖J x − J y‖)

for all x, y ∈ Br and 0 ≤ α ≤ 1.

From Theorems 2.2 and 2.3, we can show the following results.

Theorem 2.4 (Kimura [8]) Let E be a uniformly smooth and uniformly convex
Banach space and r > 0. Then, the functions g

r
and gr in Theorem 2.2 satisfy

g
r
(‖x − y‖) ≤ V (x, y) ≤ gr (‖x − y‖)

for all x, y ∈ Br .

Theorem 2.5 (Ibaraki–Kimura [4]) Let E be a uniformly smooth and uniformly
convex Banach space and r > 0. Then, the functions g∗

r
and g∗

r in Theorem 2.3
satisfy

g∗
r
(‖J x − J y‖) ≤ V (x, y) ≤ g∗

r (‖J x − J y‖)

for all x, y ∈ Br .

Let C be a nonempty closed convex subset of a smooth Banach space E . A mapping
T : C → E is said to be relatively nonexpansive [10, 11] if F̂(T ) = F(T ) �= ∅ and

V (u, T x) ≤ V (u, x)

for every u ∈ F(T ) and x ∈ C , where F(T ) is the set of all fixed points of T and
F̂(T ) is the set of all asymptotic fixed points of T by [13] . Namely, u ∈ F̂(T )

if and only if there exists a sequence {un} ⊂ C such that {un} converges weakly
to u and that limn ‖un − Tun‖ = 0. It was proved in [11] that, if E is smooth and
strictly convex Banach space, then F(T ) is closed and convex. We note that there
are a lot of important examples of relatively nonexpansive mappings; see [11]. In
our main result, we use relatively nonexpansive mappings without the condition
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F̂(T ) = F(T ). Instead of it, we assume the closedness of I − T at zero, that is, if a
sequence {xn} converges strongly to x0 and {xn − T xn} converges strongly to 0, then
x0 − T x0 = 0.

3 The Main Result

In this section, we propose an approximation theorem for two nonlinear mappings
in a uniformly convex and uniformly smooth Banach space.

Theorem 3.1 Let E be a uniformly convex and uniformly smooth Banach space, let
C be a nonempty bounded closed convex subset of E and let r > 0 such that C ⊂ Br .
Let T1, T2 be mappings from C to E such that F(T1) ∩ F(T2) �= ∅ and V (p, Ti x) ≤
V (p, x) for every x ∈ C and p ∈ F(Ti ) for i ∈ {1, 2}. Let {αn,i : n ∈ N, i ∈ {1, 2}}
be a family of positive real numbers such that αn,1 + αn,2 = 1, and lim infn αn,i > 0
for i ∈ {1, 2}. Let {δn} be a nonnegative real sequence and δ0 = lim supn δn. For
given u ∈ E, generate an iterative sequence {xn} as follows: x1 ∈ C,C1 = C,

yn = J−1(αn,1 JT1xn + αn,2 JT2xn),

Cn+1 = {z ∈ C : V (z, yn) ≤ V (z, xn)} ∩ Cn,

xn+1 ∈ {z ∈ C : ‖u − z‖2 ≤ d(u,Cn+1)
2 + δn+1} ∩ Cn+1

for all n ∈ N. Then,

lim sup
n→∞

‖xn − Ti xn‖ ≤ 2g−1
r

(
1

2
δ0 + 1

2αi

(ζ0 + η0)

)

for each i ∈ {1, 2}, where
ζ0 = gr (g

−1
r

(δ0)),

η0 = α1α2gr

(

g∗−1
r

( 1

α1α2

gr
(
g−1
r

(δ0)
) + 8r

α1α2

g∗−1
r

(
gr (g

−1
r

(δ0))
))

)

,

αi = lim inf
n→∞ αn,i , αi = lim sup

n→∞
αn,i

for each i ∈ {1, 2}.Moreover, if δ0 = 0 and I − Ti is closed at zero for each i ∈ {1, 2},
then {xn} converges strongly to PF(T1)∩F(T2)u.

Proof Let F := F(T1) ∩ F(T2). We first show that Cn is a closed convex subset
such that F ⊂ Cn for each n ∈ N by induction. It is trivial that F ⊂ C1 = C and a
given point x1 is defined. It is also obvious thatCn is closed and convex for all n ∈ N.
Suppose that each of C1,C2, . . . ,Ck contains F . Then, since Ck is nonempty, we
can choose a point xk ∈ Ck satisfying the condition in the theorem. Then yk andCk+1

are also defined. Let p ∈ F . Since it follows from the convexity of ‖ · ‖2 that
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V (p, yk) = V (p, J−1(αk,1 JT1xk + αk,2 JT2xk))

≤ ‖p‖2 − 2αk,1〈p, JT1xk〉 − 2αk,2〈p, JT2xk〉
+ αk,1‖JT1xk‖2 + αk,2‖JT2xk‖2

= αk,1V (p, T1xk) + αk,2V (p, T2xk)

≤ αk,1V (p, xk) + αk,2V (p, xk) = V (p, xk),

we have p ∈ Ck+1. Thus we have F ⊂ Ck+1. Hence {Cn} is a sequence of nonempty
closed convex subset of E such that F ⊂ ⋂∞

n=1 Cn . Let C0 = ⋂∞
n=1 Cn and let pn =

PCnu for all n ∈ N. Then, since {Cn} is decreasing with respect to inclusion, by
Theorem 2.1, it follows that {pn} converges strongly to p0 = PC0u. From xn ∈ Cn

and d(u,Cn) = ‖u − pn‖, it follows that

‖u − xn‖2 ≤ ‖u − pn‖2 + δn

for all n ∈ N \ {1}. From Theorem 2.2(i), we have, for α ∈]0, 1[

‖pn − u‖2 ≤ ‖αpn + (1 − α)xn − u‖2
≤ α‖pn − u‖2 + (1 − α)‖xn − u‖2 − α(1 − α)g

r
(‖pn − xn‖)

and thus
αg

r
(‖pn − xn‖) ≤ ‖xn − u‖2 − ‖pn − u‖2 ≤ δn.

Tending α →1, we have
g
r
(‖pn − xn‖) ≤ δn

and thus
‖pn − xn‖ ≤ g−1

r
(δn) (3.1)

for all n ∈ N \ {1}. Using the definition of V and Theorem 2.3 (ii), it follows that

V (pn, yn) = V (pn, J
−1(αn,1 JT1xn + αn,2 JT2xn))

= ‖pn‖2 − 2〈pn, αn,1 JT1xn + αn,2 JT2xn〉 + ‖αn,1 JT1xn + αn,2 JT2xn‖2
≥ αn,1‖pn‖2 − 2αn,1〈pn, JT1xn〉 + αn,1‖T1xn‖2

+ αn,2‖pn‖2 − 2αn,2〈pn, JT2xn〉 + αn,2‖T2xn‖2
− αn,1αn,2g

∗
r (‖JT1xn − JT2xn‖)

= αn,1V (pn, T1xn) + αn,2V (pn, T2xn) − αn,1αn,2g
∗
r (‖JT1xn − JT2xn‖)

for all n ∈ N \ {1}. Therefore, we get

αn,1V (pn, T1xn) + αn,2V (pn, T2xn) ≤ V (pn, yn) + αn,1αn,2g
∗
r (‖JT1xn − JT2xn‖)
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and thus

αn,i gr (‖pn − Ti xn‖) ≤ V (pn, yn) + αn,1αn,2g
∗
r (‖JT1xn − JT2xn‖) (3.2)

for each i ∈ {1, 2}. Let p ∈ F . It follows from Theorem 2.3 (i) that

V (p, yn) = V (p, J−1(αn,1 JT1xn + αn,2 JT2xn))

= ‖p‖2 − 2〈pn, αn,1 JT1xn + αn,2 JT2xn〉 + ‖αn,1 JT1xn + αn,2 JT2xn‖2
≤ αn,1‖p‖2 − 2αn,1〈pn, JT1xn〉 + αn,1‖T1xn‖2

+ αn,2‖p‖2 − 2αn,2〈pn, JT2xn〉 + αn,2‖T2xn‖2
− αn,1αn,2g

∗
r
(‖JT1xn − JT2xn‖)

= αn,1V (p, T1xn) + αn,2V (p, T2xn) − αn,1αn,2g
∗
r
(‖JT1xn − JT2xn‖)

≤ αn,1V (p, xn) + αn,2V (p, xn) − αn,1αn,2g
∗
r
(‖JT1xn − JT2xn‖)

= V (p, xn) − αn,1αn,2g
∗
r
(‖JT1xn − JT2xn‖)

for all n ∈ N \ {1}. Therefore, we obtain

αn,1αn,2g
∗
r
(‖JT1xn − JT2xn‖) ≤ V (p, xn) − V (p, yn). (3.3)

From the property of V , it follows that

V (p, xn) − V (p, yn) = V (p, pn) + V (pn, xn) + 〈p − pn, J pn − J xn〉
− V (p, pn) − V (pn, yn) − 〈p − pn, J pn − J yn〉

= V (pn, xn) − V (pn, yn) + 2〈p − pn, J yn − J xn〉
≤ V (pn, xn) + 2‖p − pn‖‖J xn − J yn‖
≤ gr (‖pn − xn‖) + 2(‖p‖ + ‖pn‖)‖J xn − J yn‖
≤ gr (g

−1
r

(δn)) + 4r‖J xn − J yn‖. (3.4)

Put εn = ‖pn − pn+1‖ for all n ∈ N \ {1}. From Theorems 2.4 and 2.5, it follows
that

‖J xn − J yn‖ ≤ ‖J xn − J pn+1‖ + ‖J pn+1 − J yn‖
≤ g∗−1

r

(
V (pn+1, xn)

)
+ g∗−1

r

(
V (pn+1, yn)

)

≤ g∗−1
r

(
V (pn+1, xn)

)
+ g∗−1

r

(
V (pn+1, xn)

)

= 2g∗−1
r

(
V (pn+1, pn) + V (pn, xn) + 2〈pn+1 − pn, J pn − J xn〉

)

≤ 2g∗−1
r

(
gr (εn) + gr (‖pn − xn‖) + 2εn‖J pn − J xn‖

)
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≤ 2g∗−1
r

(
gr (εn) + gr (g

−1
r

(δn)) + 2εng
∗−1
r

(V (pn, xn))
)

≤ 2g∗−1
r

(
gr (εn) + gr (g

−1
r

(δn)) + 2εng
∗−1
r

(gr (g
−1
r

(δn)))
)

(3.5)

for all n ∈ N \ {1}. From (3.3), (3.4), and (3.5), we have

αn,1αn,2g
∗
r
(‖JT1xn−JT2xn‖)

≤ gr
(
g−1
r

(δn)
)

+ 8rg∗−1
r

(
gr (εn) + gr (g

−1
r

(δn)) + 2εng
∗−1
r

(
gr (g

−1
r

(δn))
))

and thus

‖JT1xn − JT2xn‖ ≤ g∗−1
r

(
1

αn,1αn,2
gr

(
g−1
r

(δn)
)

+ 8r

αn,1αn,2
g∗−1
r

(
gr (εn) + gr (g

−1
r

(δn)) + 2εng
∗−1
r

(
gr (g

−1
r

(δn))
))

)

.

Therefore, we have

lim sup
n→∞

‖JT1xn − JT2xn‖ (3.6)

≤ g∗−1

(
1

α1α2

gr (g
−1
r

(δ0)) + 8r

α1α2

g∗−1
r

(
gr (g

−1
r

(δ0))
)
)

.

From the property of V , it follows that

V (pn, yn) = V (pn, pn+1) + V (pn+1, yn) + 2〈pn − pn+1, J pn+1 − J yn〉
≤ V (pn, pn+1) + V (pn+1, xn) + 2‖pn − pn+1‖‖J pn+1 − J yn‖
≤ V (pn, pn+1) + V (pn+1, pn) + V (pn, xn) + 2〈pn+1 − pn, pn − xn〉

+ 2‖pn − pn+1‖(‖J pn+1‖ + ‖J yn‖)
≤ V (pn, pn+1) + V (pn+1, pn) + V (pn, xn) + 2‖pn+1 − pn‖‖pn − xn‖

+ 4r‖pn − pn+1‖.

From Theorem 2.4 and (3.1), we have

lim sup
n→∞

V (pn, yn) ≤ lim sup
n→∞

V (pn, xn) ≤ gr
(
g−1
r

(δ0)
)

. (3.7)

It follows from (3.1) and (3.2) that
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g
r

(‖xn − Ti xn‖
2

)

≤ g
r

(‖xn − pn‖ + ‖pn − Ti xn‖
2

)

≤ 1

2
g
r
(‖xn − pn‖) + 1

2
g
r
(‖pn − Ti xn‖)

≤ 1

2
δn + 1

2αn,i

(
V (pn, yn) + αn,1αn,2g

∗
r (‖JT1xn − JT2xn‖)

)

for each i ∈ {1, 2} and for all n ∈ N \ {1}. From (3.6) and (3.7), it follows that

lim sup
n→∞

‖xn − Ti xn‖ ≤ 2g−1
r

(
1

2
δ0 + 1

2αi

(ζ0 + η0)

)

for each i ∈ {1, 2}, where ζ0 = gr (g
−1
r

(δ0)) and

η0 = α1α2g
∗
r

(

g∗−1
r

( 1

α1α2

gr (g
−1
r

(δ0)) + 8r

α1α2

g∗−1
r

(
gr (g

−1
r

(δ0))
))

)

.

For latter part of the theorem, suppose that δ0 = 0. Then

lim sup
n→∞

g
r
(‖pn − xn‖) ≤ lim sup

n→∞
δn = 0.

It implies that limn ‖pn − xn‖ = 0 and thus {xn} converges strongly to p0 = PC0u .
We also have ζ0 = gr (g

−1
r

(0)) = 0 and

η0 = α1α2g
∗
r

(

g∗−1
r

( 1

α1α2

gr (g
−1
r

(0)) + 8r

α1α2

g∗−1
r

(
gr (g

−1
r

(0))
))

)

= 0,

and thus

lim
n→∞ ‖(I − Ti )xn‖ = lim

n→∞ ‖xn − Ti xn‖ = 2g−1
r

(
1

2
0 + 1

2αi

(0 + 0)

)

= 0

for i ∈ {1, 2}. By the closedness of I − Ti at zero, it follows that (I − Ti )p0 = 0
for each i ∈ {1, 2}, that is, p0 ∈ F . From F ⊂ C0, we get that p0 = PC0u = PFu,
which is the desired result.

In this case where E is a Hilbert space, the functions g
r
, gr , g

∗
r
, and g∗

r become
g
r

= gr = g∗
r

= g∗
r = | · |2 for all r > 0. We also know that a relatively nonexpan-

sive mapping T without the condition F̂(T ) = F(T ) is quasinonexpansive, that is,
‖u − T x‖ ≤ ‖u − x‖ for every x ∈ C and u ∈ F(T ) �= ∅. Therefore, we obtain the
following:
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Corollary 3.2 Let H be a Hilbert space, let C be a nonempty bounded closed
convex subset of H and let r > 0 such that C ⊂ Br . Let T1, T2 be quasinonexpansive
mappings fromC toH such that F(T1) ∩ F(T2) �= ∅. Let {αn,i : n ∈ N, i ∈ {1, 2}} be
a family of positive real numbers such that αn,1 + αn,2 = 1, and lim infn αn,i > 0 for
i ∈ {1, 2}. Let {δn} be a nonnegative real sequence and δ0 = lim supn δn. For given
point u ∈ H, generate an iterative sequence {xn} as follows: x1 = x ∈ C,C1 = C,

yn = αn,1T1xn + αn,2T2xn,

Cn+1 = {z ∈ C : ‖z − yn‖ ≤ ‖z − xn‖} ∩ Cn,

xn+1 ∈ {z ∈ C : ‖u − z‖2 ≤ d(u,Cn+1)
2 + δn+1} ∩ Cn+1

for all n ∈ N. Then,

lim sup
n→∞

‖xn − Ti xn‖ ≤ 2

√{
1

2
+ 1

2αi

(

1 + α1α2

α1α2

)}

δ0 + 4rα1α2

αiα1α2

√
δ0 (3.8)

for i ∈ {1, 2}, where

αi = lim inf
n→∞ αn,i , αi = lim sup

n→∞
αn,i

for i ∈ {1, 2}. Moreover, if δ0 = 0 and I − Ti is closed at zero for each i ∈ {1, 2},
then {xn} converges strongly to PF(T1)∩F(T2)u.

Remark 3.3 In corollary 3.2, if lim infn αn,i = lim supn αn,i for each i ∈ {1, 2}, then
limn αn,i (= αi ) exists and

lim sup
n→∞

‖xn − Ti xn‖ ≤ 2

√(
1

2
+ 1

αi

)

δ0 + 4r

αi

√
δ0.

for i ∈ {1, 2}. In this case, upper bound of lim supn ‖xn − T xn‖ is simpler than the
(3.8).
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Convex Minimization Problems on
Geodesic Spaces and the Shrinking
Projection Method with Errors

Yasunori Kimura

Abstract To find a minimizer of a given convex function defined on a complete
geodesic space, we apply the shrinking projectionmethodwith the resolvent operator
for the function and obtain an approximate sequence to its minimizing point. We also
consider the error terms in the scheme when we calculate metric projections.

Keywords Convex minimization problem · Resolvent · Shrinking projection
method · Fixed point · Approximation

Mathematics Subject Classification (2010) 47H09, 47J05, 52A41

1 Introduction

Let C be a nonempty closed convex subset of a real Hilbert space X . We consider
the problem of finding a minimizer of a given convex function f : C → ]−∞,+∞]
under several conditions. This problem is called a convex minimization problem and
it is one of the most fundamental and important problems in convex analysis. It is
known that we may apply the theory of nonexpansive mappings for this problem
by using the notion of resolvents for the function f , which is defined as follows:
Suppose that f is proper, lower semicontinuous, and convex. Then, for x ∈ X , there
exists a unique point yx ∈ C such that

f (yx ) + ‖yx − x‖2 = inf
y∈C( f (y) + ‖y − x‖2).

The resolvent operator J f : X → C is defined by J f x = yx for any x ∈ X . Namely,
J f x is a unique minimizer of g(y) = f (y) + ‖y − x‖2 on C . Since J f is firmly
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nonexpansive and its set of fixed points coincides with the set of minimizers of f ,
we can make good use of approximation method of fixed points for nonexpansive
mappings.

One of the most remarkable results for this problem is the proximal point algo-
rithm,whichwasoriginally introducedbyMartinet [1] and studiedbyRockafellar [2].
The approximation sequence generated by this algorithm is guaranteed to be weakly
convergent to a minimizer of the function.

On the other hand, Takahashi et al. [3] proposed the shrinking projection method
to generate a sequence strongly convergent to a fixed point of a given nonexpansive
mapping. The following is a simple version of their result.

Theorem 1.1 (Takahashi et al. [3]) Let H be a real Hilbert space and C a nonempty
closed convex subset of H. Let T : C → C be a nonexpansive mapping such that
the set Fix T of fixed points of T is nonempty. For a given point u ∈ H, generate a
sequence {xn} by the following iterative scheme: x1 ∈ C, C1 = C, and

Cn+1 = {z ∈ C : ‖z − T xn‖ ≤ ‖z − xn‖} ∩ Cn,

xn+1 = PCn+1u

for n ∈ N. Then, {xn} converges strongly to PFix T u ∈ C, where PK is the metric
projection of H onto a nonempty closed convex subset K of H.

Thismethodwas firstly applied to an equilibrium problem for a bifunction defined
on a Banach space by Takahashi and Takahashi [4]. Note that the equilibrium prob-
lems are a generalization of convex minimization problems; see [5] for the detail.

Since this newmethodwas established, a large number of generalized results have
been proposed. In 2012, Kimura and Satô [6] proved the following convergence
theorem for a mapping defined on a subset of the unit sphere of a Hilbert space.
Note that the class of complete CAT(1) spaces, which we will consider in this work,
contains this set.

Theorem 1.2 (Kimura and Satô [6]) Let SH be the unit sphere of a real Hilbert
space H with the metric d defined by a length of minimal great arc, and C a closed
convex subset of SH such that d(u, v) < π/2 for every u, v ∈ C. Let T : C → C
be a nonexpansive mapping such that Fix T is nonempty. For a given point u ∈ C,
generate a sequence {xn} as follows: x1 ∈ C, C1 = C, and

Cn+1 = {z ∈ C : d(T xn, z) ≤ d(xn, z)} ∩ Cn,

xn+1 = PCn+1u,

for n ∈ N. Then {xn} converges to PFix T u ∈ C.

Recently, Kimura and Kohsaka [7] extended the concept of resolvents of convex
functions defined on a subset of a Hilbert space to that defined on a complete CAT(1)
space. In this work, we apply the shrinking projection method for this operator and
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obtain an approximate sequence to a minimizer of the convex function. We also
consider the error terms in the scheme when we calculate metric projections. We
employ the technique developed in [8].

2 Preliminaries

Let (X, d) be ametric space. For x, y ∈ X , we define amapping c : [0, l] → X called
a geodesic with the endpoints x and y as follows: c satisfies that c(0) = x , c(1) = y,
and d(c(s), c(t)) = |s − t | for all s, t ∈ [0, l]. We say that X is a geodesic metric
space if for every x, y ∈ X , there exists a geodesic with the endpoints x, y ∈ X . In
what follows, we assume that a geodesic is unique for every choice of endpoints
x, y ∈ X .

Denote the image of a geodesic with the endpoints x, y ∈ X by [x, y]. A point
p = c(s) ∈ [x, y] can be regarded as a dividing point between x and y with the ratio
s : (l − s), and therefore we use the notation p = (1 − t)x ⊕ t y, where t = s/ l.

Let X be a geodesic metric space such that d(u, v) < π/2 for every u, v ∈ X .
Then, for any geodesic triangle 	(x, y, z) = [y, z] ∪ [z, x] ∪ [x, y] with vertices
x, y, z ∈ X , there exist points x, y, z ∈ S

2 such that d(y, z) = dS2(y, z), d(z, x) =
dS2(z, x), and d(x, y) = dS2(x, y), where dS2 is the spherical metric defined on the
two-dimensional unit sphereS2.We call the triangle	(x, y, z) ⊂ S

2 with the vertices
x, y, z the comparison triangle of 	(x, y, z). Note that the comparison triangle is
unique up to rotation and reflection. For a point p on ageodesic triangle	(x, y, z),we
denote its comparison point by p; if p = (1 − t)x ⊕ t y ∈ [x, y] ⊂ 	(x, y, z) ⊂ X
and t ∈ [0, 1], then p = (1 − t)x ⊕ t y ∈ [x, y] ⊂ 	(x, y, z) ⊂ S

2.
We say that X is a CAT(1) space if for each geodesic triangle on X is as thin as its

comparison triangle on the two-dimensional unit sphere S2. Namely, every p, q ∈ X
on the edges of the triangle x, y, z ∈ X and their comparison points p, q ∈ S

2 on the
edges of the comparison triangle x, y, z ∈ S

2 satisfy the CAT(1) inequality

d(p, q) ≤ dS2(p, q).

We know that if X is a CAT(1) space such that d(u, v) < π/2 for all u, v ∈ X , then
for x, y, z ∈ X and t ∈ [0, 1], the following important inequality holds; see [9].

sin d(x, y) cos d(t x ⊕ (1 − t)y, z)

≥ sin(td(x, y)) cos d(x, z) + sin((1 − t)d(x, y)) cos d(y, z).

Let C be a nonempty closed convex subset of a complete CAT(1) space and
suppose that d(u, v) < π/2 for every u, v ∈ X . Then, for each x ∈ X , there exists a
unique yx ∈ C such that d(x, yx ) = d(x,C) = inf y∈C d(x, y). We define a mapping
PC : X → C by PCx = yx for x ∈ X andwe call it themetric projection of X ontoC .

The following lemma is essentially obtained from the result in [9].
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Lemma 2.1 (Kimura and Satô [9]) Let X be a complete CAT(1) space such that
d(u, v) < π/2 for every u, v ∈ X. Let {Cn} be a sequence of nonempty closed convex
subsets of X such that Cn+1 ⊂ Cn for every n ∈ N and C0 = ⋂∞

n=1 Cn = ∅. Let
{PCn } be a sequence of metric projections corresponding to {Cn}. Then, for u ∈ X,
a sequence {PCnu} converges to PC0u ∈ X.

Let X be a complete CAT(1) space and T : X → X a mapping. The set Fix T of
all fixed points of T is defined by

Fix T = {z ∈ X : z = T z}.

Then T is said to be quasinonexpansive if Fix T = ∅ and

d(T x, z) ≤ d(x, z)

for any x ∈ X and z ∈ Fix T .
Let X be a complete CAT(1) space and f a proper lower semicontinuous convex

function of X into ]−∞,+∞]. Then there exists a unique point yx ∈ X such that

f (yx ) + tan d(yx , x) sin d(yx , x) = inf
y∈X( f (y) + tan d(y, x) sin d(y, x)).

Using this fact, we define a resolvent J f : X → X by

J f x = yx = argminy∈X ( f (y) + tan d(y, x) sin d(y, x))

for all x ∈ X . Resolvent operators satisfy the following fundamental properties:

Lemma 2.2 (Kimura and Kohsaka [7]) Let X be a complete CAT(1) space such
that d(u, v) < π/2 for every u, v ∈ X, f : X → ]−∞,+∞] a proper lower semi-
continuous convex function, and J f : X → X the resolvent of f . Then the following
holds:

(i) Fix J f = argminy∈X f (y);
(ii) J f is firmly spherically nonspreading in the sense that

(cos d(J f x, x) + cos d(J f y, y)) cos
2 d(J f x, J f y) ≥ 2 cos d(J f x, y) cos d(x, J f y)

for all x, y ∈ X.

It is also easy to see that J f is quasinonexpansive. Indeed, for x ∈ X and z ∈
Fix J f , using the firm spherical nonspreadingness of J f , we obtain

(cos d(J f x, x) + 1) cos2 d(J f x, z) ≥ 2 cos d(J f x, z) cos d(x, z).

Since cos d(J f x, x) ≤ 1, we have
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2 cos2 d(J f x, z) ≥ 2 cos d(J f x, z) cos d(x, z)

and thus cos d(J f x, z) ≥ cos d(x, z), or equivalently, d(J f x, z) ≤ d(x, z).

3 Approximation of a Minimizer of a Convex Function

In this section, we propose an approximation method for finding a minimizer of a
convex function defined on a complete CAT(1) space. This method includes com-
putation error term so that it is easy to apply for practical calculation.

Theorem 3.1 Let X bea completeCAT(1) space satisfying the following conditions:

(i) d(u, v) < π/2 for every u, v ∈ X;
(ii) a subset {z ∈ X : d(v, z) ≤ d(u, z)} is convex for every u, v ∈ X.

Let f : X → ]−∞,+∞] be a proper lower semicontinuous convex function such
that the set of itsminimizers S = argminx∈X f (x) is nonempty. Let {ρn} be a sequence
in ]0,+∞[ such that ρ0 = infn∈N ρn > 0 and let {εn} be a sequence in [0,+∞[ with
ε0 = lim supn→∞ εn. For a given point u ∈ X, generate a sequence {xn} as follows:
x1 = u, C1 = X, and

Cn+1 = {z ∈ X : d(Jρn f xn, z) ≤ d(xn, z)} ∩ Cn,

xn+1 ∈ Cn+1 such that cos d(u, xn+1) ≥ cos d(u,Cn+1) cos εn+1,

for each n ∈ N, where Jρn f is the resolvent for ρn f . Then

lim sup
n→∞

d(xn, Jρn f xn) ≤ 2ε0

and

f (p) ≤ lim inf
n→∞ f (Jρn f xn)

≤ lim sup
n→∞

f (Jρn f xn) ≤ f (p) + π

ρ0

(
1

cos2(2ε0)
+ 1

)

sin ε0,

where p = PSu and PS is the metric projection of X onto S. Moreover, if ε0 = 0,
then {xn} converges to PSu.

Proof We first prove that the sequence {xn} is well defined. To show this, we will
see that every Cn is a closed convex subset containing S by induction. For n = 1,
it is obvious since C1 = X by definition. Suppose that Ck is a nonempty closed
convex subset of X and S ⊂ Ck for fixed k ∈ N. Let z ∈ S. Since Jρn f is quasi
nonexpansive with Fix Jρn f = S, we have d(Jρn f xk, z) ≤ d(xk, z) and z ∈ S ⊂ Ck .
This implies that z ∈ Ck+1, and hence S ⊂ Ck+1. It is easy to see that Ck+1 is closed
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since the metric d is continuous. The convexity ofCk+1 follows from the assumption
of the space. We also know that there exists at least one point y ∈ Ck such that
cos d(u, y) ≥ cos d(u,Ck) cos εk . Indeed, taking y = PCku ∈ X , we have

cos d(u, y) = cos d(u, PCk u) = cos d(u,Ck) ≥ cos d(u,Ck) cos εk .

Thus we can choose xk+1 ∈ Ck+1. Therefore,Cn is a closed convex subset containing
S for all n ∈ N and {xn} is well defined.

For n ∈ N, we can define the metric projection PCn of X onto Cn . Let pn = PCnu
for all n ∈ N andC0 = ⋂∞

n=1 Cn . Then, by Lemma 2.1, {pn} converges to p0 = PC0u.
Since xn ∈ Cn , we have

cos d(u, xn) ≥ cos d(u,Cn) cos εn

for every n ∈ N. Using the convexity of Cn , we have αpn ⊕ (1 − α)xn ∈ Cn for
α ∈ ]0, 1[. It follows that

sin d(pn, xn) cos d(pn, u)

≥ sin d(pn, xn) cos d(αpn ⊕ (1 − α)xn, u)

≥ sin(αd(pn, xn)) cos d(pn, u) + sin((1 − α)d(pn, xn)) cos d(xn, u)

and thus

sin d(pn, xn) − sin(αd(pn, xn)) ≥ sin((1 − α)d(pn, xn))
cos d(xn, u)

cos d(pn, u)
.

On the other hand, we have

sin d(pn, xn) − sin(αd(pn, xn)) = 2 cos

(
1 + α

2
d(pn, xn)

)

sin

(
1 − α

2
d(pn, xn)

)

and

sin((1 − α)d(pn, xn)) = 2 cos

(
1 − α

2
d(pn, xn)

)

sin

(
1 − α

2
d(pn, xn)

)

.

Suppose that pn = xn . Then using the three equations above, we obtain

cos

(
1 + α

2
d(pn, xn)

)

≥ cos

(
1 − α

2
d(pn, xn)

)
cos d(xn, u)

cos d(pn, u)
.

As α → 1, we have

cos d(pn, xn) ≥ cos d(xn, u)

cos d(pn, u)
= cos d(xn, u)

cos d(u,Cn)
≥ cos εn,
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and it follows that d(pn, xn) ≤ εn for every n ∈ N. Note that this inequality trivially
holds if pn = xn . Since pn+1 ∈ Cn+1, we get

d(Jρn f xn, xn) ≤ d(Jρn f xn, pn+1) + d(pn+1, xn)

≤ 2d(xn, pn+1)

≤ 2(d(xn, pn) + d(pn, pn+1)

≤ 2(εn + d(pn, pn+1))

for every n ∈ N. Tending n → ∞, we obtain

lim sup
n→∞

d(Jρn f xn, xn) ≤ 2ε0.

For α ∈ ]0, 1[, let zα = α Jρn f xn ⊕ (1 − α)p. By the definition of the resolvent Jρn f ,
we have

ρn f (Jρn f xn) + tan d(Jρn f xn, xn) sin d(Jρn f xn, xn)

≤ ρn f (zα) + tan d(zα, xn) sin d(zα, xn)

≤ αρn f (Jρn f xn) + (1 − α)ρn f (p) + tan d(zα, xn) sin d(zα, xn).

Since tan t sin t = 1/ cos t − cos t , it follows that

(1 − α)ρn( f (Jρn f xn) − f (p))

≤ tan d(zα, xn) sin d(zα, xn) − tan d(Jρn f xn, xn) sin d(Jρn f xn, xn)

=
(

1

cos d(zα, xn)
− 1

cos d(Jρn f xn, xn)

)

− (cos d(zα, xn) − cos d(Jρn f xn, xn))

=
(

1

cos d(zα, xn) cos d(Jρn f xn, xn)
+ 1

)

(cos d(Jρn f xn, xn) − cos d(zα, xn)).

Let Dn = d(Jρn f xn, p) for n ∈ N. If Dn0 = 0 for some n0 ∈ N, then since Jρn0 f xn0 =
p ∈ S = Fix Jρn0 f , we have f (Jρn0 f xn0) = f (p). In this case, the conclusions of the
theorem obviously hold. Thus we may suppose that Dn > 0 for all n ∈ N. We have

(cos d(Jρn f xn, xn) − cos d(zα, xn)) sin Dn

= cos d(Jρn f xn, xn) sin Dn − cos d(α Jρn f xn ⊕ (1 − α)p, xn) sin Dn

≤ cos d(Jρn f xn, xn) sin Dn

− cos d(Jρn f xn, xn) sin(αDn) − cos d(p, xn) sin((1 − α)Dn)

= cos d(Jρn f xn, xn)(sin Dn − sin(αDn)) − cos d(p, xn) sin((1 − α)Dn)

≤ (sin Dn − sin(αDn)) − cos d(p, xn) sin((1 − α)Dn)

= 2 cos
(1 + α)Dn

2
sin

(1 − α)Dn

2
− cos d(p, xn) sin((1 − α)Dn),



204 Y. Kimura

and therefore

ρn( f (Jρn f xn) − f (p))
sin Dn

Dn

≤ Eα,n

(
sin((1 − α)Dn/2)

(1 − α)Dn/2
cos

(1 + α)Dn

2
− sin((1 − α)Dn)

(1 − α)Dn
cos d(p, xn)

)

,

where

Eα,n = 1

cos d(zα, xn) cos d(Jρn f xn, xn)
+ 1.

Since Eα,n → 1/ cos2 d(Jρn f xn, xn) + 1 as α ↑ 1, we have

ρn( f (Jρn f xn) − f (p))
sin Dn

Dn

≤
(

1

cos2 d(Jρn f xn, xn)
+ 1

)

(cos Dn − cos d(p, xn))

=
(

1

cos2 d(Jρn f xn, xn)
+ 1

)

(cos d(Jρn f xn, p) − cos d(xn, p)).

We further calculate that

cos d(Jρn f xn, p) − cos d(xn, p)

= 2 sin
d(xn, p) + d(Jρn f xn, p)

2
sin

d(xn, p) − d(Jρn f xn, p)

2

≤ 2 sin
d(xn, p) − d(Jρn f xn, p)

2

≤ 2 sin
d(Jρn f xn, xn)

2

and thus

ρn( f (Jρn f xn) − f (p))
sin Dn

Dn
≤ 2

(
1

cos2 d(Jρn f xn, xn)
+ 1

)

sin
d(Jρn f xn, xn)

2
.

Since ρn ≥ ρ0 and sin Dn/Dn ≥ 2/π for all n ∈ N, taking the upper limit as n → ∞,
we have

2ρ0

π

(

lim sup
n→∞

f (Jρn f xn) − f (p)

)

≤ 2

(
1

cos2(2ε0)
+ 1

)

lim sup
n→∞

sin
d(Jρn f xn, xn)

2

≤ 2

(
1

cos2(2ε0)
+ 1

)

sin ε0.
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Hence, we have

lim sup
n→∞

f (Jρn f xn) − f (p) ≤ π

ρ0

(
1

cos2(2ε0)
+ 1

)

sin ε0,

which implies that

f (p) ≤ lim inf
n→∞ f (Jρn f xn)

≤ lim sup
n→∞

f (Jρn f xn) ≤ f (p) + π

ρ0

(
1

cos2(2ε0)
+ 1

)

sin ε0,

the desired result.
For the latter part of the theorem, suppose ε0 = 0. Then, since d(xn, pn) ≤ εn

and limn→∞ εn = ε0 = 0, we get {xn} and {pn} have the identical limit p0 = PC0u.
Moreover, since lim supn→∞ d(Jρn f xn, xn) ≤ 2ε0 = 0, {Jρn f xn} also converges to
p0. Using the lower semicontinuity of f , we have that

f (p) ≤ f (p0)

≤ lim inf
n→∞ f (Jρn f xn)

≤ f (p) + π

ρ0

(
1

cos2 0
+ 1

)

sin 0

= f (p).

Therefore p0 is a minimizer of f , that is, p0 ∈ S. Since S ⊂ C0 and p0 = PC0u, we
have p0 = PSu and we complete the proof. �
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An Extension of Integrals

Toshiharu Kawasaki

Abstract Extension of Denjoy–Perron–Henstock–Kurzweil integral has been done
by replacing the derivative with the approximate derivative or the distributional
derivative. However even in these integrals, for instance, it is impossible to calculate
the integral of f (x) = 1

x . Therefore we need to extend integrations in another direc-
tion. The continuity of integral hinders the extension of integrals. In this paper, we
propose an extension of integrals that relaxes the continuity of integral and describe
properties of this integral. Lastly, we consider applications.
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1 Introduction

Each integral has double-facedness of a limit of certain sum and an inverse operation
of derivative. A representative example of the former is the Lebesgue integral. The
Lebesgue integral is an extension concept of length, area, and volume and brings
practically useful results such as convergence theorem. However, the Lebesgue inte-
gral is inadequate with respect to the inverse operation with respect to the derivative,
that is, f ′ is not necessarily integrable even if there exists the derivative f ′ of a
continuous function f . On the other hand, a representative example of the later is the
Newton integral. A function f is Newton integrable if there exists a continuous func-
tion F such that F ′ = f . Therefore, obviously, it is true that the primitive of f ′ is f
for the Newton integral. Unfortunately, the set of the Lebesgue integrable functions
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and the set of the Newton integrable functions cannot be included with each other.
Therefore an integral including both integrals is needed. The Denjoy integral, the
Perron integral, and the Henstock–Kurzweil integral include both of the Lebesgue
integral and the Newton integral and are equivalent [7, 12].

There are many studies on these integrals. Recently the minimal integral, called
the C-integral [1–3], including the Lebesgue integral and the Newton integral was
found.Moreover there aremany studies on theC-integral [11] and on related integrals
[4, 9, 10].

Extensions of Denjoy–Perron–Henstock–Kurzweil integral have been done by
replacing the derivative with the approximate derivative [7, 12] or the distributional
derivative [19].

In general, an operator T is an integral on D ⊂ R if it satisfies the following
conditions:

(I1) Let

I0 = {[a, b] | a, b ∈ R}
∪{(−∞, b] | b ∈ R} ∪ {[a,∞) | a ∈ R} ∪ {(−∞,∞)},

let D ∈ I0 and let

I = {I | I ∈ I0, I ⊂ D}.

We consider a linear space F consisting of functions from D into R. Then T is
an operator from F × I into R.

(I2) T is linear with respect to the first argument, that is,

T (α f + βg, D) = αT ( f, D) + βT (g, D)

for any α,β ∈ R and for any f, g ∈ F .
(I3) T has the additivity of intervals, that is, if I1 ∩ I2 consists the only one point,

then

T ( f, I1) + T ( f, I2) = T ( f, I1 ∪ I2)

for any f ∈ F and for any I1, I2 ∈ I.
(I4) Let f ∈ F and let [a, x] ∈ I. We consider that T ( f, [a, x]) is a function of the

variable x . Then it is continuous.

Then f ∈ F is said to be T -integrable on D.
However even in these above, for instance, it is impossible to calculate the integral

of f (x) = 1
x . Therefore we need to extend integrations in another direction. The

continuity of integral (I4) hinders the extension of integrals. In this paper, we propose
an extension of integrals that relaxes the continuity of integral and describe properties
of this integral. Lastly, we consider applications.
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2 Preliminaries

In this paper, we consider an extension of integrals. However in later sections, we
consider the Henstock–Kurzweil integral as a concrete integral. In this section, we
prepare some results for Henstock–Kurzweil integral.

Let [a, b] ⊂ R. A function δ from [a, b] into (0,∞) is called a gauge. A collection
{(Ik, ξk) | k = 1, . . . , K } of pair of closed intervals and points is called a partial δ-fine
Perron partition if

ξk ∈ Ik ⊂ (ξk − δ(ξk), ξk + δ(ξk))

for any k, I ◦
k1

∩ I ◦
k2

= ∅ for any k1, k2 with k1 
= k2 and

K∑

k=1

|Ik | ≤ b − a,

where |I | is the Lebesgue measure of I . If a partial δ-fine Perron partition {(Ik, ξk) |
k = 1, . . . , K } satisfies

K∑

k=1

|Ik | = b − a,

then it is called a δ-fine Perron partition. A function f from [a, b] into R is said to
be Henstock–Kurzweil integrable on [a, b] if there exists A ∈ R such that for any
ε > 0 there exists a gauge δ such that

∣∣∣∣∣

K∑

k=1

f (ξk)|Ik | − A

∣∣∣∣∣ < ε

for any δ-fine Perron partition {(Ik, ξk) | k = 1, . . . , K } of [a, b]. Then we denote
the constant A by

(H K )

∫

[a,b]
f (x)dx = A.

The following are, for instance, in [7]:

Theorem 2.1 If a function f from [a, b] into R is Henstock–Kurzweil integrable on
[a, b], then for any ε > 0 there exists a gauge δ such that

K∑

k=1

∣∣∣∣ f (ξk)|Ik | − (H K )

∫

Ik

f (x)dx

∣∣∣∣ < ε
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for any partial δ-fine Perron partition {(Ik, ξk) | k = 1, . . . , K } of [a, b].
Theorem 2.2 Let { fn} be a sequence of Henstock–Kurzweil integrable functions on
[a, b]. Suppose that { fn} is pointwisely convergent to f and that there exist Henstock–
Kurzweil integrable functions g and h such that g ≤ fn ≤ h for any n. Then f is
Henstock–Kurzweil integrable and

(H K )

∫

[a,b]
f (x)dx = lim

n→∞(H K )

∫

[a,b]
fn(x)dx .

A function f from E ⊂ R into R is said to be absolutely continuous in the
restricted sense if for any ε > 0 there exists δ > 0 such that

K∑

k=1

sup{| f (v) − f (u)| | u, v ∈ [ck, dk]} < ε

whenever {[ck, dk] | k = 1, . . . , K } satisfies ck, dk ∈ E for any k, (ck1 , dk1) ∩ (ck2 ,

dk2) = ∅ for any k1, k2 with k1 
= k2 and

K∑

k=1

(dk − ck) < δ.

A function f from E into R is said to be generalized absolutely continuous in the
restricted sense if there exists a sequence {Em | m ∈ N} of subsets of E such that⋃∞

m=1 Em = E and f |Em is absolutely continuous in the restricted sense. If E is
bounded and f is generalized absolutely continuous in the restricted sense, then f
is differentiable almost everywhere, for instance, see [7, 12].

Theorem 2.3 Let f be a Henstock–Kurzweil integrable function on [a, b] and

F(x) = (H K )

∫

[a,x]
f (t)dt

for any x ∈ [a, b]. Then F is generalized absolutely continuous in the restricted
sense and hence differentiable almost everywhere. Moreover F ′ = f holds almost
everywhere and hence F ′ is Henstock–Kurzweil integrable.

3 An Extension of Integrals

In this section, firstly, we introduce an extension of integrals. Let T be an integral
fromF × I intoR on D ∈ I0.We consider a linear spaceF∗ includingF . Moreover
let
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N f = {z ∈ D | f is not T -integrable on any I ∈ I satisfying z ∈ I }.

Suppose that N f is a closed null set for any f ∈ F∗. Let {(ap, bp) | p ∈ N} be the
set of all components of D◦ \ N f and let

I f = {[a, b] | there exists p ∈ N such that [a, b] ⊂ (ap, bp)}.

Since f is T -integrable on I for any f ∈ F∗ and for any I ∈ I f , an operator T ∗
from

⋃
f ∈F∗({ f } × I f ) into R is defined by T ∗( f, I ) = T ( f, I ).

The extension of integral has the following properties:

Theorem 3.1 Let T ∗ be the extension of the integral T on D. If f is T -integrable
on D, then f is also T ∗-integrable.

Proof Let f be T -integrable and put N f = ∅. Then f is T ∗-integrable. �
Theorem 3.2 Let T ∗ be the extension of the integral T on D, let α,β ∈ R, let
f, g ∈ F∗ and let I ∈ I f ∩ Ig . Then

T ∗(α f + βg, I ) = αT ∗( f, I ) + βT ∗(g, I ).

Proof Since f and g are also T -integrable on I , from (I2) we obtain

T ∗(α f + βg, I ) = T (α f + βg, I )

= αT ( f, I ) + βT (g, I )

= αT ∗( f, I ) + βT ∗(g, I ).

�
Theorem 3.3 Let T ∗ be the extension of the integral T on D, let f ∈ F∗ and let
I1, I2 ∈ I f ∩ Ig. Suppose that I1 ∩ I2 consists of the only one point. Then

T ∗( f, I1) + T ∗( f, I2) = T ∗( f, I1 ∪ I2).

Proof Let {(ap, bp) | p ∈ N} be the set of all components of D◦ \ N f . Since I1 ∩
I2 
= ∅, I1 and I2 are subintervals containing the same component (ap, bp), there
exists T ∗( f, I1 ∪ I2). Since f is also T -integrable on I1 and I2, from (I3) we obtain

T ∗( f, I1) + T ∗( f, I2) = T ( f, I1) + T ( f, I2)

= T ( f, I1 ∪ I2)

= T ∗( f, I1 ∪ I2).

�
Usually any closed interval [a, b] satisfies a ≤ b. However, when b must be con-

sidered a variable, we should consider the case of a > b. As is often used, if a > b,
we define T ∗( f, [a, b]) = −T ∗( f, [b, a]). Moreover, even in the case of a > b, if
[b, a] ∈ I f , we determine [a, b] ∈ I f .
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Theorem 3.4 Let T ∗ be the extension of the integral T on D, let f ∈ F∗, let
{(ap, bp) | p ∈ N} be the set of all components of D◦ \ N f and let cp ∈ (ap, bp)

for any p. If [cp, x] ∈ I f , then T ∗( f, [cp, x]) is the function of the variable x and
continuous on D◦ \ N f .

Proof Let {(ap, bp) | p ∈ N} be the set of all components of D◦ \ N f . Note that
[a, x] is a subinterval of the fixed component (ap, bp). Since f is also T -integrable
on [a, x] for any x satisfying [a, x] ⊂ (ap, bp), T ∗( f, [a, x]) is the function of the
variable x and by (I4) continuous. �

4 An Extension of Henstock–Kurzweil Integral

In this section,we consider theHenstock–Kurzweil integral as integral in the previous
section.Wecall the extension ofHenstock–Kurzweil integral the extendedHenstock–
Kurzweil integral and denote by

(H K )∗
∫

I
f (x)dx

the extendedHenstock–Kurzweil integral of f on I ∈ I f . The Saks-Henstock lemma
is very important. Firstly, we consider the Saks-Henstock lemma for the extended
Henstock–Kurzweil integral.

Theorem 4.1 Suppose that a function f from D into R is extended Henstock–
Kurzweil integrable on D. Then for any I ∈ I f and for any ε > 0 there exists a
gauge δ such that

K∑

k=1

∣∣∣∣ f (ξk)|Ik | − (H K )∗
∫

Ik

f (x)dx

∣∣∣∣ < ε

for any partial δ-fine Perron partition {(Ik, ξk) | k = 1, . . . , K } of I .

Proof Since f is Henstock–Kurzweil integrable on I , by Theorem 2.1 we obtain
the desired result. �

Next we consider a convergence theorem.

Theorem 4.2 Let { fn} be a sequence of extended Henstock–Kurzweil integrable
functions on [a, b]. Suppose that { fn} is pointwisely convergent to f and that there
exist extended Henstock–Kurzweil integrable functions g and h such that g ≤ fn ≤ h
for any n. Suppose that the closure N of

⋃∞
n=1 N fn is a null set. Let N f = N ∪ Ng ∪

Nh. Then f is extended Henstock–Kurzweil integrable and
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(H K )∗
∫

I
f (x)dx = lim

n→∞(H K )∗
∫

I
fn(x)dx

for any I ∈ I f .

Proof Since fn , g and h are Henstock–Kurzweil integrable on I , by Theorem 2.2
we obtain the desired result. �

Lastly, we consider the relation with the derivative.

Theorem 4.3 Let f be an extended Henstock–Kurzweil integrable function on [a, b]
and

F(x) = (H K )∗
∫

[c,x]
f (t)dt

for any [c, x] ∈ I f . Then F is generalized absolutely continuous in the restricted
sense and hence differentiable almost everywhere. Moreover F ′ = f holds almost
everywhere and hence F ′ is extended Henstock–Kurzweil integrable.

Proof Let {(ap, bp) | p ∈ N} be the set of all components of (a, b) \ N f . Then F
is the function from

⋃∞
p=1(ap, bp) = (a, b) \ N f into R. Note that, if x ∈ (ap, bp),

then the constant c ∈ (ap, bp) also. Let

E p,m =
[

ap + bp − ap

2m
, bp − bp − ap

2m

]

for any p and for any m ∈ N. Since F |E p,m is generalized absolutely continuous in
the restricted sense, there exists {E p,m,� | � ∈ N} such that

∞⋃

�=1

E p,m,� = E p,m

and F |E p,m,�
is absolutely continuous in the restricted sense. Since

∞⋃

p=1

∞⋃

m=1

∞⋃

�=1

E p,m,� =
∞⋃

p=1

∞⋃

m=1

E p,m

=
∞⋃

p=1

(ap, bp)

= (a, b) \ N f ,

F is generalized absolutely continuous in the restricted sense.
Moreover, since f is Henstock–Kurzweil integrable on [c, x], by Theorem 2.3

F ′ = f holds almost everywhere. �
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5 Applications

In this section, firstly, we consider the integral of f (x) = 1
x . If a < 0 < b, then f is

not Henstock–Kurzweil integrable on [a, b].
Let N f = {0}. Then

I f = {[a, b] | [a, b] ⊂ (−∞, 0) ∪ (0,∞)}

and

(H K )∗
∫

[a,x]
dt

t

(
= (H K )

∫

[a,x]
dt

t

)
= log |x | − log |a|

for any [a, x] ∈ I f .
Next we consider the following initial value problem of differential equation:

{
u′(t) = 1 + u(t)2,
u(0) = 0.

This problem can be solved as follows. Since u′(t) = 1 + u(t)2,

∫

[c,t]
u′(s)

1 + u(s)2
ds =

∫

[c,t]
ds.

By integration by substitution we obtain

∫

[c,t]
u′(s)

1 + u(s)2
ds =

∫

[u(c),u(t)]
dv

1 + v2
= arctan u(t) − arctan u(c)

and hence

arctan u(t) − arctan u(c) = t − c.

Therefore we obtain

u(t) = tan(t − c + arctan u(c)), t ∈
(

π(2n − 1)

2
,
π(2n + 1)

2

)

for any n ∈ Z. From u(0) = 0 we obtain

0 = u(0) = tan(−c + arctan u(c))

and hence

−c + arctan u(c) = πm



An Extension of Integrals 215

for any m ∈ Z. Therefore

u(t) = tan(t + πm) = tan t, t ∈
(

π(2n − 1)

2
,
π(2n + 1)

2

)

for any n ∈ Z. Since the domain of u must include 0 and the solution blows up at
−π

2 and π
2 , n = 0 must be used, that is,

u(t) = tan t, t ∈
(
−π

2
,
π

2

)
.

The solution cannot be extended anymore.
On the other hand, we replace the integral to the extended integral. Let N f ={

π(2n+1)
2

∣∣∣ n ∈ Z

}
. Then

I f =
{
[a, b]

∣∣∣∣ there exists n ∈ Z such that [a, b] ⊂
(

π(2n − 1)

2
,
π(2n + 1)

2

)}
.

We obtain

(H K )∗
∫

[c,t]
u′(s)

1 + u(s)2
ds = (H K )∗

∫

[c,t]
ds

for any [c, t] ∈ I f . In the same way as above, we obtain

u(t) = tan(t − c + arctan u(c)), c, t ∈
(

π(2n − 1)

2
,
π(2n + 1)

2

)

for any n ∈ Z. In the case of c ∈ (−π
2 , π

2

)
, from u(0) = 0 we obtain

0 = u(0) = tan(−c + arctan u(c))

and hence

−c + arctan u(c) = 0.

Therefore

u(t) = tan t, t ∈
(
−π

2
,
π

2

)
.

In the case of c ∈
(

π(2n−1)
2 , π(2n+1)

2

)
, since u is continuous on

(
π(2n−1)

2 , π(2n+1)
2

)
, we

obtain

−c + arctan u(c) = πn.
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Therefore

u(t) = tan(t + πn) = tan t, t ∈
(

π(2n − 1)

2
,
π(2n + 1)

2

)

for any n ∈ Z. Using the extended integral, we do not need to consider the blow-up
of the solution. Therefore n can be arbitrary.
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A Higher Order Finite Difference
Method for Numerical Solution of the
Kuramoto–Sivashinsky Equation
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Abstract The Kuramoto–Sivashinsky equation is a fundamental fourth-order par-
tial differential equationmodeling various nonlinear physical phenomena in unstable
systems. It occupies a considerable position in explaining the motion of a fluid going
down a vertical wall, a spatially uniform oscillating chemical reaction in a homo-
geneous medium and unstable drift waves in plasmas. The analytical treatment of
this nonlinear differential equation is too involved a process and requires applica-
tion of advanced mathematical tools, so it is required to develop efficient numerical
techniques whose solutions are of great significance to scientists and engineers. One
way of solving this equation is the application of compact finite difference method
which is steadily acquiring popularity owing to its high accuracy and easy imple-
mentation. In this paper, a novel two-level implicit compact finite difference method
to the solution of the one-dimensional Kuramoto–Sivashinsky equation subject to
appropriate initial and boundary conditions is presented using coupled approach.
The method is fourth-order accurate in space and second-order accurate in time. It
is based on only three-spatial grid points of a compact stencil without the need to
discretize the boundary conditions. Computational results are presented to illustrate
the applicability and efficiency of the proposed method.

Keywords Kuramoto–Sivashinsky equation · Nonlinear · Two-level · Compact
finite difference method · Tri-diagonal
AMS Subject Classification 65M06 · 65M12 · 65M22

D. Kaur (B)
Department of Mathematics, Maitreyi College, University of Delhi,
New Delhi 110021, India
e-mail: deeptimaths15@gmail.com

R. K. Mohanty
Department of Applied Mathematics, Faculty of Mathematics
and Computer Science, South Asian University, Akbar Bhawan,
Chanakyapuri, New Delhi 110021, India
e-mail: rmohanty@sau.ac.in

© The Editor(s) (if applicable) and The Author(s), under exclusive
license to Springer Nature Singapore Pte Ltd. 2020
M. H. Shahid et al. (eds.), Differential Geometry, Algebra, and Analysis,
Springer Proceedings in Mathematics & Statistics 327,
https://doi.org/10.1007/978-981-15-5455-1_18

217

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5455-1_18&domain=pdf
mailto:deeptimaths15@gmail.com
mailto:rmohanty@sau.ac.in
https://doi.org/10.1007/978-981-15-5455-1_18


218 D. Kaur and R. K. Mohanty

1 Introduction

The Kuramoto–Sivashinsky equation (KSE) reveals complex chaotic behavior often
encountered in the study of continuous media having the following form:

φt + φ φx + α φxx + γ φxxxx = 0, x ∈ [a, b], t ∈ (0, T ], (1)

subject to the following initial and boundary conditions:

φ(x, 0) = φ0(x), a ≤ x ≤ b, (2.1)

φ(a, t) = g0(t), φ(b, t) = g1(t), t > 0, (2.2)

φxx (a, t) = h0(t), φxx (b, t) = h1(t), t > 0, , (2.3)

where α and γ are constants associated with the growth of linear stability and sur-
face tension, respectively. The KSE arises in a wide range of physical processes
such as in representing long waves on the interface between two viscous fluids [1],
in flame propagation [2], in reaction–diffusion combustion dynamics and in the
study of unstable drift waves in plasmas [3]. In this framework, it was introduced
independently by Kuramoto and Tsuzuki [3] in order to study dissipative structure
of reaction–diffusion and by Sivashinsky [2] as a model for analyzing flame front
propagation during mild combustion processes and instabilities induced by thermal
conduction of the considered gas. The KSE comprises of high-order dissipation term
φxxxx , nonlinear advection φ φx and linear growth term φxx . Thus, in general the
KSE comprises a nonlinear initial valued problem concerning fourth-order spatial
derivative. When γ = 0, the surface tension term is eliminated and the KSE reduces
to Burger’s equation. It has emerged as a primary evolution equation for explaining
highly nonlinear physical phenomena in unstable systems.

Due to its vast applications, considerable attention has been given to determine
its analytical and numerical solutions. In recent years, the solution of KSE has been
found by applying various methods including finite difference methods [4, 5], tanh-
function method [6], local discontinuous Galerkin method [7], Chebyshev spectral
collocation method [8], radial basis function based on mesh free method [9], He’s
variational iterationmethod [10], quintic B-spline collocation scheme [11] and lattice
Boltzmannmodel [12]. In [13],B-spline-basedfinite element approach to the solution
of the one-dimensional KSE is presented. Recently, in [14] the exponential cubic B-
spline collocationmethod is used for the numerical treatment of KSE. Compact finite
differencemethodwhich is restricted to a patch of cells immediately surrounding any
given mesh point is one of the attractive means for obtaining approximate solutions
to KSE and is steadily gaining recognition due to the relative ease of implementation
and flexibility. Apart from this, the advantage of developing a compact scheme is its
suitability to be used directly adjacent to the boundary without introducing any extra
nodes outside the boundary of the domain.
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In this article, we present a new two-level implicit method of accuracy two in time
and four in space for the solution of KSE (1). In this method, we use only three spatial
grid points. We do not require any fictitious point for computation. The numerical
solution has been computed without transforming the equation and without using
linearization. The paper is arranged as follows: In Sect. 2, we describe the compact
finite difference method. In Sect. 3, we discuss the stability of the linear part of KSE.
In Sect. 4, numerical results are presented for different test problems with tabular
and graphical illustrations. Conclusions are given in Sect. 5.

2 Description of the Method

In this section, we will carry on the space and temporal discretization of the time-
dependent one-dimensional KSE (1). We define a new variable ψ = φxx , then the
problem (1) is decomposed into a system of two second-order PDEs as

φxx = ψ, x ∈ [a, b], (3.1)

γψxx + φt = −φ φx − α ψ, x ∈ [a, b], t ∈ (0, T ], (3.2)

subject to initial and boundary conditions

φ(x, 0) = φ0(x), ψ(x, 0) = φ
′′
0(x), a ≤ x ≤ b (4.1)

φ(a, t) = g0(t), φ(b, t) = g1(t), t > 0 (4.2)

ψ(a, t) = h0(t), ψ(b, t) = h1(t), t > 0 (4.3)

It is noted that via the initial condition (2.1), the values of all the successive tangential
partial derivatives φx , φxx , . . . can be found at t = 0. Since ψ(x, 0) = φxx (x, 0),
hence ψ is also determined at t = 0.

We assume that φ(x, t) is sufficiently smooth and its required high order deriva-
tives exist in the solution region � ≡ {(x, t) | a < x < b, t > 0}. Let h > 0 and
k > 0 be the mesh spacing in the space and time directions, respectively. Spatial
knots are equally distributed over the solution domain [a, b] as

a = x0 < x1 < · · · < xN < xN+1 = b,

with mesh spacing h = (b − a)/(N + 1) and t j = jk, 0 < j < J , where N and J
are positive integers. Let λ = (k/h2) > 0 be the mesh ratio parameter. We replace
the region � by a set of grid points (xl , t j ). Let the exact solution values of φ(x, t)
and ψ(x, t) at the grid point (xl , t j ) be denoted by �

j
l and �

j
l , respectively, and φ

j
l

and ψ
j
l denote their approximate solution values, respectively.
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We denote f (x, t) = −φ φx − α ψ. Then at the grid point (xl , t j ), the differential
equations (3.1)–(3.2) can be written as

φ j
xxl = ψ

j
l , (5.1)

γψ j
xxl + φ

j
tl = −φ

j
l φ j

xl − α ψ
j
l ≡ f j

l .. (5.2)

At the grid point (xl, t j ), for S = φ, ψ, we denote

Sab =
(

∂a+bS

∂xa∂tb

)
(xl ,t j )

.

Differentiating (3.1)–(3.2) with respect to ‘t’ at the grid point (xl , t j ), we obtain

φ21 = ψ01, (6.1)

γψ21 + φ02 = −φ01φ10 − φ00φ11 − αψ01. (6.2)

Further the functions ψ
j
l and f j

l defined by (5.1)–(5.2) satisfies

δ2xφ
j
l = h2

12
[ψ j

l+1 + 10ψ j
l + ψ

j
l−1] + O(h6), (7.1)

γδ2xψ
j
l + h2

12
[φ j

tl+1
+ 10φ j

tl + φ
j
tl−1

] = h2

12
[ f j

l+1 + 10 f j
l + f j

l−1] + O(h6), , (7.2)

where δx denotes the central difference operator in the spatial direction.
For p = 0,±1, we consider the following approximations:

t j = t j + k

2
, (8.1)

φ
j
l+p = (φ

j+1
l+p + φ

j
l+p)/2, (8.2)

ψ
j
l+p = (ψ

j+1
l+p + ψ

j
l+p)/2, (8.3)

φ
j
tl+p

= (φ
j+1
l+p − φ

j
l+p)/k, (8.4)

φ
j
xl = (φ

j
l+1 − φ

j
l−1)/2h, (8.5)

φ
j
xl±1

= (±3φ
j
l±1 ∓ 4φ

j
l ± φ

j
l∓1)/2h, (8.6)

f
j
l±1 = −φ

j
l±1 φ

j
xl±1

− α ψ
j
l±1. (8.7)

Simplifying above approximations, we obtain
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φ
j
l = φ

j
l + k

2
φ01 + O(k2), (9.1)

ψ
j
l = ψ

j
l + k

2
ψ01 + O(k2), (9.2)

φ
j
l±1 = φ

j
l±1 + k

2
φ01 + O(k2 ± kh), (9.3)

ψ
j
l±1 = ψ

j
l±1 + k

2
ψ01 + O(k2 ± kh), (9.4)

φ
j
tl = φ

j
tl + k

2
φ02 + O(k2), (9.5)

φ
j
tl±1

= φ
j
tl±1

+ k

2
φ02 + O(k2 ± kh), (9.6)

φ
j
xl = φ j

xl + k

2
φ11 + h2

6
φ30 + O(k2 + kh2 + h4), (9.7)

φ
j
xl±1

= φ j
xl±1

+ k

2
φ11 − h2

3
φ30 ± O(kh + h3), (9.8)

f
j
l±1 = f j

l±1 + k

2

( − φ01φ10 − φ00φ11 − αψ01
) + h2

3
φ00φ30 ± O(kh + h3).

(9.9)

In order to derive O(k2 + kh2 + h4) difference method, we require O(k + h2)
approximation for the first-order partial derivative φx . Let

φ
j

xl = φ
j
xl + a h

[
ψ

j
l+1 − ψ

j
l−1

]
, (10)

where ‘a’ is a free parameter to be determined.
By the help of the approximations (9.4) and (9.7), from (10), we obtain

φ
j

xl = φ j
xl + k

2
φ11 + h2

6
(1 + 12a)φ30 + O(k2 + kh2 + h4). (11)

Next, we define

f
j

l = −φ
j
l φ

j

xl − α ψ
j
l . (12)

Finally, by the help of approximations (9.1), (9.2) and (11), from (12), we obtain

f
j

l = f j
l + k

2

( − φ01φ10 − φ00φ11 − αψ01
) − h2

6
(1 + 12a)φ00φ30 + O(k2 + kh2 + h4).

(13)

Then the numerical method may be written as
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δ2xφ
j
l = h2

12
[ψ j

l+1 + 10ψ
j
l + ψ

j
l−1], (14.1)

γδ2xψ
j
l + h2

12
[φ j

tl+1
+ 10φ

j
tl + φ

j
tl−1

] = h2

12
[ f j

l+1 + 10 f
j

l + f
j
l−1], l = 1, 2, . . . , N ; j = 0, 1, 2, . . . .

(14.2)

The local truncation error (LTE1) associated with (14.1) may be obtained as (LTE1)=
O(k2h2 + kh4 + h6) using the relations (6.1) and (7.1). We will see that the local
truncation error (LTE2) associated with (14.2) is obtained as (LTE2) = O(k2h2 +
kh4 + h6), implying that the accuracy of the method is of O(k2 + kh2 + h4). When
k ∝ h2, that is, for a fixed value of λ, the accuracy of the method becomes O(h4) in
space.

By the help of the approximations (9.2), (9.4)–(9.6), (9.9) and (13), from (7.2)
and (14.2) we obtain:

γδ2xψ
j
l + h2

12
[φ j

tl+1
+ 10φ j

tl
+ φ

j
tl−1

] + kh2

2
(γψ21 + φ02) + O(k2h2 + kh4 + h6)

= h2

12
[ f jl+1 + 10 f jl + f jl−1] + kh2

2
(−φ01φ10 − φ00φ11 − αψ01) − h4

12
(1 + 20a)φ00φ30 + (LTE2)

(15)

Substituting (6.2) into (15), we obtain the local truncation error

(LTE2) = h4

12
(1 + 20a)φ00φ30 + O(k2h2 + kh4 + h6). (16)

For the proposed method (14.2) to be of O(k2 + kh2 + h4), the coefficient of h4 in
(16) must be zero. Thus we obtain the value of the parameter a = −1/20 and the
local truncation error reduces to (LTE2) = O(k2h2 + kh4 + h6).

Incorporating the given initial and boundary conditions (2.1)–(2.3), the three-
point compact difference scheme results in a tri-diagonal nonlinear system. To solve
such a system, we could apply Newton’s nonlinear iteration procedure [15, 16].

3 Stability Analysis

Consider the following the higher order linear part of the KSE:

φt + α φxx + γ φxxxx = 0, x ∈ [a, b], t ∈ (0, T ] (17)

subject to the initial and boundary conditions (2.1)–(2.3). The matrix form of the
difference formula (14.1)–(14.2) when applied to the model Eq. (17) is

A y j+1 = (−A + B) y j + c, (18)
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where

A =
[

A11 A12

A21 A22

]
, B =

[
B11 B12

B21 B22

]
, y =

[
φ
ψ

]
, c =

[
c1
c2

]

The submatrices are given by

A11 = 12[1,−2, 1], A12 = −h2[1, 10, 1], A21 = [1, 10, 1],
A22 = λ

[
6γ + αh2

2
,−12γ + 5αh2, 6γ + αh2

2

]
,

B11 = B12 = B22 = [0, 0, 0], B21 = 2[1, 10, 1],

where

[a, b, c] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

b c 0 · · · 0
a b c

...

0
. . .

. . .
. . . 0

... a b c
0 · · · 0 a b

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

is the N th-order tri-diagonal matrix having eigenvalues b + 2
√
a c cos(2θ), 2 θ =

(sπ)/(N + 1), s = 1, . . . , N . Œ,  are solution vectors and vectors c1, c2 consist of
homogenous functions, initial and boundary values of the block system (18).

For discussing stability, we must consider the homogenous part of (18) which
may be written as

y j+1 = (−I + A−1 B) y j (19)

Let E j = y j − Y j (In the absence of round-off errors) be the error vector at j th
iterate and

Y j =
[

�

�

] j

,

where �, � are exact solution vectors.
The error equation may be written as

E j+1 = HE j ,

whereH = −I + A−1 B is the amplificationmatrix. The eigenvalues ofA11,A12,A21

and A22 are given by −48 sin2 φ, −h2(12 − 4 sin2 φ), 12 − 4 sin2 φ and λ(6αh2 −
2(12γ + αh2) sin2 φ), respectively.
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If ξ denotes the eigenvalue of the matrix A, then it satisfies the characteristic
equation:

det

[−48 sin2 φ − ξ −h2(12 − 4 sin2 φ)

12 − 4 sin2 φ λ(6αh2 − 2(12γ + αh2) sin2 φ) − ξ

]
= 0 (20)

which on simplification gives the equation

ξ2 + [48 sin2 φ − λ(6αh2 − 2(12γ + αh2) sin2 φ)]ξ − 48λ sin2 φ(6αh2 − 2(12γ + αh2) sin2 φ)

+ h2(12 − 4 sin2 φ)2 = 0 (21)

Further, the eigenvalues of B11, B12, B21 and B22 are given by 0, 0, 2(12 − 4 sin2 φ)

and 0, respectively. Consequently, 0 is the only eigenvalue of matrix B. Let τ be the
eigenvalue of A−1 B, where ξ and 0 are the eigenvalues of A and B, respectively.
Then, τ − 1 is the eigenvalue of the amplification matrix H. Hence the scheme
(14.1)–(14.2) is stable as long as 0 < τ < 2.

4 Numerical Validation

To see the efficiency and versatility of the proposedmethod, two numerical examples
are studied in this section. The accuracy of the method is evaluated in terms of the
global relative error (GRE) defined as

GRE =

N∑
l=1

|φ(xl, t) − �(xl , t)|
N∑
l=1

|�(xl , t)|

Example 1 We obtain the numerical solution of the KSE (1) for α = 1 and γ = 1
with the exact solution given by

φ(x, t) = b + 15

19

√
11

19
(−9 tanh(K (x − bt − x0)) + 11 tanh3(K (x − bt − x0))).

The initial and boundary conditions are taken from the exact solution. The above
solutionmodels the shockwave propagation with speed b and initial position x0. This
example is studied in [11, 12, 14]. For reason of comparison with the corresponding
works in the literature, we take the same physical parameters as in [11, 12, 14]:

b = 5, K = 1
2

√
11
19 , x0 = −12 and the solution domain is taken as [−30, 30] with

number of partitions as 150 and k = 0.01. Results are reported in Table1. The two-
dimensional visual comparison of exact and numerical solutions at different time
intervals is presented in Fig. 1. Also, in Table2, the GRE is compared for various
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Table 1 Comparison of GRE for Example1 at different times, N + 1 = 150

t Proposed scheme
(14.1)–(14.2)

Method discussed in
[14]

Method discussed in
[11]

Method discussed in
[12]

1 6.0297(-05) 3.3291(-04) 3.8173(-04) 6.7923(-04)

2 9.9303(-05) 5.5636(-04) 5.5114(-04) 1.1503(-03)

3 1.3064(-04) 8.7489(-04) 7.0398(-04) 1.5941(-03)

4 1.6060(-04) 1.2516(-03) 8.6366(-04) 2.0075(-03)

−30 −20 −10 0 10 20 30
3

3.5

4

4.5

5

5.5

6

6.5

7

x values

u 
va

lu
es

t=1 Exact
t=1 Num.
t=2 Exact
t=2 Num.
t=3 Exact
t=3 Num.
t=4 Exact
t=4 Num.

Fig. 1 Example1: Numerical versus exact solution at various time intervals

spatial partitions at different time intervals with those of [11] to present the effect of
change in the number of grid points.

Example 2 We obtain the numerical solution of the KSE (1) for α = −1 and γ = 1
with the exact solution given by

u(x, t) = b + 15

19
√
19

(−3 tanh(K (x − bt − x0)) + tanh3(K (x − bt − x0))).

For comparison, we have run the proposed algorithm (14.1)–(14.2) with the param-
eters: b = 5, K = 1

2
√
19
, x0 = −25 and the solution domain is taken as [−50, 50]

with number of partitions as 200 and k = 0.01. The GREs are reported in Table2
and comparison is made with the B-spline collocation method of [11], the lattice
Boltzmann method of [12] and exponential B-spline collocation algorithm of [14].
Also in Table3, we have compared the global relative error for different number of
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Table 2 Comparison of GRE for Example1 with change in number of partitions at different times

t N + 1 = 200 N + 1 = 300 N + 1 = 400

Proposed
scheme
(14.1)–(14.2)

Method
discussed in
[11]

Proposed
scheme
(14.1)–(14.2)

Method
discussed in
[11]

Proposed
scheme
(14.1)–(14.2)

Method
discussed in
[11]

1 3.3445(-05) 2.1335(-04) 2.4382(-05) 1.2335(-04) 2.2991(-05) 6.6956(-05)

2 5.8065(-05) 3.0874(-04) 4.4914(-05) 1.6780(-04) 4.2944(-05) 9.6417(-05)

3 7.9875(-05) 3.9500(-04) 6.4010(-05) 2.0791(-04) 6.1833(-05) 1.0947(-04)

4 9.7756(-05) 4.8479(-04) 8.1239(-05) 2.5018(-04) 7.9068(-05) 1.2600(-04)

Table 3 Comparison of GRE for Example2 at different times, N + 1 = 200

t Proposed scheme
(14.1)–(14.2)

Method discussed in
[14]

Method discussed in
[11]

Method discussed in
[12]

6 8.9929(-08) 9.3379(-06) 6.5093(-06) 7.8808(-06)

8 2.3011(-07) 1.5717(-05) 7.1315(-06) 9.5324(-06)

10 3.3576(-07) 2.3730(-05) 7.3103(-06) 1.0891(-05)

12 5.2537(-07) 3.3337(-05) 8.7766(-06) 1.1793(-05)

partitions for various time intervals with those of [11, 12, 14] to illustrate the effect
of change in the number of mesh points. The two-dimensional graph of numerical
solution versus exact solution is plotted in Fig. 2 for −50 < x < 50 at various time
intervals.

Example 3 (Non-homogenous Kuramoto–Sivashinsky equation)

φt + φ φx + φxx + φxxxx = g(x, t) 0 < x < 1, t > 0 (22)

The exact solution of the above problem is φ(x, t) = sinh(t) sin(πx). Here

g(x, t) = (
π4 − π2 + π sinh(t) cos(πx)

)
sinh(t) sin(πx) + cosh(t) sin(πx).

The numerical solution of differential equation (22) is computed using proposed
difference method with number of partitions 8, 16 and 32 at time t = 1 and 2. The
maximum absolute errors defined using the formula

MAE = max
1≤l≤N

|φ(xl, t) − �(xl, t)|

are computed. For each spatial mesh length h, the corresponding time step size
is chosen as k ∝ h2. With this choice of time step size, the theoretical order of
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convergence becomes O(h4), i.e., themethod is fourth-order accurate in space,which
is verified using the formula

(log(eh1) − log(eh2))/(log(h1) − log(h2))

where eh1 and eh2 are errors corresponding to two uniform mesh lengths h1 and h2,
respectively. Themaximum absolute error and the order of convergence are tabulated
in Table4. The 3D graphs of numerical and analytical solutions are plotted in Fig. 3
for h = 1

16 at t = 1.0 for 0 < x < 1.
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t=6 Exact
t=6 Numerical
t=8 Exact
t=8 Numerical
t=10 Exact
t=10 Numerical
t=12 Exact
t=12 Numerical

Fig. 2 Example2: Numerical versus exact solution at various time intervals

Table 4 Themaximumabsolute errors and order of convergence of proposedmethod for Example3
at t = 1 and 2 for a fixed λ = (k/h2) = 1.6

t = 1 t = 2

h MAE Order MAE Order

1/8 φ 1.5299(-04) – 4.7467(-04) –

φxx 3.6268(-04) – 1.3747(-03) –

1/16 φ 9.4912(-06) 4.0107 2.9448(-05) 4.0107

φxx 2.2481(-05) 4.0119 8.4283(-05) 4.0277

1/32 φ 5.9413(-07) 3.9977 1.8392(-06) 4.0010

φxx 1.2354(-06) 4.1857 4.2829(-06) 4.2986
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Fig. 3 The graph of numerical and exact solution at t = 1 and h = 1
16 for 0 < x < 1: Example3

5 Concluding Remarks

In essence, the current work presents highly accurate numerical approximation of
order two in time and four in space for the one-dimensional time-dependent KSE.
The method is derived using three spatial uniform grid points. Extensive numerical
results of diverse scenarios for the KSE illustrate the superiority of our approach. It
is observed that the simulating results are in good agreement with both the exact and
existing numerical solutions. The results indicate that the errors in our method are
much less than the errors in Refs. [11, 12, 14]. We are currently working to extend
this technique to solve the time-dependent KSE in two and three space dimensions.
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An Extension of the Robe’s Problem

Bhavneet Kaur

Abstract The aim of the paper is to extend the Robe’s restricted three-body problem
to 2 + 2 bodies.We study the possible generalizations of the above problem by taking
the shape of the first primary as a spherical shell and the second an oblate body. Next,
the hydrostatic equilibrium figure of the first primary is taken as a Roche Ellipsoid.
We have taken into consideration all the three components of the pressure field in
deriving the expression for the buoyancy force, viz., (i) due to the own gravitational
field of the fluid (ii) that originating in the attraction of m2 (iii) that arising from the
centrifugal force. We study the equations of motion in each case and interpret them.

Keywords Robe’s restricted problem · Buoyancy · Equilibrium solutions · Roche
Ellipsoid

1 Introduction

Robe [12] has formulated a new kind of restricted three-body problem in which
the bigger primary of mass m1 is a rigid spherical shell filled with a homogeneous
incompressible fluid of density ρ1. The smaller primary is a mass point m2 outside
the shell. The third body of massm3 which is supposed to be moving inside the shell
is assumed to be a small solid sphere of density ρ3. The mass and the radius of the
third body are infinitesimal. He assumed the motion of m2 around the mass m1 to be
Keplerian. He has discussed the linear stability of the equilibrium solutions.

Hallan andRana [7] extended the [12] and proved that there exist other equilibrium
points too. They [6] studied the effect of oblateness on the location and stability of
equilibrium points in the Robe’s circular problem.
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Hallan and Mangang [4] considered the first primary as an oblate spheroid in
the Robe’s restricted three-body problem. They [5] studied the nonlinear stability of
equilibrium point in the perturbed Robe’s restricted circular three-body problem.

Whipple [16] studied equilibrium solutions of the restricted problemof 2 + 2 bod-
ies. He further studied the linear stability of all the equilibrium solutions. Motivated
by the work of Robe and Whipple, [8] extended the Robe’s restricted three-body
problem to 2 + 2 bodies as a foremost initiative. Later, [1] deliberated the existence
and the linear stability of the equilibrium solutions in the Robe’s restricted problem
of 2 + 2 bodies when the bigger primary is a spherical shell and the smaller an oblate
body.

Plastino and Plastino [11] considered the Robe’s problem by taking the shape
of the fluid body as Roche’s ellipsoid [2]. They discussed the linear stability of
the equilibrium solution, which is the centre of the ellipsoid. Giordano et al. [3]
discussed the effect of drag force on the stability of the equilibrium point, both in
the [12] problem and the problem studied by [11]. Intrigued by the work of Plastino,
[9] contemplated the location and linear stability of the equilibrium points in Robe’s
restricted problem of 2 + 2 bodies when the bigger primary is a Roche ellipsoid.
Kaur and Aggarwal [10] unfolded [9] problem considering the smaller primary as
an oblate body. Singh and Omale [13] studied the motion of an infinitesimal mass
in the Robe’s circular restricted three-body problem in two cases. In the first case,
the first primary is an oblate spheroid, while in the second case the first primary is a
Roche ellipsoid and the full buoyancy of the fluid is taken into account.

In our present paper, we shall analyze the restricted problem of 2 + 2 bodies in
the Robe’s setup and study all the generalizations to the problem by comparing their
equations of motion. Such a model may be useful to study the motion of submarines
due to the attraction of Earth and Moon.

2 Statement of the Problem and Equations of Motion:
Robe’s Restricted Problem of 2+ 2 Bodies

In the problem of 2 + 2 bodies in the Robe’s setup, we consider the bigger primary
of mass m∗

1 as a rigid spherical shell filled with homogeneous incompressible fluid
of density ρ1. The smaller primary is a mass pointm2 outside the shell. The third and
the fourth bodies (of massm3 andm4, respectively) are small solid spheres of density
ρ3 and ρ4, respectively, inside the shell, with the assumption that the mass and the
radius of the third and the fourth body are infinitesimal. We assume that (i) m3 and
m4 never reach the surface of the shell (ii) their position vector at any time t are not
the same. Letm2 describe a circle aroundm∗

1 with constant angular velocity ω (say).
The massesm3 andm4 mutually attract each other do not influence the motion ofm∗

1
and m2 but are influenced by them. We also assume masses m3 and m4 are moving
in the plane of motion of mass m2.
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M1(x1, 0) 

M3 (ξ, η)
( ) η

ξ

R13

R34

R14
R 

R′ R42
R32( ) 

M4 (ξ′, η′) 

( ) O 
(Origin) 

d

Fig. 1 Geometry of the Robe’s restricted problem of 2 + 2 bodies

As in the case of classical restricted problem [15], let the orbital plane of m2

around m∗
1 (i.e., shell with its fluid of density ρ1) be taken as the ξη plane and let the

origin of the coordinate system be at the centre of mass O of the two finite bodies.
The coordinate system Oξη are as shown in Fig. 1.

Various forces acting on m3 are as follows:
1. The gravitational force F32 acting on m3 due to m2 is

F32 = Gm3m2R32

R3
32

. (1)

2. The gravitational force F34 acting on m3 due to m4 is

F34 = Gm3m4R34

R3
34

. (2)

3. The gravitational force FA exerted by the fluid of density ρ1 on m3 is

FA = −
(
4

3

)
πGρ1m3R13, (3)

provided |R13| < a′ where a′ is the radius of m∗
1 and Rij = MiMj, M1 is the centre

of the shell m∗
1 and M3 the centre of m3. 4. The buoyancy force FB acting on m3 is

FB =
(
4

3

)
π
Gρ21m3R13

ρ3
. (4)

provided |R13| < a′.
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The last expression derived is taking into account that m3 is a sphere of very
small radius b, so that the pressure of the fluid ρ1 inside the shell keeps its spherical
symmetry around M1. The buoyancy force is then

(
4
3πb

3
)
ρ1g, where g is the gravity

of the fluid ρ1 at M3, i.e.,

g =
(
4

3

)
πGρ1R13

with

m3 =
(
4

3
πb3

)
ρ3.

The equation of motion of m3 in the inertial system is

R̈ = Gm2R32

R3
32

+ Gm4R34

R3
34

− 4

3
πGρ1

(
1 − ρ1

ρ3

)
R13,

where R = OM3 and Rij = MiMj.
Now, we determine the equation of motion ofm3 in the rotating (synodic) system.

Let us suppose that the coordinate system Oξη rotates with angular velocity ω. This
is the same as the angular velocity of m2 which is describing a circle around m∗

1.
In the synodic system, the equation of motion of m3 is

∂2r
∂t2

+ 2ω × ∂r
∂t

+ ω × (ω × r) =
Gm2R32

R3
32

+ Gm4R34

R3
34

− 4

3
πGρ1

(
1 − ρ1

ρ3

)
R13 (5)

where r = OM3 and ω = ωk̂ = (constant).
Let the coordinates of m3 and m4 be (ξ, η) and (ξ′, η′), respectively.
The equations of motion of m3 in cartesian coordinates are

ξ̈ − 2ωη̇ = − Gm2 (ξ − x2)[
(ξ − x2)

2 + η2
] 3

2

− Gm4
(
ξ − ξ′)

[
(ξ − ξ′)2 + (η − η′)2

] 3
2

− 4

3
πGρ1

(
1 − ρ1

ρ3

)
(ξ − x1) + ω2ξ, (6)

η̈ + 2ωξ̇ = − Gm2η[
(ξ − x2)

2 + η2
] 3

2

− Gm4
(
η − η′)

[
(ξ − ξ′)2 + (η − η′)2

] 3
2

− 4

3
πGρ1

(
1 − ρ1

ρ3

)
η + ω2η. (7)
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Now, as m2 is moving around m∗
1 in a circle of radius d with angular velocity ω, we

have

ω =
√
G

(
m∗

1 + m2
)

d3
. (8)

We, now, fix the units such that the sum of the masses of the primaries is unity, i.e.,
m∗

1 + m2 = 1, the distance between the primaries is unity, i.e., d = 1. The unit of
time t is chosen in such a way that G = 1 [14].

We further take

μ1 = m∗
1

m∗
1 + m2

, μ2 = m2

m∗
1 + m2

.

Let μ2 = μ, (say), then μ1 = 1 − μ.

Since the centre of mass of the primaries divides the line joining them in the ratio
of the masses, so x1 = −μ and x2 = 1 − μ.

Thus, the coordinates of m∗
1 and m2 are (−μ, 0) , (1 − μ, 0).

In the new units, the angular velocity ω given by the Eq. (8) becomes unity, i.e.,
ω = 1.

The equations of motion of m3 in the dimensionless cartesian coordinates are

ξ̈ − 2η̇ = − μ (ξ − (1 − μ))[
(ξ − (1 − μ))2 + η2

] 3
2

− μ4
(
ξ − ξ′)

[
(ξ − ξ′)2 + (η − η′)2

] 3
2

− 4

3
πρ1

(
1 − ρ1

ρ3

)
(ξ + μ) + ξ, (9)

η̈ + 2ξ̇ = − μη[
(ξ − (1 − μ))2 + η2

] 3
2

− μ4
(
η − η′)

[
(ξ − ξ′)2 + (η − η′)2

] 3
2

− 4

3
πρ1

(
1 − ρ1

ρ3

)
η + η, (10)

where
μ4 = m4

m∗
1 + m2

� 1. (11)

Thus, the equations of motion of m3 in the dimensionless cartesian coordinates can
be rewritten as

ξ̈ − 2η̇ = Vξ, (12)

η̈ + 2ξ̇ = Vη, (13)

where
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V = 1

2

(
ξ2 + η2

) + μ

R32
+ μ4

R34
− K

2

[
(ξ + μ)2 + η2

]
(14)

and

K = 4

3
πρ1

(
1 − ρ1

ρ3

)
. (15)

Here Vξ, Vη denote the partial derivatives of V with respect to ξ and η, respectively.
Now with the similar conditions on m4 as mentioned for m3 in Eqs. (1), (2), (3)

and (4), the equations of motion of m4 in the synodic system in the dimensionless
cartesian coordinates are

ξ̈′ − 2η̇′ = V ′
ξ′ , (16)

η̈′ + 2ξ̇′ = V ′
η′ , (17)

where

V ′ = 1

2

(
ξ′2 + η′2) + μ

R42
+ μ3

R43
− K ′

2

[(
ξ′ + μ

)2 + η′2
]

(18)

and

μ3 = m3

m∗
1 + m2

� 1, K ′ = 4

3
πρ1

(
1 − ρ1

ρ4

)
. (19)

3 Statement of the Problem and Equations of Motion:
Robe’s Restricted Problem of 2+ 2 Bodies with One of
the Primaries an Oblate Body

The bodies in the restricted three-body problem are strictly spherical in shape, but
in nature, the celestial bodies are not perfect spheres. They are either oblate or
triaxial. The Earth, Jupiter, Saturn, Regulus, Neutron stars and black dwarfs are
oblate. The Moon, Pluto and its moon Charon are triaxial. It is therefore essential
that we concentrate on primaries which are axis-symmetric bodies and preferably on
oblate bodies. Many authors have worked taking primaries as oblate bodies.

In this problem, one of the primaries of mass m∗
1 is a rigid spherical shell filled

with homogeneous incompressible fluid of density ρ1. The second primary of mass
m2(m∗

1 > m2) is an oblate body outside the shell. The third and the fourth body
(of mass m3 and m4, respectively) are small solid spheres of density ρ3 and ρ4,
respectively inside the shell, with the assumption that the mass and radius of the
third and the fourth body are infinitesimal. We also assume thatm2 is moving around
m∗

1 with angular velocity ω (say) in a circular orbit. The massesm3 andm4 mutually
attract each other are influenced by the motions of m∗

1 and m2 but do not influence
them. Lastly, we assume that masses m3 and m4 are moving in the plane of motion
of mass m2.
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Fig. 2 Geometry of the Robe’s restricted problem of 2 + 2 bodies with the smaller primary m2 an
oblate body

Let the orbital plane ofm2 aroundm∗
1 be taken as the ξη plane and the origin of the

coordinate system be at the centre of mass O of the two finite bodies. The coordinate
system Oξη is as shown in Fig. 2. Let the synodic system of coordinates initially
coincident with the inertial system rotate with angular velocity ω. This is the same
as the angular velocity ofm2 which is describing a circle aroundm∗

1. Let initially the
principal axes of m2 be parallel to the synodic axes and their axes of symmetry be
perpendicular to the plane of motion. Since m2 is revolving without rotation about
m∗

1 with the same angular velocity as that of the synodic axes, the principal axes of
m2 will remain parallel to them throughout the motion.

Let the coordinates of m3 and m4 be (ξ, η) and (ξ′, η′), respectively.
The equations of motion of m3 in the dimensionless cartesian coordinates are

ξ̈ − 2ωη̇ = Vξ, (20)

η̈ + 2ωξ̇ = Vη, , (21)

where

V = ω2

2

(
ξ2 + η2

) + μ

R32
+ μ4

R34
− K

2

(
(ξ + μ)2 + η2

) + A
μ

2R3
32

(22)
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and

μ4 = m4

m∗
1 + m2

� 1, K = 4

3
πρ1

(
1 − ρ1

ρ3

)
(23)

and

ω2 = 1 + 3

2
A, (24)

where

A = a2 − c2

5d2
. (25)

4 Statement of the Problem and Equations of Motion:
Robe’s Restricted Problem of 2+ 2 Bodies When the
Bigger Primary Is a Roche Ellipsoid

In deriving the expression for the buoyancy force, Robe assumed that the pressure
field of the fluid ρ1 has spherical symmetry about the centre of the shell, in accordance
with its assumed shape and he took into account just one of the three components
of the pressure field, that is, due to the own gravitational field of the fluid ρ1 itself.
The remaining two components are (i) that originating in the attraction of m2, (ii)
that arising from the centrifugal force. Plastino and Plastino [11] revisited the Robe’s
problem by associating the above two contributions (i) and (ii) of the pressure field,
when the second primary moves in a circular orbit around the first primary. They
assumed the hydrostatic equilibriumfigure of the first primary as Roche Ellipsoid [2].

In this setup, one of the primaries of mass m1 is described by a Roche Ellipsoid
filled with a homogeneous incompressible fluid of density ρ1. The second primary
of mass m2(m1 > m2) is a mass point outside the Ellipsoid. The third and the fourth
body (of mass m3 and m4 respectively) are small solid spheres of density ρ3 and
ρ4, respectively, inside the Ellipsoid, with the assumption that the mass and radius
of the third and the fourth body are infinitesimal. Let d be the distance between the
centres of mass ofm1 andm2. We assume thatm2 describes a circular orbit of radius
d around m1 with constant angular velocity ω. The masses m3 and m4 mutually
attract each other are influenced by the motions of m1 and m2 but do not influence
them. We adopt a uniformly rotating coordinate system Ox1x2x3, with origin of the
coordinate system at the centre of the bigger primary, Ox1 pointing towards m2 and
Ox1x2 being the orbital plane of m2 around m1. The coordinate system Ox1x2x3 are
as shown in Fig. 3.

The hydrodynamical equations of motion of the fluid elements of m1 are
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O (0,0,0) 

M3 (x1
(3), x2

(3), x3
(3))

x2

x1

d

( )

( )

( )

M4 (x1
(4), x2

(4), x3
(4))

Fig. 3 Geometry of the Robe’s restricted problem of 2 + 2 bodies when the bigger primary m1 is
considered as Roche Ellipsoid

ρ1
dui
dt

= −∂P

∂xi
+ ρ1

∂

∂xi

[
B + B ′ + 1

2
ω2

(
x1 − m2d

m1 + m2

)2

+ x22

]

+ 2ρ1�mεi,lmul (i = 1, 2, 3) (Chandrasekhar [1987]) (26)

where ui are the components of the fluid velocity field in the rotating frame, P and
B are, respectively, the pressure field and the gravitational potential due to the fluid
mass, εi,lm is the distance between two neighbouring fluid elements with velocities
ul and um , respectively. They are moving around each other with angular velocity of
�m .

The gravitational potential (or tide generating potential) B ′ at a point L due to m2

(Fig. 4) is given by

B ′ = Gm2

ρ

= Gm2√
ρ′2 + d2 − 2ρ′dCosψ

= Gm2

d

[
1 + ρ′Cosψ

d
+ ρ′2 {

3Cos2ψ − 1
}

2d2
+ · · ·

]

= Gm2

d

(
1 + x1

d
+ x21 − 1

2 x
2
2 − 1

2 x
2
3

d2
+ · · ·

)
. (27)

Roche’s approximation is based on keeping in the Taylor’s expansion for B ′ only
terms up to the second order in x ′

i s, i = 1, 2, 3.
Under this assumption, the equations of motion become
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O(0,0,0) 

ψ

ρ
ρ' 

L(x1, x2, x3)

d 
( ) 

M2

Fig. 4 Tide generating potential at a point L due to m2

ρ1
dui
dt

= −∂P

∂xi
+ ρ1

∂

∂xi

[
B + 1

2
ω2

(
x21 + x22

) + μ

(
x21 − 1

2
x22 − 1

2
x23

)]

+ 2ρ1�mεi,lmul (i = 1, 2, 3) , (28)

where

μ = Gm2

d3
, (29)

and the angular velocity ω is given by

ω2 = G (m1 + m2)

d3
. (30)

For hydrostatic equilibrium, the Eq. (28) becomes

∇
[
B + 1

2
ω2

(
x21 + x22

) + μ

(
x21 − 1

2
x22 − 1

2
x23

)
− P

ρ1

]
= 0. (31)

Roche Ellipsoid constitute the solutions to the Eq. (31). They are ellipsoidal figures
with semi axes a1, a2, a3 parallel, respectively, to the coordinate system Ox1, Ox2,
Ox3.

The potential B at any internal point xi of the homogeneous ellipsoid is given by

B = πGρ1
(
I ′ − A1x

2
1 − A2x

2
2 − A3x

2
3

)
, (32)

where
I ′ = a21 A1 + a22 A2 + a23 A3 (33)
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and

Ai = a1a2a3

∫ ∞

0

du

δ
(
a2i + u

) (i = 1, 2, 3)

with
δ2 = (

a21 + u
) (
a22 + u

) (
a23 + u

)
. (34)

Let the coordinates of m3 and m4 be (x (i)
1 , x (i)

2 , x (i)
3 ) (i = 3, 4), respectively.

We describe the motion of a small mass m3 within the Roche Ellipsoid.
Various forces (per unit mass) acting on m3 are as follows:

1. The gravitational force due to m4

F34 = Gm4R34

R3
34

(35)

where Rij = MiMj, M3 is the centre of the shell m3 and M4 the centre of m4.
2. The attraction C of the fluid ρ1.

C = ∇B3, (36)

where B3 is the gravitational potential due to the fluid mass.
This equation holds provided

(
x (3)
1

)2

a21
+

(
x (3)
2

)2

a22
+

(
x (3)
3

)2

a23
< 1 (37)

3. The gravitational field D due to the point mass m2.

D = ∇
[
μdx (3)

1 + μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

. (38)

4. The buoyancy forceV per unit mass arising in the fluid.

V = −ρ1

ρ3
∇[

B3 + 1

2
ω2

{(
x (3)
1

)2 +
(
x (3)
2

)2
}

+ μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

. (39)

This equation holds provided

(
x (3)
1

)2

a21
+

(
x (3)
2

)2

a22
+

(
x (3)
3

)2

a23
< 1. (40)
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The equation of motion of m3 in the inertial system is

m3R̈ = F34 + C + D + V

or

R̈ =Gm4R34

R3
34

+ ∇
[
B3 + μdx (3)

1 + μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

− ρ1

ρ3
∇

[
B3 + 1

2
ω2

{(
x (3)
1

)2 +
(
x (3)
2

)2
}

+μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

, (41)

where R = OM3 and Rij = MiMj.
Now, we determine the equation of motion of m3 in the synodic system. Let us

suppose that the coordinate system rotates with angular velocity ω. This is the same
as the angular velocity of m2 which is describing a circle around m1.

In the rotating (synodic) system, the equation of motion of m3 is

∂2r
∂t2

+ 2ω × ∂r
∂t

+ ω × (ω × r) =
Gm4R34

R3
34

+ ∇
[
B3 + μdx (3)

1 + μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

− ρ1

ρ3
∇

[
B3 + 1

2
ω2

{(
x (3)
1

)2 +
(
x (3)
2

)2
}

+μ

{(
x (3)
1

)2 − 1

2

(
x (3)
2

)2 − 1

2

(
x (3)
3

)2
}]

, (42)

where r = OM3 and ω = ωk̂ = (constant).
We, now, fix the units such that the sum of the masses of the primaries is unity,

i.e., m1 + m2 = 1, the distance between the primaries is unity, i.e., d = 1. The unit
of time t is chosen in such a way that G = 1 [14].

The quantity μ of the Eq. (29) becomes numerically equal to the ratio

m2

m1 + m2
.

In the new units, the angular velocity ω given by the Eq. (30) becomes unity, i.e.,
ω = 1.
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The equations of motion ofm3 and similarly ofm4 in the dimensionless cartesian
coordinates are

¨x (i)
1 − 2 ˙x (i)

2 = V (i)

x (i)
1

, (43)

¨x (i)
2 + 2 ˙x (i)

1 = V (i)

x (i)
2

, (44)

¨x (i)
3 = V (i)

x (i)
3

, , (45)

where

V (i) = μ j

Ri j
+ Di

[
Bi + 1

2
ω2

{(
x (i)
1

)2 +
(
x (i)
2

)2
}

+μ

{(
x (i)
1

)2 − 1

2

(
x (i)
2

)2 − 1

2

(
x (i)
3

)2
}]

+ μ2

2
(46)

and

μ j = m j

m1 + m2
, Di =

(
1 − ρ1

ρi

)
i, j = 3, 4; i �= j (47)

Bi = πGρ1

(
I ′ − A1

(
x (i)
1

)2 − A2

(
x (i)
2

)2 − A3

(
x (i)
3

)2
)

.

5 Conclusion

In this paper, we have extended the Robe’s problem to 2 + 2 bodies taking two
infinitesimal masses within the spherical shell. The problem proposed by Robe had
an application to the oscillations of the Earth’s core due to the Moon’s Attraction.
Motivated by his work, we have studied the equations of motion of two infinitesimal
masses m3 and m4 supposed moving inside m1, taking m1 as spherical shell and m2

a point mass. We can see the presence of the infinitesimal mass m4 in the equations
of motion of m3 and vice versa. This problem can be seen to have an application
to the motion of submarines in the Earth–Moon System. Moving from a simple
model towards realism, next, we extend the problem by taking the shape of m2 as an
oblate body as most celestial bodies are oblate or axis-symmetric. We can notice the
presence of oblateness ofm2 in the equations of motion. The results coincide with the
[8] when the oblateness is absent and with those of [12] in case both oblateness and
an infinitesimal mass are absent. In the last case, we have taken into consideration
all the three components of the pressure field in deriving the expression for the
buoyancy force, viz., due to the own gravitational field of the fluid, that originating
in the attraction of m2 and that arising from the centrifugal force, taking the shape
of the first primary as a Roche Ellipsoid. The results are in tune with [1] if we ignore
the components of buoyancy and take the oblateness coefficient A = 0.
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Abstract In this article, we introduce Chlodowsky Integral type operators with the
help of generalized exponential function with two unbounded and non-negative real
number sequences an and bn . We study their basic estimates and investigate local
and global approximation results with the aid of second-order modulus of continuity,
Peetre’s K-functional, Lipschitz-type class and r th-order Lipschitz-type maximal
function. In the last, statistical approximation results are studied.
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Sn(g; u) := 1

eν(nu)

∞∑

k=0

(nu)k

γν(k)
g

(
k + 2νθk

n

)
, (1)

where the generating function [23] is given as

eμ(x) =
∞∑

ν=0

xν

γμ(ν)
, (2)

with coefficients γμ(kgiven) are introduced as
For μ > −1/2 and k ∈ N0 = {0} ⋃

N, we have

γμ(2k) = 22kk!�(k + μ + 1/2)

�(μ + 1/2)
, γμ(2k + 1) = 22k+1k!�(k + μ + 3/2)

�(μ + 1/2)
.

Recursive relation is given as

γμ(k + 1) = (k + 1 + 2μθk+1)γμ(k), k ∈ N0, (3)

with θk is given to be 0 if k ∈ 2N and 1 if k ∈ 2N + 1. The operators presented
in (1) are restricted to approximate the continuous functions only. Wafi and Rao
[8] constructed a sequence of positive linear operators to discuss the approximation
results for the Lebesgue measurable functions as

Dn( f ; x) = 1

eμ(nx)

∞∑

k=0

(nx)k

γμ(k)

nk+2μθk+λ+1

�(k + 2μθk + λ + 1)

∫ ∞

0
t k+2μθk+λe−nt f (t)dt.

(4)

Several mathematicians researched in this direction to approximate the continuous
functions only and Lebesgue measurable functions, i.e. Wafi and Rao [7] and Mur-
saleen et al. [9–11], Karaisa et al. [14] and Icoz et al. [12, 13] Motivated by the
above, we present a Chlodowsky Integral type operators via Dunkl analogue as

An( f ; x) = 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

bk+2μθk+λ+1
n

�(k + 2μθk + λ + 1)

∫ ∞

0
t k+2μθk+λe−bn t f (t)dt,

(5)

where an and bn are unbounded and increasing sequences of real numbers such that

lim
n→∞ bn = ∞ and lim

n→∞
bn
n

= 0. (6)

In the subsequent sections, we prove some basic lemmas and proposition which
shows the uniform convergence of the operators (5). Further, we study the point-



Better Rate of Convergence by Modified Integral Type Operators 247

wise approximation results and global approximation results. In the last part of this
manuscript, statistical approximation results are investigated.

2 Approximation Properties of An( f ; x)

Lemma 2.1 Let μ ≥ − 1
2 and x ≥ 0. Then with the aid of generalized exponential

function given in (2), one has

1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)
= 1,

1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)
(k + 2μθk) = anx,

1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)
(k + 2μθk)

2 = a2n x
2 +

(
1 + 2μ

eμ(−anx)

eμ(anx)

)
anx,

1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)
(k + 2μθk)

3 = a3n x
3 +

(
3 − 2μ

eμ(−anx)

eμ(anx)

)
a2n x

2

+
(
1 + 4μ2 + 2μ

eμ(−anx)

eμ(anx)

)
anx,

1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)
(k + 2μθk)

4 = a4n x
4 +

(
6 + 4μ

eμ(−anx)

eμ(anx)

)
a3n x

3

+
(
7 + 4μ2 − 8μ

eμ(−anx)

eμ(anx)

)
a2n x

2

+
(
1 + 12μ2 + 6μ

eμ(−anx)

eμ(anx)
+ 8μ3 eμ(−anx)

eμ(anx)

)
anx .

Proof With the help of Eq. (2) and θk+1 = (−1)k + θk , one can easily prove Lemma
2.1. �

In order to discuss the basic properties of the operators introduced by the Eq. (5),
we consider eν(t) = tν, ν ∈ {0, 1, 2, 3, 4} and ψν

x (t) = (t − x)ν, ν ∈ {1, 2, 3, 4},
respectively.

Lemma 2.2 Let An( f ; x) be the operators defined in (5). Then one has

An(e0; x) = 1,

An(e1; x) = an
bn

x + λ + 1

bn
,

An(e2; x) = a2n
b2n

x2 +
(
4 + 2λ + 2μ

eμ(−anx)

eμ(anx)

)
anx

b2n
+ (λ + 1)(λ + 2)

b2n
,

An(e3; x) = a3n
b3n

x3 +
(
9 + 3λ − 2μ

eμ(−anx)

eμ(anx)

)
a2n
b3n

x2 +
(
18 + kλ(λ + 5) + 4μ2
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+ 2μ(8 + 3λ)
eμ(−anx)

eμ(anx)

)
an
b3n

x + λ3 + 6λ2 + 11λ + 6

n3
,

An(e4; x) = a4n
b4n

x4 +
(
16 + 4λ + 4μ

eμ(−anx)

eμ(anx)

)
a3n
b4n

+ o

(
1

b2n

)
.

Proof Using Lemma 2.1, we have for ν = 0

An(e0; x) = 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

bk+2μθk+λ+1
n

�(k + 2μθk + λ + 1)

∫ ∞

0
t k+2μθk+λe−bnt dt

= 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

�(k + 2μθk + λ + 1)

�(k + 2μθk + λ + 1)

= 1.

For ν = 1

An(e1; x) = 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

bk+2μθk+λ+1
n

�(k + 2μθk + λ + 1)

∫ ∞

0
t k+2μθk+λ+1e−bn t dt,

= 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

�(k + 2μθk + λ + 2)

bn�(k + 2μθk + λ + 1)

= 1

bneμ(anx)

∞∑

k=0

(anx)k

γμ(k)
(k + 2μθk + λ + 1)

�(k + 2μθk + λ + 1)

�(k + 2μθk + λ + 1)

= an
bn

x + λ + 1

bn
.

For ν = 2

An(e2; x) = 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

bk+2μθk+λ+1
n

�(k + 2μθk + λ + 1)

∫ ∞

0
t k+2μθk+λ+2e−bnt dt

= 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

�(k + 2μθk + λ + 3)

b2n�(k + 2μθk + λ + 1)

= 1

eμ(anx)

∞∑

k=0

(anx)k

γμ(k)

(k + 2μθk + λ + 2)(k + 2μθk + λ + 1)

b2n

= 1

b2neμ(anx)

∞∑

k=0

(anx)k

γμ(k)
((k + 2μθk)

2 + (2λ + 3)(k + 2μθk)

+ (λ + 1)(λ + 2))

= a2n
b2n

x2 +
(
4 + 2λ + 2μ

eμ(−anx)

eμ(anx)

)
an
b2n

x + (λ + 1)(λ + 2)

b2n
.
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Similarly, the rest part of the Lemma 2.2 can be easily proved. �

Lemma 2.3 Let the An( f ; x) be the operators given in (5). Then we have

An(ψ
1
x ; x) = λ + 1

n
,

An(ψ
2
x ; x) =

(
2 + 2i

ei (−nx)

ei (nx)

)
x

n
+ (λ + 1)(λ + 2)

n2
,

An(ψ
4
x ; x) = o

(
1

n

)
.

Proof In view of Lemma 2.2 and linearity property, one has

An(ψ
1
x ; x) = An(t; x) − x An(1; x),

An(ψ
2
x ; x) = An(t

2; x) − 2x An(t; x) + x2An(1; x),
An(ψ

4
x ; x) = An(t

4; x) − 4x An(t
3; x) + 6x2An(t

2; x) − 4x3An(t; x) + x4An(1; x).

In the light of Lemma 2.2, we prove the Lemma 2.3. �

Proposition 2.4 For the operators An given in (2) and for every f ∈ C[0,∞), An

converges to f uniformly on [0, a], a > 0.

Proof From Korovkin Theorem 4.1.4 in [1], it is sufficient to show that

An(eν; x) → eν(x), for ν = 0, 1, 2.

Lemma 2.2 implies that An(e0; x) → e0(x) as n → ∞. For ν = 1

lim
n→∞ An(e1; x) = lim

n→∞

((
an
bn

− 2

)
x + 1

bn

)
= e1(x).

In the similar manner, one can show that for ν = 2, An(e2; x) → e2 which completes
the proof of Proposition 2.4. �

3 Pointwise Approximation Results of An

Here, we recall some notations from DeVore and Lorentz [2] as CB[0,∞) be the
space of bounded and real valued continuous functions endowed with the norm
‖ f ‖ = sup

0≤x<∞
| f (x)|. Let the function f ∈ CB[0,∞) and δ > 0. Then, the Peetre’s

K-functional is given by

K2( f, δ) = in f {‖ f − g‖ + δ‖g′′‖ : g ∈ C2
B[0,∞)},
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whereC2
B[0,∞) = {g ∈ CB[0,∞) : g′, g′′ ∈ CB[0,∞)}. FromDeVore and Lorentz

[[2], p.177, Theorem 2.4], there exits an absolute constant C > 0 such that

K2( f ; δ) ≤ Cω2( f ;
√

δ). (7)

Consider the auxiliary operator Â∗
n as

Ân( f ; x) = An( f ; x) + f (x) − f

(
an
bn

x + 1

bn

)
. (8)

Lemma 3.1 For g ∈ C2
B[0,∞) and x ≥ 0, one has

| Ân(g; x) − g(x)| ≤ ξn(x)‖g′′‖,

where

ξn(x) = An(ψ
2
x ; x) + (

An(ψ
1
x ; x)

)2
.

Proof With the aid of auxiliary operators given in (8), we get

Ân(1; x) = 1, Ân(ψx ; x) = 0 and | Ân( f ; x)| ≤ 3‖ f ‖. (9)

From Taylor’s series expansion, for every g ∈ C2
B[0,∞), we obtain

g(t) = g(x) + (t − x)g′(x) +
t∫

x

(t − v)g′′(v)dv. (10)

Applying auxiliary operators Ân in Eq.10, we have

Ân(g; x) − g(x) = g′(x) Ân(t − x; x) + Â∗
n

( t∫

x

(t − v)g′′(v)dv; x
)
.

From (8) and (9), we have

Ân(g; x) − g(x) = Ân

( t∫

x

(t − v)g′′(v)dv; x
)

= An

( t∫

x

(t − v)g′′(v)dv; x
)

−
an
bn

x+ 1
bn∫

x

(
an
bn

x + 1

bn
− v

)
g′′(v)dv.
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| Ân(g; x) − g(x)| ≤
∣∣∣∣An

( t∫

x

(t − v)g′′(v)dv; x
)∣∣∣∣ +

∣∣∣∣

an
bn

x+ 1
bn∫

x

(
an
bn

x + 1

bn
− v

)
g′′(v)dv

∣∣∣∣. (11)

Since

∣∣∣∣

t∫

x

(t − v)g′′(v)dv

∣∣∣∣ ≤ (t − x)2 ‖ g′′ ‖ . (12)

Then

∣∣∣∣

an
bn

x+ 1
bn∫

x

(
an
bn

x + 1

bn
− v

)
g′′(v)dv

∣∣∣∣ ≤
(
an
bn

x + 1

bn
− x

)2

‖ g′′ ‖ . (13)

Using (12) and (13) in (11), we deduce

| Â∗
n(g; x) − g(x)| ≤

{
An((t − x)2; x) +

(
an
bn

x + 1

bn
− x

)2}
‖g′′‖

= ξn(x)‖g′′‖.

Hence, the proof of Lemma 3.1 is completed. �

Theorem 3.2 For f ∈ C2
B[0,∞), we have

| An( f ; x) − f (x) |≤ Cω2
(
f ;√

ξn(x)
) + ω( f ; An(ψx ; x)),

where ξn(x) is calculated in Lemma 3.1 and C > 0 is a constant.

Proof For f ∈ CB[0,∞) and g ∈ C2
B[0,∞) and the operators Ân , we get

|An( f ; x) − f (x)| ≤ | Ân( f − g; x)| + |( f − g)(x)| + | Ân(g; x) − g(x)|
+

∣∣∣∣ f
(an
bn

x + 1

bn

)
− f (x)

∣∣∣∣.

From Lemma 3.1 and identities given by (9), we deduce

|An( f ; x) − f (x)| ≤ 4‖ f − g‖ + | Ân(g; x) − g(x)| +
∣∣∣∣ f

(an
bn

x + 1

bn

)
− f (x)

∣∣∣∣

≤ 4‖ f − g‖ + ξn(x)‖g′′‖ + ω
(
f ; An(ψx ; x)

)
.
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Using Peetre’s K-functional, one obtains

|An( f ; x) − f (x)| ≤ Cω2
(
f ;√

ξn(x)
) + ω( f ; An(ψx ; x)),

which completes the required result. �

Consider the Lipschitz-type space [22] as

Lipβ1,β2
M (γ) :=

{
f ∈ CB [0,∞) : | f (t) − f (x)| ≤ M

|t − x |γ
(t + β1x + β2x2)

γ
2

: x, t ∈ (0,∞)
}
,

where β1,β2 > 0 are two fixed real numbers,M is a positive constant and 0 < γ ≤ 1.

Theorem 3.3 For the operators defined by (6) and for every f ∈ Lipβ1,β2
M (γ), 0 <

x < ∞), we have

|An( f ; x) − f (x)| ≤ M

(
ηn(x)

β1x + β2x2

) γ
2

, (14)

where γ ∈ (0, 1] and ηn(x) = An(ψ
2
x ; x).

Proof For γ = 1 and x ∈ (0,∞), we have

|An( f ; x) − f (x)| ≤ An(| f (t) − f (x)|; x)
≤ MAn

( |t − x |
(t + β1x + β2x2)

1
2

; x
)

.

It is obvious that 1
t+β1x+β2x2

< 1
β1x+β2x2

for all 0 ≤ x < ∞, we obtain

|An( f ; x) − f (x)| ≤ M

(β1x + β2x2)
1
2

(An((t − x)2; x)) 1
2

≤ M

(
ηn(x)

β1x + β2x2

) 1
2

.

This shows that the Theorem 3.3 satisfies for γ = 1. Next, for γ ∈ (0,∞) and with
the aid of Hölder’s inequality with p = 2

γ
and q = 2

2−γ
, we deduce

|An( f ; x) − f (x)| ≤ (
An(| f (t) − f (x)| 2

γ ; x)) γ
2

≤ M

(
An

( |t − x |2
(t + β1x + β2x2)

; x
)) γ

2

.

Since 1
t+β1x+β2x2

< 1
β1x+β2x2

for all x ∈ (0,∞), we have
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|An( f ; x) − f (x)| ≤ M

(
An(|t − x |2; x)
β1x + β2x2

) γ
2

≤ M
( ηn(x)

β1x + β2x2

) γ
2
.

Hence, the proof of the Theorem 3.3 is completed. �

Here, we recall r th-order Lipschitz-type maximal function introduced by Lenze
[16] as

ω̃r ( f ; x) = sup
t �=x,t∈(0,∞)

| f (t) − f (x)|
|t − x |r , x ∈ [0,∞) and r ∈ (0, 1]. (15)

Then, we get the next result

Theorem 3.4 For f ∈ CB[0,∞) and 0 < r ≤ 1, 0 ≤ x < ∞, we have

|An( f ; x) − f (x)| ≤ ω̃r ( f ; x)
(
ηn(x)

) r
2
.

Proof It is clear that

|An( f ; x) − f (x)| ≤ An(| f (t) − f (x)|; x).

From Eq. (15), we have

|An( f ; x) − f (x)| ≤ ω̃r ( f ; x)An(|t − x |r ; x).

From Hölder’s inequality with p = 2
r and q = 2

2−r , we have

|An( f ; x) − f (x)| ≤ ω̃r ( f ; x)
(
An(|t − x |2; x)) r

2 ,

which proves the desired result. �

4 Global Approximation Results

Here, we recall some notations from [5] to prove next result. Let B1+x2 [0,∞) =
{ f (x) : | f (x)| ≤ M f (1 + x2), 1 + x2 is weight function, M f is a constant depend-
ing on f and x ∈ [0,∞)}, C1+x2 [0,∞) is the space of continuous function in
B1+x2 [0,∞) with the norm ‖ f (x)‖1+x2 = sup

x∈[0,∞)

| f (x)|
1+x2 and Ck

1+x2 [0,∞) = { f ∈
C1+x2 : lim|x |→∞

f (x)
1+x2 = k, where k is a constant depending on f }.
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Theorem 4.1 Let An be the operators defined by (6) from Ck
1+x2 [0,∞) to B1+x2

[0,∞) satisfying the conditions

lim
n→∞ ‖An(ei ; x) − xi‖1+x2 = 0, i = 0, 1, 2.

Then for each Ck
1+x2 [0,∞)

lim
n→∞ ‖An( f ; x) − f ‖1+x2 = 0.

Proof In order to prove this result, it is sufficient to show that

lim
n→∞ ‖An(ei ; x) − xi‖1+x2 = 0, i = 0, 1, 2.

From Lemma 2.2, we have

‖An(e0; x) − x0‖1+x2 = sup
x∈[0,∞)

|An(1; x) − 1|
1 + x2

= 0 for i = 0.

For i = 1

‖An(e1; x) − x1‖1+x2 = sup
x∈[0,∞)

| anbn x + 1
bn

− x |
1 + x2

=
(
an
bn

− 1

)
sup

x∈[0,∞)

x

1 + x2
+ 1

bn
sup

x∈[0,∞)

1

1 + x2
.

This implies that ‖An(e1; x) − x1‖1+x2 → 0 an n → ∞.
For i = 2

‖An(e2; x) − x2‖1+x2 = sup
x∈[0,∞)

∣∣∣∣
(
a2n
b2n

− 1
)
x2 + an

b2n

(
2 + 2μ eμ(−an x)

eμ(an x)

)
x + 1

3b2n

∣∣∣∣

1 + x2

=
(
a2n
b2n

− 1

)
sup

x∈[0,∞)

x2

1 + x2
+ an

b2n

(
2 + 2μ

eμ(−anx)

eμ(anx)

)
sup

x∈[0,∞)

x

1 + x2

+ 1

3b2n
sup

x∈[0,∞)

1

1 + x2
.

Which shows that ‖An(e2; x) − x2‖1+x2 → 0 an n → ∞. �

In the next result, we discuss a result to approximate each function belongs to
Ck
1+x2 [0,∞).

Theorem 4.2 Let f ∈ Ck
1+x2 [0,∞) and γ > 0. Then, we have
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lim
n→∞ sup

x∈[0,∞)

|An( f ; x)| − f (x)

(1 + x2)1+γ
= 0.

Proof For x0 > 0, a fixed number, we have

sup
x∈[0,∞)

|An( f ; x)| − f (x)

(1 + x2)1+γ
≤ sup

x≤x0

|An( f ; x)| − f (x)

(1 + x2)1+γ
+ sup

x≥x0

|An( f ; x)| − f (x)

(1 + x2)1+γ

≤ ‖An( f ; x)| − f (x)‖C[0,x0]

+ ‖ f ‖1+x2 sup
x≥x0

|An(1 + t2; x)|
(1 + x2)1+γ

+ sup
x≥x0

| f (x)|
(1 + x2)1+γ

= J1 + J2 + J3, say. (16)

Since | f (x)| ≤ ‖ f ‖1+x2(1 + x2), we have

J3 = sup
x≥x0

| f (x)|
(1 + x2)1+γ

≤ sup
x≥x0

‖ f ‖1+x2(1 + x2)

(1 + x2)1+γ
≤ ‖ f ‖1+x2

(1 + x2)γ
.

Let ε > 0 be arbitrary real number. Then, from Proposition 2.4, there exists n1 ∈ N

such that

J2 <
1

(1 + x2)γ
‖ f ‖1+x2

(
1 + x2 + ε

3‖ f ‖1+x2

)
for all n1 ≥ n,

<
‖ f ‖1+x2

(1 + x2)γ
+ ε

3
for all n1 ≥ n.

This implies that

J2 + J3 < 2
‖ f ‖1+x2

(1 + x2)γ
+ ε

3
.

Next, let for a large value of x0, we have
‖ f ‖1+x2

(1+x2)γ < ε
6 .

J2 + J3 <
2ε

3
for all n1 ≥ n. (17)

Using Theorem 4.1, there exists n2 > n such that

J1 = ‖An( f ) − f ‖C[0,x0] <
ε

3
for all n2 ≥ n. (18)

For n3 = max(n1, n2), using (16), (17) and (18), we obtain
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sup
x∈[0,∞)

|An( f ; x)| − f (x)

(1 + x2)1+γ
< ε.

Hence, we arrive at the desired results. �

5 A-Statistical Approximation Results

Here, we recall some notations [5, 6] as Let A = (ank) be a non-negative infinite
sumability matrix. For a given sequence x := (xk), the A-transform of x denoted by
Ax : ((Ax)n) is and defined as

(Ax)n =
∞∑

k=1

ankxk,

provided the series converges for each n. A is said to be regular if lim(Ax)n = L
whenever lim x = L . Then x = (xn) is said to be a A-statistically convergent to L ,
i.e. stA − lim x = L if for every ε > 0, limn

∑
k:|xk−L|≥ε ank = 0.

Theorem 5.1 For A = (ank), a non-negative regular sumability matrix and for all
f ∈ Ck

1+x2+λ [0,∞) with λ > 0, we have

stA − lim
n

‖An( f ; x) − f ‖1+x2+λ = 0.

Proof In the light of [3], p. 191, Th. 3, it is enough to show that for λ = 0

stA − lim
n

‖An(ei ; x) − ei‖1+x2 = 0, for i ∈ {0, 1, 2}. (19)

In view of Lemma 2.3, we get

‖An(e1; x) − x‖1+x2 = sup
x∈[0,∞)

1

1 + x2

∣∣∣
an
bn

x + 1

bn
− x

∣∣∣

≤
(
an
bn

+ 1

bn
− 1

)
.

Now, for a given ε > 0, we define the following sets
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E1 : =
{
n : ‖An(e1; x) − x‖ ≥ ε

}

E2 : =
{
n :

(
an
bn

x + 1

bn
− 1

)
≥ ε

}
.

This implies that E1 ⊆ E2, which shows that
∑

k∈E1
ank ≤ ∑

k∈E2
ank . Therefore,

we get

stA − lim
n

‖An(e1; x) − x‖1+x2 = 0. (20)

For i = 2 and using Lemma 2.3, we have

‖An(e2; x) − x2‖1+x2 = sup
x∈[0,∞)

1

1 + x2

∣∣∣∣

(
a2n
b2n

− 1

)
x2 + an

b2n

(
2 + 2μ

eμ(−anx)

eμ(anx)

)
x + 1

3b2n

∣∣∣∣

≤
(
a2n
b2n

− 1

)
+ an

b2n

(
2 + 2μ

eμ(−anx)

eμ(anx)

)
+ 1

3b2n
.

For a given ε > 0, we have the following sets

H1 : =
{
n :

∥∥∥∥An(e2; x) − x2
∥∥∥∥ ≥ ε

}

H2 : =
{
n :

(
a2n
b2n

− 1

)
≥ ε

3

}

H3 : =
{
n : an

b2n

(
2 + 2μ

eμ(−anx)

eμ(anx)

)
≥ ε

3

}

H4 : =
{
n : 1

3b2n
≥ ε

3

}
.

This implies that H1 ⊆ H2
⋃

H3
⋃

H4. By which, we obtained

∑

k∈H1

ank ≤
∑

k∈H2

ank +
∑

k∈H3

ank +
∑

k∈H4

ank .

As n → ∞, we get

stA − lim
n

‖An(e2; x) − x2‖1+x2 = 0. (21)

Therefore, the proof of Theorem 5.1 is completed. �

Theorem 5.2 Let f ∈ C2
B[0,∞). Then
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stA − lim
n

‖An( f ) − f ‖CB [0,∞) = 0.

Proof With the aid of Taylor’s series expansion, we have

f (t) = f (x) + f ′(x)(t − x) + 1

2
f ′′(ξ)(t − x)2,

where t ≤ ξ ≤ x . Applying An , we have

An( f ; x) − f (x) = f ′(x)An(ψx ; x) + 1

2
f ′′(ξ)An(ψ

2
x ; x).

This implies that

‖An( f ) − f ‖CB [0,∞) ≤ ‖ f ′‖CB [0,∞)‖An(e1−, .)‖CB [0,∞)

+ ‖ f ′′‖CB [0,∞)‖An(e1−, .)2‖CB [0,∞)

= I1 + I2, say. (22)

From (19), one has

lim
n

∑

k∈N:I1≥ ε
2

ank = 0,

lim
n

∑

k∈N:I2≥ ε
2

ank = 0.

From (22), we have

lim
n

∑

k∈N:‖An( f )− f ‖CB [0,∞)≥ε

ank ≤ lim
n

∑

k∈N:I1≥ ε
2

ank + lim
n

∑

k∈N:I2≥ ε
2

ank .

Thus stA − lim
n

‖An( f ) − f ‖CB [0,∞) → 0. as n → ∞. Hence, we arrive at the

required result. �
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Generalized Composition Operators and
Evaluation Kernel on Weighted Hardy
Spaces

Rohit Gandhi, Sunil Kumar Sharma, and B. S. Komal

Abstract In this paper, we study generalized composition operators by using eval-
uation kernel on weighted Hardy spaces. The properties of generalized composition
operators, generalized multiplication operators and generalized weighted composi-
tion operators like adjoint and boundedness are obtained with the help of evaluation
kernel function.

Keywords Evaluation Kernel · Generalized composition operator · Generalized
multiplication operator · Generalized weighted composition operator · Weighted
Hardy space

1 Introduction

Let {βn} be a sequence of positive real numbers with β(0) = 1. For 1 ≤ p < ∞,

let H p(β) be the space of formal series { f : f (z) =
∞∑

n=0

fnz
n,

∞∑

n=0

| fn|pβ p
n < ∞},

where { fn}∞n=0 is a sequence of complex numbers such that
∞∑

n=0

| fn|pβ p
n < ∞.

Then H p(β) is a Banach space under the norm || f ||pβ =
∞∑

n=0

| fn|pβ p
n < ∞. For

p = 2, the space H 2(β) is a Hilbert space under the inner product defined as
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〈 f, g〉 =
∞∑

n=0

anb̄nβ
2
n , where f (z) =

∞∑

n=0

anz
n and g(z) =

∞∑

n=0

bnz
n are elements of

H 2(β). The space H 2(β) is known as weighted Hardy space.
If βn = 1 for all N ∪ {0}, then H 2(β) is the classical Hardy space. If βn = 1√

n+1

for all N ∪ {0}, then H 2(β) is the Bergman space. Further, if βn = √
n + 1 for all

N ∪ {0}, then H 2(β) is the Dirichlet space. For βn = n! for all N ∪ {0}, then H 2(β)

consist of entire functions and it is known as Fischer space.

Let Ω be a region in open unit disk in the complex plane C . Let θ : Ω → C
and φ : Ω → Ω be the analytic maps. Then a generalized composition operator
Cd

φ : H 2(β) → H 2(β) is defined by Cd
φ f = f ′oφ, where f ′ is the derivative of f .

A generalized multiplication operator Md
θ : H 2(β) → H 2(β) is defined by Md

θ f =
θ. f ′. Further, a generalized weighted composition operatorWd

θ,φ : H 2(β) → H 2(β)

is defined byWd
θ,φ f = θ. f ′oφ. If φ(z) = z for every z ∈ Ω, thenWd

θ,φ = Md
θ which

is a generalized multiplication operator.

Definition Let w be a point in the open unit disk. Define Kw(z) =
∞∑

n=0

znw̄n

β2
n

for every z ∈ C . Then Kw(z) is in H 2(β) whenever |w| < 1. The function Kw(z)

is known as point evaluation kernel at w. Now Kw(z) =
∞∑

n=0

(
w̄n

β2
n

)zn and so

||Kw||2 =
∞∑

n=0

( |w̄|n
β2
n

)2

β2
n =

∞∑

n=0

|w|2n
β2
n

.

Clearly ||Kw|| is an increasing function of |w| and 〈 f, Kw〉 = f (w) for all
f ∈ H 2(β).

The systematic study of composition operators on spaces of analytic functions
began with the paper of Nordgen [4]. The work on composition operators is then
followed by several mathematicians in several directions. To mention a few of them
are Zorboska [14], Schwartz [6], Ridge [5], Shapiro [7], Singh [13], Singh and
Komal [12]. They have done commendable work on composition operators. Cowen
and MacCluer [1], Zorboska [14] initiated the study of composition operators on
weighted Hardy spaces. Weighted composition operators are studied by Gunatillake
[3], Sharma and Komal [9–11]. Sharma [8] has studied generalized weighted com-
position operators on Bergman space. The main purpose of the present paper is to
study generalized composition operators, generalized multiplication operators and
generalized weighted composition operators on weighted Hardy spaces.
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2 Adjoint of a Generalized Composition Operator Using
Evaluation Kernel on a Weighted Hardy Space

Boundedness of the generalized composition operators on weighted Hardy space
is characterized in Sharma and Komal [9]. In this section, we shall compute the
adjoint of generalized composition operator using evaluation kernel. For the sake of
convenience, we give here Theorem[2.16] of Cowen and MacCluer [1] in the form
of Lemma 1.

Lemma 1 Let f ∈ H 2(β) and Kw(z) be a point evaluation function. Then

〈 f, K [1]
w 〉 = f

′
(w) where K [1]

w (z) =
∞∑

n=1

n(w̄)n−1

β2
n

zn .

Proof Given that f ∈ H 2(β),

So put, f (z) =
∞∑

n=0

anz
n and Kw(z) =

∞∑

n=0

zn(w̄)n

β2
n

Now K [1]
w (z) =

∞∑

n=1

znn(w̄)n−1

β2
n

Clearly, it can be seen that

〈 f, K [1]
w 〉 = f

′
(w)

Hence, the result.

Theorem 1 Let Cd
φ ∈ B(H 2(β)). Then Cd∗

φ Kw = K [1]
φ(w), where C

d∗
φ is the adjoint of

Cd
φ .

Proof For every f ∈ H 2(β),
we have

〈 f,Cd∗
φ Kw〉 = 〈Cd

φ f, Kw〉 = 〈 f ′
oφ, Kw〉 = f

′
(φ(w)) = 〈 f, K [1]

φ(w)〉

Hence,
Cd∗

φ Kw = K [1]
φ(w)

Example 1 Let Ω = {z ∈ C : |z| < e−1} and φ(z) = z2 for all z ∈ Ω . Then φ :
Ω → Ω is an analyticmap. For everyn ∈ N ∪ {0}defineβn = e−n . Then H 2(β) �= ∅
as e1 ∈ H 2(β). We first show thatCd

φ : H 2(β) → H 2(β) is a bounded operator. Take

f (z) =
∞∑

n=0

fnz
n in H 2(β). Then

|| f ||2 =
∞∑

n=0

| fn|2β2
n < ∞
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Now

Cd
φ f =

∞∑

n=1

n fn(φ(z))n−1 =
∞∑

n=1

n fnz
2n−2

Therefore,

||Cd
φ f ||2 =

∞∑

n=0

(n + 1)2| fn+1|2β2
2n =

∞∑

n=0

(
(n + 1)

β2n

βn+1

)2

| fn+1|2β2
n+1 (1)

But

(n + 1)
β2n

βn+1
= (n + 1)en+1

e2n
= (n + 1)

en−1
≤ e for every n = 0, 1, 2, 3, . . .

Therefore, from (1),

||Cd
φ f ||2 ≤ e2

∞∑

n=0

| fn+1|2β2
n+1 ≤ e2|| f ||2

or
||Cd

φ f || ≤ e|| f || for every f ∈ H 2(β)

Hence, Cd
φ is a bounded operator.

Consider

〈 f,Cd∗
φ Kw〉 = 〈Cd

φ f, Kw〉 = f
′
(φ(w)) = f

′
(w2) =

∞∑

n=0

(n + 1) fn+1w
2n.

Also it can be seen easily that

〈 f, K [1]
φ(w)〉 = 〈 f, K [1]

w2 〉 =
∞∑

n=0

(n + 1) fn+1w
2n.

Hence,
Cd∗

φ Kw = K [1]
φ(w).
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3 Adjoint and Norm Estimate of Generalized
Multiplication Operator by Using Evaluation Kernel

In this section, we have to find the adjoint and norm estimate of generalized multi-
plication operator by using evaluation kernel.

Theorem 2 Let Md
θ ∈ B(H 2(β)). Then Md∗

θ Kw = θ(w)K [1]
w , where Md∗

θ is the
adjoint of Md

θ .

Proof Let f ∈ H 2(β),
we have

〈 f, Md∗
θ Kw〉 = 〈Md

θ f, Kw〉 = 〈θ f
′
, Kw〉 = θ(w) f

′
(w) = θ(w)〈 f, K [1]

w 〉

This proves that
Md∗

θ Kw = θ(w)K [1]
w

Example 2 Let Md
θ be a bounded operator. For θ(z) = z,

consider

〈 f, Md∗
θ Kw〉 = 〈Md

θ f, Kw〉 = 〈θ f
′
, Kw〉 = w f

′
(w) =

∞∑

n=0

n fnw
n

Now it can be easily seen that 〈 f, θ(w)K [1]
w 〉 =

∞∑

n=0

n fnw
n .

Theorem 3 Let Ω be the open unit disk in complex plane C. If Md
θ ∈ B(H 2(β)),

then |θ(w)| ≤ ||Md
θ || ||Kw ||

||K [1]
w || for each w ∈ Ω .

Proof Let fw = Kw

||Kw || , Then || fw|| = 1

Since Md
θ is bounded, so ||Md∗

θ fw|| ≤ ||Md
θ ||

||Md∗
θ

Kw

||Kw|| || ≤ ||Md
θ ||

||Md∗
θ Kw|| ≤ ||Md

θ ||||Kw||

By using theorem (2), we have

||θ(w)K [1]
w || ≤ ||Md

θ ||||Kw||

Hence, the result

|θ(w)| ≤ ||Md
θ || ||Kw||

||K [1]
w ||
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Theorem 4 Suppose that Md
θ ∈ B(H 2(β)), where

∞∑

n=0

1

β2
n

< ∞.

Then |θ(w)|

β1

√√√√
∞∑

n=0

1

β2
n

< ||Md
θ ||

.

Proof By theorem (3),

|θ(w)| ≤ ||Md
θ || ||Kw||

||K [1]
w || (2)

Now ||Kw||2 =
∞∑

n=0

|w|2n
β2
n

For any |w| < 1, it is easy to see that ||Kw|| <

√√√√
∞∑

n=0

1

β2
n

As

||K [1]
w ||2 =

∞∑

n=1

n2|w|2(n−1)

β2
n

>
1

β2
1

Therefore, ||K [1]
w || > 1

β1
implies 1

||K [1]
w || < β1

Therefore, from inequality (2), we have |θ(w)| < ||Md
θ ||β1

√√√√
∞∑

n=0

1

β2
n

This proves that
|θ(w)|

β1

√√√√
∞∑

n=0

1

β2
n

< ||Md
θ ||

4 Adjoint of Generalized Weighted Composition Operator
by Using Evaluation Kernel

In this section, we shall obtain the adjoint of generalized weighted composition
operator by using evaluation kernel.
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Theorem 5 Suppose Wd
θ,φ ∈ B(H 2(β)). Then Wd∗

θ,φKw = θ(w)K [1]
φ(w), where W

d∗
θ,φ is

the adjoint of Wd
θ,φ.

Proof A straight forward calculation shows that Wd∗
θ,φKw = θ(w)K [1]

φ(w), see Gandhi
et al. [2].

Example 3 Let Ω = {z ∈ C : |z| < e−1}. For every n ∈ N ∪ {0}, let βn = e−n . Let
φ : Ω → Ω be defined by φ(z) = z2. Let θ : Ω → C be defined by θ(z) = z2. We
first prove that Wd

θ,φ is a bounded operator.

Take f (z) =
∞∑

n=0

fnz
n in H 2(β). Then || f ||2 =

∞∑

n=0

| fn|2β2
n < ∞

Now

(Wd
θ,φ f )(z) = θ(z) f

′
(φ(z)) = z2

∞∑

n=1

n fnz
2n−2 =

∞∑

n=1

n fnz
2n

Therefore,

||Wd
θ,φ f ||2 =

∞∑

n=0

n2| fn|2β2
2n =

∞∑

n=0

(
n
β2n

βn

)2

| fn|2β2
n (3)

But
nβ2n

βn
= nen

e2n
= n

en
< 1

Hence, from Eq. (3), ||Wd
θ,φ f ||2 < || f ||2

This proves that Wd
θ,φ f is a bounded operator.

For the adjoint of Wd
θ,φ, consider

〈 f,Wd∗
θ,φKw〉 = 〈Wd

θ,φ f, Kw〉 = θ(w). f
′
(φ(w)) = w2. f

′
(w2) =

∞∑

n=1

n fnw
2n

Also, it can be seen easily that

〈 f, θ(w)K [1]
φ(w)〉 =

∞∑

n=1

n fnw
2n

Hence,
Wd∗

θ,φKw = θ(w)K [1]
φ(w)
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Common Solution to Generalized
General Variational-Like Inequality and
Hierarchical Fixed Point Problems

Rehan Ali and Mohammad Shahzad

Abstract This paper deals with a strong convergence theorem for a hybrid iterative
algorithm to approximate the common solution of generalized general variational-
like inequality problem for generalized relaxed α-monotone mapping and hierar-
chical fixed point problem for nonexpansive mapping in real Hilbert spaces. Some
consequences of the strong convergence theorem are also derived. Finally, we give
a numerical example to justify the main result. The method and results presented in
this paper generalize and unify previously known corresponding results of this area.

Keywords Generalized general variational-like inequality problem · Hierarchical
fixed point problem · Hybrid iterative algorithm · Strong convergence

2010 Mathematics Subject Classifications 47H10 · 49J35 · 90C47

1 Introduction

Let H be a real Hilbert space with the inner product 〈·, ·〉 and induced norm ‖ · ‖ and
let C ⊂ H be a nonempty, closed and convex set.

It iswell known that the theory of variational inequalities plays an important role in
optimization, economics and engineering sciences. Because of its vast range appli-
cability, various extensions and generalizations of variational inequality problems
have been made and analysed in various directions for the past several years. One
of the important generalizations is variational-like inequality problem introduced by
Parida et al. [17] which has applications in optimization.
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In 2006, Preda et al. [18] introduced and studied the general variational-like
inequality problem (in, short GVLIP) of finding x∗ ∈ C such that

F(x, x∗; x∗) ≥ 0, ∀x ∈ C, (1)

which has applications inmathematical and equilibrium programming, see for exam-
ple [22].

Very recently, Kazmi and Ali [10] introduced the generalized general variational-
like inequality problem (in, short GGVLIP) which is to find x∗ ∈ C such that

F(x, x∗; x∗) + φ(x, x∗) − φ(x∗, x∗) ≥ 0, ∀x ∈ C. (2)

The solution set of GGVLIP (2) is denoted by� = Sol(GGVLIP(1.2)).They proved
an existence theorem for GGVLIP (2) and proved strong convergence theorem for
an iterative method for approximating a common solution to a system of GGVLIPs
and a common fixed point problem in Banach space.

If we set F(x, x∗; x∗) = 〈 f x∗ + gx∗, η(x, x∗)〉 where f, g : C → H and η :
C × C → H , then GGVLIP (2) is reduced to the mixed variational-like inequal-
ity problem introduced and studied by Noor [16].

Further, if we set F(x, x∗; x∗) = 〈 f x∗, η(x, x∗)〉where f : C → H and η : C ×
C → H and φ = 0, then GGVLIP (2) is reduced to the variational-like inequality
problem of finding x∗ ∈ C such that

〈 f x∗, η(x, x∗)〉 ≥ 0, ∀x ∈ C,

introduced and studied by Parida et al. [17], which has applications in mathematical
programming problems.

Moreover if η(x, x∗) = x − x∗ for all x, x∗ ∈ C, then variational-like inequality
problem is reduced to the classical variational inequality problem of finding x∗ ∈ C
such that

〈 f x∗, x − x∗〉 ≥ 0, ∀x ∈ C,

introduced and studied by Hartman and Stampacchia [7].
On the other hand, hierarchical fixed point problem (in short, HFPP) is an impor-

tant problemwhich covers a number of problems likemonotone variational inequality
on fixed point sets, minimization problems over equilibrium constraints, hierarchical
minimization problems, fixed point problem, etc., see [14]. Recall that a mapping
T : C → C is nonexpansive if ‖T x − T y‖ ≤ ‖x − y‖, for all x, y ∈ C . It is known
that if Fix(T ):= {x ∈ C : T x = x} �= ∅, then Fix(T ) is closed and convex. Assume
that Fix(T ) �= ∅. The HFPP for nonexpansive mappings is defined as follows: Find
x∗ ∈ Fix(T ) such that

〈x∗ − Sx∗, x∗ − x〉 ≤ 0, ∀x ∈ Fix(T ), (3)



Common Solution to Generalized General Variational-Like Inequality … 271

where S : C → C is a nonexpansive mapping. HFPP (3) was initially considered
and studied by Moudafi and Mainge [14]. This amounts to saying that x∗ ∈ Fix(T )

satisfies a variational inequality depending on a given criterion S, namely: Find
x∗ ∈ C such that

0 ∈ (I − S)x∗ + NFix(T )(x
∗), (4)

where I is the identitymapping onC and NFix(T ) is the normal cone to Fix(T ) defined
by

NFix(T ) =
{

{z ∈ H : 〈y − x, z〉 ≤ 0, ∀ y ∈ Fix(T )}, if x ∈ Fix(T ),

∅, otherwise.

It is easy to see that HFPP (3) is equivalent to the following fixed point problem:
Find x∗ ∈ C such that

x∗ = PFix(T ) ◦ Sx∗, (5)

where PFix(T ) is the metric projection of H onto Fix(T ). The solution set of HFPP
(3) is denoted by � := {x∗ ∈ C : x∗ = (PFix(T ) ◦ S)x∗}.
If we set S = I , the solution set of HFPP (3) is just Fix(T ).

By setting S = I − γ f , where f is η-Lipschitz continuous and k-strongly mono-

tonewith γ ∈
(
0,

2k

η2

]
, thenHFPP (3) reduces to the following variational inequality

problem over Fix(T ), so-called hierarchical variational inequality problem (in short,
HVIP): Find x∗ ∈ Fix(T ) such that

〈 f (x∗), x − x∗〉 ≥ 0, ∀x ∈ Fix(T ), (6)

which has been studied by Yamada and Ogura [21].
By setting T = J M

λ := (I + λM)−1 for λ > 0, and S = I − γ∇ψ, where ψ is con-
vex and Gateaux differentiable function such that∇ψ is η-Lipschitz continuous with

γ ∈
(
0,

2

η

]
, and using the fact that Fix(J M

λ ) = M−1(0), then HFPP (3) reduces to

the following mathematical programming problem with generalized equation con-
straint considered by Luo et al. [12]:

min
0∈M(x∗)

ψ(x∗). (7)

By taking M = ∂ϕ, where ∂ϕ is the subdifferential of a lower semicontinuous and
convex function, then problem (7) reduces to the following hierarchical minimization
problem, considered by Cabot [4]:

min
x∗∈argminϕ

ψ(x∗). (8)



272 R. Ali and M. Shahzad

Note that based on relation (5), HFPP (3) has the iterative algorithm xn+1 =
PFix(T )(Sxn). It will converge if a fixed point of the operator PFix(T ) ◦ S exists, and if S
is averaged, not just nonexpansive. But, in this case, the computing PFix(T ) ◦ S is not
easy, so it would be nice if one has an iterative algorithm that uses T itself, rather than
PFix(T ) ◦ S. For this purpose, Moudafi [13] introduced the following Krasnoselski–
Mann algorithm for solving HFPP (3):

xn+1 = (1 − αn)xn + αn(σn Sxn + (1 − σn)T xn), ∀n ≥ 0, (9)

where {αn} and {σn} are control sequences in (0, 1). It is worth to mention that
some algorithms in signal processing and image reconstruction may be written as the
Krasnoselski–Mann iterative algorithmwhich provides a unified frame for analysing
various concrete algorithms; see for instance [3, 19]. For further study of some
generalizations of iterative algorithm (9), see [5, 8, 9, 11, 14, 15, 20].

It is also worth to mention that the most of the results for HFPP (3) available in
the literature are related to the weak convergence of iterative algorithms for solving
HFPP (3). Therefore, we focus our attention to propose an iterative algorithm to find
a common solution of GGVLIP (2) and HFPP (3) and prove a strong convergence
theorem.

In this paper, motivated by iterative algorithms (9), we propose the following
hybrid iterative algorithm to approximate a common solution of GGVLIP (2) and
HFPP (3).
Iterative algorithm: Choose initial values x0, z0 ∈ C0 = C arbitrarily. Let the
sequences {xn} and {zn} be generated by the scheme:

F(w,wn; wn) + φ(w,wn) − φ(wn, wn) + 1

rn
〈w − wn, wn − xn〉 ≥ 0, ∀w ∈ C;

zn = (1 − αn)wn + αn(σn Swn + (1 − σn)Twn),

Cn = {z ∈ C : ‖zn − z‖2 ≤ ‖xn − z‖2},
Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},
xn+1 = PCn

⋂
Qn x0,

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(10)

where {rn} ⊂ (0,∞); {αn} ⊆ [0, 1], {σn} ⊆ [0, 1] are control sequences. We can
easily observe that a number of iterative algorithms can be obtained from iterative
algorithm (10).

In the next section, we present some concepts and results which are needed in the
proof of the main result while in Section 3, we prove a strong convergence theorem
for iterative algorithm (10). Further, we derive some consequences from the main
result. Finally, we give a numerical example to justify the main result. The method
and results presented in this paper extend, improve and unify the corresponding
known results in the literature.
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2 Preliminaries

Throughout the paper, we denote the strong and weak convergence of a sequence
{xn} to a point x ∈ H by xn → x and xn ⇀ x , respectively. We recall the following
concepts and results which are needed in sequel.

It is well known that a real Hilbert space H satisfies

(i) the identity

‖λx + (1 − λ)y‖2 = λ‖x‖2 + (1 − λ)‖y‖2 − λ(1 − λ)‖x − y‖2, (11)

for all x, y ∈ H and λ ∈ [0, 1];
(ii) Opial’s condition if for any sequence {xn} in H such that xn ⇀ x , for some

x ∈ H , the inequality

lim inf
n→∞ ‖xn − x‖ < lim inf

n→∞ ‖xn − y‖

holds for all x �= y;
(iii) the Kadec–Klee property [6], i.e., if {xn} is a sequence in H which satisfies

xn ⇀ x ∈ H and ‖xn‖ → ‖x‖ as n → ∞, then ‖xn − x‖ → 0.

For every point x ∈ H , there exists a unique nearest point in C denoted by PCx
such that

‖x − PCx‖ ≤ ‖x − y‖, ∀y ∈ C.

The mapping PC is called the metric projection of H onto C . It is well known that
PC is nonexpansive and satisfies

〈x − y, PCx − PC y〉 ≥ ‖PCx − PC y‖2, ∀x, y ∈ H. (12)

Moreover, PCx is characterized by the fact PCx ∈ C and

〈x − PCx, y − PCx〉 ≤ 0, ∀y ∈ C, (13)

and
‖x − y‖2 ≥ ‖x − PCx‖2 + ‖y − PCx‖2, ∀x ∈ H, y ∈ C. (14)

Definition 2.1 ([2]) An operator M : H → 2H is said to be

(i) monotone if

〈u − v, x − y〉 ≥ 0, whenever u ∈ M(x), v ∈ M(y);
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(ii) maximal monotone if M is monotone and the graph, graph(M) := {(x, y) ∈
H × H : y ∈ M(x)}, is not properly contained in the graph of any other mono-
tone operator.

Lemma 2.1 Let T is a nonexpansive mapping on H then

(i) [3] I − T is a maximal monotone mapping on H ;
(ii) [6] T is demiclosed on H in the sense that if {xn} converges weakly to x ∈ H

and {xn − T xn} converges strongly to 0 then x ∈ Fix(T ).

Lemma 2.2 (Corollary 4.15 [1]) Let C ⊂ H be a nonempty, closed and convex set
and let T : C → H be a nonexpansive mapping. Then Fix(T ) is closed and convex.

Assumption 2.1 Let F and φ satisfy the following conditions:

(i) F(x, y; z) = 0 if x = y for any x, y, z ∈ C ;
(ii) F is generalized relaxed α-monotone, i.e., for any x, y ∈ C and t ∈ (0, 1], we

have
F(y, x; y) − F(y, x; x) ≥ α(x, y),

where α : H × H → R such that

lim
t→0

α(x, t y + (1 − t)x)

t
= 0;

(iii) F(y, x; ·) is hemicontinuous for any fixed x, y ∈ C ;
(iv) F(·, x; z) is convex and lower semicontinuous for any fixed x, z ∈ C ;
(v) F(x, y; z) + F(y, x; z) = 0 for any x, y, z ∈ C ;
(vi) φ(·, ·) is weakly continuous and φ(·, y) is convex for any fixed y ∈ C ;
(vii) φ is skew-symmetric, i.e., φ(x, x) − φ(x, y) + φ(y, y) − φ(y, x) ≥ 0,

∀x, y ∈ C.

For a given r ≥ 0, define a mapping T F
r : H → C as follows:

T F
r (x) =

{
z ∈ C : F(y, z; z) + 1

r
〈y − z, z − x〉 + φ(z, y) − φ(z, z) ≥ 0,∀y ∈ C

}
,∀x ∈ H.

(15)
The following lemma is a special case of Lemma 3.1–3.3 due to [10] in real Hilbert
space.

Lemma 2.3 ([10]) Assume that F : C × C × C → R and φ : C × C → R satisfy
Assumption 2.1. Suppose the mapping T F

r : H → C be defined as in (15). Then the
following hold:

(i) T F
r (x) �= ∅ for each x ∈ H ;

(ii) T F
r is single valued;

(iii) T F
r is firmly nonexpansive, i.e.,
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‖T F
r x − T F

r y‖2 ≤ 〈T F
r x − T F

r y, x − y〉, ∀x, y ∈ H ;

(iv) Fix(T F
r ) = Sol(GGVLIP(1.2));

(v) Sol(GGVLIP(1.2)) is closed and convex.

3 Strong Convergence Theorem

We prove a strong convergence theorem for Iterative algorithm (10) to approximate
a common solution of GGVLIP (2) and HFPP (3).

Theorem 3.1 Let H be a real Hilbert space and let C ⊆ H be a nonempty, closed
and convex set. Let T, S : C → C be nonexpansivemappings; let F : C × C × C →
R is a trifunction andφ : C × C → R is a bifunctions satisfying Assumption 2.1with
F(x, ·; x) is weakly continuous. Assume that � = �

⋂
�

⋂
Fix(S) �= ∅. Let the

sequences {xn}, {zn} generated by Iterative algorithm (10) and the control sequences
{αn}, {σn} be such that {αn} ∈ [c, 1), c ∈ (0, 1), {σn} ∈ [a, b], a, b ∈ (0, 1) and
{rn} ⊂ (0,∞), lim infn→∞ rn = r > 0. Then the sequences {xn} and {zn} converge
strongly to x∗ ∈ �, where x∗ = P�x0.

Proof Since � �= ∅, T F
rn is nonexpansive and hence, it follows from Lemma 2.3

that Fix(T F
rn ) = � is a closed and convex set. Clearly � is closed and convex, since

� = Fix(PFix(T ) ◦ S) �= ∅. Thus, � is nonempty, closed and convex and hence P�x0
is then well defined. Next, we show that Cn ∩ Qn is closed and convex. For any
z ∈ Cn , we have

‖zn − z‖2 ≤ ‖xn − z‖2
⇔ ‖zn − xn‖2 + 2〈zn − xn, xn − z〉 ≤ 0. (16)

Now, we can easily observe that Cn is closed and convex for all n ≥ 0. Further,
evidently Qn is closed and convex for all n ≥ 0. Consequently, Cn ∩ Qn is closed
and convex for all n ≥ 0. Next, we claim that � ⊂ Cn

⋂
Qn, ∀ n ≥ 0. Indeed, for

any p ∈ �, i.e., p ∈ �, we have p = T F
rn p and we estimate

‖wn − p‖2 = ‖T F
rn xn − p‖2

≤ ‖xn − p‖2 (17)

Since, for any p ∈ �, and using (17) in the following inequality
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‖zn − p‖2 = ‖(1 − αn)wn + αn(σn Swn + (1 − σn)Twn) − p‖2
= ‖(1 − αn)(wn − p) + αn (σn(Swn − p) + (1 − σn)(Twn − p)) ‖2
≤ (1 − αn)‖wn − p‖2 + αn(σn‖Swn − p‖2 + (1 − σn)‖Twn − p‖2

−σn(1 − σn)‖Swn − Twn‖2)
≤ (1 − αn)‖wn − p‖2 + αn(σn‖wn − p‖2 + (1 − σn)‖wn − p‖2

−σn(1 − σn)‖Swn − Twn‖2)
≤ ‖wn − p‖2 − αnσn(1 − σn)‖Swn − Twn‖2. (18)

≤ ‖xn − p‖2 − αnσn(1 − σn)‖Swn − Twn‖2. (19)

≤ ‖xn − p‖2. (20)

This implies that p ∈ Cn and hence � ⊂ Cn, ∀n ≥ 0. Further, by induction method,
we show that � ⊂ Qn, ∀n ≥ 0. For n = 0, evidently � ⊂ Q0 = H , and hence � ⊂
C0 ∩ Q0. Therefore x1 = PC0∩Q0x0 is well defined. Now, assume that � ⊂ Cn−1 ∩
Qn−1, for some n > 1. Let xn = PCn−1∩Qn−1x0 then for any p ∈ �, it follows from (13)
that 〈x0 − xn, xn − p〉 = 〈x0 − PCn−1∩Qn−1x0, PCn−1∩Qn−1x0 − p〉 ≥ 0, and hence p ∈
Qn . Therefore� ⊂ Cn ∩ Qn . ConsequentlyCn ∩ Qn is nonempty, closed and convex
and hence xn+1 = PCn∩Qn x0 is well defined for all n ≥ 0. Thus the sequence {xn} is
well defined.

Since � �= ∅ then it is a closed and convex subset of C . From the definition of Qn

and � ⊂ Qn , we have

‖xn − x0‖ ≤ ‖p − x0‖, ∀p ∈ �, ∀n ≥ 0. (21)

This implies that {xn} is bounded and hence in particular,

‖xn − x0‖ ≤ ‖q − x0‖, ∀n ≥ 0, (22)

where q = P�x0. Since xn = PQn x0 and xn+1 ∈ Qn , using (14), we have

‖xn+1 − xn‖2 ≤ ‖xn+1 − x0‖2 − ‖xn − x0‖2,∀n ≥ 0. (23)

Hence, it follows from (22) and (23) that

N∑
n=1

‖xn+1 − xn‖2 ≤
N∑

n=1

(
‖xn+1 − x0‖2 − ‖xn − x0‖2

)

= ‖xN+1 − x0‖2 − ‖x1 − x0‖2
≤ ‖q − x0‖2 − ‖x1 − x0‖2, (24)

which implies that
∞∑
n=1

‖xn+1 − xn‖2 is convergent and hence
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lim
n→∞ ‖xn+1 − xn‖ = 0. (25)

Since xn+1 = PCn
⋂

Qn x0 ∈ Cn , it follows that

‖zn − xn+1‖2 ≤ ‖xn − xn+1‖2. (26)

It follows from (25) and (26) that

lim
n→∞ ‖zn − xn+1‖ = 0. (27)

Furthermore, we have

‖zn − xn‖ ≤ ‖zn − xn+1‖ + ‖xn+1 − xn‖. (28)

Hence, it follows from (25), (27) and (28) that

lim
n→∞ ‖zn − xn‖ = 0. (29)

Since T F
rn is firmly nonexpansive, we have

‖wn − p‖2 = ‖T F
rn xn − T F

rn p‖2
≤ 〈xn − p, wn − p〉
≤ 1

2

[‖xn − p‖2 + ‖wn − p‖2 − ‖xn − wn‖2
]
,

which in turn yields

‖wn − p‖2 ≤ ‖xn − p‖2 − ‖xn − wn‖2, (30)

and this together with (18) gives that

‖xn − wn‖2 ≤ ‖xn − p‖2 − ‖zn − p‖2
≤ (‖zn − p‖ + ‖xn − p‖)‖xn − zn‖
≤ L1‖xn − zn‖ (31)

where L1 := sup
n

{‖xn − p‖ + ‖zn − p‖}. Hence, it follows from (29) and (31) that

lim
n→∞ ‖xn − wn‖ = 0. (32)

Since
‖zn − wn‖ ≤ ‖zn − xn‖ + ‖xn − wn‖, (33)
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it follows from (29), (32) and (33) that

lim
n→∞ ‖zn − wn‖ = 0. (34)

From (19), we have

αnσn(1 − σn)‖Swn − Twn‖2 = ‖xn − p‖2 − ‖zn − p‖2
≤ ‖xn − zn‖(‖xn − p‖ + ‖zn − p‖)
= L1‖xn − zn‖. (35)

By using (29) and {αn} ∈ [c, 1), c ∈ (0, 1), {σn} ∈ [a, b] ⊂ (0, 1) in (35), we get

lim
n→∞ ‖Swn − Twn‖ = 0. (36)

Further, from (10), we have

αn‖Twn − wn‖ ≤ ‖zn − wn‖ + αnσn‖Twn − Swn‖ (37)

‖Twn − wn‖ ≤ 1

αn
‖zn − wn‖ + αnσn‖Twn − Swn‖ (38)

It follows from {αn} ∈ [c, 1), c ∈ (0, 1), {σn} ∈ [a, b] ⊂ (0, 1), (34), (36) and (38)
that

lim
n→∞ ‖Twn − wn‖ = 0. (39)

From (36) and (39), we have

lim
n→∞ ‖Swn − wn‖ = 0. (40)

Since

‖T xn − xn‖ ≤ ‖T xn − Twn‖ + ‖Twn − wn‖ + ‖wn − xn‖
≤ 2‖wn − xn‖ + ‖Twn − wn‖ (41)

Hence, it follows from (32), (39) and (41) that

lim
n→∞ ‖T xn − xn‖ = 0. (42)

Therefore, it follows from Lemma 2.1(ii) and (42) that every weak limit point of
{xn} is a fixed point of the mapping T , i.e., ωw(xn) ⊂ Fix(T ). Since every Hilbert
space satisfies Opial’s condition, Opial’s condition guarantees that ωw(xn) is single-
ton. Thus {xn} converges weakly to x∗ ∈ Fix(T ). Further, it follows from (32) that
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the sequences {xn} and {wn} have the same asymptotic behaviour and hence {wn}
converges weakly to x∗ ∈ Fix(S).

Next, we show that x∗ ∈ �. Since

zn − wn = αn(σn(Swn − wn) + (1 − σn)(Twn − wn)) (43)

and hence

1

αnσn
(wn − zn) = (I − S)wn +

(
1 − σn

σn

)
(I − T )wn, (44)

and hence for all z ∈ Fix(T ) and using monotonicity of I − S, we have

〈wn − zn
αnσn

, wn − z〉 = 〈(I − S)wn − (I − S)z, wn − z〉 + 〈(I − S)z, wn − z〉

+1 − σn

σn
〈wn − Twn, wn − z〉

≥ 〈(I − S)z, wn − z〉 + 1 − σn

σn
〈wn − Twn, wn − z〉. (45)

Using (34), (39), conditions on αn and σn in (45), we have

lim sup
n→∞

〈z − Sz, wn − z〉 ≤ 0, ∀z ∈ Fix(T ). (46)

Since wn ⇀ x∗ then, it follows from (46)

〈(I − S)z, x∗ − z〉 ≤ 0, ∀z ∈ Fix(T ). (47)

Since Fix(T ) is convex, λz + (1 − λ)x∗ ∈ Fix(T ) for λ ∈ (0, 1) and hence

〈(I − S)(λz + (1 − λ)x∗), x∗ − (λz + (1 − λ)x∗)〉
= λ〈(I − S)(λz + (1 − λ)x∗), x∗ − z〉
≤ 0 ∀z ∈ Fix(T ), (48)

which implies

〈(I − S)(λz + (1 − λ)x∗), x∗ − z〉 ≤ 0 ∀z ∈ Fix(T ).

On taking limits λ → 0+, we have

〈(I − S)x∗, x∗ − z〉 ≤ 0 ∀z ∈ Fix(T ). (49)
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That is x∗ ∈ �. Next, we show that x∗ ∈ Sol(GGVLIP(1.2)) = �. Since wn =
T F
rn xn , we have

F(w,wn;wn) + φ(w,wn) − φ(wn, wn) + 1

rn
〈w − wn, wn − xn〉 ≥ 0, ∀w ∈ C.

It follows from generalized relaxed α-monotonicity of F , and above inequality
implies that

φ(w,wn) − φ(wn, wn) + 〈w − wn,
wn − xn

rn
〉 ≥ −F(w,wn; w) + α(wn, w), ∀w ∈ C. (50)

Since lim inf
n→∞ rn > 0, then there exists a real number r > 0 such that rn ≥ r, ∀ n and

hence, we have ‖wn − xn‖
rn

≤ ‖wn − xn‖
r

.

It follows from (32) that

lim
n→∞

‖wn − xn‖
rn

≤ 1

r
lim
n→∞ ‖wn − xn‖ = 0.

Since α is lower semicontinuous in the first argument, φ is weakly continuous and
F(u, ·; u) is weakly continuous then on taking n → ∞ in (50), we get

α(x∗, w) − F(w, x∗;w) − φ(w, x∗) + φ(x∗, x∗) ≤ 0, ∀w ∈ C. (51)

For t with 0 < t ≤ 1 and w ∈ C , set wt = tw + (1 − t)x∗. Since C is convex set,
wt ∈ C, then from (51), we have

α(x∗, wt ) − F(wt , x
∗;wt ) − φ(wt , x

∗) + φ(x∗, x∗) ≤ 0, (52)

which implies that

α(x∗, wt ) ≤ F(wt , x
∗; wt ) − φ(x∗, x∗) + φ(wt , x

∗)
≤ t F(u, x∗; wt ) + (1 − t)F(x∗, x∗; wt ) − φ(x∗, x∗) + tφ(u, x∗) + (1 − t)φ(x∗, x∗)
≤ t[F(u, x∗; wt ) + φ(u, x∗) − φ(x∗, x∗)]. (53)

Since F(u, x∗; ·) is hemicontinuous and letting t → 0, we have

lim
t→0

{F(u, x∗;wt ) + φ(u, x∗) − φ(x∗, x∗)} ≥ lim
t→0

α(x∗, wt )

t
, (54)

which implies
F(u, x∗; x∗) + φ(u, x∗) − φ(x∗, x∗) ≥ 0. (55)
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This implies that x∗ ∈ Sol(GGVLIP(1.2)) = � and thus x∗ ∈ �.

Finally, we show that xn → x∗, where x∗ = P�x0. Since xn = PQn x0 and x∗ ∈
� ⊂ Qn , we have

‖xn − x0‖ ≤ ‖x∗ − x0‖.

It follows from q = P�x0, (22) and the lower semicontinuity of the norm that

‖q − x0‖ ≤ ‖x∗ − x0‖ ≤ lim inf
n→∞ ‖xn − x0‖ ≤ lim sup

n→∞
‖xn − x0‖ ≤ ‖q − x0‖.

This implies that limn→∞ ‖xn − x0‖ = ‖q − x0‖ = ‖x∗ − x0‖. Since xn − x0 ⇀

x∗ − x0 and ‖xn − x0‖ → ‖x∗ − x0‖ then from the Kadec–Klee property of H , we
have limn→∞ xn = x∗ = q. Thus, we conclude that {xn} converges strongly to x∗
where x∗ = P�x0. �

Now, we give the following consequence of Theorem 3.1.

If we set S = I and σn = 0,∀n in Iterative algorithm (10), we have the following
strong convergence theorem for finding a commonelement of solution set ofGGVLIP
(2) and Fix(T ).

Corollary 3.1 Let H be a real Hilbert space and let C ⊆ H be a nonempty, closed
and convex set. Let T : C → C be nonexpansive mappings; let F : C × C × C →
R is a trifunction and φ : C × C → R is a bifunctions satisfying Assumption 2.1
with F(x, ·; x) is weakly continuous. Assume that �′ = �

⋂
Fix(T) �= ∅. Let the

sequences {xn}, {zn} generated by Iterative algorithm (10) and the control sequences
{αn}, {σn} be such that {αn} ∈ [c, 1), c ∈ (0, 1) and lim

n→∞ rn = r > 0.

F(w,wn;wn) + φ(w,wn) − φ(wn, wn) + 1

rn
〈w − wn, wn − xn〉 ≥ 0, ∀w ∈ C;

zn = (1 − αn)wn + αnTwn,

Cn = {z ∈ C : ‖zn − z‖2 ≤ ‖xn − z‖2},
Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},
xn+1 = PCn

⋂
Qn x0,

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

Then the sequences {xn} and {zn} converge strongly to x∗ ∈ �′, where x∗ = P�′x0.

4 Numerical Example

We give a numerical example which justify Theorem 3.1.

Example 4.1 Let H = R, the set of all real numbers, with the inner product defined
by 〈x, y〉 = xy, ∀ x, y ∈ R, and induced usual norm | · |. Let C = (−∞,+∞); let
F : C × C × C → R and φ : C × C → R be defined by F(y, x; x) = (x − 5

2 )(y −
x), with α(x, y) = (y − x)2, ∀x, y ∈ C and φ(x, y) = xy, ∀x, y ∈ C ; let the map-
ping T : C → C be defined by T x = x , and let the mapping S : C → C be defined
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by Sx = x+5
5 ,∀x ∈ C . Setting {αn} = 0.9, {σn} = 0.9 and {rn} = 0.25, ∀n ≥ 1.

Then {xn} and {zn} generated by the hybrid iterative scheme (10) converge to a point
x∗ = { 54 } ∈ �.

Proof It is easy to prove that the trifunction F and bifunction φ satisfy Assumption
2.1. It is also easy to observe that T, S are nonexpansive mappings with Fix(T ) ={
5
4

}
, Fix(S) = {

5
4

}
, and hence � = Sol(HFPP(1.3)) = {

5
4

}
. Furthermore, it is easy

toprove that� = GGVLIP(1.2)) = {
5
4

}
. Therefore,� = �

⋂
�

⋂
Fix(S) = {

5
4

} �=
∅.After simplification, hybrid iterative scheme (10) reduces to the following scheme:
Given initial value x0,

wn = 8xn + 5

12
; zn = (1 − αn)wn + αn

5 (5σn + 5wn − 4σnwn);
Cn = [en,∞) , where en := zn + xn

2
;

Qn = [xn,∞);
xn+1 = PCn

⋂
Qn x0, n ≥ 0.

Finally, using the software MATLAB 7.8.0, we have the following figure and table
which show that {xn} and {zn} converge to x∗ = 5

4 as n → +∞.

0 5 10 15 20 25 30 35 40 45 50
Number of iterations

-3

-2

-1

0

1

2

3

4

5
Convergence of { x n } and { z n }

xn

xn

zn

zn

      {xn} and {zn} when xo=5

{xn} and {zn} when xo=-3

This completes the proof. �
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