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Abstract Salient object detection is a challenging research field in computer vision.
The existing saliency detection methods generally focus on finding feature maps
for saliency computation. However, the combination of these feature maps signifi-
cantly improves salient region(s) detection. In this paper, we propose a novel feature
integration approach called U-FIN in which final saliency map is obtained by a
weighted combination of individual feature maps. The proposed approach works in
three phases viz. (i) artifact reference (AR) map generation (ii) weight learning and
(iii) final saliency map computation. Firstly, AR map is produced using majority
voting on the individual feature maps extracted from the input image. Secondly,
linear regression is employed for weight learning which is used in the next phase.
Finally, the individual feature maps are linearly combined using weights learned in
the second phase to generate the final saliency map. Extensive experiments are con-
ducted on two benchmark datasets, i.e., ASD and ECSSD to validate the proposed
feature integration approach. The performance is measured in terms of precision,
recall, receiver operating characteristic (ROC) curve, F-measure and area under the
curve (AUC). Extensive experiments demonstrate the superiority of the proposed
U-FIN approach against nine state-of-the-art saliency methods on ASD dataset and
comparable on ECSSD dataset with the best performing methods.
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1 Introduction

The phenomenon of the human visual system is simulated in salient object detection.
Salient object detection approach rapidly extracts more relevant information in a
scene. It attempts to locate visually more prominent and conspicuous objects/regions
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in an image. Saliency detection is a more attractive and challenging research area in
various fields such as neuroscience, psychology and computer vision. Salient object
detection devoted to compute a saliency map [9] that highlights most significant
part(s) in an image. It has also been deemed as preprocessing step to rectify the
computational time in variety of visual applications such as object detection [20],
video summarization [15], visual tracking [32] and image classification [26].

In the last decade, a number of saliency detection methods have been investigated
to achieve efficient performance in a robust manner. However, this problem is still
challenging specifically on complex images. Salient object detection (SOD)methods
are broadly divided into two categories [30] (a) bottom-up and (b) top-downmethods
based on the way in which visual cues are explored. Bottom-up saliency detection
methods [5, 9] exploit various low-level visual cues, i.e., color, intensity, texture and
contrast, while top-down methods [17] entail training model and prior knowledge
for computing saliency value of image elements. Typically, a single feature is not
sufficient to capture salient object in an efficient and robust manner, e.g., frequency-
tuned (FT) SOD [1], and hierarchical contrast (HC) [3] methods are single feature
methods. In both these methods, contrast feature is employed for finding the saliency
map, which is not appropriate for complex structure images. Besides, many saliency
methods exploit multiple features and heuristic features combination approaches for
saliency analysis such as linear [9] and nonlinear [8].

Learning-based feature integration methods were introduced by Liu et al. [13]
who fused three novel visual feature maps, i.e., (a) color spatial distribution, (b)
surround histogram and (c) center-multi-scale contrast using a weight vector. This is
a supervised learning method, and weights are learnt using conditional random field
(CRF). Feature integration approach defines the role of each feature in the saliency
computation. Hence, the performance of these kinds of methods mainly depends
upon the weights which are used for combination of individual features maps. A
simple approach can be to linearly combine all the features with equal weights, but
the performance may be poor due to the fact that all the features may not equally
highlight salient regions. Another approach can be to derive single weight vector for
all the natural images similar to Liu et al. [13]. The performance may again be poor
due to the diverse characteristics of natural images. Based on the above discussion,
we have made an attempt to alleviate the problem of feature combination approach
by deriving image-dependent weights in an unsupervised manner.

Here, we propose an unsupervised feature integration (U-FIN) approach which
derives image-dependent weights by using unsupervised method. The feature inte-
gration approach has three phases: (i) artifact reference (AR) map generation (ii)
weight learning and (ii) final saliency map computation. Firstly, AR map is pro-
duced using majority voting on the individual feature maps extracted from the input
image. Secondly, linear regression (LR) is employed for learning weight. Finally, the
individual feature maps are linearly combined to generate the final saliency map. In
this paper, our contribution is twofold:
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1. A novel feature integration approach is proposed which derives weights in an
unsupervised manner using linear regression.

2. Extensive validation is performed on two publicly available datasets to exhibit
the better performance of the proposed approach.

2 Related Work

In the last few years, numerous saliency detection methods have been developed,
and fabulous performance has been achieved. The early saliency computation work
was prompted by capturing the visual attention process of human visual system
(HVS). First computational on salient object detection was proposed by Itti et al. [9]
in which feature integration theory [22] with biologically plausible visual attention
system [10] was explored to generate saliency map. Itti et al. [9] proposed model
extract various contrast feature maps, namely orientation, luminance and color based
on center-surround approach across multiple scales, and after that normalize all the
features and aggregate for generating the saliency map. A number of methods have
extended Itti et al. [9] work in different disciplines such as Walther et al. [23] had
extended it to highlight proto-object and Han et al. [7] extended it with Markov
random field (MRF) and region growing approach to identify salient objects. The
center-surround contrast has been extensively used either locally or globally in many
existing saliencydetectionmethods since it clearly highlights salient region from their
surrounds regions. The center-surroundmechanism is studied across variety of visual
features, viz. color, shape and texture [14]. Zhang et al. [29] measures saliency based
on information theory where the uniqueness is represented using self-information
of local image features. Seo and Milanfar [21] proposed saliency method in which
local regression kernels-based self-resemblance is utilized for saliency estimation.
Rahtu et al. [19] proposed saliencymethod that integrates saliencymeasures obtained
by jointly consideration of a statistical framework and local feature contrast with a
conditional random field (CRF). Murray et al. computed weighted center-surround
maps and applied inverse wavelet transform (IWT) for generation of saliency map.

Furthermore, global knowledge of visuals has been exploited in different direc-
tions to compute saliency map. Context-aware saliency detection approach pro-
posed by Goferman et al. [5] which incorporates local center-surround difference
along the global distinctive few visual organization principles and color feature to
compute saliency map. The statistical information of image has been exploited to
build foreground/background model which assigns saliency value to image elements
based on posterior probability of foreground model to background model [30]. Li
et al. [12] learnt the prior information for saliency estimation. In [11], saliency
is analyzed in the frequency domain that which part of the frequency spectrum
significantly contributed to saliency estimation. Additionally, many saliency detec-
tion methods decomposed the image into regions by applying either segmentation
or clustering approach. Such participation of images is helpful for incorporating
global knowledge at region level [3]. Ren et al. [20] proposed effective region-based
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saliency computation approach that decomposed input image into the perceptually
and semantically meaningful regions, and saliency of each region is measured based
on spatial compactness using Gaussian mixture model (GMM). Furthermore, Fang
et al. [4] suggested an approach in which discriminative subspaces are learnt for
image saliency computation. Zeng et al. [28] proposed saliency estimation based on
an unsupervised game-theoretic approach which does not depend on labeled training
data.

Recently, deep learning-based methods have been proposed that influence perfor-
mance greatly, but performance of these models entirely depends on large number
of training data for optimizing network learnable parameters which increase com-
putational time. Wang et al. [25] suggested saliency measure approach in which
two deep neural network (DNNs) are trained to extract local features and global
search, respectively. Context-based DNN is suggested by Zhao et al. [31] that con-
structs multi-context DNN with the consideration of local and global context. Pan et
al. [18] proposed various saliency estimation approaches using convolutional neural
networks (CNN) which greatly reduce computational cost. Guan et al. [6] proposed
edge-aware CNN in which global contextual knowledge is combined along with the
low-level edge features for saliency measure. Wang et al. [24] exploited recurrent
fully convolutional networks (RFCNs) that incorporated saliency priors to generate
saliency map.

3 Proposed Approach

In this section, we illustrate the framework of the proposed model in which features
are integrated using a three-phase approach, i.e., (i) artifact reference map generation
(ii) weight learning using linear regression and (iii) final saliency map generation.

In the first phase, more than one visually distinguishing featuremaps are extracted
from an image. In this proposed model, we have employed three features maps,
viz. color spatial distribution, multi-scale contrast and center-surround histogram as
suggested by Liu et al. [13]. A Gaussian image pyramid is employed for multi-scale
contrasts which are linearly added to derive multi-scale contrast feature map. This is
local feature that perseveres high-contrast boundaries (i.e., edges) while suppressing
homogeneous regions. The center-surround histogram is regional features which
significantly highlight salient object that is distinctive with its surroundings. This
feature is calculated with the consideration of surroundings for salient object and
measures the distinctiveness as the distance between histograms of RGB color of
salient object and its surroundings. The global information of image is captured
using color spatial distribution. Larger a color is scattered in the image, then it is
less likely to be contained by salient object. Hence, the global spatial distribution
of a certain color is utilized to compute saliency of regions. The spatial distribution
of color can be calculated as spatial variance of the color. The Gaussian mixture
model (GMM) is used statistically to describe all colors of image and assign all color
belongingness probability to each pixel. Then, variance of each color is computed,
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Fig. 1 A schematic representation of the proposed approach. Several features like color spatial
distribution, center-surroundhistogramandmulti-scale contrast are extracted usingLiu [13] saliency
method

and using these variances, color spatial distribution is calculated. Further, the color
spatial distribution is refined by image center weight. These features are integrated
into various disciplines such as linear summation and weighted linear summation.
All these feature maps are combined using majority voting, and the resultant labeled
map is termed as artifact reference (AR) map.

In phase two, linear regression (LR) is employed to learn the weights for combin-
ing initial feature maps. The ARmap is used as the target map. Thus, instead of using
human-annotated map of an image, our approach uses the estimated ARmap. Hence,
the proposed approach entails unsupervised learningmechanism and presents a novel
unsupervised learning-based feature integration approach which learns integration
weights for each image. In phase three, a final saliency map is found by combining
the initial feature maps with corresponding weights learnt in the previous phase.

The architecture of the proposed feature integration approach is delineated in
Fig. 1. First, the saliency method [13] is utilized to extract various features from the
given input image. These features are incorporated with majority of vote process to
obtainARmap. Further, features andARmap are fed intoLR, and a set ofweights (w)
are learnt. Afterward, the features are linearly combined using w to generate final
saliency map S. Next, we provide the mathematical formulation of the proposed
approach.
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3.1 Artifact Reference (AR) Map Generation

The feature maps of an image are obtained using Liu et al. [13] method. These
feature maps are represented as a set of features F = {F1,F2, . . . ,FN } where N is
the number of feature maps. F is transformed into a set of classified map in which
pixel value is either 0 or 1. SupposeCi is the classified map corresponding to feature
Fi . Thus, all the classified map can be represented as C = {C1,C2, . . . ,CN }. The
classified map is obtained using adaptive thresholding as suggested by Achanta et
al. [1] where the threshold (Ti ) for i-th feature map (Fi ) is computed as follows:

Ti = 2

Iw × Ih

Iw∑

x=1

Ih∑

y=1

Fi (x, y) i = 1, 2, . . . , N (1)

where Iw and Ih are width and height of the input image. Hence, classified map Ci

corresponding to feature Fi is computed as follows:

Ci (x, y) =
{
1 if Fi (x, y) � Ti
0 otherwise

(2)

Here, (x, y) represents the location of the pixel under consideration such that
1 ≤ x ≤ Iw and 1 ≤ y ≤ Ih .

Hence, the classified maps thus contain only two values, i.e., 1 and 0 where 1
denotes salient region and 0 denotes background region in a given image. Therefore,
the classified map is annotated map which partitions the input image pixels into two
parts. Further, we use these classified maps for generating artifact reference map.
Since these classified maps have class labels, we apply the majority vote scheme to
obtain a artifact reference map which is act like human annotation map in a better
manner. To find the artifact reference map AR for the input image, the following
equation is used:

AR(x, y) =
{
1 if

∑N
i=1 Ci (x, y) > N/2

0 otherwise
(3)

For proper working of the above equation, N must be an odd number. In this
research work, we have chosen N = 3.

3.2 Weight Learning Using Linear Regression

Linear regression using gradient descent learns image-dependent weights for com-
bination of various feature maps of an image. Each pixel value is described with the
help of a set of features (i.e., color spatial distribution,multi-scale contrast and center-
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surround histogram) given in Liu et al. [13] as a feature vector x = {x1, x2, . . . , xN }
where N is the number of features. Hence, the i-th feature of an image I is rep-
resented as Ai = {x1(i), x2(i), . . . , xp(i)}, i = 1, 2, . . . , N , where Ai ∈ R

p and
p = Iw × Ih . The set of features A = {A1,A2, . . . ,AN }, where A ∈ R

p×N and
corresponding artifact reference (AR) map Y = {y1, y2, . . . , yp}, where Y ∈ R

p.
The proposed linear regression is mathematically defined as follows:

Φ : (RN |w) → R (4)

wherew = {w1, w2, . . . , wN+1} is set of image-dependent weights. Initially,w is set
to zero and is gradually adjusted during learning in order to reduce error between
combined features output and the AR map. Consequently, the linear regression is
obtained fitted weights which is further used from features combination task. The
linear regression predicts pixel-wise output and is denoted as ŷ j for j-th pixel in the
given image and mathematically represented as:

ŷ j = Φ(x j |w) (5)

Φ(x j |w) =
N∑

i=1
xi ∈x j

wi xi + wN+1 (6)

The linear regression predicts saliency map for an image as follows:

Φ(A|w) = {Φ(x1|w),Φ(x2|w), . . . , Φ(xp|w)} (7)

Ŷ = Φ(A|w) (8)

where Ŷ is predicted saliency map of the given image. Linear regression is utilized
mean square error cost function between predicted saliency map Ŷ and AR map Y
to evaluate goodness of weights. The cost function L(x j |w) gives the error between
j-th pixel predicted output and its artifact reference value as given in Eq.9:

L(x j |w) = (y j − Φ(x j |w))2 (9)

L(x j |w) = (y j − ŷ j )
2 (10)

Similarly, we can define the cost function for an input images as follows:

L(A|w) = 1

p

p∑

j=1

(y j − ŷ j )
2 (11)

Thus, our objective is to minimize the cost function L(A|w) whose solution is
obtained using gradient descent algorithm.
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3.3 Final Saliency Map Generation

The weight vectorw learnt for a specific image is used to integrate extracted features.
The set of features A and learnt weights are incorporated to compute final saliency
map as weighted linear combination of features as follows:

S =
N∑

i=1

wiAi + wN+1 (12)

Thereafter, the saliency map S is normalized in the range of [0, 1] as follows:

S = S − θmin(S)

θmax(S) − θmin(S)
(13)

where θmax and θmin are operators which find maximum and minimum value from
the input matrix, respectively.

4 Experimental Setup and Results

In this section, we discuss the experimental outcomes to analyze of the proposed
feature integration approach across various state-of-the-art methods on two pub-
licly available salient object datasets, i.e., ASD [1] and ECSSD [27]. ASD dataset is
widely used dataset which contains 1000 natural images with variety of salient object
from the MSRA-5000 saliency detection dataset [13]. ECSSD [27] dataset consists
of 1000 images which shows diversity in terms of semantics and complexity con-
structed from the Web resources. The human annotations (i.e., ground truth labels)
are obtained using five observers. Further illustrating the superiority of the proposed
feature integration approach, its performance is compared with nine state-of-the-art
saliency detection methods viz. Liu [13], SUN [29], SeR [21], CA [5], SEG [19],
SIM [16], SP [12], SSD [11], LDS [4]. The validation is conducted in two different
aspects: qualitative and quantitative.

The quantitative study is carried out with five performance measures, i.e., recall,
precision, receiver operating characteristics (ROC), F-measure and area under the
ROC curve(AUC), for validation of the proposed feature integration approach. Pre-
cision and recall are calculated by inferring an overlapped region of saliency map (S)
with human annotation, i.e., ground truth (G). The strength of saliency methods as
predicted salient regions are likely salient is depicted by precision. However, recall
reveals the strength of methods in the form of completeness of real salient regions.
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Besides, F-measure is illustrated as a weighted combination of precision and recall
for comprehensive validation. All these metrics are mathematically represented as
follows [2]:

Precision = |B ∩ G|
|B| (14)

Recall = |B ∩ G|
|G| (15)

Fβ = (1 + β2)Precision × Recall

β2Precision + Recall
(16)

whereB is a binary map corresponding to saliencymap Swhich is generated with the
help of an adaptive threshold as reported in [1]. The operator |.| is used to find sum of
ones in the binary map in the enclosed binary labeled matrix. The β is fixed with 0.3
during all the experiments as suggested in [1] to more emphasize on precision than
recall. Further, ROC is delineated using false positive rate (FPR) and true positive
rate (TPR) where false positive rate (FPR) and true positive rate (TPR) on the x-
axis and y-axis in the plot, respectively. The TPR and FPR are computed using a
sequence of thresholds which are varied between the range of [0, 1] with equal steps
and formulated as follows [2]:

TPR = |B ∩ G|
|G| (17)

FPR = |B ∩ NG|
|NG| (18)

Another most widely used metric AUC is determined as the area covered beneath
the ROC curve. The experimental parameters such as learning rate (α = 0.03) and
number of iterations (I = 25)which are used in LR for weight leaning are set empir-
ically.

4.1 Performance Comparison with State-of-the-art Methods

We compare the proposed approach against nine state-of-the-art saliency meth-
ods qualitatively and quantitatively to illustrate the effectiveness of the proposed
approach. Figure2 demonstrates the qualitative performances of the proposed model
and the compared well-performing state-of-the-art saliency methods. The columns
(from left to right) show the first-third and fourth-sixth input images from ASD [1]
and ECSSD [27] datasets, respectively.
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Fig. 2 Visual results of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

These images represent different scenes such as single object, object near to image
boundary and complex background. One can observe that some saliency methods
such as SP [12], SSD [11], LDS [4], SIM [16] and SeR [21] fail to capture entire
object even on simple image, e.g., fifth column. SUN [29] clearly detects the edge of
object but fails to suppress background and highlights region inside object. However,
Liu [13] and SEG [19] deliver better results on simple images, e.g., second and fifth
columns, while fail to suppress background on complex structure images, e.g., first
and sixth columns. In contrast, the proposed approach U-FIN performs uniformly
on each of these images and clearly suppresses background in comparison with the
second good performing saliency method, i.e., Liu [13] as shown in the first, third
and sixth columns.
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Fig. 3 Precision scores of the proposed U-FIN approach with compared nine state-of-the-art meth-
ods on ASD [1] and ECSSD [27] datasets

The quantitative analysis of the proposed U-FIN approach with compared state-
of-the-art saliency detection methods in terms of Precision, Recall, F-measure, AUC
and ROC curve is shown in Figs. 3, 4, 5, 6 and 7, respectively. It can be readily
observed that on ASD [1] dataset, U-FIN outperforms compared state-of-the-art
saliency detection methods. However, SIM [16] and SUN [29] are the worst per-
formers in terms of F-measure, recall, precision, AUC and ROC curve, respectively.
On ECSSD [27] dataset, U-FIN outperforms the other compared methods in terms
of F-measures and equally performs with Liu [13] in terms of AUC and ROC curve.
The proposed approach performs better than Liu et al. [13] in terms of recall, but
LDS [4] is the best among the compared methods. In terms of precision, Liu [13]
performs best, while the proposed method is comparable with the top performer.

4.2 Computational Time

The computational times of the proposed feature integration approach along with
the compared saliency methods on the ASD [1] dataset are reported in Fig. 8. The
dataset contains images whose size is 400 × 300. The execution timings have
been obtained on a desktop PC that configured with the following specification:
Intel(R)Core(TM)i7-4770 CPU@3.40GHz. As shown in Fig. 8, the proposed feature
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Fig. 4 Recall scores of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

Fig. 5 F-measure scores the proposedU-FINapproachwith compared nine state-of-the-artmethods
on ASD [1] and ECSSD [27] datasets
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Fig. 6 AUC scores of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

Fig. 7 ROC on the two widely used datasets: a ASD [1]. b ECSSD [27]

integration approach is faster thanCA [5],while SSD [11], LDS [4], SP [12], SeR [21]
and SIM [16] are better than the proposed feature integration approach, and from
other, it is comparable. Although the proposed method is computationally more
expensive than several methods, the same can be mitigated with the improvement
noticed in performance.
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Fig. 8 Computational time analysis of the proposed U-FIN approach with compared nine state-of-
the-art methods on ASD [1] dataset

5 Conclusion and Future Work

In this paper, we have presented a novel feature integration approach U-FIN in which
image-dependentweights are learnt using linear integration of features extracted from
the input image in an unsupervised manner. Initially, artifact reference (AR) map is
produced from a set of features extracted from the image. This map assists in leaning
the appropriate weights to combine specific image features. Further, linear regres-
sion (LR) model is built using gradient descent to learn weights for specific image
features. Finally, these weights are used to linearly combine features to generate
final saliency map. A comprehensive evaluation has been shown on two publicly
available benchmark datasets, i.e., ASD and ECSSD, that show the effectiveness of
the proposed U-FIN approach. It is also found that U-FIN is superior than nine state-
of-the-art saliency methods on ASD dataset and comparable on ECSSD dataset. In
our future work, we will extend the current feature integration approach with the
selection of efficient feature maps and alternative feature integration approach(s).
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