
Lecture Notes in Electrical Engineering 668

Gurdeep Singh Hura
Ashutosh Kumar Singh
Lau Siong Hoe   Editors

Advances in 
Communication 
and Computational 
Technology
Select Proceedings of ICACCT 2019



Lecture Notes in Electrical Engineering

Volume 668

Series Editors

Leopoldo Angrisani, Department of Electrical and Information Technologies Engineering, University of Napoli
Federico II, Naples, Italy
Marco Arteaga, Departament de Control y Robótica, Universidad Nacional Autónoma de México, Coyoacán,
Mexico
Bijaya Ketan Panigrahi, Electrical Engineering, Indian Institute of Technology Delhi, New Delhi, Delhi, India
Samarjit Chakraborty, Fakultät für Elektrotechnik und Informationstechnik, TU München, Munich, Germany
Jiming Chen, Zhejiang University, Hangzhou, Zhejiang, China
Shanben Chen, Materials Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
Tan Kay Chen, Department of Electrical and Computer Engineering, National University of Singapore,
Singapore, Singapore
Rüdiger Dillmann, Humanoids and Intelligent Systems Laboratory, Karlsruhe Institute for Technology,
Karlsruhe, Germany
Haibin Duan, Beijing University of Aeronautics and Astronautics, Beijing, China
Gianluigi Ferrari, Università di Parma, Parma, Italy
Manuel Ferre, Centre for Automation and Robotics CAR (UPM-CSIC), Universidad Politécnica de Madrid,
Madrid, Spain
Sandra Hirche, Department of Electrical Engineering and Information Science, Technische Universität
München, Munich, Germany
Faryar Jabbari, Department of Mechanical and Aerospace Engineering, University of California, Irvine, CA,
USA
Limin Jia, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
Alaa Khamis, German University in Egypt El Tagamoa El Khames, New Cairo City, Egypt
Torsten Kroeger, Stanford University, Stanford, CA, USA
Qilian Liang, Department of Electrical Engineering, University of Texas at Arlington, Arlington, TX, USA
Ferran Martín, Departament d’Enginyeria Electrònica, Universitat Autònoma de Barcelona, Bellaterra,
Barcelona, Spain
Tan Cher Ming, College of Engineering, Nanyang Technological University, Singapore, Singapore
Wolfgang Minker, Institute of Information Technology, University of Ulm, Ulm, Germany
Pradeep Misra, Department of Electrical Engineering, Wright State University, Dayton, OH, USA
Sebastian Möller, Quality and Usability Laboratory, TU Berlin, Berlin, Germany
Subhas Mukhopadhyay, School of Engineering & Advanced Technology, Massey University,
Palmerston North, Manawatu-Wanganui, New Zealand
Cun-Zheng Ning, Electrical Engineering, Arizona State University, Tempe, AZ, USA
Toyoaki Nishida, Graduate School of Informatics, Kyoto University, Kyoto, Japan
Federica Pascucci, Dipartimento di Ingegneria, Università degli Studi “Roma Tre”, Rome, Italy
Yong Qin, State Key Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University, Beijing, China
Gan Woon Seng, School of Electrical & Electronic Engineering, Nanyang Technological University,
Singapore, Singapore
Joachim Speidel, Institute of Telecommunications, Universität Stuttgart, Stuttgart, Germany
Germano Veiga, Campus da FEUP, INESC Porto, Porto, Portugal
Haitao Wu, Academy of Opto-electronics, Chinese Academy of Sciences, Beijing, China
Junjie James Zhang, Charlotte, NC, USA



The book series Lecture Notes in Electrical Engineering (LNEE) publishes the
latest developments in Electrical Engineering—quickly, informally and in high
quality. While original research reported in proceedings and monographs has
traditionally formed the core of LNEE, we also encourage authors to submit books
devoted to supporting student education and professional training in the various
fields and applications areas of electrical engineering. The series cover classical and
emerging topics concerning:

• Communication Engineering, Information Theory and Networks
• Electronics Engineering and Microelectronics
• Signal, Image and Speech Processing
• Wireless and Mobile Communication
• Circuits and Systems
• Energy Systems, Power Electronics and Electrical Machines
• Electro-optical Engineering
• Instrumentation Engineering
• Avionics Engineering
• Control Systems
• Internet-of-Things and Cybersecurity
• Biomedical Devices, MEMS and NEMS

For general information about this book series, comments or suggestions, please
contact leontina.dicecco@springer.com.

To submit a proposal or request further information, please contact the
Publishing Editor in your country:

China

Jasmine Dou, Associate Editor (jasmine.dou@springer.com)

India, Japan, Rest of Asia

Swati Meherishi, Executive Editor (Swati.Meherishi@springer.com)

Southeast Asia, Australia, New Zealand

Ramesh Nath Premnath, Editor (ramesh.premnath@springernature.com)

USA, Canada:

Michael Luby, Senior Editor (michael.luby@springer.com)

All other Countries:

Leontina Di Cecco, Senior Editor (leontina.dicecco@springer.com)

** Indexing: The books of this series are submitted to ISI Proceedings,
EI-Compendex, SCOPUS, MetaPress, Web of Science and Springerlink **

More information about this series at http://www.springer.com/series/7818

mailto:leontina.dicecco@springer.com
mailto:jasmine.dou@springer.com
mailto:Swati.Meherishi@springer.com
mailto:ramesh.premnath@springernature.com
mailto:michael.luby@springer.com
mailto:leontina.dicecco@springer.com
http://www.springer.com/series/7818


Gurdeep Singh Hura • Ashutosh Kumar Singh •

Lau Siong Hoe
Editors

Advances in Communication
and Computational
Technology
Select Proceedings of ICACCT 2019

123



Editors
Gurdeep Singh Hura
Department of Mathematics
and Computer Science
University of Maryland Eastern Shore
Princess Anne, MD, USA

Lau Siong Hoe
Department of Information Science
and Technology
Multimedia University
Jalan Ayer Keroh Lama, Melaka, Malaysia

Ashutosh Kumar Singh
Department of Master of Computer
Applications
National Institute of Technology
Kurukshetra
Kurukshetra, Haryana, India

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering
ISBN 978-981-15-5340-0 ISBN 978-981-15-5341-7 (eBook)
https://doi.org/10.1007/978-981-15-5341-7

© Springer Nature Singapore Pte Ltd. 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-15-5341-7


Contents

A Drug Recommendation System for Multi-disease in Health Care
Using Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
N. Komal Kumar and D. Vigneswari

Smart Mobility: Understanding Handheld Device Adoption . . . . . . . . 13
Latika Kharb, Deepak Chahal, and Vagisha

An Efficient Numerical Technique for Solving the Time-Fractional
Cahn–Allen Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Amit Prakash and Hardish Kaur

Image Colorization with Deep Convolutional Neural Networks . . . . . . 45
Sudesh Pahal and Preeti Sehrawat

Electroencephalogram Based Biometric System: A Review . . . . . . . . . 57
Kaliraman Bhawna, Priyanka, and Manoj Duhan

Improved Neural Network-Based Plant Diseases Identification . . . . . . 79
Ginni Garg and Mantosh Biswas

Maximum Power Extraction Using Random Binary Searching
Algorithm Under Non-uniform Insolation . . . . . . . . . . . . . . . . . . . . . . 91
Kusum Lata Agarwal and Avdhesh Sharma

Prevention Against Internal Attack via Trust-Based Detection
for Wireless Mesh Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Amit Kumar Roy and Ajoy Kumar Khan

Sensor-Based Alarm System for Preventing Crop Vandalization
by Birds in Agricultural Regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Siddhanta Borah, Ankush Kumar Gaur, and J. Arul Valan

Pricing Mechanisms for Fair Bills and Profitable Revenue Share
in Cloud Federation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Sameera Dhuria, Anu Gupta, and R. K. Singla

v



Higher Order Squeezing in Pump Mode in Multi-wave Mixing
Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Priyanka and Savita Gill

Active Power Loss Diminution by Chaotic-Based Adaptive Butterfly
Mating Optimization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Kanagasabai Lenin

Mobile-Based Signature Database (MOBSIGN DB): A New
Signature Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Sudhir Rohilla, Anuj Sharma, and R. K. Singla

Mining of Association Rules in R Using Apriori Algorithm . . . . . . . . . 181
Anjali Mehta and Deepa Bura

Comprehensive and Comparative Analysis of Different Files
Using CP-ABE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Sahil Jalwa, Vardaan Sharma, Abdur Rehman Siddiqi, Ishu Gupta,
and Ashutosh Kumar Singh

Efficient Data Cube Materialization . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Raghu Prashant, Mann Suman, and Raghu Eashwaran

Ontology-Based Full-Text Searching Using Named Entity
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Krishna Kumar, Md. Tanwir Uddin Haider, and Shamsh Sameed Ahsan

Recognition of Online Handwritten Gurmukhi Characters Through
Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Sukhdeep Singh and Anuj Sharma

Optimizing Stream Data Classification Using Improved Hoeffding
Bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Arvind Pillania, Pardeep Singh, and Vrinda Gupta

Outline of Lattice Structures: Morphology, Manufacturing,
and Material Aspect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
Sakshi Kokil Shah, Mohanish Shah, Anirban Sur, and Sanjay Darvekar

Image-Based Recommendation Engine Using VGG Model . . . . . . . . . 257
Smrithi Vasudevan, Nishtha Chauhan, Vergin Sarobin, and S. Geetha

Stable Optimized Link Heuristic Using Cross-Layering for QoS
of Secured HANETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Anita Sethi, Sandip Vijay, and Vishal Gupta

Use of EEG as a Unique Human Biometric Trait for Authentication
of an Individual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
Bhawna Kaliraman, Priyanka Singh, and Manoj Duhan

vi Contents



Performance of Feature Extracted on Leaf Images by Discriminant
Analysis on Various Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
Anjali Pathak, Bhawna Vohra, and Kapil Gupta

Graph Isomorphism Using Locality Sensitive Hashing . . . . . . . . . . . . . 305
R. Vinit Kaushik and Kadiresan Nalinadevi

Comparative Analysis of Image Segmentation Techniques . . . . . . . . . . 317
Snehil Saxena, Sidharth Jain, Saurabh Tripathi, and Kapil Gupta

Levels and Classification Techniques for Sentiment Analysis:
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
Devendra Sharma and Anoj Kumar

Breast Cancer Recurrence Prediction in Biopsy Using Machine
Learning Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Akriti Sharma, Nishtha Hooda, and Nidhi Rani Gupta

Realization of Grounded Inductance Circuit Using Bulk-Driven
Current Conveyors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359
Anu Tonk and Neelofer Afzal

Neural Network Ensemble-Based Prediction System
for Chemotherapy Pathological Response: A Case Study . . . . . . . . . . . 375
Raghvi Bhardwaj and Nishtha Hooda

Outage and ABER Analysis for L-MRC on OWDP Fading
Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
Suparna Goswami, Laishram Mona Devi, and Aheibam Dinamani Singh

Performance Evaluation of Incremental PCA and Its Variants
in Face Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397
Nitin Kumar and Suresh Madhavan

3-Axis Robot Arm Using Micro-Stepping with Closed-Loop
Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409
G. A. Rathy, P. Sivasankar, Aravind Balaji, and K. Gunasekaran

False-Positive-Free and Geometric Robust Digital Image
Watermarking Method Based on IWT-DCT-SVD . . . . . . . . . . . . . . . . 423
Priyanka Singh, Ashok Kumar Pradhan, and Subhash Chandra

Fair Fit—A Load Balance Aware VM Placement Algorithm
in Cloud Data Centers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437
Bhavesh N. Gohil, Sachin Gamit, and Dhiren R. Patel

Computationally Efficient and Secure Session Key Agreement
Techniques for Vehicular Cloud Computing . . . . . . . . . . . . . . . . . . . . 453
Saurabh Rana, Dheerendra Mishra, and Saurabh Gupta

Contents vii



Recent Trends in Image Processing Using Granular Computing . . . . . 469
Shankar Shambhu and Deepika Koundal

Enveloped Inverted Tree Recursive Hashing: An Efficient
Transformation for Parallel Hashing . . . . . . . . . . . . . . . . . . . . . . . . . . 481
Neha Kishore and Priya Raina

The Techniques of Vedic Mathematics for ECC Over Weierstrass
Elliptic Curve Y2 = X3 + Ax + B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Ankur Kumar, Pratik Gupta, and Manoj Kumar

EEHCR: Energy-Efficient Hierarchical Cluster-Based Routing
Protocol for Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . 517
Sakshiwala and M. P. Singh

Current-Controlled Chaotic Chua’s Circuit Using CCCII . . . . . . . . . . 535
Manoj Joshi and Ashish Ranjan

Phishing URL Detection Using Machine Learning . . . . . . . . . . . . . . . . 547
Preeti, Rainu Nandal, and Kamaldeep Joshi

Sybil-Free Hybrid Localization Scheme in Wireless Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
Narendra Dodwaria and Naveen Chauhan

Hybrid-RPL: A Step Toward Ensuring Scalable Routing in Internet
of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583
K. V. Amal, J. Jaisooraj, Priya Chandran, and S. D. Madhu Kumar

Linear Interpolation-Based Fuzzy Clustering Approach for Missing
Data Handling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 597
Sonia Goel and Meena Tushir

Dynamic Web View Materialization . . . . . . . . . . . . . . . . . . . . . . . . . . . 605
Akshay Kumar and T. V. Vijay Kumar

A Multi-Hop Bit-Map-Assisted Energy-Efficient MAC Protocol
for Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 617
Kumar Debasis, M. P. Singh, and Rajat Gupta

PID Control of a Quadrotor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 633
Ritika Thusoo, Sheilza Jain, and Sakshi Bangia

Levy Flight-Based White Wolf Algorithm for Solving Optimal
Reactive Power Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 647
Kanagasabai Lenin

Performance of MIMO System—A Review . . . . . . . . . . . . . . . . . . . . . 655
Sweta Sanwal, Aman Kumar, Md. Arib Faisal,
and Mohammad Irfanul Hassan

viii Contents



Incremental Weighted Linear Discriminant Analysis for Face
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 677
Nitin Kumar and Suresh Madhavan

Capacity Using L-Branch Channel MRC System Over Weibull
Fading Channels—A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689
Adarsh Joshi, Aditya Narayan, Mohammad Irfanul Hasan,
and Shalini Singh

Classification of Static Signature Based on Distance Measure
Using Feature Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 707
Subhash Chandra and Priyanka

Computational Technique for Fractional Model of Electrical
Circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 719
Amit Prakash and Vijay Verma

Steganographic Method Based on Interpolation and Cyclic LSB
Substitution of Digital Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 731
Jyoti Pandey, Kamaldeep Joshi, Mangal Sain, Gurdiyal Singh,
and Mohit Jangra

Ensuring Food Safety Through Blockchain . . . . . . . . . . . . . . . . . . . . . 745
Ashish Singh, Vineet Kumar, Alok Kumar Ravi, and Kakali Chatterjee

Design of Observer-Controller Digital Phase-Locked Loop Using
Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 757
Rachana Arya, B. K. Singh, and Lalit Garia

Supervised Machine Learning Algorithms for Fake News
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 767
Ankit Kesarwani, Sudakar Singh Chauhan, Anil Ramachandra Nair,
and Gaurav Verma

Vehicle Tracking System Using GPS and GSM . . . . . . . . . . . . . . . . . . 779
Shreya Verma, Abhay Singh Jamwal, Surabhi Chauhan,
and Sribidhya Mohanty

Multi-factor Authentication Scheme Using Mobile App
and Camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 787
Sajal Jindal and Manoj Misra

Speech Emotion Recognition: A Review . . . . . . . . . . . . . . . . . . . . . . . . 815
Anuja Thakur and Sanjeev Dhull

CDMA-Based Security Against Wormhole Attack in Underwater
Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 829
Nitin Goyal, Jasminder Kaur Sandhu, and Luxmi Verma

Contents ix



Sensing Performance of Ionic Polymer Metal Nanocomposite Sensors
with Pressure and Metal Electrolytes for Energy Harvesting
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 837
Priya Khanduri, Alankrita Joshi, Lokesh Singh Panwar, Anant Goyal,
and Varij Panwar

Privacy Preserving on Searchable Encrypted Data in Cloud . . . . . . . . 847
Deepak Sharma and Avtar Singh

Adaptive Approximate Community Detection Algorithm for Bubble
Rap Routing Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 865
Sweta Jain, Neerali Chauhan, and Pruthviraj Choudhari

Automatic Control of Electrical Loads Based on the Atmospheric
Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 879
T. Ramachandran, Sanjiv Kumar, and Savita

A Comprehensive Study on Vehicular Ad Hoc Networks:
Architecture, Security and Privacy Challenges, and Future Trends . . . 891
Upendra Singh

Performance Analysis of Hybrid Diversity Combiner Over
Nakagami-m Fading Channels—A Review . . . . . . . . . . . . . . . . . . . . . . 905
Prabhat Kumar, Karan Arora, Mohammad Irfanul Hasan,
and Shalini Singh

Epileptic Seizure Detection Using Machine Learning Techniques . . . . 919
Akshay Sreekumar, A. N. Sasidhar Reddy, D. Udaya Ravikanth,
M. Chaitanya Chowdary, G. Nithin, and P. S. Sathidevi

Comparative Analysis Among Various Soft Computing Classifiers
for Nutrient Removal from Wastewater . . . . . . . . . . . . . . . . . . . . . . . . 927
Suresh Kumar and Surinder Deswal

Automatic Keyphrase Extraction Using SVM . . . . . . . . . . . . . . . . . . . 945
Ankit Guleria, Radhika Sood, and Pardeep Singh

Linearity Analysis of Line Tunneling Based TFET
for High-Performance RF Applications . . . . . . . . . . . . . . . . . . . . . . . . 957
Neha Paras and Sudakar Singh Chauhan

Selection of Optimal Renewable Energy Resources Using
TOPSIS-Z Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 967
Nisha Rathore, Kumar Debasis, and M. P. Singh

Routing Algorithms for Hybrid Nodes in WSNs . . . . . . . . . . . . . . . . . 979
Isha Pant and Shashi Kant Verma

Extended Security in Heterogeneous Distributed SDN
Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 991
Sugandhi Midha and Khushboo Tripathi

x Contents



Evaluation of SC-FDMA Physical Link Using USRP . . . . . . . . . . . . . . 1003
Shweta Y. Kukade, M. S. Sutaone, and R. A. Patil

Real-Time Simulation and Analysis of Energy Storage System
in Standalone PV-Based DC Microgrid . . . . . . . . . . . . . . . . . . . . . . . . 1019
Prashant Singh and J. S. Lather

Intelligent Method for Detection of Coronary Artery Disease
with Ensemble Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1033
Luxmi Sapra, Jasminder Kaur Sandhu, and Nitin Goyal

Competitive Study of Various Task-Scheduling Algorithm
in Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1043
Nishant Vaishla and Avtar Singh

Internet of Things for Healthcare: Research Challenges
and Future Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1055
Garima Verma and Shiva Prakash

An Animal Detection and Collision Avoidance System
Using Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1069
Atri Saxena, Deepak Kumar Gupta, and Samayveer Singh

Outcome Prediction of Patients for Different Stages of Sepsis
Using Machine Learning Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1085
Pankaj Chaudhary, Deepak Kumar Gupta, and Samayveer Singh

Existence Result of HIV Model by Employing Mahgoub Adomian
Decomposition Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1099
Yogesh Khandelwal, Pawan Chanchal, and Rachana Khandelwal

Industry 4.0 Manufacturing Based on IoT, Cloud Computing,
and Big Data: Manufacturing Purpose Scenario . . . . . . . . . . . . . . . . . 1109
Arun Kumar Rana and Sharad Sharma

Preprocessing Techniques for Colon Histopathology Images . . . . . . . . 1121
Manju Dabass and Jyoti Dabass

Analysis of Energy Deposition in Hadrontherapy Using Monte Carlo
Simulation Toolkit GEANT4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1139
Nitika Sangwan, Summit Jalota, and Ashavani Kumar

Impact of Optimized Value for Relative Humidity at Cathode
in PEMFC for Improved Stack Performance . . . . . . . . . . . . . . . . . . . . 1145
S. Dhanya, Varghese Paul, and Rani Thottungal

Denoising, Edge Correction, and Enhancement of Breast Cancer
Ultrasound Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1153
Jyoti Dabass and Manju Dabass

Contents xi



U-FIN: Unsupervised Feature Integration Approach for Salient
Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1173
Vivek Kumar Singh and Nitin Kumar

Input Image-Based Dictionary Formation in Super-Resolution
for Online Image Streaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1189
Garima Pandey and Umesh Ghanekar

Feature Selection Using Genetic Algorithm for Cancer Prediction
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1197
Rupali, Rupali Verma, Rohit Handa, and Veena Puri

A Hybrid Approach for Diabetes Prediction and Risk Analysis
Using Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1213
Bhavna, Rupali Verma, Rohit Handa, and Veena Puri

Performance Analysis of Classification Methods for Cardio Vascular
Disease (CVD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1231
N. Komal Kumar, R. Lakshmi Tulasi, and D. Vigneswari

Secure Data Deduplication (SD2eDup) in Cloud Computing: Threats,
Techniques and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1239
Basappa B. Kodada and Demian Antony D’Mello

Analyzing Ensemble Methods for Software Fault Prediction . . . . . . . . 1253
Nitin, Kuldeep Kumar, and Santosh Singh Rathore

Porting of eChronos RTOS on RISC-V Architecture . . . . . . . . . . . . . . 1269
Shubhendra Pal Singhal, M. Sridevi, N. Sathya Narayanan,
and M. J. Shankar Raman

Development of Multi-band MIMO Antenna with Defected
Ground Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1281
Shrenik S. Sarade and Sachin D. Ruikar

Reliability Evaluation of Environmentally Affected Mobile
Ad Hoc Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1297
N. Padmavathy

Design of Tunable Miniaturized Frequency Selective Surface
Based on Miura-Ori Pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1311
Sailabala Soren and Ashwin Kothari

Vulnerability Assessment, Risk, and Challenges Associated
with Automated Vehicles Based on Artificial Intelligence . . . . . . . . . . . 1323
Aditya Raj Singh, Harbhajan Singh, and Abhineet Anand

A Review to Forest Fires and Its Detection Techniques Using
Wireless Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1339
Roopali Dogra, Shalli Rani, and Bhisham Sharma

xii Contents



The Need for Virtualization: When and Why Virtualization Took
Over Physical Servers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1351
Abhineet Anand, Amit Chaudhary, and M. Arvindhan

A Comparative Analysis on Online Handwritten Strokes
Classification Using Online Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 1361
Charanjeet, Sukhdeep Singh, and Anuj Sharma

Segmentation of Noisy Mammograms Using Hybrid Techniques . . . . . 1371
Jyoti Dabass and Manju Dabass

An Empirical Comparison of Generative Adversarial Network
(GAN) Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1383
Pradnyawant Kokate, Amit D. Joshi, and P. S. Tamizharasan

The Fusion of Local and Global Descriptors in Face Recognition
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1397
Ali Mohammed Sahan and Ali Sami Al-Itbi

ANFIS-Based Reactive Strategy for uRLLC and eMBB Traffic
Multiplexing in 5G New Radio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1409
Naveen Kumar and Anwar Ahmad

Lexicon-Based Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1421
Kavleen Kour, Jaspreet Kour, and Parminder Singh

Early Prediction of Childhood Obesity Using Machine
Learning Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1431
Kakali Chatterjee, Upendra Jha, Priya Kumari, and Dhatri Chatterjee

A Review on Automatic Epilepsy Detection from EEG Signals . . . . . . 1441
Satyender, Sanjeev Kumar Dhull, and Krishna Kant Singh

Energy Aware Resource Efficient-(EARE) Server Consolidation
Framework for Cloud Datacenter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1455
Deepika Saxena and Ashutosh Kumar Singh

Ambient Environment Monitoring and Air–Sound Pollution
Analyzer on Wi-Fi Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1465
Rahul, O. P. Sahu, and Gaurav Verma

Modified Decision Tree Learning for Cost-Sensitive Credit Card
Fraud Detection Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1479
Sudhansu R. Lenka, Rabindra K. Barik, Sudhashu S. Patra,
and Vinay P. Singh

Doha Water Treatment Plant: Interval Modeling
and Its Reduced-Order Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1495
V. P. Singh

Contents xiii



Extreme Event Forecasting Using Machine Learning Models . . . . . . . 1503
Manish Kumar, Deepak Kumar Gupta, and Samayveer Singh

Enhancing Mist Assisted Cloud Computing Toward Secure
and Scalable Architecture for Smart Healthcare . . . . . . . . . . . . . . . . . 1515
Arijit Dutta, Chinmaya Misra, Rabindra K. Barik, and Sushruta Mishra

Analysis of YouTube Channel Analytics and Affiliate Marketing
with Operating System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1527
Kanika Singhal and Abhineet Anand

xiv Contents



About the Editors

Dr. Gurdeep Singh Hura is an esteemed researcher and professor in the
Department of Mathematics and Computer Science, UMES, Princess Anne,
Maryland. He completed his B. S. degree in Electronics and Telecommunication
Engineering in 1972 from Jabalpur University, India. He completed M.S. degree in
Electronics and Tele-Communications Engineering in 1975 and Ph.D. in Computer
Engineering in 1985, from Indian Institute of Technology, Roorkee, India. His
research area includes Cyber security, GIS and E-portfolio, Distributed Algorithms.
Network forensics, Software Engineering, Modeling and Simulation, Wireless
Communication Security, Routing and Scheduling Strategies in High-speed
Networks, Resource Allocation and Load Balancing. He is an author/co-author of
over hundred technical papers, which were published, in International IEEE journals
and refereed conferences. He guest edited three special issues on “Petri nets and
related graph models: Past, Present and Future”, 1991, “The Practice of Performance
modeling and reliability analysis”, 1996, and “Internet: The state of the art”,
Computer Communication (Elsevier, UK), 1998. He is co-author of a book on “Data
and Computer Communications: Networking and internetworking”, CRC Press,
2001 and written six chapters in computer networks, terrestrial networks, dynamicity
in social networks, and related areas. He received an external funding of over $5M
for his research projects in US. He is a co-author of Best paper award on “Dynamic
load balancing in Heterogeneous Computing system with Node Model”, 3rd
International Conference in Industry and Engg (CAINE 2018), New Orleans, Oct
8-10, 2018. He is a senior member of IEEE and was elevated to Fellow of Society for
Design and Process Science in 2002. He has organized tutorials on Computer
Networks, Modeling and analysis, Software engineering, Cyber infrastructure,
Cyber security and Accreditation Board of Engineering and Technology (ABET)
accreditation in the countries: Singapore, India, Australia, Malaysia, Indonesia,
China, and others. He is CAC ABET National and International Program evaluator.
He was a consultant to NEC, Inc., Japan on load balancing aspect of its operating
system for parallel machine (2000-2004). He received many awards such as
Post-Tenure Review award of Excellence in recognition of outstanding achievement

xv



of exemplary Research/Scholarship, UMES, 2018, Distinguished Scholar Award,
School of Graduate Studies, UMES, 2015, Achievement award, World Congress of
Computer and Engineering, Las Vegas, July 2016, etc.

Dr. Ashutosh Kumar Singh is an esteemed researcher and academician in the
domain of Electrical and Computer engineering. Currently, he is working as a
Professor and Head; Department of Computer Applications; National Institute of
Technology; Kurukshetra, India. He has more than 18 years research, teaching and
administrative experience in various University systems of the India, UK, Australia
and Malaysia. Dr. Singh obtained his Ph. D. degree in Electronics Engineering from
Indian Institute of Technology-BHU, India; Post Doc from Department of Computer
Science, University of Bristol, United Kingdom and Charted Engineer from United
Kingdom. He is the recipient of Japan Society for the Promotion of Science (JSPS)
fellowship for short term visit in University of Tokyo and other Universities and
another university of Japan. His research area includes Verification, Synthesis,
Design and Testing of Digital Circuits, Predictive Data Analytics, Data Security in
Cloud, Web Technology. He has published more than 240 research papers till
now in peer reviewed journals, conferences and news magazines and in these
areas. He has also co-authored eight books including “Web Spam Detection
Application using Neural Network”, “Digital Systems Fundamentals” and
“Computer System Organization & Architecture”. Prof. Singh has worked as prin-
cipal investigator/investigator for six sponsored research projects and was a key
member on a project from EPSRC (United Kingdom) entitled “Logic Verification and
Synthesis in New Framework”. Dr. Singh has visited several countries including
Australia, United Kingdom, South Korea, China, Thailand, Indonesia, Japan and
USA for collaborative research work, invited talks and to present his research work.
He had been entitled for 13 awards such as Merit Awards-2003 (Institute of
Engineers), Best Poster Presenter-99 in 86th Indian Science Congress held in
Chennai, INDIA, Best Paper Presenter of NSC’99 INDIA and Bintulu Development
Authority Best Postgraduate Research Paper Award for 2010, 2011, 2012. He has
served as an Editorial Board Member of International Journal of Networks and
Mobile Technologies, International journal of Digital Content Technology and its
Applications. Also he has shared his experience as a Guest Editor for Pertanika
Journal of Science and Technology, Chairman of CUTSE International Conference
2011, Conference Chair of series of International Conference on Smart Computing
and Communication (ICSCC), and as editorial board member of UNITAR e-journal.
He is involved in reviewing process in different journals and conferences of repute
including IEEE transaction of computer, IET, IEEE conference on ITC, ADCOM etc.

Dr. Lau Siong Hoe serves as a Professor at the Faculty of Information Science and
Technology, Multimedia University, Malaysia. Presently he is the Dean of Faculty of
Information Science and Technology. Dr. Lau research interest is in the area of Big
Data Visualization, Educational Data Mining & Learning Analytics, Educational
Computing & Technology and Human-Computer Interaction. Over the past few

xvi About the Editors



years, he has been doing research focusing on Business Intelligence & Analytics in
Education and Human-Computer Interaction Security (HCISec). He has over 100
scientific papers and projects either presented or published. Dr. Lau is a Senior
Member of IEEE, USA and certified as a MATRIZ level 3 practitioner. He is regu-
larly sought after and requested lecturer at the majority of major IT/Computer Science
schools. He also speaks regularly at workshops/conferences/seminars on Business
Intelligence & Analytics with self-service BI solution and how to accelerate inno-
vation and solve problems creatively in a scientific way with Design Thinking and
TRIZ approaches for technology, engineering and management fields. Dr. Lau Siong
Hoe received his degree in Electrical Engineering with Education (Hons) from
University of Technology, Malaysia (UTM). He then completed his study in M. Sc.
(IT) from University Putra Malaysia (UPM) and PhD from Multimedia University,
Malaysia (MMU).

About the Editors xvii



A Drug Recommendation System
for Multi-disease in Health Care Using
Machine Learning

N. Komal Kumar and D. Vigneswari

Abstract The remarkable technological advancements in the health care industry
have improved recently for the betterment of patients’ life and providing better clin-
ical decisions. Applications of machine learning and data mining can change the
available data to valuable information that can be used for recommending appro-
priate drugs by analyzing symptoms of the disease. In this work, a machine learning
approach for multi-disease with drug recommendation is proposed to provide accu-
rate drug recommendations for the patients suffering from various diseases. This
approach generates appropriate recommendations for the patients suffering from
cardiac, common cold, fever, obesity, optical, and ortho. Supervisedmachine learning
approaches such as Support Vector Machine (SVM), Random Forest, Decision Tree,
and K-nearest neighbors were used for generating recommendations for patients.
The experimentation and evaluation of the study was carried out on a sample dataset
created only for testing purpose and is not obtained from any source (medical
practitioner). This experimental evaluation shows that the Random Forest classifier
approach yields a very good recommendation accuracy of 96.87% than the other clas-
sifiers under comparison. Thus, the proposed approach is considered as a promising
tool for reliable recommendations to the patients in the health care industry.
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1 Introduction

AnElectronic Health Record (EHR) holds the digital version of the patients’ medical
paper report. They are real-time and instantly available to the users in a secured
manner. It contains the medical and treatment histories of the patient right from
the entry. This information includes demographics of the patient, medical history,
medical diagnosis, medications, treatments, radiology images and test results of
disease [1]. The main feature of the EHR is that it can track the medical history of
the patient and can be shared among different medical organizations to yield a better
diagnosis and treatment of the disease. The data stored in the EHR enable the practi-
tioners to take better decisions on the disease. The Electronic Health Record (EHR)
improves the treatment of the patient by reducing medical errors, duplicate treatment
approaches, and delay in treatments. With the data stored in the database, a medical
practitioner can apply machine learning algorithms to make effective decisions on
treatments and medications. Classification approaches intelligently work to provide
many accurate recommendations for short-term disease risks. Several reasons have
made the authorswork on an ensemble classifier to predict disease. Recentwork in [2]
has proposed an ensemble approach for predicting diabetes mellitus using Random
Forest classifiers optimized with a genetic algorithm. Accurate recommendations
are needed in the healthcare industry to provide a way better living to the people.
Machine learning classifiers can be used in the analysis of predicting lung cancer
among patients [3]. Machine learning algorithms with ensemble approaches have
yielded good accuracy with success [4]. This paper totally focuses on providing
a recommendation of drugs required by the patient to be taken for appropriate
medication.

The proposed research is organized in the following sections. Section 2 discussed
the related work in machine learning and recommendation systems, Sect. 3
describes the proposed methodology for drug recommendation, Sect. 4 describes
the experimental evaluation and findings and finally concluded in Sect. 5.

2 Related Work

This section briefly discusses the recent works of machine learning and data mining
approaches in health care.

Recent advances in biotechnology have led to the production of genetic data
and medical information which are generated from the Electronic Health Records
(EHR). Such data can be converted into valuable information usingmachine learning
and data mining approaches. Kavakiotis et al. [5] investigated the applications of
machine learning and data mining approaches for predicting, detecting, compli-
cations, and management. In the analysis, Support Vector Machine (SVM) outper-
formed in predicting and detecting diabetes complications.A technique for predicting
the health of a fetal based on maternal medical history using machine learning
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approaches was presented in [6], the work comprised of gathering dataset from
96 pregnant women and applying the data to the machine learning classifiers. In
the predictive analysis Decision Tree achieved higher accuracy than the other super-
vised and unsupervised classifiers under clinical analysis. Similar work is done in
[7], where a health monitoring system is established to monitor the health of preg-
nant women to avoid future complications in health. The proposed hybrid machine
learning technique established relationships between the physical and mental factors
to prevent health complications in women during pregnancies. Kuteesa et al. [8]
surveyed machine learning techniques in HIV clinical research; the study concluded
that there is a steady increase in the production of genetic data which needs machine
learning techniques for translating information to knowledge. Kaur [9] proposed a
novel and smart healthcare frameworkusingmachine learningwith advanced security
features such as monitoring daily activity, access control, dynamic data encryption
standards and validation at endpoints, the proposed was more effective in diagnosing
disease. A machine learning technique for detecting type-2 diabetes was presented
in [10], where a data-informed framework is proposed using machine learning via
feature engineering, the proposed was found effective in identifyingmedical subjects
from an Electronic Health Record (EHR). Darabi et al. [11] applied supervised
machine learning algorithms to estimate the risk mortality of patients admitted in
Intensive Care Units (ICUs), the model outperformed in predicting the mortality of
patients admitted in ICUs. A recommendation system involves presenting the appro-
priate data or information to the user using data analysis, such work is represented
in [12], where a recommendation system was proposed for recommending most
appropriate news to the user using a novel news utility model, the proposed model
outperformed the existing models in recommending news to the user. Guan [13]
proposed a recommendation model using multiple view information for addressing
content heterogeneity; the proposed model outperformed using ample experiments
and visuals demonstration. A comparison of machine learning tree classifiers for
diabetic mellitus is proposed in [14], where the classifiers such as Random Forest,
C4.5, Random Tree, REP tree and Logistic Model Tree accuracies were compared
in prediction. A multi-model technique for predicting chronic kidney disease was
proposed by Kumar [15], which involves two-stage, such as genetic algorithm and
machine learning for its disease prediction. A hybrid machine learning classifier
was proposed in [16], which involves a multi-swarm optimization and a multi-layer
perceptron for the prediction of DENV serotypes.

3 Proposed Methodology

We worked on a sample EHR dataset created only for testing purposes and not
obtained from any source (medical practitioner), the dataset contained admission
ID, Sex, Age, disease symptoms, and its prescriptions. First, the dataset is subjected
to pandas tool for cleaning, which is then subjected to train various machine learning
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models for prediction, with the help of confusion matrix, the accuracy of the clas-
sifiers were calculated, and the classifier with high accuracy were applied to the
test dataset for predicting and recommending drugs to the patients. The proposed
framework is shown in Fig. 1.

The main steps in providing the recommendation for the disease are as follows:

Step 1: Importing and cleaning Dataset

In this step, the dataset was imported and cleaned using pandas, a python based data
analysis tool.

Fig. 1 Proposed framework

Dataset
Import

Data Cleaning (Pandas)

Training of disease, 
symptoms, and 
prescriptions

Visualizing

Importing machine 
learning classifier modules

KNN DT RF
SVM

Checking accuracy

Random 
Forest

Recommendation of 
drugs
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Step 2: Training and visualizing of data.

In this step, the dataset is trained with its associated parameters and visualized
using mathematical plotting functions to check the feasibility of data values.

A total of 891 testing records were visualized. Data visualizations help the data
scientist to check the feasibility of the dataset attributes and its values. Figure 2
shows the relationship betweenmales and female patients under analysis. The disease
relationship between males and females is shown in Fig. 3. Symptom relationship
between male and female is shown in Figs. 4 and 5, a prescription relationship
between male and female is shown in Figs. 6 and 7. The scatter diagram for age
and disease is shown in Fig. 8 and finally, the relationship between prescription and
disease is shown in Fig. 9 respectively.

Step 3: Applying supervised machine learning classifiers

In this step, the cleansed data are subjected to machine learning classifiers such
as Support Vector Machine (SVM), Random Forest, Decision Tree, and K-nearest
neighbor.

Fig. 2 Male versus female

Fig. 3 Disease: male versus
female
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Fig. 4 Symptom 1: male
versus female

Fig. 5 Symptom 2: male
versus female

Fig. 6 Prescription 1: male
versus female

Step 4: Accuracy measurement

In this step, the classifiers were tested for its accuracy in recommending
prescriptions for certain medical symptoms.

Step 5: Termination

Terminate the process when the machine learning classifier model is built for a
recommendation.
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Fig. 7 Prescription 2: male
versus female

Fig. 8 Age versus disease

Fig. 9 Prescription versus
disease



8 N. Komal Kumar and D. Vigneswari

Algorithm 1: Training  
1 Input: Dataset D 

2
Output: Training Dataset for disease DT1, symptom DT2, DT3

 and prescription P1 and P2

3 begin 

4 D1 = read(patientdata) 

5 Check if D1.isnull() 

6 ExecuteMap(Sex)= D1['Sex'].map({'male':1,'female':2}) 

7
DT1=train(Disease,D1).map(Cardiac=1,cold=2,fever=3,obesity 

     =4,optical=5,Ortho=6) 

8

DT2=train(sympt1,D1).map(ChestDiscomfort=1,fat=2,pain in 

     bone=3,Running nose=4,Temperature increase=5,Vision 

     problems':6}) 

9

DT3=train(sympt1,D1).map(decrease in bone density=1,heart 

     burn=2, lack of physical activity=3,mild  

     fever=4,myopia=5,nil=0 

  10 
P1=train(pres1,D1).map(Aceinhibitors=1,Physicalactivity=2,  

    Contactlens=3,Paracetamol=4,ibuprofen=5,Antidepressants=6) 

 11 

P2=train(pres2,D1).map(Aldosterone=1,bupropionnaltrexone= 

2,contact lens=3,ibuproifn=4, acetaminophen=5,  

Corticosteroids =6) 

12 end 
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Algorithm 2: Classifier modeling    

1
Input: Training Dataset for disease DT1, symptom DT2, DT3 and 

prescription P1 and P2, cross validation K,K nearest neighbour Kn 

2 Output: Classifier models C1, C2, C3, and C4 

3 begin 

4

C1 = KNeighborsClassifier(n_neighbors = 13)  

Calculate score = cross_val_score(clf, train, target, cv=k_fold, 

n_jobs=1, scoring=scoring)  

6

C2= SVC() 

Calculate score = cross_val_score(clf, train, target, cv=k_fold, 

n_jobs=1, scoring=scoring)  

7

C3= RandomForestClassifier(n_estimators=13)  

Calculatescore = cross_val_score(clf, train, target, cv=k_fold, 

n_jobs=1, scoring=scoring)  

8

C4= DecisionTreeClassifier() 

Calculate score = cross_val_score(clf, train, target, cv=k_fold, 

n_jobs=1, scoring=scoring)  

9 end 

Algorithm 3: Predicting and recommendation 
1 Input: RandomForestClassifier(n_estimators=13) 

2 Output: Prediction P, Prescription Pr

3 begin 

4 C3 = RandomForestClassifier(n_estimators=13) 

5 C3.fit(train, target) 

6 prediction = C3.predict(test) 

7 out (Prediction P, Prescription Pr1 or Pr2) 

8 end 

The training algorithm is given in Algorithm 1 deals with training dataset which
will then be given to the classifiers for generating appropriate drug recommendation,
classifiers modeling algorithm in Algorithm 2 deals with producing classifier models
for predicting disease, and finally, prediction and recommendation in Algorithm 3
deals with predicting disease and recommending suitable medication to the patient
(Fig. 10).
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Fig. 10 Accuracy of the classifiers

Table 1 Accuracy of
classifiers

Classifier Accuracy (in %)

K-nearest neighbors 56.52

Support Vector Machine (SVM) 59.65

Random Forest 96.87

Decision Tree 89.68

4 Experimental Analysis and Findings

This section contains the experimental results and analysis of a recommendation
system for multi-disease. A dual-core i3 systemwith 4 GB of RAM, pandas, NumPy,
Ipython, SciKit_Learn, SciPy, StatsModels, and Matplotlib libraries was used in the
experimental analysis for generating recommendations. Machine learning classi-
fier algorithms were evaluated for its accuracy in recommending appropriate drug
recommendations to overcome certain medical issues. The experimental analysis
takes place in two steps. In the first step, the dataset is imported and cleansed using
pandas tool, the second step involves in training machine learning models for the
recommendation system where the test data is subjected to various classifiers such
as SVM, Random Forest, Decision Tree, and K-NN and accuracy is measured, then
the classifier with high accuracy is used in predicting disease with various symptoms
taken into consideration, with the trained symptoms and prescriptions, the Random
Forest classifier provides recommendations to the patients (Table 1).

5 Conclusion and Future Directions

In thiswork, a drug recommendation system formulti-disease usingmachine learning
for healthcare was developed using a sample dataset which was created only for
testing purposes and not obtained from any source (medical practitioner). The
proposed method using Random Forest machine learning classifier showed that it
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can be an effective drug recommendation tool in healthcare. The machine learning
classifiers used in the analysis include K-nearest neighbors, Support Vector Machine
(SVM), Random Forest, and Decision Tree to achieve accuracy and provide drug
recommendations for the patients suffering from short-term disease. The experi-
mental results showed that the proposed method using the Random Forest classifier
yielded a higher predictive performance compared with the other classifiers under
analysis. Based on the experimental results obtained, the proposed method is found
to be effective in improving the quality of drug recommendation, whereby improving
the healthcare industry. In the future, we are interested in applying ensemble
machine learning algorithms for predicting and generating drug prescriptions for
multi-disease.
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Smart Mobility: Understanding
Handheld Device Adoption

Latika Kharb , Deepak Chahal, and Vagisha

Abstract In recent years, the mobile in one’s pocket has become a multifunctional
device and is no longer a device used just for making calls or sending text messages.
Peoplemakeuse of theirmobiles either to take pictures andvideos, or to play games or
to listen tomusic.An increasing number of people today have an autonomous Internet
connection and they get online using a mobile device to share text, image, games, or
applications as new applications are constantly being available. Mobile computing
devices including smart phones provide us the capability to access information/make
calls and interact using communication methods that can be insecure also. Moreover,
redesigning smart phones resulted in a technology that can keep us involved for most
of the time and also oblivious to events around us. In this paper, we will cover how
mobility in terms of smart phones evolved, its effects on our lives: both positive and
negative, various users of mobility and its benefits to casual users, professional users,
and transactional users. Then, we will cover effects of mobility on human wellness
and existence & solutions for it, security threats to mobility along with future of
mobilization with reference to need of mobile cloud. This paper investigates the
usage patterns of various mobility devices. We have taken a dataset of 300 people
of different countries from UCI repository and analyzed various important patterns
of the available smart mobility devices. To sum up, smart phones are remarkably
affecting in both positive and negative ways in our world. Since all smart phones are
improvising in technical specifications, we have to redesign future smart phones by
reducing the negatives and increasing the positive impacts on the globe.

Keywords Autonomous Internet connection ·Mobility ·Mobilization · Security
threats

L. Kharb (B) · D. Chahal
Jagan Institute of Management Studies, Sector-5, Rohini, Delhi 110085, India
e-mail: latika.kharb@jimsindia.org

Vagisha
Banasthali Vidyapeeth, Newai, Rajasthan, India

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_2

13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_2&domain=pdf
http://orcid.org/0000-0002-8549-0920
mailto:latika.kharb@jimsindia.org
https://doi.org/10.1007/978-981-15-5341-7_2


14 L. Kharb et al.

1 The Evolution of Cell Phones/Smart Phones

Many of the early cell phones were bulky and it was cumbersome to carry them along
with you all the time. Motorola DynaTAC 8000x was launched in 1983; it was the
first true mobile phone because it was portable than before and easy enough to carry.
However, they were primarily used by business personnel rather than for personal
usage. When the technology advanced, numerous cell phone companies came in
market: They worked hard on how to embed more features that are demanded by
customers’ viz. smaller size formaking it portable and undoubtedly to bemore afford-
able. Eventually, many manufacturers realized their limitations while integrating the
demanded features and technologies. The preliminary smart phones allowed its users
to access e-mails, and also make use of the phone as scanners, fax machines, bar
code readers, and business address book. Gradually, the work area of the cell phones
shifted from a communication device to a multi-versatile device by names of PDA
and Handhelds.

In modern years, phone style and pattern have really altered significantly. Today,
we use our smart phones for browsing the Web, read-through e-mails, click photo,
and for updating their status on social media than actually making calls only. One
of the recent developments in the world of wireless technology is the use of mobile
ad hoc networks which was initially developed for military applications but now has
expanded to include many commercial applications [1].

2 Mobile Technologies Impact on Human Existence

Since the revolutionary event of discovery of the mobile phone and its technology,
our lives have changed extensively. Today, most of the people read news over their
mobile phone instead of a newspaper,make to-do lists inmobiles instead of paper, and
play songs and movies in mobiles instead of iPods/music players. A short message
service can facilitate group interaction by providing a context-aware environment
with shared calendars, documents, and events anytime and anywhere [2]. So, no
matter where you are, you can get information about anything you want in a host of
different ways through one device called your mobile; this is mobility. Nearly, all
students nowadays own a mobile device and about half of them own more than one
[3]. The increasing usage of mobile computing is evident by the study by Juniper
Research, which states that the consumer and enterprise market for cloud-based
mobile applications is expected to rise to $9.5 billion by 2014 [4].

Before, taking it in detail, let us firstly discuss how mobile affects our life in
positive as well as negative aspects every day in a brief manner.
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2.1 Access for All

Internet access has become essential part of our modern life. In general, mobile
phones are less costly than our conventional desktops and they have many usages
like: they consume less power, are faster, quite portable, and do not require any
monitor and/or keyboard. In America alone, 1 in 5 depends on a cell phone for
reliable Internet access while 1 in 10 has access to a mobile phone only, choosing
not to purchase a home computer [5].

2.2 Stay Connected Always

From getting aid in a crisis to initiate any activity, mobile phones have proved to
be the spirit of a number of significant events. In everyday life, we probably use
phones for sending a professional e-mail and side by side, meet/interact our friends
and family through social media and also make shopping through mobile apps and
navigate the path to required locations through our mobile apps.

2.3 Blooming New Businesses

Mobile has reformed the way clients and business interrelate with each other: from
replacing the usual methods and devices with new valuable ways viz. relatively
planning every shopping list on paper, now you can discover the information you
require while shopping; if your car breaks down, you have the option to call engineer
rather than recall the figure. Internet has made us to stay connected and share the
information in useful ways as and when it is needed. Various businesses like app
makers have originated in the previous year’s specializing inmobile communications
field.

2.4 Personalized Experience

Users expect anytime/anywhere communication with information systems and enjoy
a one-to-many relationshipwith the devices they use [2] asmobile device is a personal
device and it is more portable than a desktop/laptop. Misplacing your phone can be
distressing as all the individual information could now be unprotected to whoever
discovers it.
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2.5 “Mobility” Devices

Many businesses use the mobile technologies; there is ample merchandise that has
been become obsolete like music players, alarm clocks, wrist watches, navigation
systems, calculators, non-digital cameras, paper calendar, and many more. Today,
our phone has become sole method of payment and is also replacing our car stereos,
and has the ability to control every device at home through IOT.

2.6 Get Information at Anytime

Access to any information is easily possible through smart phones and they can be
used for making your living safe. In the way, applications for mobile technologies
can suggest you with further faster and significant detail. Mobiles not only authorize
us to access facts but also make it feasible to support it entirely in one place.

2.7 Distractions by Mobiles

In today’s culture, developments in technological skills have provided us advanced
intensities of technical knowledge through the discovery of different devices and thus
made our life stress-free. As mobile expertise has become so widespread in today’s
world, research relates it with numeral side effects—majority of which contain
anxiety or apprehension related disorders, reduced efficiency, bright displays, and
incorrect positions have instigated eye- and neck-related illnesses that have become
part of lives of numerous people. In a set of places, it is a common view to see every-
body busy in theirmobile devices evenwhen they are surrounded by abundant people:
By staying connected all the time leads to development of diversion conduct also.
On the other hand, each modernization has the prospective of some concealed threats
to its users like theft of personal facts and/or information. In the mobile age, where
personal information is available via multiple points of entry, there are a number of
ways for hackers to get to someone’s information like name, phone number, address,
credit card numbers, bank account information, or even their personal files [6].

3 Users of the Mobile Community

Mobility has an inseparable role for the life of businesses by providing mobile
community the required flexibility that proves to be great stimulus for business that
likes to transform to new strategies. Most of us have a good and positive experience
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of smart phones and their in-built/available apps and we expect the similar in busi-
ness applications also. The chief driver behind the enterprise mobility trend is their
workers who desire to make use of their private recent devices to access company
assets and not the company. This business community is much manifold and has
three kinds of user groups:

• Casual user: User who makes use of industry apps on their stylish phones while
roaming;

• Professional user: User for whom mobile devices are company significant;
• Transactional user: User who want to access their complete company workload

from their smart devices.

4 Benefits to Users of the Mobile Community

4.1 Benefits for Casual Users

Casual users are people who use mobile as a solution to complement all the services
that are offered by their laptops and want to accomplish tasks of their daily life in
the same way through the phone as they are waiting at airports, traveling in taxis, or
in-between meetings. Casual users form the majority of the mobility trend as they
make use of smart phone apps in private for accessing data over Internet or social
media status. All this was impossible before the smart phone and their apps evolved,
but now, it is far easier and entertaining now. Various benefits to casual users include:

• Access critical information about friends or family at any time.
• All necessary information like photographs, e-mails, contacts is accessible while

at move.
• Users cannot be bored by being alone as smart phone provides access to world

around them.
• Make transactions (e-bills, recharges) on move.

4.2 Benefits for Professional Users

Mobility is crucial for this group and it includes field engineers,maintenanceworkers,
and warehouse staff, i.e., these people need acquisition of facts immediately on a
mobile device as they cover access to mobile tools for another decade. By advent of
mobility, performing tasks like travel expense reporting and authorization of invoices
is very easy and quick. Although the functionality has been accessible in business
applications in a smart phone or tablet but they facilitate you to execute it from
anyplace. One feature of a business app is its easy deployment and it requires zero
training to recognize how to utilize it. The user experiences comfort with device
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features and they are designed in a way to handle quickly all kind of tasks. Various
benefits to professional users include:

• Minimizes admin overloads
• Makes better use of the ERP solution
• More time for customer value-added work
• Information is centrally located to get increased access by all.

4.3 Benefits for Transactional Users

Transactional users who utilize the business application every day require the capa-
bilities to query and enter new information every time. This user group gathers a
variety of devices together with laptops, tablets and ultra-books and requires open
access to their business purpose. The introduction of Microsoft Windows 8 followed
by 10, with a touch-first experience empowers to explore the application on the touch
screen and utilize the implanted console to sort in information.

In any case, the business applications as of now keep running by most organiza-
tions on their portable workstations have design impediments which confine client
operation to mouse only. To give users a chance to utilize the tablets for informa-
tion, creation and utilization, along with business applications need to change the
client encounter, transfer route to history and move to a touch experiences. Different
advantages to value-based clients include:

• Touch-based innovation influences the client to be wealthier
• Always-on expands speed of access to fundamental business data
• Greater utilization of full ERP capacity
• Great chance to present new business rehearses
• More expert level of client related administrations.

5 Effects of Mobile Devices on Human Wellbeing
and Existence

The smart phone combines different sophisticated features in one place viz. take
pictures, save yourmemories, store and access personal and professional information,
watch video, do e-commerce, use social and financial apps and therefore has become
an inherent part of our life. Modern telecommunications facilities have also became
an integral part of smart phones and are one of the most reliable assistant as they
allow people to maintain continuous communication without interruption in spite of
their movements and distances proving to be the best for smart phone mobilization.
This developing population of advanced mobile phones and its proprietors has raised
a negative impact on human well-being.
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The main key points are:

• Adverse outcome of electromagnetic wave on human brain;
• Adverse outcome of handheld gadgets over utilization on human higher body

parts;
• Adverse consequence of the mobile handset on the driver;
• Weaknesses and advantages of utilizing sophisticated mobile phones;
• Solutions how to relieve impact of cell phones on human well-being.

In the battle to grasp more current advances, we regularly overlook or disregard
its negative side and do not understand its impact until late. A pervasive computing
system is one such illustration, which presents more up to date, shorter, convenient,
ubiquitous devices for supplanting the huge-sized PCs. These frameworks turn up as
normal metropolitan waste. They contain numerous risky substances like substantial
metals, non-biodegradable materials, and bio-accumulative poisons. Different end-
of-life alternatives need to be considered for such devices. While great measure of
advance has been made toward this path, scientists and specialists are wearing down
the obstacles. In a race to grasp more up-to-date technology, we are ignoring the
evil impacts of the innovation and do not consider it until the point when it is past
and there is point of no return. Electromagnetic waves highly affect human brain
waves and lead to cancer development. The advanced mobile phone is a cause of the
effectiveness of electromagnetic waves. A variety of tests have been conducted in the
previous years to identify the impact of electromagnetic waves transmitted from the
smart devices on humans. Indeed, actions have to be taken to protect humans from
harmful waves. In the present day, there is no certified justification acknowledged by
research center or medicinal counter to respond this investigation. The irregularity
of the realistic information makes it complicated for researchers.

• Extensive usage of smart phones affects on Human Body Parts:

Broad utilization of advanced cells affects human’s body parts like back and neck;
there exists a critical relationship between the aggregate time spent on usage of cell
phone every day and causes pain in shoulder and the wrist.

• Effect of smart phones on the Drivers:

A man who drives an automobile: car/jeep/truck/bus, etc., utilizes its 90% concen-
tration on using smart phone and is at high risk to be affected by technical hazard.
According to the National Safety Council (NSC), 27% of car crashes—or 1,535,490
in 2013—were caused by cell phone use and six percent of cell phone-related crashes
were texting related [7]. Diverted driving is on the rise because of the use of cell
phones while driving. The main challenge to stop this is to discover a solution so
that drivers do not get distracted: may be some more strict laws, or usage of some
device inside cars while driving and so on. Based on many reviews and surveys, it is
found that messaging took less effort and concentration than the voice calls or Web
surfing; however, the driver’s involvement was similarly distracting.
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• Lack of Socialism

Further extension to the issues specified above, it is also having a huge impact
on our social lives, people are getting more detached from reality, they place their
mobiles in front of human communication, thus it has become harder to see people
conversing with each other and opening their feelings; however, they are commonly
and extremely occupied with their cell phones, either in checking the chats and
sending messages or simply sharing another chat or audio/video. It is a condition
that closely resembles an addiction, and it is somewhat transforming individuals into
machines.

6 Security Threats to Mobility

Mobile computing devices/smart phones provide the ability to access information
remotely and as they are designed for convenience, and they can also be very insecure.
The rapid change occurring in the present era of information technology includes
the use of computers by persons involved in the commission of crimes. Age or stage
in life seemed to influence the manner in which the mobile device users balanced
the expenses and convenience associated with mobility [8]. Today, people face three
kinds of security threats: general, communications, and Software and Application
Security.

6.1 General Security Threats to Mobility

In modern days, applications targeted at mobile devices have started becoming abun-
dant with application in a range of categories such as entertainment, health, busi-
ness, and news. The popularity of these is evident by browsing through mobile app
download centers [9].

• Mobile devices are more insecure than standard computers and they can be easily
misplaced or stolen due to the aspect of portability. It is advisable not to use a
mobile device for storage of sensitive data and if sensitive data has to be accessed
on a mobile device, it should be done with security.

• We must activate screen locks and/or use the pass code protection; however, they
do not protect the device in case of theft, but it will prevent immediate access to
your mobile.

• In case of theft or misplacement, wipe out the phone through remote access
systems.
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6.2 Communications Security Threats to Mobility

• Avoid syncing of your device through Bluetooth/Wi-Fi in public places. They
are extremely insecure gateways and can be easily hacked. We should sync our
devices with computer using a USB cable for better safety or in ways like:

– Turn off all the wireless connection when not required any more. This will
not only save battery life but also prevents your device unsecured wireless
networks.

– Use wireless encryption, instead of free and insecure networks.

6.3 Software and Application Security Threats to Mobility

• Always make use of secured connections especially while accessing your e-mail.
Configure your personal communications through encryption whenever possible.

• It is recommended that never store your e-mail ID on any device as they contain
sensitive information that could be hacked easily from your mobile device.

• While installing third-party software, we have to be very cautious as the
applications may also install vulnerable software.

• Avoid leaving your device on a synchronized connection as it forms an insecure
partnership with other devices used by hacker to steal information.

7 Mobility Trend Check Analysis Across World

In the paper, the records on mobile/smart device users are collected from the UC
Irvine Machine Learning Repository (also called UCI repository). Dataset contains
user records from various countries; it contains 300 records, stating attributes like
age, gender, country, employment status, most-used device, marital status, purpose,
and Internet accessibility (Figs. 1 and 2).

We have used Python to sort the attributes/features of users from dataset of 300
entries.

In Fig. 3, we have given age-wise usage of smart devices and in Fig. 4, we have
compared its survival probability. Every customer set has its own vitality that is
defined through its mobility level. For this, each user’s boundaries of usage are
determined by its device of choice because the diversity of devices is quite vast and
everyone has its own preferences. Where some users want a big screen, others prefer
a compact sized screen; some prefer touch screens while others are comfortable
with traditional keypad style phones. Similarly, some companies want to work on
their premises, whereas others would like to work all the way through a cloud;
some demand a high-speed Internet connection while others work comfortably with
off-line mode. For example:
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Fig. 1 Head info of dataset

Fig. 2 Features information

• A particular part of metropolitan computing is mobile participatory sensing,
relating the tasking of mobile devices to form interactive systems,

• TheMetro Sense mission aim at transformation of the mobile device into a social-
sensing stage.

• Goldman et al. show the worth of participatory sensing for our everyday lives and
its impact on climate change.

• During the Noise Tube project, mobile phones are used as sound sensors, to
calculate the individual contact of citizens to sound, in their daily surroundings.
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Fig. 3 Age-wise usage of smart devices

The global popularity of smart phones and a minor knowledge about their ill
effects forced us to look at its impact on human well-being (Figs. 5, 6, 7 and 8).

8 Proposed Solutions for Fixing the Ill Effects on Human
Life

Today, the advancements in technology have provided us advanced levels of tech-
nical awareness through the innovation of different devices and thus made our life
easier. On the other hand, each technical advancements has the prospective of some
concealed threats to its users like stealing/hacking of their personal data that they
carry in their device or they share over network. In the mobile age, where personal
information is available via multiple points of entry, there are a number of ways
for hackers to get to one’s personal/private information like name of bank, aadhar
number, bank details as saved as contact list, home address, credit or debit card detail,
other e-commerce or insurance policy information, etc. We do not feel that we are
going to the correct track with this handy improvement; phones were invented to
fetch relaxation and freedom into our lives, and let people linked with each other by
using the online applications; however, what we really detect is the contrary (Figs. 9,
10, 11, 12 and 13).



24 L. Kharb et al.

Fig. 4 Age-wise survival probability

Fig. 5 Dataset inputs

Fig. 6 Countries using
number of smart devices
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Fig. 7 Most used device

Fig. 8 Number of users for
each mobility device
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Fig. 9 Mobility usage according employment status

Fig. 10 Usage according to marital status

Fig. 11 Dataset for mobility
usage according marital
status

9 Future of Mobilization: The Need for a Mobile Cloud

The trend of mobility in business enterprises is now moving to an advanced phase.
Today, Bring Your Device (BYD) is at hype among employees at work. The world
of smart phones/tablets and apps is extremely moving at high pace and new hard-
ware/software innovations have started appearing. The pressure is not only on the
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Fig. 12 Purpose of usage

Fig. 13 Dataset for usage of
mobility devices by various
employers and their tasks

hardware and software companies but also on businesses that need the latest and
fastest of them. Cloud computing consists of hardware/software resources avail-
able on the worldwide Web, i.e., cloud computing will act as a link amid the hard-
ware/software companies and business and bring profit to clients. These services rely
on advanced software applications and high-end networks of server computers [10].
This unique approach provides:

• Self-provision of updating the apps that are secretly handled through the app
stores and are prepared centrally by cloud.

• Strong security is in-built i.e.no business data are stored without encryption in the
Cloud.

A cloud framework keeps its basic information on Internet servers rather than
circulating duplicates of information documents to all customers individually.
Customers must be linked with the Internet so as to utilize cloud services. Some
industry observers expect cloud computing to keep increasing in popularity in coming
years [11].A large series ofmobile cloud applications have been familiar today in area
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Table 1 Applications of
cloud computing

Image processing Sensor data application

Natural language processing Crowd computing

Sensor data application Sharing GPS data

Multimedia searches Social networking

such as image/video processing, natural language processing, Geo-location sharing,
sharing Internet access and its apps, group computing andmultimedia sharing.Gener-
ally, the termmobile cloud computingmeans to run an application on a remote server.
Some providers offer cloud computing services for free while others require a paid
subscription [10, 11]: Amazon EC2—virtual IT, Google App Engine, Google Apps,
Apple iCloud, etc (Table 1).

10 Conclusion

Mobility has become an inseparable part in lives of humans whenwe talk of advance-
ments in computing system. Technically speaking, it has made reasonably small,
cheaper but powerful, and wireless communication devices. Each successive devel-
opment either claims to make the software development process easier or to extend
the complexity of applications that can feasibly be built [11]. We have taken a dataset
of 300 of people from various countries and analyzed their usage of smart devices.
To conclude with, we can say that when we want to be in touch whenever we need
to, mobile technology is there; may be in the form of smart phones, tablets, and
notebooks, thereby making our lives better than before. We can send and receive
important documents almost anywhere in the world and thus mobile technology has
helped us to collaborate in real time. Our gadgets also help us to get the right informa-
tion in time of need and it is the duty of smart phone companies, the app builders, and
the Internet providers to keep up with the competition in order to improve this tech-
nology. Development of smart phone is extremely shifting our world but it has both
positive and negative impacts on the culture; so, it is recommended that designing
of future smart phones must comprise of some new features that help in reducing
the negative impacts on the society and also increase the positive features. All the
investigations on our dataset thus proved the facts given in paper.
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An Efficient Numerical Technique
for Solving the Time-Fractional
Cahn–Allen Equation

Amit Prakash and Hardish Kaur

Abstract In this paper, we investigate the time-fractional Cahn–Allen equation
(CAE) with a novel homotopy-based numerical technique, namely homotopy pertur-
bation transform technique in which homotopy perturbation method and Laplace
transform (LT) are combined. In order to verify the reliability and accuracy of the
proposed technique, the numerical results are also presented graphically.

Keywords Cahn–Allen equation · Caputo fractional derivative · Homotopy
perturbation technique · Homotopy polynomials · Laplace transform

1 Introduction

Fractional differential equations (FDE) have become a topic of interest for the
researchers due to their wide applications in different areas of science and engi-
neering. Fractional-order mathematical models [1, 2] are more realistic and most
of the complex phenomena like memory dependent phenomena, groundwater flow
problems, control theory, mechanical properties of materials, and anomalous diffu-
sion are described more efficiently by using fractional derivatives and equations.
Numerous powerful analytical and numerical techniques [3–7] have been developed
to investigate the FDEs. Due to wide applications of FDEs, we here study the CAE
which has many applications in different disciplines as quantum mechanics and
plasma physics, is written as follows

Dξu(τ, ξ) − uττ (τ, ξ) + u3(τ, ξ) − u(τ, ξ) = 0, τ > 0. (1)
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The CAE is connected with various physical motivated problems such as phase
separation, crystal growth, image analysis and has also beenwidely studied by several
researchers. Here, we investigate the following nonlinear time-fractional CAE

Dα
ξ u(τ, ξ) − uττ (τ, ξ) + u3(τ, ξ) − u(τ, ξ) = 0, τ > 0, 0 < α ≤ 1, (2)

where Dα
ξ u(τ, ξ) is fractional derivative of u w.r.t ξ . Different approaches such

as Haar wavelet method [8], homotopy analysis method [9], residual power series
method [10], and fractional reduced differential transform method [11] have been
employed to investigate the CAE. In this work, the time-fractional CAE of reaction–
diffusion is investigated numerically via homotopy perturbation transform technique
(HPTT). Homotopy perturbation method (HPM) [12] is a strong computational tech-
nique and the Laplace transform (LT) is very effective to solve various nonlinear
problems [13–15].

The positivity of HPTT lies in its potential that it requires just a few iterations to
yield an accurate solution.

2 Preliminaries

Definition 2.1 A real function g(μ), μ > 0, in the space Cζ , ζ ∈ R if ∃ a p ∈ R,

p > ζ such that g(μ) = μpg1(μ) where g1(μ) ∈ C[0,∞) and in the space Cl
ζ if

gl ∈ Cζ , l ∈ N .

Definition 2.2 The Caputo fractional derivative [1] of g(μ), g ∈ Cm
−1,m ∈ N,m >

0, is defined as

Dβg(μ) = I m−βDmg(μ) = 1

�(m − β)

μ∫
0
(μ − η)m−β−1g(m)(η)dη,

where m − 1 < β ≤ m.

The operator Dβ has following basic properties

1. Dβ I βg(μ) = g(μ),

2. I βDβg(μ) = g(μ) −
m−1∑

k=0

g(k)
(
0+) μ

�(k + 1)
, m > 0.

Definition 2.3 The LT of the Caputo fractional derivative [1] Dβ
μg(μ) is given by

L
[
Dβ

μg(μ)
] = sβL[g(μ)] −

l−1∑

k=0

sβ−k−1g(k)(0), l − 1 < β ≤ l.
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3 Basic Idea of HPTT

Consider the following nonlinear fractional differential equation of order β

Dβ
t u(x, t) + Ru(x, t) + Nu(x, t) = f (x, t), r − 1 < β ≤ r, (3)

with the condition

um(x, 0) = fm(x), m = 0, 1, 2, . . . , r − 1, (4)

where Dβ
t u(x, t) is temporal fractional derivative, R and N are the linear and

nonlinear differential operators, and f (x, t) is the source term.
Taking LT on Eq. (3) and simplifying, it gives

L[u(x, t)] −
l−1∑

k=0

s−k−1uk(x, 0) + 1

sβ
{L[Ru(x, t) + Nu(x, t)] − L[ f (x, t)]} = 0.

(5)

Exerting inverse LT

u(x, t) = L−1

(
l−1∑

k=0

s−k−1uk(x, 0) + L[ f (x, t)]

)

− L−1

{
1

sβ
{L[Ru(x, t) + Nu(x, t)]}

}
. (6)

By HPM, solution is represented as

u(x, t) =
∞∑

i=0

piui (x, t), (7)

and the nonlinear term is expressed as

Nu(x, t) =
∞∑

i=0

pi Hi (u), (8)

here Hi (u) represents the homotopy polynomial defined as:

Hi (u) = 1

i !
∂ i

∂pi

⎡

⎣N

⎛

⎝
∞∑

j=0

p ju j

⎞

⎠

⎤

⎦

p=0

, i = 0, 1, 2, 3, . . . (9)

From Eqs. (6)–(8), it gives
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∞∑

i=0

piui (x, t) = L−1

(
l−1∑

k=0

s−k−1uk(x, 0) + L[ f (x, t)]

)

− p

[
L−1

{
1

sβ
L

{[
R

∞∑

i=0

piui (x, t)

]
+

∞∑

i=0

pi Hi (u)

}}]
. (10)

Comparing the coefficients of similar powers of p, we get

p0 : u0(x, t) = L−1

(
l−1∑

k=0

s−k−1uk(x, 0) + L[ f (x, t)]

)
,

p1 : u1(x, t) = −L−1

{
1

sβ
L{[Ru0(x, t)] + H0(u)}

}
,

p2 : u2(x, t) = −L−1

{
1

sβ
L{[Ru1(x, t)] + H1(u)}

}
,

p3 : u3(x, t) = −L−1

{
1

sβ
L{[Ru2(x, t)] + H2(u)}

}
,

in this way, we can find the remaining components. Hence, the solution is given as

u(x, t) = lim
p→1

lim
N→∞

N∑

i=0

piui (x, t)

= lim
N→∞

N∑

i=0

ui (x, t). (11)

4 Convergence and Error Estimation

Theorem 4.1 Let ui (τ, ξ) and u(τ, ξ) be in the Banach space (C[0, 1], || · ||). If ∃
0 < γ < 1 for which ||ui+1(τ, ξ)|| ≤ γ ||ui (τ, ξ)||,∀i ∈ N, then the HPTT solution
∞∑
i=0

ui (τ, ξ) converges to the solution u(τ, ξ) of Eq. (2).

Proof Let us consider a sequence {si } of partial sums of the series
∞∑
i=0

ui (τ, ξ). Then,

||si+1 − si || = ||ui+1|| ≤ γ ||ui || ≤ γ 2||ui−1|| ≤ · · · ≤ γ i+1||u0||.

For i, j ∈ N , i ≥ j ,

||si − s j || = ||(si − si−1) + (si−1 − si−2) + · · · + (s j+1 − s j )||
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≤ ||(si − si−1)|| + ||(si−1 − si−2)|| + · · · + ||(s j+1 − s j )||
≤ γ i ||u0(τ, ξ)|| + γ i−1||u0(τ, ξ)|| + · · · + γ j+1||u0(τ, ξ)||
≤ γ j+1

(
1 + γ + γ 2 + . . . + γ i− j−1

)||u0(τ, ξ)||
≤ 1 − γ i− j

1 − γ
γ j+1||u0(τ, ξ)||.

Since 0 < γ < 1, we have 1 − γ i− j < 1, then

||si − s j || ≤ γ j+1

1 − γ
||u0(τ, ξ)||. (12)

So, ||si − s j || → 0 as i, j → ∞. So, {si } being a Cauchy sequence in the Banach
space is convergent. So, ∃u(τ, ξ) ∈ B for which

∑∞
i=0 ui (τ, ξ) = u(τ, ξ).

Theorem 4.2 If ∃ 0 < γ < 1 in such a way that ||ui+1(τ, ξ)|| ≤ γ ||ui (τ, ξ)||,∀i ∈
N, then the truncated error is estimated as

∣∣∣∣∣u(τ, ξ) −
j∑

i=0

ui (τ, ξ)

∣∣∣∣∣ ≤
γ j+1

(1 − γ )
||u0(τ, ξ)||.

Proof From Eq. (12) and above theorem, taking i → ∞, si → u(τ, ξ), we have

∣∣∣∣∣u(τ, ξ) −
j∑

i=0

ui (τ, ξ)

∣∣∣∣∣ ≤
γ j+1

(1 − γ )
||u0(τ, ξ)||.

5 Application

In this section, HPTT solution for the time-fractional CAE is presented.

Example 5.1 Consider Eq. (2) subject to the initial condition given by

u(τ, 0) = 1

1 + e
(

τ√
2

) , (13)

The solution in closed form as in [9] is 1

1+e

(
τ√
2

− 3ξ
2

) .

Following the same steps as in the proposed scheme and after applying HPM, we
arrive at the following equation
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∞∑

n=0

pnun(τ, ξ) = 1(
1 + e

(
τ√
2

)) − p

[
L−1

{( ∞∑

n=0

pnun(τ, ξ)

)

ττ

−
∞∑

n=0

pnHn(u)

}]

− p

[
L−1

{ ∞∑

n=0

pnun(τ, ξ)

}]
,

where

∞∑

n=0

pnHn(u) = u3.

The components of homotopy polynomials are given by

H0(u) = u30,

H1(u) = 3u20u1,

H2(u) = 3u20u2 + 3u21u0.

Solving the above equations, we have

u0(τ, ξ) = 1

1 + e
(

τ√
2

) ,

u1(τ, ξ) = 3e
(

τ√
2

)

2

(
1 + e

(
τ√
2

))2

ξα

�(α + 1)

u2(τ, ξ) = ξ 2α

�(2α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

9e
(

τ√
2

)

4

(
1 + e

(
τ√
2

))2 −
9

(
e
(

τ√
2

))2

2

(
1 + e

(
τ√
2

))3

+
9

(
e
(

τ√
2

))3

2

(
1 + e

(
τ√
2

))4 − 9e
(

τ√
2

)

2

(
1 + e

(
τ√
2

))4

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

u3(τ, ξ) = ξ 3α

�(3α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

27e
(

τ√
2

)

8

(
1 + e

(
τ√
2

))2 −
81

(
e
(

τ√
2

))2

4

(
1 + e

(
τ√
2

))3 +
261

(
e
(

τ√
2

))3

4

(
1 + e

(
τ√
2

))4
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−
90

(
e
(

τ√
2

))4

(
1 + e

(
τ√
2

))5

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
+ ξ 3α

�(3α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

45

(
e
(

τ√
2

))5

(
1 + e

(
τ√
2

))6 − 27e
(

τ√
2

)

2

(
1 + e

(
τ√
2

))4

+
81

(
e
(

τ√
2

))2

2

(
1 + e

(
τ√
2

))5 −
117

(
e
(

τ√
2

))3

2

(
1 + e

(
τ√
2

))6 + 27e
(

τ√
2

)

2

(
1 + e

(
τ√
2

))6

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

− �(2α + 1)ξ 3α

�(3α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

27

(
e
(

τ√
2

))2

4

(
1 + e

(
τ√
2

))5

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

in the same way, all un(τ, ξ) can be obtained. Thus, the approximate solution is

u(τ, ξ) = u0(τ, ξ) + u1(τ, ξ) + u2(τ, ξ) + · · · .

Example 5.2 Consider Eq. (2) subject to the initial condition given as

u(τ, 0) = 1

1 + e
(
− τ√

2

) . (14)

The solution in closed form as in [9] is 1

1+e

(
− τ√

2
− 3ξ

2

) .

Following the process as in Example 5.1, the components of homotopy polyno-
mials are given by

H0(u) = u30,

H1(u) = 3u20u1,

H2(u) = 3u20u2 + 3u21u0,

we have the following iterates of solution

u0(τ, ξ) = 1

1 + e
(
− τ√

2

) ,

u1(τ, ξ) = 3e
(
− τ√

2

)

2

(
1 + e

(
− τ√

2

))2

ξα

�(α + 1)
,
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u2(τ, ξ) = ξ 2α

�(2α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

9e
(
− τ√

2

)

4

(
1 + e

(
− τ√

2

))2 −
9

(
e
(
− τ√

2

))2

2

(
1 + e

(
− τ√

2

))3

+
9

(
e
(
− τ√

2

))3

2

(
1 + e

(
− τ√

2

))4 − 9e
(
− τ√

2

)

2

(
1 + e

(
− τ√

2

))4

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

u3(τ, ξ) = ξ 3α

�(3α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

27e
(
− τ√

2

)

8

(
1 + e

(
− τ√

2

))2 −
81

(
e
(
− τ√

2

))2

4

(
1 + e

(
− τ√

2

))3 +
261

(
e
(
− τ√

2

))3

4

(
1 + e

(
− τ√

2

))4

−
90

(
e
(
− τ√

2

))4

(
1 + e

(
− τ√

2

))5

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
− �(2α + 1)ξ 3α

�(3α + 1)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

27

(
e
(
− τ√

2

))2

4

(
1 + e

(
− τ√

2

))5

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

in this way, all un(τ, ξ) can be obtained. Thus, the approximate solution is

u(τ, ξ) = u0(τ, ξ) + u1(τ, ξ) + u2(τ, ξ) + · · · .

6 Results and Discussion

In Figs. 1a–c and 3a–c, the three-dimensional behavior of solutions is presented
for Examples 5.1 and 5.2, respectively. The graphical results show the accuracy of
the suggested technique. The accuracy of the results can be improved by finding
more approximations. We can see from Figs. 2 and 4 that the fractional-order affects
Eq. (2). Figures 2 and 4 demonstrate the nature of u(τ, ξ) w.r.t ξ for different values
of α for Examples 5.1 and 5.2, respectively, and we notice that as α increases u(τ, ξ)

decreases for Example 5.1 and for Example 5.2, in beginning on increasing the value
of α, u(τ, ξ) decreases but soon, the distance starts increasing on increasing the value
of α.
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Fig. 1 a Exact solution for
Example 5.1. b Approximate
solution at α = 1 for
Example 5.1. c Absolute
error for Example 5.1
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Fig. 2 Plots of the
approximate solution w.r.t
time ξ for different α for
Example 5.1

7 Conclusion

In this work, HPTT is used to study the time-fractional CAE and to handle the
computational difficulties which emerge due to the nonlocality of the fractional-
order mathematical models. It can be concluded that the investigated fractional CAE
and other similar dynamical models efficiently describe the natural phenomena. The
proposed technique is a novel powerful technique with high accuracy to investigate
various real-world problems.
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Fig. 3 a Exact solution for
Example 5.2. b Approximate
solution at α = 1 for
Example 5.2. c Absolute
error for Example 5.2
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Fig. 4 Plots of the
approximate solution w.r.t
time ξ for different α for
Example 5.2
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Image Colorization with Deep
Convolutional Neural Networks

Sudesh Pahal and Preeti Sehrawat

Abstract Colorization, a task of coloring monochrome images or videos, plays an
important role in the human perception of visual information, to black and white
pictures or videos. Colorizing, when done manually in Photoshop, a single picture
might take months to get exactly correct. Understanding the tediousness of the task
and inspired by the benefits of artificial intelligence,we propose amechanism to auto-
mate the coloring process with the help of convolutional neural networks (CNNs).
Firstly, an Alpha version is developed which successfully works on trained images
but fails to colorize images, and the network has never seen before. Subsequently,
a Beta version is implemented which is able to overcome the limitations of Alpha
version and works well for untrained images. To further enhance the network, we
fused the deep CNN with a classifier called Inception ResNet V2 which is a pre-
trained model. Finally, the training results are observed for all the versions followed
by a comparative analysis for trained and untrained images.

Keywords Colorization · Image classification · Convolutional neural networks ·
Resnet · Keras

1 Introduction

Colorization is the process of introducing hues black and white images or videos.
There exist a large number of historic photographs and videos which contain insuf-
ficient amount of colors and luminance information. Colorizing those images will
help us in recreating those moments and a better perception of the old times. The
rapid progress in multimedia application computer technology has resulted in a rapid
increase in digital image use. The rich knowledge contained a wide range of uses
including crime prevention, military, home entertainment, education, and cultural
heritage are used in this data collection and medical diagnosis. It is a very chal-
lenging task to make efficient use of this information, to explore and analyze the vast
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volume of image data. Although the human visual system can interpret hue informa-
tion more accurately than the monochrome information, the colorization process can
add value to the monochrome images and TV programs. Up until now, colorizing
has been done manually by Photoshop which is not so effective and time consuming
as well.

With the help of deep learning and convolutional neural networks (CNN), this
process is automated by providing more information and context about the image.
CNNs are deep artificial networks that are primarily used for object classification and
recognition. The layered architecture of CNN helps us in recognizing object patterns.
The deeper we move into the network more the patterns are detected and objects
get recognized [1]. There are many methods which have been successfully able to
colorize grayscale images. Such approaches can be loosely categorized into two
groups: one in which an individual pixel is assigned a color based on its brightness,
as derived from a color image of relevant content, and the other in which the image
is fragmented into regions, that are each then allocated a single color. This paper
is based on a previous approach: We evaluate the color material of the training
image and then try to anticipate colorized version on a per-pixel basis for a single
target grayscale image. Whereas segmentation methods have an inherent attraction
and could consequence in more coherent colorization, and these methods depend on
accurate image segmentation, which can be discarded by shadows, lighting effects, or
color gradients. Furthermore, training color sets are selected formanual identification
of the objects in a scene.

One of the major problems in the colorization is that two objects with different
colors may appear to have the same color in grayscale mode. One simple solution
for this problem is to seek user inputs for colors. However, doing so will make this
solution very tedious as it requires the user to repaint all the segments of the image.
Most of the automatic colorization techniques are computationally expensive. The
objective of our approach is to efficiently automate the process by training a machine
learningmodel on a relatively small corpus of training images. For this researchwork,
we work in the LAB color space instead of RGB, where L stands for luminance, A
and B for chrominance. Hence, the input to our algorithm is the grayscale image
which is L and the output would be A and B.

This paper is structured as follows: Sect. 1 discusses the history of CNN and
its importance to colorization. Section 2 provides a comprehensive of the work
concerned in this field. The planned work is explained in detail in Sect. 3. First,
we have introduced the Alpha version to colorize grayscale images, then we have
enhanced theBeta version by adding a function extractor to it, and in our final version,
we have loaded the weights from the inception resnet template to boost our image
classifier. Section 4 describes the findings presented followed by the interpretation
and possible context in Sect. 5.
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2 Literature Survey

A number of researchers are doing research in this field to provide effective solu-
tions for colorizing grayscale images. Welsh et al. [2] suggested a quasi-automatic
shading process images using reference images and providing variations to the lumi-
nance values of images. This method uses the luminance values of the adjacent pixels
into the focus picture and fills colors from the corresponding location in the refer-
ence image, but the user must find a reference image containing colors in the desired
regions. Matching quality is enhanced by taking advantage of the qualities and struc-
tures of the luminance of the surrounding pixels. These color exchange strategies
provide adequate coloring productivity, stipulated that the input image has unique
luminance standards or graphics around the edge of the element. An alternative solu-
tion is to enable the client to allocate colors to certain pixels and to perpetuate those
colors to the surviving pixels. The propagation problem is formulated by reducing
the polynomial value function, which means that neighboring pixels with similar
intensity should have similar shades [3]. Here, the user chooses colors directly and is
able to refine the results by scribbling more colors in the image. This methodology
was particularly helpful in colorizing animation and cartoon movies.

In [4], the colors of the reference pixels are mixed to decorate the destination
pixel centered on the geodesic range from the outlet pixels to the destination pixel.
Geode range tests the variance of the luminance from either the reference pixel to
the destination pixel across the route. However, spread basic schemes could generate
obscuring mistakes in color and their performance is significantly affected by the
location of color sources. Deshpande et al. [5] presented the colorizing as linear
problem.

Another significant approach is used in [6] where a user is asked for color values
onto specific pixels and these are then used to colorize the image. Although effective,
this is very tedious task as it asks for user to help again and again. While image
segmentation is an intriguing approach which can lead to erroneous results when
dealing with background clutter, dissimilar patterns, and non-identical hues. The
task of colorizing the images can be automated using machine learning [7]. By
automating this process not only computational cost and time is reduced but it also
is known to decrease the error rate by half. Inspired by the above-mentioned issues
related to colorization and benefits of machine learning,

We design a system that incorporates a deep convolutionary neural network
recruited from ground up with strong-level characteristics extracted from a pre-
trained Inception ResNet-v2 model. Our approach aims to efficiently transfer the
machine learning output to colorize the image. It is done by training our machine on
small training data and thereby reducing computational cost of the system.
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3 Proposed Models

3.1 Alpha Model

This is the most basic version of our neural network that effectively colorizes trained
images (Fig. 1). First, we changed the color channels from RGB to LAB using a pre-
defined algorithm. L holds for brightness, as well as a and b for hues of red and blue,
yellow. Its laboratory encrypted image has one layer of grayscale and three layers
of shadow have been packed into two layers. It implies that we could use the first
grayscale picture in our final expectations. Convolutional filters are used between
input and output values to tie them together, a convolutionary neural network [8, 9].
Each filter extracts some of the information from the picture.

The system could either make a new picture from either a filter or incorporate a
range of filters into a single picture. Throughout the case of a convolutionary neural
network, each filter is adjusted instantly to assist with just the expected result.

Hundreds of filters are then stacked and narrowed down to two layers, namely a
and b. The neural network then predicts values based on the grayscale input. The
predicted values are then mapped with the real values. The real color parameters are
from −128 to 128, that is the preferred period for just the LAB color space. We use
the Tanh activation function to map the predicted values. You offer the Tanh function
for a certain value, it returns −1 to 1. This allows us to compare our prediction error.
The network keeps revising the filters to reduce the final error and keeps iterating until
the error is minimum. The convolutional network then produces colorized version
based on images learned from past.

32*32*3 image

5*5*3 filter

3

32

32

Convolve over all 
spatial location

1

2

2

Fig. 1 Process of convolution
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3.2 Beta Model

In Alpha colorization, we have been successful to colorize an image that network has
been trained on. However, for the images that it has not been trained on it shows a
poor result. In the development of the beta version, the objective is to generalize our
network and teach the network to color the image that you have not seen before. For
this process, feature extractor [10] is used which find the link between the grayscale
images and their colored images.

Firstly, simple patterns including a diagonal line, all black pixels and other similar
patterns are considered. In each square (filter), we look for similar patterns and
will remove the pixels that do not match. By doing this, we will generate as many
images as number of filters. Scanning those images will yield similar patterns that are
already detected by the network. Reducing image sizewill also be helpful in detecting
patterns. With these filters, a nine pixel (3 * 3 filters) layer is obtained. Combining
these with low-level filters, we will be able to detect more complex patterns. Many
shapes like half circle, a small dot, or a line will be formed and it will generate
128 new filtered images. First, low-level features like edges, curved are formed, and
these are then combined into patterns, details, and will eventually result into output.
Our network is operating in a trial and error manner. Initially, random estimates are
made for each pixel. On the assumption of an error for per each pixel, it operates
backwards through the network to improve the extraction of the functionality. In this
case, the source of largest errors is in locating the pixels and deciding whether to
color it or not. Then all items are colored brown, because this color is most identical
to any other color and produces the smallest error. Since most of the training dataset
is identical, the system is trying to deal with different objects. More tones of brown
would be there in the colorized version and it will fail to generate more nuanced
colors as shown in Fig. 2. The major difference from certain visual networks is the
significance of pixel positioning. For coloring networks, the width or proportion

Fig. 2 Deep visualization
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of the picture remains the same across the network. Coloring does not cause any
distortion in the final image created while the image becomes blurred the closer it
moves to the final layer in traditional networks.

In classification networks, the max-pooling layers increase the density of infor-
mation but also distort the image. It values are only the information, but not an
image’s layout. Instead, we use a step of 2 in these networks to reduce the width
and height by half. This increases the density of information, but does not distort the
image. Only the final classification is concerned with classification networks. They
therefore continue to reduce the size and quality of the image as it traverses through
the network. The ratio of the image is maintained by appending the white padding
as shown above; otherwise, each convolutionary layer cuts the images.

ORIGINAL GREY 
SCALE IMAGE

Encoder Inception-
ResNet-v2

Scaling 
(224*224)

Scaling 
(299*299)

Fusion Layer

Decoder

Colorized Image 

Up sampler 
(2*2)

Fig. 3 System model
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3.3 Full Model

The final colorization neural network is depicted in Fig. 3 which is built of four main
components—encoder, decoder, fusion layer in between and a classifier running in
parallel. The classification layer is extracted from the Inception ResNet V2 [11, 12]
and fused with the output of encoder.

Our deep CNN is built from scratch whereas the classifier is a pre-trained model.
Thus, the classifier helps in identifying objects in the picture well and thus matching
the object representation to the corresponding color scheme. We use E, the one with
the fusion layer which is easy to understand and reproduce in Keras. While the deep
CNN is trained from scratch, Inception ResNet-v2 is used as a high-level extractor of
features that provides information about the content of images that can help colorize
them. The pictures considered in the CIE L * a * b * color space are of size H/W.
Starting with the luminance component XL/R H × W × 1, our model aims to get
estimate of the remaining components in order to result into a fully colored version
X˜ ∈ R H × W × 3. In short, it is assumed that there is a mapping of F such
that F: XL → (X˜ a, X˜ b), (1) where X˜ a, X˜ b are the a *, b * components of
the reconstructed image, which combined with the input provide the approximate
colored image X˜ = (XL, X˜ a, X˜ b). The proposed architecture is based entirely
on CNNs, an effective model that has been extensively used by researchers in the
literature, to be independent of the size of the input. In short, a convolutionary layer
is a set of short, learnable filters in the input image that fit specific local patterns.
Near-input layers search for simple patterns such as contours, while those closer to
the output extract more complex characteristics.

We select the CIE L * a * b* color space to represent the input images as it
distinguishes the characteristics of color from the luminance comprising the main
image characteristics. The combination of the luminance with the color components
is guaranteed that the final reconstructed picture has a high level of detail. The model
estimates that it is a * b* component given the luminance component of an image and
combines it with the input to obtain the final approximation of the colored image.We
use an Inception-ResNetv2 (referred to as Inception) network instead of training a
feature extraction branch from scratch in order to get the grayscale image embedded
from its last layer. The network is logically divided into four major components.
The feature’s encoding and extraction components, respectively, obtain mid-level
and high-level features which are then fused into the fusion layer. Lastly, to estimate
output, these features are exploited by decoder. The function of each component is
given below.

Preprocessing The pixel values are centered and scaled depending on their respec-
tive ranges for all three image components. The values are achievedwithin the interval
of [−1, 1] in order to ensure correct learning.

Encoder The encoder processes grayscale images from H × W and gives output
in form of a representation of features from H/8 × W /8 × 512. It makes use of 8
convolutionary layers with 3× 3 kernels for this purpose. Padding is used to preserve
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the layer’s input width. In addition, the first, third and fifth layers implement a step
of 2, thus reduce their output dimension by half and decrease the total number of
computations needed.

Feature Extractor High-level elements, e.g., underwater or indoor scene, convey
information about objects that can be used in the coloring process. We have used a
pre-trained model of Inception to extract an image embedding. First, the image of
the input is scaled to 299 × 299. Instead, we have stacked the image with it to get
a three-channel image to fulfill the dimensional requirements of Inception. First, we
feed into the network the resulting image and extract the final layer output prior to
the softmax function. It gives output in an embedding of 1001 × 1 × 1.

Fusion The fusion layer takes the function vector from Inception, replicates it twice
in HW/8 and adds it to the encoder’s volume of features along the axis of depth.
This approach provides a single volume with the encoded image and the mid-level
characteristics of the shape H/8 × H/8 × 1257. By concatenating and mirroring
the feature vector multiple times, it is guaranteed that the semantic information
transmitted by the feature vector has uniform distribution across the entire image’s
spatial region. In addition, this approach also makes arbitrary input image sizes
robust, increasing the versatility of the model. Ultimately, we apply 256 size 1 × 1,
convolution kernels, effectively producing a H/8 × W /8 × 256 feature dimension.

Decoder Lastly, the decoder applies a sequence of convolutionary and up-sampling
layers to the volumeH/8×W /8× 256 to have final layer with dimensionsH ×W ×
2. Up-sampling is achieved by the use of the closest basic approach to the neighbor
in order to get twice height and width of the output when compared with the source.

By minimizing an objective function specified over the estimated output and the
target output, the optimal model parameters are determined. We use the mean square
error metric between the predicted pixel colors in a * b * space and the actual values
to measure the design loss. For a particular picture X, the mean square error is given
by,

C(X, θ) = 1

2HW

∑

k∈(a,b)

H∑

i=1

W∑

j=1

(
Xki, j − �

Xki, j

)2

where θ represents all model parameters, Xki, j and
�

Xki, j denote the i, jth pixel values
of the kth component of the target and the reconstructed image, respectively. This can
easily be extended to a batch B by averaging the cost among all images in the batch,
i.e., 1/|B|P X ∈ B C(X, θ ). This loss is propagated back during learning to update the
parameters of the model using Adam optimizer with an initial learning rate of η =
0.001. We enforce a fixed image size during training to allow batch processing.
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4 Simulation Results

The proposed architecture is implemented with Keras and Tensorflow backend (with
Python 3.0 version). The implementation details for the CNN are as follows:

• Model: Convolutional neural network
• Dataset: Public dataset imported from unsplash
• Optimizer: RMSProp(alpha and beta version) and Adam optimizer(full version).
• Activation function: RELU
• Loss: MSE
• Colorspace: Lab
• Layers: Kernels of size 2 × 2 with stride of 2(beta version) and Kernel of size

1 × 1(full version).

4.1 Alpha Model

The output for trained and untrained images for Alpha model is illustrated in Fig. 4
which implies that in case of colorizing trained images; Alpha version successfully
recreates the exact colors as in the original image.

Trained Image
Grayscale            epoch=10              epoch=100              epoch=500            Original

Untrained Image

Fig. 4 Output for Alpha model
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Trained Image
Grayscale       epoch=10         epoch=100            epoch=500             original

Untrained Image

Fig. 5 Output for Beta model

4.2 Beta Model

The output for trained and untrained images for Beta model is illustrated in Fig. 5. In
case of trained images, the Beta version correctly colorizes the image even though
the input given to the network was black and white.

4.3 Proposed Full Model

We have applied a 254-filtered convolutional network with a 1 × 1 kernel, the final
output of the fusion layer. To prevent the overflowing of memory, we have run 500
iterations with a batch size of 20 images at a time. Although our validation set
was quite small, however, running it on larger and more diverse datasets will give
more consistent and evolved results. The output for trained and untrained images for
proposed model is illustrated in Fig. 6.

5 Conclusion

This paper implements deep learning convolutional neural architecture which is suit-
able for colorizing black and white images. The proposed model has been success-
fully able to colorize back and white images up to a perceptive ability of around
80%. However, there is still room for improvement in coloring the image with great



Image Colorization with Deep Convolutional Neural Networks 55

Trained Image
Grayscale                                      epoch=250                      epoch=1000

Untrained Image
Grayscale                                     epoch=250                       epoch=1000

Fig. 6 Output for proposed model

details and background clutter. For the future work, we would recommend running
this model on other pre-trained models and different datasets. Also it would be inter-
esting to see its application on video segments. Various changes and hybridization
of technologies in the architecture of neural networks is still a field to be explored.
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Abstract EEG signals can be preferred as a biometric trait because of their unique-
ness, robustness to spoof attacks, and many other advantages as compared to other
commonly used identifiers such as finger print, palm print, and face recognition. A
complete overview of biometric systems based on EEG signals, their acquisition,
pre-processing, feature extraction, and classification at different frequency bands
is presented in this paper. Comparison is made between various techniques and
their efficiencies used in EEG-based biometric systems. Different signal acquisition
methods (resting state, visual stimuli, cognitive activities) used in previous works
have been discussed with their pros and cons. Nowaday’s researchers focus on low-
cost EEG acquisition systems with a smaller number of electrodes with better accu-
racy. Databases used in this area are also discussed, some of them are public and
some authors acquire their personal data. A table is provided which compares the
results of different signal acquisition methods, pre-processing techniques, feature
extraction, and classification techniques.
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1 Introduction

Nowadays, with the increasing demand of security, biometric traits are used in
personal identification instead of other conventional methods such as ID cards, keys,
and passwords which can be easily lost, stolen, and forged. For this purpose, different
kinds of biometrics have been proposed such as fingerprint, palmprint, hand geom-
etry, iris, face, voice, electroencephalogram (EEG), and electrocardiogram (ECG).
The EEG signals are brain signals which are used as a biometric trait for personal
identification because of their uniqueness (i.e., different persons have different EEG
patterns while performing same activity), robustness against spoofing attacks, hard
to mimic, and people having physical disabilities are not excluded in this kind of
system [1]. Active EEG recordings can be acquired from living subject with the
normal mental condition and no one can force the subject to provide desired EEG
signals which was obtained in the normal state. Further EEG’s are recorded non-
invasively from the scalp. EEGs are recorded from voltage differences on the scalp
which is produced by currents spreading on the scalp. This current is produced by
the electrical activity of active nerve cells in the brain. Some standard EEG wave
frequency bands are discussed in Table 1. Researches have proved that Alpha and
Beta rhythms contain pertinent individual-specific characteristic.

This paper has been organized in five sections as shown in Fig. 1. Section 1 gives
introduction. In Sect. 2, different signal acquisition protocols are discussed which
include three subfields, i.e., signals acquired in resting state, signals acquired by
exposure of visual stimuli, and signals acquired by performing different cognitive
activities. In Sect. 3, different pre-processing techniques are presented. Fourth section
emphasises on different feature extraction techniques and the last section covers
different classification techniques that are used for EEG-based processing.

Table 1 Standard EEG frequency bands

Rhythm Frequency band (Hz) Description

Delta(δ) <4 Concerned with deep sleep or loss of body awareness

Theta (θ) <7 Waking state of young children, deep meditation, and in
dreaming sleep

Alpha (α) 8–15 Relaxed state, awake with eyes closed

Beta (β) 16–31 Concerned with active or anxious thinking, alert state

Gamma (γ) >32 Shows event brain synchronization and associated with
cognitive or motor activities

Fig. 1 EEG-based biometric system
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2 EEG Signal Acquisition

Signal acquisition is the first step used in any biometric system. This paper discusses
different EEG signal acquisition protocols. EEG recordings are non-invasive, i.e.,
electrodes are located over the scalp to acquire EEG signals. Basically, in medical
grade sensor systems, large number of electrodes are used for capturing the datawhile
in low-cost sensor systems, the number of electrodes is relatively less. The actual
number of electrodes may vary from system to system such as some system only
consists of a single electrode and others may have four electrodes, eight electrodes,
16 electrodes, etc. Some of the low-cost EEG sensors and number of electrodes used
are shown in Table 2.

Electrodes can be distributed as either the 10–20 system [2] or the 10–10 system
[3]. Figure 2 shows the electrodes placement using 10–20 system (a) and 10–10
system (b). In 10–20 system, maximum 21 electrodes can be used. Nasion to the
inion distance is measured, starting electrodes are at 10% distance, and the remaining
electrodes are at 20% of the distances. In 10–10 system, electrodes can be increased
from 21 to 74, and all electrodes are at 10% distance. So, this is also known as 10%
system or extended 10–20 system.

In case of EEG signal acquisition for biometric identification of person, the main
aspect is state of brain and type of its activity. Here, we considered three main types
of brain stimulation, i.e., resting state, with eyes closed (REC), and eyes opened
(REO). Other is visual stimuli, where subjects were exposed to pictures and then
their EEG signals were recorded and the last state is cognitive activities, and in this,
subjects were asked to perform serval imagery task.

Table 2 Portable EEG
sensors

Device Electrodes

NeuroSky MindSet 1

Mindflex 1

MindWave 1

XWave Headset 1

HiBrain 1

iFocusBand 1

Aurora Dream Headband 1

Neural Impulse Actuator 3

Melon Headband 4

Muse 4

Emotiv Insight 5

OpenBCI 8 or 16

Emotiv EPOC 14
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Fig. 2 Electrode placement according to the international 10–20 (a) and 10–10 (b) system [3]

2.1 Resting State (REC, REO)

Various researchers [4–9] used resting state as signal acquisition protocol in their
studies and got satisfactory results. In this state subject sits in the quiet room in
resting state either with eyes closed (REC) or with eyes open (REO). In this state
subject don’t need any additional information for signal acquisition and they just
relax. Poulos et al. [4, 5, 10], acquired data when subjects were in resting state
with eyes closed; 4 subjects and 75 imposters were considered for data acquisition,
and voltage difference between O2 and Cz was calculated and EEG signals were
recoded for continuous 3 min. In [4], correct classification rate (CRR) was obtained
between the range 72 and 80%. In [5], CRR up to 80–100% was obtained. Paranjape
et al. [11] collected data from 40 subjects using eight-channel EEG recording device.
EEGwas recorded during REC andREO. Results show 100% classification accuracy
using all data, and 80% when half the data is used. Parisa et al. [12] acquired data
from 10 subjects. Data was taken using 100 channels in 24 s duration in REO and
the sampling rate was 170 Hz. CRR of 80–95% was achieved using single channel
method and 85–100% using multi-channel method. Su et al. [13] recorded EEG
signals using HXD-I portable equipment using only FP1 electrode, sampling rate
was 200 Hz. Forty healthy volunteers were considered for data acquisition under
quiet environment. Data was recorded in two periods and each subject provided
60 min recording in total, and whole data was divided into two halves, first one was
used for training and other one for testing. Accuracy up to 97.5% was achieved.

Resting state is advantageous condition because it does not require any involve-
ment of subject in EEG recording, i.e., subject just has to sit and relax with eyes
open or closed, and this can reduce artifact occurrences, fatigue, and inconvenience.
Also, the ambiguity of instruction to subjects can result in incommensurable of data
as it may be interpreted by subjects in different way.
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2.2 Visual Stimuli

Another approach used by researchers to acquire data is visual stimuli. In this
approach, EEG signals are recorded when some pictures are exposed to subjects,
and these recorded signals are called event-related potential (ERP), or visual evoked
potential (VEP). ERP are very small voltages in the brainwhich evoked in response to
specific event or stimuli. P300 is an ERP waveform; it is one kind of VEP. To acquire
VEP, fast/moving picture series are shown to subject. When VEP data is used during
the feature extraction, the presumedwaveforms could be accurately measured. Snod-
grass and Vandermart picture set [14] is used by most of the researchers [15–19] for
their study.

Ferreira et al. [20] acquired VEP from 13 female subjects. Faces of 16 volunteers
(8 males and 8 females) were selected to be used as 48 different face stimuli. Images
of 16 different house fronts were superimposed on each of the faces. The images
were divided into two experimental blocks. In first, the participants were asked to
pay attention to houses while ignoring the faces and in second to focus on faces while
ignoring the houses. The task for subjects was to find that whether the presented faces
or houses are same or not. Stimuli arrive in sequence and lasting for 300 ms each.
Twenty electrodes were used to acquire EEG, that were placed according to 10–20
electrode placement system.

In [21], Gui et al. acquired raw EEG signals from 32 volunteers (11 female and
21 male) using EASY CAP device having six electrodes and the sampling rate was
500 Hz. EEG signals were recorded for 1.1 s, so total of 550 samples for each
channel. VEP signals were acquired when subjects silently read the text shown to
them, which consist of unconnected list of texts having 75 words (such as FISH,
BAG), 75 pseudowords (such as TRAT, MOG), 75 acronyms (like TNT, MTV), 75
illegal strings (like PPS, BPW), and 150 instances of their own name. To acquire
training and testing set, subjects had to perform same task two times, i.e., first time
for training and next time for testing. Four different scenarios were performed; the
results shows that classification rates of scenario 4 can reach around 90%. And
the classification rate of scenario 3 has worst performance which is less than 11%.
Scenario 2 shows improvement, i.e., around 40% classification rate.

Koike-Akino et al. [22] acquired EEG data using 14-channel Emotiv EPOC.
Sampling rate was used 128 samples per second and 25 healthy volunteers were
considered as subjects. Electrodes were placed using 10–20 electrode placement
system. Data was acquired in naturalistic setting. VEP signals were acquired from
card counting task, in which five zener cards were shown in random order. Before
data acquisition, subjects had to choose one zener card from cards displayed earlier,
and that card was named as a target card. To perform the task, subjects had to calcu-
late the total number of time target card was shown on screen. To verify that subjects
performed the counting task, each subject was asked at the end of task, the total
number of time target card shown on screen. Each card was displayed for 200 ms
with an inter-stimulus interval of 800 ms. Subjects were asked to not do any body
movements and eye movement during 800 ms inter-stimulus interval. 72% accuracy
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was achieved using only single 800 ms ERP epoch for 25-subject identification from
EEG biometrics. Authors concluded that identification accuracy can be improved to
more than 96.7% by joint classification of multiple epochs.

One of the drawbacks of visual stimuli is that to trigger the VEP signal, external
device is required, which makes system more complex compared to resting state and
cognitive task.

2.3 Cognitive Activities

In these kinds of activities, subjects performed various tasks during signal acquisition
such as imagery task or actual movement task. Imagery tasks were used by Marcel
et al. [23] such as imagery left-hand movements, imagery right-hand movements,
generation of words beginning with the same random letter, named as left, right, and
word, respectively.

Palaniappan [24] used several imagined activities for data collection such as base-
line activity (subjects just relax), math activity (subjects were given non-trivial multi-
plication problems and were asked to solve them without vocalizing and any other
physical movement), geometric figure rotation activity (3D object was shown for
30 s and then removed then subjects were asked to visualize the object being rotated
about axis when EEGwere acquired), letter composing activity (subjects were asked
to mentally compose a letter without vocalizing), visual counting activity (subjects
were asked to imagine a blackboard and visualize numbers being written on board
sequentially, with previous number being erased when next number was written.

Sun et al. [25] involved the task in which subjects had to imagine moving their
index finger of any hand in reply to an extremely probable visual cue.

Hu [26] used BCI competition 2003 dataset. Sixty-four-channel EEG amplifier
from Neuroscan was used to acquire data and sampling rate was 250 Hz. Subjects
were asked to perform some tasks such as imagery left hand, right hand, foot or tongue
movements according to a cue. Results show that when threshold 25% is taken, True
acceptance rate (TAR) was 100% for k3b-T, k6b-R, k6b-F, 11b-T classifiers.

3 Preprocessing

WhenEEG signals are acquired, they are present in raw formwhich are usually noisy.
So first, one needs to remove noise from them for further processing. Preprocessing
of EEG signal is done to remove various artifacts from the raw signals.

EEG artifacts:

The undesirable potential that affect brain signals are called artifacts. These are
generally originated from non-cerebral origin [27]. These come from physiological
and non-physiological sources. Non-physiological sources are generated outside the
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human body and artifacts can easily be eliminated by filtering, shielding, etc. Phys-
iological artifacts are those which originate from different bodily activities such as
impedance of electrodes can vary through skin response like sweating, etc.

• Human eye forms an electric dipole, when the eye moves or blinks, the electric
field around the eye changes which produces an electric signal known as electro-
oculogram (EOG). EOG is kind of physiological artifactwhich has high amplitude
pattern in brain signal.

• Electromyogram (EMG) is another kind of physiological artifacts, which is
usually caused by movement of head, body, jaw or tongue and causes large
disturbances in brain signals.

Physiological artifacts such as EOG and EMG are more difficult to handle, then
non-physiological artifacts. A review of different pre-processing techniques used for
removal of these artifacts is given in this section.

Gui et al. [21] used ensemble averaging, which is average of multiple measure-
ments. It is very efficient for noise reduction because square root of number of
measurements reduces the standard deviation of noise after averaging. So, ensemble
average of first 50 subjects’ recordings was taken. After averaging, signal was much
smoother then raw data. Then ensemble averaged signal passes through 60 Hz low
pass filter to eliminate noise from large range of EEG data. Some authors [28], down-
sample the signals by applying decimation factor; Rocca et al. [28] used this approach
for preprocessing; sampling rate was 100 Hz and according to Nyquist theorem, its
anti-aliasing and FIR filters were selected. Then bandpass filtering was applied to
keep spectral information in band [0.5, 40] Hz, which contain useful frequency
components during resting state condition. Resultant signals were segmented into
M-overlapped frames, with length of each frame equal to 15 s and time interval of
1 s was used between successive frames. Rocca et al. [29] used the same approach of
downsampling the signals. Acquired signals are α waves, originating from occipital
lobe. During resting state, EEGwaves consists of frequency elements less than 30Hz.
EEGwaves have very small amplitude above 30 Hz, which was affected by noise like
50 HzAC component. Decimation factor was applied to raw signals and anti-aliasing
filter according to Nyquist theorem to retain spectral information existing in band
[0.5, 30] Hz. Common average referencing (CAR) filtering can be applied to mini-
mize artifacts concerned with improper reference choices and monopolar readings.
This gives increased SNR.

Usually, major artifact in EEG signal is eye blinking; some authors pre-processed
EEG signals to extract eye-blinkingwaveform fromEEGsignals. Eye blinking can be
easily detected because it has largest amplitude, so we can extract it from its peaks.
Some authors [30] used this method to extract eye-blinking waveform. Acquired
EEG signal was first normalized to get mean equal to zero and max amplitude one.
Then positive and negative peaks of eye blink were detected by applying threshold
using MATLAB function “findpeaks”.

Framing and bandpass filtering were also used for pre-processing stage. Authors
in [31] used these steps for preprocessing of EEG recording. They segmented each
EEG signal into frames and each frame having 1 s duration. Then filtering was done
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on each frame to get different EEG bands such as [δ, θ, α, β, γ]. Elliptic bandpass
filter was used because it can get narrow transition width with small-order number.
MATLAB function “ellip” was used to design elliptic filter and then used to filter
each EEG frame having zero-phase using MATLAB function “filtfilt”.

As authors [32] acquired data using some portable EEG acquisition equipment,
one of author [32] used Mindset headset to acquire EEG signals. This headset had
inbuilt hardware filter which can filter out automatically 50 and 60 Hz noises from
circuit. Also, it can detect muscular and ocular movements, using which EMG and
EOG noises are easily eliminated. But, in this kind of system, there may be noise
due to poor contact between electrode and scalp. Use of this headset cannot claim
a good way to avoid such type of noises because of its randomness and irregularity.
So, subjects had to relax and keep eyes closed.

Authors [33] also used bandpass filtering on raw data for the pre-processing
stage. MATLAB function “eegfilt” was used which does not introduce any phase
distortion. Hu [26] also used band pass filter for raw EEG data and the information
present between 2 and 40 Hz was extracted.

Some of the authors [4] extracted particular band rhythm to process their EEG
signal. Poulos et al. [4] extracted the alpha rhythm by spectrally analyzing the
recorded signals using FT and retain the band between 7.5 and 12.5 Hz.

Yang et al. [34] used wavelet-based pre-processing technique, which involved
two steps in preprocessing of raw EEG signals, one is segmentation and other
is denoising. In wavelet-based denoising, three wavelet-based denoising methods
were introduced, i.e., wavelet thresholding, multi-variate and multi-scale principle
component analysis, and hybrid denoising method.

Palaniappan [24] used elliptic finite impulse response (FIR) high-pass filter
[0.5 Hz] to reduce baseline noise. Elliptic filter was used due to its low order than
other FIRfilter likeButterworth. For no phase distortion, forward and reverse filtering
was performed.

Zuquete et al. [19] considered artifacts produced by eyeblinking only, and by
using amplitude threshold method and discard other VEP signals, the signals whose
magnitude crossed 50 μVwere assumed to be contaminated so they were discarded.
Then resulting signals were filtered which were artifact-free VEP signals with 30–
50 Hz passband, using tenth-order Butterworth digital filter. And by using forward
and reverse filtering, the nonlinearity of filter was removed. Then resulting signal has
zero-phase distortion and an amplitude multiplied by square of amplitude response
of the filter. After filtering, first and last 20 samples were discarded because they do
not represent a properly filtered signal.

In [15], Palaniappan and Ravi removed VEP signals with eye blinks artifact by
detecting VEP signals having magnitude above 100 μV. Threshold value 100 μV
was used because blinking produces 100–200 μV potential which lasts for 250 ms.
Then mean of the data was removed to set pre-stimulus baseline to zero. Then by
using PCA, noise was removed from 61 channel VEP signal. Tenth-order forward
and backward Butterworth digital filter was used to extract VEP in the 3 dB passband
of 30–50 Hz, i.e., in gamma-band range. Zero-phase response was obtained by using
forward and backward operations which can remove the nonlinear phase distortion



Electroencephalogram Based Biometric System: A Review 65

caused by butterworth filtering. Palaniappan and Mandic [17] detected EEG signals
contaminated by eye blink artifact using 100 μV threshold. EEG signals were refer-
enced to common average and gamma range was extended to 20–50 Hz, i.e., wider
range. Then, EEG signals were filtered using elliptic filter because it needs lower
order than Butterworth filter. Palaniappan and Mandic [16] used SD filter with 3 dB
bandwidth over as wider bandwidth than previous one, i.e., 25–56 Hz. This filter
consists of sum (low-pass) and difference (high-pass) filter. This filter has advan-
tage over Butterworth and elliptic filter that the phase response was linear and the
coefficients were integers. Also, symmetry (for low-pass) and anti-symmetry (high-
pass) properties reduce the computational complexity by half. After SD filtering,
they perform spatial averaging to reduce intraclass variance. In this, an average of
filtered VEP signals was computed from all channels and used as a baseline measure.

4 Feature Extraction

After preprocessing of acquired EEG signals, next step is to extract their features. The
selection of features is very important for the performance of EEG-based biometric
system. Each section provides brief introduction of techniques used in respective
literature reports.

4.1 Power Spectral Density (PSD)

PSD is a frequently used feature in EEG biometric [9, 23, 35]. PSD describes
the signal power distribution over frequency. Unit of PSD is given by watts per
hertz. Power spectral density features are calculated by computing fast Fourier trans-
form (FFT) of time-domain signal or by taking autocorrelation function and then
transforming it.

DFT is given by Eq. 1

X ( f ) =
N∑

i=1

x(i)wN (i − 1) (1)

where

wN = exp(2π i)/N (2)

is N th root of unity. PSD is given by:
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SX ( f ) = 1

N

(
N∑

i=1

|X ( f )|2
)

(3)

4.2 Autoregression Model (AR)

AR model was also very popular for feature extraction. AR model is a time-domain
representation of the random process. In the autoregression model, we forecast the
variable of interest using the past values of the variable.

Xt = c +
p∑

i=1

ϕi Xt−i + εt (4)

where model coefficients = (ϕ1, ϕ2, …, ϕp), c is constant, and εt = white noise.
The model given in Eq. 4 is known as the AR(p) model because this is an autore-

gressive model which has order p. The order of the autoregressive model is the
number of immediately preceding values in the series that are used to forecast the
value at the present time. For example:

Xt = c + ϕ1Xt−1 + ϕ2Xt−2 + εt (5)

Equation 5 is called as AR (2) because values at time t is predicted from the values
at time t − 1 and t – 2, i.e., previous two values. When lag operator B is introduced,
then we can write Eq. 4 as Eq. 6:

Xt = c +
p∑

i=1

ϕi B
i Xt−i + εt (6)

AR model coefficients can be used as features of the biometric system because
they may reveal various intrinsic characteristics of EEG signals.

Rocca et al. [29] employed AR stochastic modeling, where AR reflection coeffi-
cients (Kch

i,m(Q)) were estimated using Burg’s method, where Q is order, and value
of Q, determined using Akaike Information Criterion (AIC) which is given as Eq 7:

AIC(Q) = NT ln σ 2
Q + 2Q (7)

where NT = sequence length, σ 2 = prediction error power. Values ofQ from 8 to 12
were used, and the maximum value ofQ, i.e., 12 has been selected for the ARmodel.
The polynomial regression-based classification was used and recognition rates up to
98.73% were achieved.
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4.3 Wavelet Transform (WT)

It is another useful feature extraction method for biometric systems [36]. Wavelet
coefficients WTψ {x}(a. b) can be used to derive wavelet-based features using Eq. 8:

WTψ {x}(a.b) = 〈
x, ψa,b

〉 =
∫

R

x(t) · ψa,b(t)dt (8)

where x(t) = time-domain signal, ψa,b(t) = wavelet function.
Basically, a wavelet is a function ψ ∈ L2(R) with a zero average, i.e.,∫ +∞

−∞ ψ(t)dt = 0.
Gui et al. [21] also usedWT to extract features fromEEG signals and usedwavelet

packet decomposition (WPD). WPD is downsampling process from which time-
frequency information of the signal is analyzed by passing the signal through multi-
level filters. A four-levelWPDwas applied to calculate mean (μx), standard deviation
(σ x), entropy (ε(x)) and finally used these to form the feature vector. Classification
rates achieved were up to 90%.

μx = 1

N

N∑

i=1

xi (9)

σx =
√√√√ 1

N

N∑

i=1

(xi − μx )
2 (10)

ε(x) = −
∑

t

x2(t) log(x2(t)) (11)

4.4 Channel Spectral Powers and Interhemispheric Channel
Spectral Power Differences

Channel spectral power as a feature extraction technique was used by Palaniappan
[24] Channel spectral power was calculated by using the variance of filtered output
and was given by:

Pf1, f2 =
f2∫

f1

SX ( f )d f (12)
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where f1, f2 is a frequency band, SX ( f ) is power spectral density. Then, interhemi-
spheric channel spectral power differences in each spectral band were calculated
by:

Pdifference = p1 − p2
p1 + p2

(13)

where p1, p2 is power in different channels in the same spectral band but in opposite
hemispheres.

4.5 Energy Entropy (EE)

Hu [26] used energy entropy as one of feature extraction technique among many.
Energy entropy was extracted from single channel, i.e., it is calculated for each
channel without considering other ones. EE characterize single complexity with the
change in time and many characteristics in the frequency domain.

E =
m∑

j=1

E j (14)

E j =
∑

k

∣∣Dj (k)
∣∣2 (15)

Dj = spectrum on the jth frequency band, E1, E2, …, Em represent energy distri-
bution onm frequency bands. Let Pj = E j/E , then

∑
Pj = 1, the EE corresponding

to:

We = −
∑

j

Pj log Pj (16)

Then, multi-layer back propagation neural network was used as a classifier.

4.6 Phase Locking Value (PLV)

Hu [26] used PLV as one of the feature extraction technique. PLV is an example of
two channel feature. To find the interaction between the EEG signal and having more
direct interpretation between them, PLV was used. PLV is defined by considering
the phase of two signals and given by

PLV = ∣∣〈exp( j{φi (t) − φ j (t)})
〉∣∣ (17)
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where φi (t), φ j (t) = instantaneous phase of electrode i and j at time t, and it was
proved that phase value can be calculated by using either Hilbert transform or by
convolving with a complex Gabor wavelet. Various other methods used in feature
extraction [28, 33, 37] are given in Table 3.

5 Classification

After feature extraction, the next step is the classification of extracted features. We
can define classification as a process in which the identity of the input vector is
compared with feature vectors which are stored in the database. A brief review of
some of the common classification techniques is provided in this section.

5.1 k-Nearest Neighbor Algorithm

k-NN iswidely used in EEGpattern classification [16, 38] and it is one of the simplest
algorithms. It is a non-parametric method. k-NN can be used for classification and
regression. The basic principle for classification is that similarity among template
features and test feature was obtained, the role of the test is to find the k-nearest-
labeled samples in the training feature templates and then the decision is made using
majority vote of its neighbors. If the value of k is 1, then it becomes the simplest
nearest neighbor classifier. The k-NN classifier is sensitive to noisy data, hence, to
remove this problem distance (d) weight is added in some k-NN classifiers.

5.2 Elman Neural Network (ENN)

Elman networks are artificial neural networks which are feed-forward networks with
the addition of layer recurrent connections with tap delays. It is a three-layer network.
Palaniappan and Mandic [17] used Elman neural network to classify EEG features
which were extracted by Davies Bouldin Index (DBI). Three-layer ENNwas chosen;
the output layer has sigmoid activation function and the hidden layer has parabolic
tangent activation function. For function activation task, ENN requires more hidden
neurons than multi-layer perceptron (MLP). Using Nguyen-window algorithm, they
initialize network weights and biases. And this initialization helps in faster training
and more efficient use of available neurons. After some preliminary simulations, RB
algorithm was used to train ENN. Maximum recognition rates up to 98.56 ± 1.87%
were achieved.
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5.3 Linear Discriminant Analysis (LDA)

LDA is one of the most widely used classification methods, which is developed by
R. A. Fisher. Basically, it is used to separate two or more classes of objects or events.
This algorithm is basically based on searching for a linear combination of variables
that best separates two classes. LDA is used when the variance–covariance matrix
does not depend on the population.

S = σ 2
inter

σ 2
intra

(18)

where S is the likelihood ratio.
LDA assumes the normal distribution of conditional probability density function

with equal class covariance. Fisher’s LDA is a little bit different from conventional
LDA, i.e., Fisher’s LDA doses not assume normally distributed classes or equal class
covariance. Alongwith PCA, LDA can also be used as a feature dimension reduction.
LDA is a supervised algorithm, i.e., it takes the class label into consideration. It works
on the basis of the centroid (or mean). Various authors [11, 28, 31] used LDA for
classification are shown in Table 3.

5.4 Support Vector Machine (SVM)

It stands for a supervised learning model, which is used for analysis of data used
for classification. SVM’s are based on decision planes (hyperplanes) which define
decision boundaries. Decisions plane separates objects belonging to different classes.
Support vectors are that data points which are nearest to the hyperplane.

Ferreira et al. [20] used a multi-class support vector machine and in their work
for classification of feature vector, two strategies were used, first was Support
Vector Machine—One Against Other (SVM-OAO) and second was Support Vector
Machine—One Against All. They tested both linear and nonlinear functions as
SVM feature space mapping function and they chose radial bias function (RBF)
for nonlinear case. Two training scenarios were considered: In the first one, the clas-
sifier was trained one by one with data set and experimental blocks and in the second
scenario, the classifier was trained with data obtained from both experimental blocks
and tested with unseen data from the same blocks.

5.5 Principal Component Analysis (PCA)

PCA can be used for the dimensionality diminution of the dataset which consists
of many variables correlated with each other. PCA was invented by Karl Pearson
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in 1901. The principal components are orthogonal because they are eigenvectors of
the covariance matrix. If there are n observations with p variables then a number
of distinct principal component is min(n − 1, p). PCA is an unsupervised learning
algorithm, i.e., PCA ignores class labels that maximize the variance in a dataset, to
find the directions. PCA works on the basis of variance.

Ferreira et al. [20] used PCA for enhancing the signal-to-noise ratio to escort the
feature extraction step as PCA was designed to extract only principle components of
normalized gamma-band spectral power which is having 95% of signal energy (we
can call this as feature reduction). By using PCA processing, VEP power spectral
density was reduced.

5.6 Learning Vector Quantizer (LVQ)

LVQ is basically a competitive layer which uses supervised learning. It may be
defined as a process of classifying a pattern where each output unit represents a
class. In it, the network is provided with training patterns with known classification
and initial distribution of output class is also provided. LVQ will classify an input
vector after completing the training process by assigning it to the same class as that
of output.

Poulos et al. [10] used the LVQ neural network for the classification and the AR
coefficient was used as a feature. LVQ is trained in two steps: In the first step, a
standard clustering algorithm such as k-means or LBG algorithm was used to deter-
mine r-dimensional space of initial positions of class representatives. In the second
step, class positions are iteratively updated to keep the minimum total classification
error of the training set of vectors. For calculating distances, Euclidean distance was
measured. An improved classification score via bilinear modeling was obtained.

5.7 BP Neural Network

It is a multi-layer feed-forward network trained according to the error backpropa-
gation algorithm. It can be used to learn and store a lot of mapping relations of I/O
model. BP NN used by various authors [6] in their research is given in Table 3.

5.8 Simplified Fuzzy ARTMAP (SFAM)

SFAM is growing neural network classifier, which performs incremental supervised
learning. It is a simple and fast version of fuzzyARTMAP, and SFAMhas high-speed
training ability than another neural network [39]. SFAM network is a combination
of fuzzy ART and inter ART module [15].
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Comparison between different signal acquisition, preprocessing, feature extrac-
tion, and classification technique along with their efficiencies obtained is shown in
Table 3. It also shows different databases used by various authors and some of them
are named after their author’s name for easy understanding.

6 Conclusion

The paper provides an extensive literature survey on the electroencephalogram-based
biometric systems and techniques used. Previous studies show that EEG signals
have highly distinctive characteristics and stable across time, so they can be used as
a biometric trait for an identification system. Different discriminative features and
characteristics are detailed in Table 3. Thewhole paper was divided into four parts. In
the first part, different signal acquisition techniques were discussed. Previous studies
have shown that better results can be obtained using low-cost EEG sensors having
a small number of electrodes, i.e., EEG biometric system can be built practically.
Researchers used three different methods to acquire EEG signals for their study; the
first one is resting state. Various authors acquire their signals when subjects were
in a resting state either with eyes closed and eyes opened. The second was visual
stimuli and third was cognitive activities in which subjects perform some imagery
tasks. As data can easily be recorded in relaxed states, they can perform better in
a practical scenario. In the second part, different pre-processing techniques were
discussed, to filter raw EEG signals which include bandpass filtering, Butterworth
filtering, elliptical filtering, etc. In the third part, feature extraction techniques were
discussed, and it was found that PSD and AR parameters were commonly used for
extracting features. Along with AR parameters, many different techniques were used
to get better results. In the last part, many classification algorithms were discussed,
such as k-NN, LDA, BP NN, LVQ, and SVM. PCA was also used as a dimension-
ality reduction technique. Nowaday’s wavelets are more commonly used for feature
extraction and classification purposes because their application gives better results.
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Improved Neural Network-Based Plant
Diseases Identification

Ginni Garg and Mantosh Biswas

Abstract The agriculture sector is essential for every country because it provides a
basic income to a large number of people and food as well, which is a fundamental
requirement to survive on this planet.We see as time passes, significant changes come
in the present era, which begins with Green Revolution. Due to improper knowledge
of plant diseases, farmers use fertilizers in excess, which ultimately degrade the
quality of food. Earlier farmers use experts to determine the type of plant disease,
which was expensive and time consuming. In today’s time, image processing is used
to recognize and catalog plant diseases using the lesion region of plant leaf, and there
are different modus-operandi for plant disease scent from leaf using neural networks
(NN), support vector machine (SVM), and others. In this paper, we improve the
architecture of the neural networking by working on ten different types of training
algorithms and the proper choice of neurons in the concealed layer. Our proposed
approach gives 98.30% accuracy on general plant leaf disease and 100% accuracy on
specific plant leaf disease based on Bayesian regularization, automation of cluster,
and without overfitting on considered plant diseases over various other implemented
methods.

Keywords Plant diseases · Color transformation · Image segmentation · Feature
extraction · Classification

1 Introduction

As far as India is concern, the agriculture sector has a significant contribution to the
GDP of India. The agriculture sector employs a large number of people all across
the world. For food, a person has to depend on agriculture products. As we see in
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the past, to determine the type of plant diseases, farmers use the expert’s people
in the agriculture field, but that process is time consuming and not always give the
correct result. Because it is always true in the majority of cases that a model gives
correct results as compare to humans. As we see today, work is done in the area
of the agriculture sector using image processing to improve the quality of products
and help farmers to protect their crops from diseases, and it can extract relevant
information from it. There are various methods for plant disease detection based on
artificial neural network (ANN) [1–4], support vector machine (SVM) [5], k-nearest
neighbors (KNN) [6], convolutional neural network (CNN) [7], fuzzy logic (FL)
[8], and its combination. CNN-based plant disease detection gives good accuracy,
but it needs a large amount of data for training, which increases computational cost.
SVM-based plant disease detection is useful for both accurate separable and non-
definite separable data but cannot return an anticipation credence value like logistic
regression does. KNN-based plant disease detection is useful for inputs where the
probability distribution is unknown, but it is sensitive to localized data and takes
considerable long computational time due to lazy learning. Fuzzy logic-based plant
disease detection is a heuristic modular way for defining any non-definite hegemony
system and can attain a higher degree of cybernation but is not clearly understood and
has no standard tuning and no stability criteria. Neural network (NN) is a supervised
learning approach, and it recognizes the relationship among data by a process that
behaves as the human brain operates.Neural network adjusts itself as input changes to
produce the best result without the need to change the output criteria. Neural network
contains layers having inter-connected neurons or perceptrons, and the output layer
has to classify input features into various classes. ANN is a non-argument model,
while most emblem methods are argument models that need a higher backcloth of
emblem. In NN-based Bani-Ahmed et al., proposed plant disease detection method
using color transformation scheme HIS and segmentation by K-mean with four clus-
ters [1]. Other, Varthini et al., detected plant diseases using color transformation
scheme HIS, threshold masking for green pixel of leaf image followed by segmen-
tation of input image into patch size of 32 * 32, and classification is completing by
combination of the ANN and SVM [2]. Kamlu et al. proposed the spot and catalog
of plant diseases using the threshold, k-means clustering, and ANN [3]. Moreover,
Pradhan et al. review the paper based on major types of neural networks with hyper-
spectral data [9]. So, NN-based methods are resilient and can be accessible for both
regression and catalog problems. It is good to miniature with no accurate data with a
large number of inputs. Therefore, we proposed an improved NN-based plant disease
identification approach, based on CIE LAB, k-means, elbow, and augmentation. The
paper is sort as follows: The proposed approach for improvedNNdescribes in Sects. 2
and 3, the results are discussing for the robustness of the proposed approach over the
considered plant disease methods. Lastly, the paper cum in the conclusion section.
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2 Proposed Method

Our proposed approach consists of various steps, firstly, we do image acquisition and
color transformation by RGB to CIE LAB for making images device independent
such that images captured with different color space like Standard-RGB and Adobe-
RGB gives same results; secondly, segmentation is used to extract lesion region using
k-means and elbow; thirdly, apply the augmentation in direction of 90°, 180°, and
270° to increase the dataset and avoid the over-fitting; fourthly extracted the feature
using first-order and second-order statistics; fifthly prepared the training and testing
data set; and finally, classify the plant diseases using improved NN. The details of the
proposed steps (Fig. 1) for the identification of plant diseases are described below.

2.1 Image Acquisition and Color Transformation

Image acquisition is a process of collecting the required dataset to train the classifier.
We have taken a total of 240 images of the widespread plant species and 516 images
of the specific plant leaf species [10]. Image acquisition is made through free open
source like plant village, Github, and Internet. Color transformationmeans transfigu-
ration of the description of the color from one color leeway to another [11]. We need
to do color transformation from RGB to LAB because RGB is device-dependent
whereas L* a *b color system is device independent, so that on transforming from
s-RGB or Adobe-RGB to LAB produces the same set of three coordinates, so

Image     
Acquisition

Segmentation using K- means 
and Elbow

Color transformation from
RGB to CIE LAB

Augmentation by Rotation with 
90° 180° and 270°

Feature Extraction using 1st and 
2nd order statistics

Prepare the 
training and 

testing 
Database.

Result
Classification based on 
NN using ten different 

training methods

Fig. 1 Flow schema of the proposed modus-operandi for the identification of diseases
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(a) (b)          (c)

(d)                                         (e)          (f)

(g)                                        (h)         (i)

Fig. 2 Disease leaf. a Frog-leaf spot. b Early scorch. c Fungal disease. d Bacterial disease, and
e Sunshine burn. f Apple rot. g Grape ESCA. h Maize blight and i Tomato Yellow_Virus

researcher working with s-RGB or Adobe-RGB compute same accuracy, i.e., inde-
pendent of device used to capture the image of plant leaf. Moreover, the objective
of the color leeway is to proficiency the enumeration of colors in some caliber way.
CIE L * a * b color model perceives colors like human beings. This step is relevant
in the feature extraction process because s-RGB and Adobe-RGB color space give
different pixel values for an image, whereas LAB color space gives the same pixel
values. Some of the disease leaf test images in s-RGB are as shown in Fig. 2.

2.2 Segmentation

Image septation in the catalog of an image into various categories. Proposed approach
is to identify the affected areas under study. Many scientists have worked in the area
of image segmentation using clustering, and one of modus-operandi is k-means
clustering, which is used in our proposed approach aims at minimizing an objective
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(a) (b)  (c) (d)

(e) (f) (g)

Fig. 3 Bacterial leaf disease. aOriginal. bClutch-1. c Clutch-2. dClutch-3. eClutch-4. f Clutch-5.
g Clutch-6

function [1, 3]. Moreover, we used Elbow for the automation of the clusters [12].
Figure 3 represents the clustering of the bacterial plant leaf using the k-means with
Elbow, in which k-means produced six clusters for the input image.

2.3 Augmentation

Augmentation is an approach used to increase the dataset and overcoming the
problem of overfitting [13]. This method is used for functional prediction of images
when images are given with different orientation then orientation with which clas-
sifier is trained. In our proposed approach, we use rotated images by 90, 180, and
270° (Figs. 4 and 5).

Fig. 4 Augmentation
approach by rotating 90°,
180°, 270°
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(a) (b) (c) (d)

Fig. 5 Rotated lesion image. a Original. b 90°. c 180° and d 270°

2.4 Feature Extraction

Features are the measurable descriptors of an object, and it describes elementary
characteristics such as shape, color, texture, or motion, among others, and used
for classifying the type of plant diseases [14]. In our proposed work, we use first-
order emblem to approximate properties of individual pixel values and second-order
emblem for the spatial relationship between image pixels.We use first-order statistics
for mean, kurtosis, standard deviation, variance and skewness, and second-statistics
for contrast, correlation, energy, homogeneity, smoothness, IDM, RMS, and entropy
(Table 1).

2.5 Training and Testing Set

The training set is used to fit the parameters of the miniature, whereas the testing
set is used to deliver a fair estimation of a final miniature fit on the training dataset.
In our proposed set includes a database of features and output classes used to train
and test the classifier. We use improved NN of 13 features, and 5 output classes,
representation as V and OC, respectively, describe below:

V = F1,F2,F3, . . . ,F13 (1)

OC = C1,C2,C3, . . . ,C5 (2)

2.6 Classifier

Classification means to identify the type of category that a new observation belongs
to the set of known categories. In our proposed approach, we used NN as classifier
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Table 1 Represents the thirteen different features

Feature name Formula

Contrast C = ∑A,B
x,y=1 |x − y|2q(x, y); Here, q(x, y) GLCM, x & y are row and

column and A is total rows and B is total columns

Correlation Corr = ∑A,B
x,y=1

(
(x − μ)(y − μ)q(x, y)

/
σ(x) ∗ σ(y)

)
; Here, mean is

μ and standard deviation is σ

Energy E = ∑A,B
x,y=1 q(x, y)2

Homogeneity H = ∑A,B
x,y=1 q(x, y)

/
(1 + |x − y|)

Mean μ = 1
AB ∗ ∑A

x=1
∑B

y=1 q(x, y)

Standard deviation
σ = 2

√
1
AB ∗ ∑A

x=1
∑B

y=1 (q(x, y − μ))

Kurtosis K =
{

1
AB ∗ ∑A

x=1
∑B

y=1

(
(q(x, y) − μ)

/
σ
) ∧ 4

}
− 3

Skewness S = 1
AB ∗ ∑A

x=1
∑B

y=1

(
(q(x, y) − μ)

/
σ
)

Variance Var = 1
AB ∗ ∑A

x=1
∑B

y=1 (q(x, y) − μ)

Smoothness R = 1 − 1
/(

1 + σ 2
)

IDM HH = ∑A,B
x,y=1 q(x, y)

/
(1 + |x − y|)

RMS y = 2
√∑A,B

x,y=1 (q(x, y))2
/
A

Entropy h = − ∑A,B
x,y=1 q(x, y)(log q(x, y))

to identify the disease from leaf image and use various training algorithms in our
improved NN is given below:

Bayesian Regularization Bayesian regularization is a mathematical procedure that
converts a non-definite regression into a “well-posed” emblem problem in the way
of a chine regression [13].

Levenberg–Marquard The LM fitting of a curve procedure is an amalgam of
two diminution procedure: the Gauss–Newton procedure and the gradient descent
procedure [15].

BFGS Quasi-Newton Quasi-Newton method is used to find the local minima or
maxima as a substitute to the Newton method. Usually, it is used if the Jacobian or
Hessian matrix is difficult to compute or is unavailable [16].

Resilient Back Propagation Resilient back propagation is a supervised learning
method used in the feed-forward neural network [17].

Scaled Conjugate Gradient It is a training function used for the solution of the set
of linear equations whose matrix is symmetric and positive definite [18].

Powell–Beale Restarts Conjugate Gradient The Beale–Powell restart method is
used for large-scale depraved boost [19].
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ConjugateGradientwithFletcher–Powell TheDavidon–Fletcher–Powell penalty
function method is an approach that has been used successfully to solve constrained
minimization problems. The method devised by combining an exterior penalty func-
tion with a performance function for solving constrained minimization problems
[16].

Polak–Ribiere Conjugate Gradient It is a method based on the conjugate gradient
used as a training function in the neural network [20].

One Step Secant This method lies in between conjugate gradient descent and the
quasi-Newton method. This algorithm usually need less computation as compared
to the BFGS algorithm [21].

Variable Learning Rate Back Propagation In reality, learning rate plays a signif-
icant role in the training algorithm such that proper choice of the learning rate is
essential to have good accuracy such that the above method varies learning rate until
one can get good accurate results [22].

3 Results

Simulation of our proposed approach and existing plant disease detection on [1–3]
is performed on five general plant disease, namely Bacterial leaf spot, Early scorch,
Frog-leaf spot, Fungal disease, and Sunburn disease (Fig. 1) and experiment is also
extended on the specific plant diseaseswhich include grape, tomato, apple, andmaize
(Fig. 2 and Table 5). Performance evaluation is done by accuracy (Tables 4 and 7),
which is given by below Eq. (3), where TP is True Positive, TN is True Negative, FP
is False Positive, and FN is False Negative.

Accuracy = (TP + TN)
/

(TP + TN + FP + FN) (3)

In our approach, general plant species and specific plant leaf species are taken in
ratio 7:3 for training and testing (Tables 2 and 5). In improved NN, we have given
the input that consists of 13 features, Epoch is 1000, performance function is mean
squared error (MSE), five output classes (general diseases), and activation function

Table 2 Represents the
thirteen different features

Category Training Testing

Bacterial leaf spot 36 16

Early scorch 39 17

Frog eye spot 42 18

Fungal 36 16

Sunburn 14 6
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Table 3 Represents the accuracy of thirteen different algorithms with neurons N: 5, 10, 15, 20

Training algorithm name Number of neurons in only hidden layer (N)

N = 5 N = 10 N = 15 N = 20

Bayesian regularization 93.17 96.88 97.38 98.30

Levenberg–Marquardt 86.35 93.02 96.18 95.56

BFGS Quasi-Newton 47.85 55.83 64.31 53.97

Resilient back propagation 54.42 74.80 72.25 79.39

Scaled conjugate gradient 53.26 73.47 74.04 89.53

Conjugate gradient with Powell/Beale restarts 55.92 70.26 73.03 85.06

Fletcher–Powell conjugate gradient 53.38 64.39 67.37 76.76

Polak–Ribiére conjugate gradient 55.55 69.83 79.55 89.08

One step secant 55.21 60.05 61.29 68.44

Variable learning rate back propagation 57.56 66.71 69.65 66.80

is sigmoidal in concealed layer and precarious in output layer. All the plant disease
experimental computation is done in R2017b MATLAB toolbox with a personal
computer of 4 GB memory, Window 10 64-bit operating system, and Intel (R) Core
(TM) i3-6006U CPU @ 2.00 GHz.

Tables 2 and 5 are represented the general and specific, respectively, the dataset
of the considered plant leaf for this experiment, which shown with the number of
training and testing images.

Table 3 represents the computation used ten different training algorithms to train
NN and different combinations of neurons used in the only concealed layer, i.e.,
5–10–15–20. From this table, we found that Bayesian regularization gives excel-
lent results over other training algorithms. All percentage is computed by taking an
average of ten-fold observations of confusion matrix.

Table 4 represents the accuracy of the considered general plant disease detec-
tion method [1–3] and the proposed approach. From this table, it describes that the
proposed improved NN gives the best accuracy results over [1–3].

Table 5 represents the dataset of the specific plant leaf for this experiment, which
shown with the number of training and testing images.

Table 6 represents the results of accuracy for proposed improved NN using
Bayesian regularization on the dataset shown in Table 5.

Table 7 represents the accuracy of the species considered for plant disease detec-
tion method [1, 3], and the proposed approach. From this table, it concludes that the
proposed improved NN gives the best accuracy results over [1, 3].

Table 4 Comparison of results on considered dataset with proposed method and other results

[1] [2] [3] Proposed with Bayesian regularization (N = 20)

93.05 87.52 88.67 98.30



88 G. Garg and M. Biswas

Table 5 Comparison results on considered dataset with proposed method and other results

Plant species Diseases category Images training Images testing

Grape Black_rot 5 3

Black_Measles (Esca) 34 14

Tomato Bacterial Spot 17 7

Early_blight 31 13

Late_blight 25 11

Septoria_spot 11 5

Yellow_Curl_Virus 17 7

Apple Cedar_Rust 81 35

Black_Rot 76 32

Maize Nothern_Blight 39 17

Common_Rust 25 11

Table 6 Comparison results on considered dataset with specific plant diseases

Input feature Training
algorithm

Performance
function

Epoch Neurons Output Accuracy

13 Bayesian
regularization

Mean square
error

1000 1 2 100

15 5 100

1 2 100

1 2 100

Total 100%

Table 7 Results of accuracy
for specific plant disease
identification

[1] [3] Proposed with Bayesian regularization

90.58 72.33 100.00

4 Conclusion

In this paper, we proposed an improved NN-based plant disease identification. Our
proposed approach includes automation for the clusters, proper identification of the
lesion region, augmentation, and best training algorithm to train the neural network.
Experimental results show that the choice of the training algorithm is vital to have
good results of accuracy, and augmentation helps in increasing the dataset and over-
coming the over-fitting problem. The overall proposed approach gives excellent accu-
racy of 98.30% on testing the widespread plant diseases and 100.0% on testing the
specific plant diseases over a considered dataset. Further, accuracy can be improved
for disease detection in plant leaf with the help of the fusion of various classifiers
and integration of the fuzzy logic to the neural network.
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Maximum Power Extraction Using
Random Binary Searching Algorithm
Under Non-uniform Insolation

Kusum Lata Agarwal and Avdhesh Sharma

Abstract Maximum power point tracker (MPPT) controls the DC/DC converter
for extracting maximum power from solar photovoltaic (SPV) array connected with
power generation system. MPPT operates at its maximum power point (MPP) (Vmp,
Imp) irrespective to load conditions and input weather conditions. Use of by-pass
diodes in series-connected SPVmodules under non-uniform insolation is a key cause
for many power peaks in the power–voltage characteristics of SPV array. Hence-
forth the problem of MPPT under partial shading becomes a nonlinear optimization
problem. A new quick and reliable MPPT technique is proposed in this paper to
identify the global MPP under partial shadow conditions. The computation time
and correctness in tracking global MPP are compared with standard soft computing
techniques:modified binary (MB) search, differential evolution (DE) techniques, and
particle swarm optimization (PSO). The results show correctness of the presented
random binary search technique in tracking the global MPP in very less time than
the conventional soft computing techniques. The technique is quick, simple, and
oscillation-free for tracking global MPP in least iterations; hence, the computation
(hardware) requirements are less than that using PSO and DE MPPT techniques.

Keywords Solar photovoltaic (SPV) array · Maximum power point tracking
(MPPT) · Artificial intelligence (AI)-based techniques

1 Introduction

Partial shading of solar PV array is one of the key causes for decreased energy
yield of many solar PV arrays. Use of by-pass diodes with series-connected modules
may produce multiple power peaks in the power-voltage (P-V) characteristics under
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non-uniform insolation. Load side voltage-to-current (V/I) ratio is decided by the
load considerations; however, voltage-to-current (V/I) ratio for the solar PV array
is governed by maximum power point of the solar array, as the input energy to the
SPV array is free of cost. To match these divergent requirements, a DC/DC converter
is interfaced between the solar PV array and the load. This situation is similar to a
transformer used in the AC system to match the impedances for maximum power
transfer from source to load. Here, the role of maximum power point tracker is to
operate the DC/DC converter in such a way that the SPV array connected should
operate at its maximum power point (Vmp, Imp) irrespective of load conditions and
input weather conditions.

Several MPPT schemes are available in the literature. A few popular schemes
are short-circuit current (Isc) method, open-circuit voltage (V oc) method, perturb
and observe (P and O) method, incremental conductance method, ripple correlation
(RC) method [1–3]. The existing tracking techniques are efficient and well-proven
under uniform solar insolations, where the P-V curve of the solar PVmodule exhibits
only one peak for a given temperature and insolation. But non-uniform insolation
(partial shading) results in a deformation of the overall power-voltage (P-V) curve,
i.e., P-V curves repeatedly display many local maxima at dissimilar locations, which
may exhibit in relatively odd ratios between global maximum power point (GMPP)
voltage (Vmp) and open-circuit voltage (V oc). These factors can put a substantial
obstruction to the accurate operation of an MPPT technique.

Some of the research papers which present the solution methods to report this
issue are Qiang Mei et al. [4] and Elgendy et al. [5] have introduced an innovative
adjustable step-size incremental-resistance maximum power point algorithm, which
inevitably regulates the step size to track the MPP of a PV array. Bader N. Alajmi
et al. [6] have presented a modified fuzzy logic controller for maximum power point
(MPP) tracking to increase photovoltaic (PV) system performance during partially
shaded conditions. Koutroulis and Blaabjerg [7] have presented a technique to track
the globalMPP,which is based on controlling aDC/DCconverter connected at the PV
array output, such that it behaves as a constant input-power load. Ahmad Al Nabulsi
and Rached Dhaouadi [8] have presented a digital control scheme for a standalone
photovoltaic (PV) systemusing fuzzy logic and a twinmaximumpower point tracking
(MPPT) controller. Xiao Li et al. [9] have presented the adaptive extreme seeking
control (AESC) scheme to the PV MPPT problem. Peter and Agarwal [10] have
determined the effect of the input resistance of a reconfigurable switched capacitor
DC/DC converter-basedMPPT of a photovoltaic system. Liu et al. [11], Ishaque et al.
[12], andAzab [13] have presented a particle swarmoptimization (PSO)-basedMPPT
algorithm for solar PV system (SPVS) operating under partial shadow condition.
Latham et al. [14] presented the analysis and optimization ofMPPT algorithms in the
presence of noise. Hartmann LV [15] presented merging model-based and heuristic
techniques for fast-tracking the maximum power point for SPV Systems. Kjer BS
[16] presented hill climbing and incremental conductance method for tracking MPP.
Young et al. [17] determined mismatching compensation in PV array under partially
shaded conditions.
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A brief comparison of seven dissimilar maximum power point tracking (MPPT)
techniques is presented, with regards to the amount of power extracted, and their
tracking precision is calculated [18]. An analog, BJT-tuned voltage reference MPPT
method for photovoltaic (PV) modules is proposed by Al-soeidat [19]. An enhanced
global MPPT (GMPPT) technique comprising of 0.8VOC model and limited and
adaptive scan approach is proposed by Başoğlu [20]. A hybrid GMPPT algorithm
for constant voltage load applications using one current sensor was also suggested
using hill climbing (SSHC) and artificial bee colony (ABC) algorithms to track the
GMPP [21, 22]. A lot of research work pertaining to the MPPT of SPV array has
been reported in the literature however very limited work has been presented about
MPPT technique under non-uniform insolation, i.e., partial shading conditions. At
the same time, MPPT execution time and precise tracking of global MPP play a
key role in deciding the performance of the technique. A simple and reliable global
MPPT technique is still required for quick tracking of MPP under uneven insolation
conditions.

An effort has been made in this paper to develop a new quick and reliable global
MPPT technique to track the MPP under partial shadow conditions over SPV array
with the following main objectives:

1. To develop a new quick and reliable AI-based MPP technique to track GMPP
under partial shadow conditions over SPV array.

2. To evaluate the performance of the projected technique with standard AI-based
techniques, i.e., differential evolution, particle swarm optimization, andmodified
binary (MB) search.

3. To validate the results of MPPT techniques w.r.t. quickness (execution time) and
correctness of estimation. The novelty of this proposed technique is minimum
computation time along with minimum % average MPPT error.

The novelty of the proposed technique is minimum computation time to track
maximum power point with minimum error in % average of MPP tracking. Unique-
ness of the technique is the first-time linear search method which is applied for MPP
tracking. The proposed technique requires minimum computation hardware hence
sustainable and more energy will be harnessed through it. Innovation of technique
is least MPPT error while solar power utilities and human society will be benefitted
through the proposed technique. In future,MPPT power controller hardware for SPV
plant may be developed using this technique.

Limitation of the present work is its direct application to DC/DC converter only
and the output yield ofDC/DCconvertermay be directly fed to theDC load.However,
for transferring generated power to the AC loads or the electrical grid, the output of
DC/DC converter should be fed via an inverter (voltage source converter), where the
control takes place through modulation signal. With this application, MPPT systems
will be applicable for simultaneous maximum power point tracking in hybrid AC
and DC converters.
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2 Maximum Power Extraction from SPV Array

The partial shade has more influence on series-connected SPV modules in compar-
ison to parallel-connected modules. The multiple peaks on the P-V curve are mainly
presented due to series connection in any arrangement of SPV array. The general
I-V and P-V characteristics of series-connected solar PV array characteristics under
unequal insolation condition are shown in Fig. 1 for different shadow patterns [17].

Inspection of Fig. 1a, b clearly indicates the following facts:
Current-voltage (I-V) curves Fig. 1a under unequal insolation (partial shadow)

conditions have many steps, while the P-V curves Fig. 1b have several peaks. The
highest number of peaks equals to the number of modules connected in series (Ns)
in a string.

In accumulation to environmental conditions (insolation and temperature), the
value of global maximum power (GMP) and the voltage at which it occurs are
also dependent on solar array configuration [22]. In recent years, soft computing
techniques have been used widely in the MPPT, especially under partial shading
conditions, where there is a difficulty to track global MPP. Therefore, for a accept-
able result, all ecological conditions (particularly instant weather changes and partial
shadowing)must be taken into account in the design process ofMPPT.Artificial intel-
ligence (AI)-based techniques can generate suitable solutions for these conditions
andAI-basedMPPT algorithms are themost accurate and beneficial systems in terms
of electrical effectiveness [23, 24]. For the implementation of AI techniques, firstly
the problem needs to be formulated. MPPT under the partial shadow is typically a
nonlinear problem having multiple peaks in its P-V characteristics.

2.1 Problem Formulation

A nonlinear optimization problem can be formulated in precise terms as given in
Eq. (1)

Fig. 1 Characteristics of solar PV array under three dissimilar shadow patterns A, B, and C
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F(Y ) = (y1, y2, . . . , yn) (1)

Such that F(Y ) is subjected to either minimization or maximization.
Subject to the constraint and bounds are given by following Eq. (2).

g j (Y ) ≥ 0; j = 1, 2, . . . , m and
yL

j ≤ y j ≤ yU
j ; j = 1, 2, . . . , n

(2)

where F is the objective function to be maximized or minimized, yj’s are variables,
gj is constraint function, yL

j and yU
j are the minimum and maximum limits on the

variables.
Following objective function may be considered for this problem:

F(Y ) = Maximization of SPV array power, Ppv

The variable yj = SPV array current (IPV ), and the constraint is Ipvmax ≥ Ipv ≥
Ipvmin. Here, yU

j = Ipvmax.

3 Soft Computing Techniques for Maximum Power
Extraction Under Partial Shadow

In this section, four different AI-based optimization techniques, viz. modified binary
search [21], newly proposed random binary search, genetic algorithm (GA), particle
swarm optimization (PSO), and differential evolution (DE) [11–13] techniques have
been used to solve the above nonlinear optimization problem for tracking global
maximum power point (GMPP). The performance of these techniques is compared
w.r.t. its quickness and accurate tracking of GMPP.

3.1 Modified Binary Search Algorithm

The conventional binary search is a simple and very useful algorithm whereby many
linear problems can be optimized using a linear algorithm to run in logarithmic time
[25]. It locates an end value in a sorted array by sequentially removing half of the
array from the search space on every iteration.
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3.1.1 Algorithm

The different steps of algorithm are as follows

Step 1: Initialization of search space indexes:
Initialize minimum andmaximum search index to lowest index (zero) and highest
index (Ns * V oc).
Step 2: Creation of search spaces
Ns search spaces are created (i.e., 0 to V oc, V oc to 2V oc, … (Ns − 1)V oc to Ns.V oc)
where Ns is no. of modules connected in series.
Step 3: Application of binary search to each of the search space created
Repeat while minimum ≤ maximum

(a) Compare item at the central index with that being hunted (value)
(b) If item at middle equals value; return middle no.
(c) If value comes before middle, then reset max to (middle− 1) If value comes

after middle, reset min to middle + 1

Step 4: If min> max, value not found.
After 1st iteration, M/2 entries left i.e. (M/21)
After 2nd iteration, M/4 entries left (M/22)
After 3rd iteration, M/8 entries left (M/23)… Search terminates when items to
search (M/2K ) → 1
i.e., M = 2K , log2(M) = K

where K is total no. of iterations required to complete the binary search.
The search is modified from the conventional binary search that piecewise search

is carried out in Ns areas where Ns is no. of modules connected in series (i.e., 0 to
V oc, V oc to 2V oc… (Ns − 1)V oc to N s.V oc) and then maxima from each area has been
identified and finally global maxima are tracked in case of partial shadow over SPV
array (Fig. 2).

Fig. 2 Schematic diagram of conceptual binary search [25]
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3.1.2 Limitation of Modified Binary Search

Modified binary search certainly seems quicker and more effective than a linear
search. But the binary search has a drawback: it assumes the list in a sorted order and
sometimes the algorithm may be struck into local maxima. As the power available at
SPV array, under the partial shadow is not sorted linearlywith respect to the operating
voltage of array under partial shadow condition.

3.2 Proposed Random Binary Search Algorithm

Random binary search is an amendment to the established binary search algorithm
in which it checks at every iteration, the occurrence of the entered element with
the middle element of the given set of elements. Random binary search algorithm
optimizes the nastiest case of the binary search algorithm by comparing the input
element with the first and last element of randomly created search spaces. Inside
the created search space, traditional binary search is applied whose steps are clearly
mentioned in the previous Sect. 3.1.

For finding maximum power output from SPV array (Pmp), the following steps
are to be followed in the proposed random binary search.

3.3 Algorithm

The different steps of the algorithm are as follows

Step 1: Initialization of search space limits
Minimum value of the search space is initialized by zero and maximum value is
(Ns * Voc).
Step 2: Choose no. of search spaces (K)
Search began by generating a K random numbers (r1, r2, …, rK ) between
minimum and maximum value of search space.
Step 3: Creation of search spaces
K search spaces are created between (0.9*random no. generated (r1, r2, …, rK )
and (1.1* random no. generated (r1, r2, …, rK ).
Step 4: Application of binary search to each of the search space created
Traditional binary search is applied to each of K search spaces created in step 3.
Here, K which is no. of maximas of each search space is determined by binary
search.
Step 5: Identification of global maxima
The maximum of each search space is compared with other, to identify the global
maxima in the power-voltage characteristic of SPV array under partial shaded
conditions.
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Step 6: Solution convergence
Steps 2, 3, and 4 are repeated until the difference of global maxima of two consec-
utive iterations falls below the tolerance value. This will indicate that the solution
has converged.
The random binary search should be more reliable than modified binary search as
the search spaces created are random in nature whereas search spaces were fixed
in case of the modified binary search algorithm.

The computation time of random binary search depends upon no. of search spaces
(K) and no. of iterations performed for solution convergence. If the value of K is
more, fewer iterations would be required and more time will be consumed for the
overall execution of the algorithm hence the computation time of random binary
search may be more than modified binary search algorithm. The computation time
may be reduced by decreasing the no. of search spaces (K) but this may increase the
no. of iterations required for solution convergence (determination of global maxima
on power-voltage characteristics of SPV array under partially shaded conditions).
The performance of the proposed random binary search technique is compared
with commonly used soft computing techniques, i.e., differential evolution (DE)
and particle swarm optimization technique (PSO). For the algorithm of PSO and
DE, one may read references [13, 26], respectively.

4 System Investigated

An array of [3 * 3] connected to a Cuk converter is investigated and a schematic
connection diagram of the system with MPPT has been shown in Fig. 3 and its
detailed specifications are mentioned in Table 2 of Appendix. Nine shadow patterns
shown in Table 3 are considered as inputs to the SPV array. The individual element
is simulated in MATLAB/Simulink and then the elements are interconnected in the
manner shown in Fig. 3.

5 Analysis

The solar PV system shown in Fig. 3 with the specification mentioned in Table 1 is
modeled inMATLAB/SimulinkVersion: 7.10.0.499 (R2010a) on Intel Core i5-based
PC as the test platform. The various toolboxes such as Simpower systems, Simelec-
tronics, control system, and Simscape are extensively used during the complete
simulation of the SPV system.
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Fig. 3 Schematic connection diagram of system investigated

Table 1 Comparison of
different MPPT regarding
accuracy and computation
time in tracking global MPP

MPPT technique % Average MPPT
error (%)

Computation time
range (s)

Modified binary
search (MB)

16.29 16.29–21.54

Random binary
search (RB)

0.24 53.88–70.97

Particle swarm
optimization (PSO)

0.57 141–210

Differential
evolution (DE)

0.50 427–529

5.1 Reliability and Computation Time Analysis of Soft
Computing MPPT Techniques

Reliability and computation time are two important performance parameters of
MPPT techniques. Here, reliability indicates the closeness of tracked maximum
powerwith the actualmaximumpower (Pmp) available at SPV array, whereas compu-
tation time shows the total time elapsed in tracking maximum power by MPPT algo-
rithm (i.e., execution time of program). For an MPPT algorithm, it is desirable that
its reliability should be high whereas the computation time should be low.
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5.1.1 Modified Binary Search

As per the algorithm presented in Sect. 3.1, a MATLAB code has been developed
and it is executed for the following parameter: No. of search spaces: Ns = No. of
SPV module connected in series = Ns = 3.

5.1.2 Random Binary Search

As per the algorithm presented in Sect. 3.2, aMATLAB program has been developed
and it is executed for the following parameter: No. of search spaces: K = 3;

5.1.3 Differential Evolution (dE)

Population size (MP): 20, crossover rate constant (CR): 0.8, scale factor for mutation
process (F) = 0.1, and maximum generations (Genmax) = 50.

5.1.4 Particle Swarm Optimization (PSO)

Number of variable under optimization: 1, number of particles in search space: 20,
acceleration constants: c1= c2 =1.5, limits of inertia weights wmax = 0.9, wmin =
0.4, and maximum iterations, Itermax = 50.

5.2 Performance Analysis of AI-Based MPPT Technique

Performance comparison of soft computing MPPT techniques as applied to nine
insolation patterns shown in Table 2 of Appendix is considered for SPV array of size
[3 * 3]. Comparison is made on the basis of computation time and reliability in the
tracking of GMPP under non-uniform insolation conditions. Performance of all four
AI-based MPPT techniques is analyzed as follows:

5.2.1 Modified Binary (MB) Search MPPT Technique

The % MPPT error for different nine shadow patterns are shown in Fig. 4 and %
average error is found as 6.29%, which is large and it is due to striking the algorithm
at the local maxima on P-V curve under non-uniform insolation conditions. The
largest error 16.29% found is at shadow pattern 1 and computation time found in the
range of 16.29–21.54 s. The high % error in MPPT can be credited to linear nature
of the MB search algorithm and lowest computation time can be accounted due to
its simplicity.
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Fig. 4 Percentage MPPT
error for modified binary
search algorithm
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Fig. 5 Percentage MPPT
error for random binary
search algorithm

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
%

 M
PP

T
 E

rr
or

Shadow Patterns

RB Error (%)

5.2.2 Random Binary (RB) Search MPPT Technique

The % MPPT error for different nine shadow patterns is shown in Fig. 5 and %
average error is found as 0.24%, which is very small in comparison to the MB search
algorithm. Largest error 0.9% found is at shadow pattern 2 and computation time
found in the range of (53.88–70.97) s. Due to its heuristic nature, the % average error
is found very less and the slight involvedness of algorithm leads to more computation
time in comparison of MB search algorithm. The value of search spaces (K) is taken
as three both in MB and RB search methods so that the results can be compared on
akin basis.

5.2.3 Particle Swarm Optimization (PSO) Search MPPT Technique

The % MPPT error for different nine shadow patterns is shown in Fig. 6 and %
average error is found as 0.57%, which is double in comparison to the RB search
algorithm. Largest error 1.24% found is at shadow pattern 7 and computation time
found in the range of 141–210 s, which is 2–3 times of the computation time of the



102 K. L. Agarwal and A. Sharma

Fig. 6 Percentage MPPT
error for particle swarm
optimization (PSO) search
algorithm
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proposed RB search method. It is due to the involved nature of PSO algorithm in
comparison of RB search algorithm.

5.2.4 Differential Evolution (dE) MPPT Technique

The % MPPT error for different nine shadow patterns is shown in Fig. 7 and %
average error is found as 0.50%, which is slightly less in comparison to the PSO
algorithm. Largest error 1.96% found is at shadow pattern 4 and computation time
found in the range of 427–529 s which is 3–4 times of the computation time of PSO
method. This shows the DE method of MPPT is most involved among the discussed
four techniques but the accuracy of the technique is equally good as of RB and PSO
methods. Initial population for both the algorithm (DE and PSO) is taken to be 20
so that the results can be compared on common grounds and maximum population
is restricted to be 50 in DE algorithms. A sensible control of the two important
parameters, viz. the scale factor F and the crossover rate CR can significantly modify
the performance of DE. The value of CR normally ranges between 0.4 and 1 and its
value is taken 0.8 and value of scaling factor for mutation is taken 0.1 for making
faster convergence.

Fig. 7 Percentage MPPT
error for differential
evolution (DE) search
algorithm
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5.2.5 Comparative Analysis of AI-Based MPPT Techniques

Aspreviously shown the%error in all four techniques separately in Figs. 4, 5, 6 and 7,
a comparison chart of four different MPPT techniques with % error and computation
time in tracking MPP is presented in Table 1 for ready reference. Examination of
Figs. 8 and 9 clearly indicates that the computation time of modified binary search
is lowest but it does not give accurate and reliable results. The results of the new
proposed random binary search are tested and compared with conventional PSO and
differential evolution soft computing techniques and it is found that computation time
of random binary search is much less than these two techniques however reliability
is equally good of DE and PSO techniques.

The computation time of search algorithm is directly related to the complexity of
the algorithm and examination of Fig. 8 shows the %MPPT error and Fig. 9 shows

Fig. 8 Comparison chart of
different MPPT regarding
accuracy in tracking global
MPP
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Fig. 9 Comparison chart of
different MPPT regarding
computation time
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the computation time taken by all four AI-based MPPT techniques as applied to the
nine shadow patterns.

Figure 9 clearly indicates that random binary search consumes have much less
computation time in comparison to PSO and differential evolution (DE) techniques.
Hence, the random binary search is much simpler than PSO and DE techniques. The
computation time is highest for DE-basedMPPT and it is least for MB-basedMPPT.
Highest %MPPT error is observed for MB-based MPPT and least for proposed
RB-based MPPT.

In the present work, these techniques are tested for a solar array of [3*3], prac-
tically size of the solar array is much larger than this, therefore, the complexity of
algorithm and computation time become very important. During the time when the
maximum power point is being tracked for the array, the maximum solar power is
not fed to the grid, so fast-tracking of MPP pays an important role in deciding the
performance of maximum power point tracking (MPPT) techniques. Therefore, it is
revealed here that newly proposed random binary search is found best one among
these four tested AI-based MPPT techniques under non-uniform as well as uniform
insolation conditions on SPV array.

The output of DC/DC converter may be directly fed to the DC load but for trans-
ferring generated power to the AC loads or the electrical grid, the output of DC/DC
converter must be fed via an inverter (voltage source converter), where the control
takes place through control signal, i.e., modulation signal [10].

6 Conclusions

The significant contributions of the research work presented in this paper are:

i. Four soft computation-based MPPT techniques have been tested for nine
different solar insolation patterns over the SPV array and it is revealed that
modified binary search method takes least computation time out of these four
but the results of this technique are not found reliable, hence this technique is
not capable to track the global MPP correctly.

ii. Comparative studieswith the results of randombinary search, conventional PSO,
and differential evolution techniques for actual values of maximum power show
that results of all three techniques are equally accurate, i.e., all three techniques
are capable of tracking GMPP under a partial shadow.

iii. Investigations also show that the computation time of the random binary search
technique is much less in comparison to other techniques. It indicates that a
random binary search is much simpler than PSO and differential evolution tech-
niques. Hence, the computation (hardware) requirement would be much less for
random binary search than that for PSO and DE techniques.

iv. Finally, investigations reveal that the newly proposed random binary search
is superior to other three techniques, in terms of computation time, solution
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quality, global exploration, and statistical soundness under non-uniform and
uniform insolation conditions on SPV array.
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Appendix

See Tables 2 and 3

Table 2 Specifications of system investigated

S. No. Name of component Particulars of subcomponent Specifications

1 Solar array No. of strings 3

No. of modules connected in
every string

3

Module specifications Module specifications at
STC: Voc: 21 V, Isc: 2.55 A,
Vmp: 16.8 V and Imp: 2.2 A

Model parameters Rs: 3.407 �, Rp: 27.076 �,
Isat: 108 * 10−06 A, Iph:
2.54 A, FF: 0.519

2 MPPT block Algorithm used Modified binary search,
random binary search,
differential evolution and
particle swarm optimization

Carrier signal Sawtooth wave, frequency:
10 kHz, sample
time(Ts_power): 10−6 s

3 DC/DC (Cuk) converter Power electronic device IGBT/diode

Snubber capacitance 1 * 105

Internal resistance (Ron) 0 �

Forward voltage of device
and diode

0 V, 0 V

Cuk converter components L1 = 23 mH, L2 = 44 mH,
C1 = 284.25 µF and C2 =
5 µF

4 Load RL (resistive load) 15 � and 25 �
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Table 3 Various insolation patterns for SPV array of [3 * 3]

Shade pattern Insolation pattern Vmp (V) Imp (A) Pmp (W )

1 G11 = G12 = G13 = 0.9Sun, G21 = G22 = G23 =
0.7Sun, G31 = G32 = G33 = 0.4Sun

39.42 3.91 154.21

2 G11 = G21 = G31 = 1Sun, G12 = G22 = G32 =
0.8Sun, G13 = G23 = G33 = 0.5Sun

24.58 6.14 151.01

3 G11 = G12 = G13 = 1Sun
G21 = G23 = G31 = G32 = G33 = 1Sun, G22 =
0.5Sun

28.69 7.49 215.13

4 G11 = G12 = G13 = G21 = 1Sun,
G22 = G23 = G31 = G32 = G33 = 0.5Sun

28.52 5.70 162.58

5 G11 = G12 = G13 = 1Sun
G21 = G22 = G23 = 1Sun
G31 = G32 = G33 = 0.4Sun

38.24 5.41 206.93

6 G11 = G12 = G13 = G21 = 1Sun, G22 = G23 =
G31 = G32 = G33 = 0.5Sun

37.18 4.19 156.09

7 G11 = G12 = G13 = 0.4Sun
G21 = G22 = G23 = 0.6Sun
G31 = G32 = G33 = 0.8Sun

34.1 4.55 155.38

8 G11 = G12 = G13 = 1Sun
G21 = G22 = G23 = 0.8Sun
G31 = G32 = G33 = 0.5Sun

36.74 5.85 215.13

9 G11 = G12 = G13 = 0.5Sun
G21 = G22 = G23 = 0.5Sun
G31 = G32 = G33 = 0.8Sun

37.45 3.19 119.60
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Prevention Against Internal Attack via
Trust-Based Detection for Wireless
Mesh Networks

Amit Kumar Roy and Ajoy Kumar Khan

Abstract Wireless mesh networks (WMNs) as compared to other conventional
networks had emerged as the most popular choice in today’s era due to its distributed
nature. WMNs allow multi-hop communication with the capability of self-healing.
Due to its distributed nature, internal attacks such as blackhole, wormhole, and DOS
attack could be easily launched to degrade the overall performance of WMNs. The
attack disrupts the normal operation of routing protocols and causes a large amount
of packet drop between mesh entities. Therefore, to ensure secure routing, it is essen-
tial to compute the trustworthiness of each node and to detect the malicious nodes
within the WMNs. In this paper, we had proposed a trust-based detection algorithm
that ensures the detection of malicious nodes in WMNs. The experimental result of
our proposed protocol ensures an efficient detection of the malicious node with a
higher detection rate.

Keywords Security attacks · Trust model · Routing protocols

1 Introduction

Wireless mesh networks presently had become an appealing network as compared to
other conventional networks due to its advanced technology. WMNs had embedded
with advanced features which make it capable of self-organizing, self-configuring,
and minimal upfront investment in deployment. The architecture of WMN divided
into three tiers, the top-tier consists of gateway routers, the middle-tier is known as
the backbone ofWMNs consists of mesh routers (MRs), and the bottom-tier consists
of mesh clients (MCs). Gateway routers are connected to the Internet through wired
networks, the mesh routers (MRs) are connected to the gateway routers in multi-hop
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fashion [1]. Therefore, when a mesh client wants to get access to the Internet, it
sends its request to MRs and then the MRs forward the request toward the gateway
router in a multi-hop fashion. Therefore, cooperation and coordination among mesh
routers (MRs) is an important factor for WMNs to influence its performance. The
major functionality of mesh routers in a backbone is to offer secure network services
to its clients [2, 3]. Therefore, a secure routing protocol for forwarding data packets
toward the gateway is required for WMNs. At the backbone of WMNs, some of the
mesh routers (MRs) deny to forward the data packets for other mesh routers (MRs)
and behaves as a malicious node by violating the rules of routing protocols. This
misbehavior act allows the malicious node to preserve their bandwidth and power by
not utilizing them without forwarding the data packets for other nodes. Therefore,
the selfish behavior of MRs degrades the overall performance ofWMNs by dropping
packets in amassive amount. Therefore, security is one of themajor issues inWMNs.
As the traffic of the end-user is forwarded in multi-hop fashion among MRs at the
backbone, therefore, confidentiality and preservation of the user traffic is a major
requirement. The nature of traffic transmission in a broadcast fashion through multi-
hop communications among MRs leads to various security issues in WMNs. One of
the important parts ofWMNs is their routing services amongMRs that are vulnerable
to a number of threats from adversaries both internal and external to the network.
A detailed survey of such routing attacks had made in [4]. Therefore, to enforce
secure cooperation and coordination among nodes, various collaboration schemes
had proposed in the literature [5] to detect the selfish nodes in the networks.

Several mechanisms had proposed that are based on frameworks to trust and
believe the nodes in the networks and attempt to identify misbehaving nodes by
suitable decision-making systems and then isolate or punish them [6]. In this paper,
we had presented a detection algorithm that detects the malicious nodes in WMNs.
Our proposed algorithm is mainly designed for the detection of malicious nodes that
violets the rule of AODV routing protocols at the backbone of WMNs.

2 Related Works

Routing protocol plays an important role in forwarding packets between source and
destination through relay nodes. Therefore, a massive research work had carried out
in the past for implementing a secure routing protocols. As routing is one of themajor
functionalities of a network, an attacker could easily target the routing protocol to
compromise the security of a network. Even though a lot of work had done in the
past to overcome the security problems for routing protocols, but still the existing
work suffers from certain security challenges as discussed in this section.

In 2008, Sen proposed an efficient algorithm for the detection of selfish packet
dropping nodes in wireless mesh networks [7]. The algorithm is an extension work
to [8] based on local observation of each node in the network. The algorithm involves
the clustering technique which observed the nodes behavior locally within fixed a
range or domain. The algorithm involves two nodes, monitor node and monitored



Prevention Against Internal Attack via Trust-Based Detection … 111

node where the monitor node observes the behavior of the monitored node locally
by using a finite state machine. However, the algorithm suffers from computational
overhead due to the clustering of WMNs. Moreover, the detection is based on local
observation which is not efficient for large networks as WMNs. In 2002, Papadimi-
tratos and Haas proposed a secure routing protocol for mobile ad hoc networks that
secure the route discovery process against non-colluding Byzantine adversaries [9].
The protocol assures secure routing between the source node and the destination
node. Without relying on any intermediate nodes the protocol provides end-to-end
security association through the addition of extra fields in the routing protocol header
that contains the query sequence number QSEC, query identifier number QID, and
a 96 bit MAC field. The destination node responds to RREQ with an appropriate
QSEC and QID to the source node. The source node validates the destination node
by comparing the QSEC andQID in RREP send by the destination node. If the QSEC
and QID of currently pending query matches with the QSEC and QID in RREP, then
the source node accepts an RREQ. Vulnerabilities of SRP are identified in [10, 11]
employing a formal verification approach. In 2017, Regan and Manickam proposed
a security mechanism to resists the wormhole attack which forms a loophole tun-
nel and drops the packets later on. The mechanism was based on adaptive learning
in collaboration with Blooms filter method. The mesh router acts as a cluster head
identifies the malicious nodes forming the wormhole tunnel and later isolates them
from the mesh network. As throughout the network the detection responsibility was
on the cluster head, therefore, it puts an extra burden to the cluster head apart from its
normal duties like simply forwarding the packets ahead toward the gateway router.
Handling huge amount of traffic from mesh clients and verifying each packet for
authentication at a time results in authentication delay [12]. In 2015, Subhash et al.
proposed a mechanism for searching a valid neighbors among peer ones in a mesh
network. The mechanism was carried out in two levels: firstly, a neighbor discovery
process in which a ranking method with the value of at most 1 was considered and
secondly, a link verification process where a check request message had considered
for verifying the link between mesh entities [13]. Gao et al. in 2016 proposed a
protocol for mutual authentication among mesh nodes. The authentication process
was carried out by collaborating the identity-based group signature and Proxy group
signature of mesh nodes [14]. Later, in 2017, Niizuma andGoto proposed an efficient
authenticated path formation protocol to minimize the hardware deployment costs
[15]. In their proposed work, the authentication took place between the users and
APs by locally verifying the digital certificates as the authentication credentials. In
2015, Gaur and Pant proposed a trust computation metric based on nodes impul-
sive behavior to detect malicious nodes in ad hoc networks. The proposed protocol
offers trustworthy communication in real-life applications such as healthcare through
secure and trusted clustering to ensure security [16]. Later, in 2016, Singh et al. pro-
posed a hybrid technique to ensure security against the wormhole attack (WRHT)
[17]. The protocol is based on two schemes-watchdog and Delphi for dual detection
of wormhole attacks. TheWHRTmakes the decision on two parameters—time delay
probability and packet loss probability to establish a secure path between source and
destination. Guo et al. in 2013 proposed a secure access control mechanism to ensure
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guarding against internal attacks in distributed networks [18]. The protocol is based
on a secure and efficient trust model using Bayesian theory and Diffie–Hellman key
agreement protocol. The trust model detects the malicious nodes in the network by
calculating the trust values of each individual node in the network to establish a secure
route between the source node and the destination node. The protocol involves the
clustering technique where each domain consists of a cluster head which calculates
the trust values of nodes within each domain. Although the effectiveness of the low-
energy adaptive clustering hierarchy (LEACH) routing protocol had demonstrated,
security is one of its problems. Moreover, if the cluster head gets malicious the pro-
tocol fails to provide secure routing in distributed networks. Zhang et al. in 2013
proposed a virtual currency to simulate cooperation in self-organized mobile ad hoc
networks based on a reward-based scheme [19]. To simulate the cooperative pack-
ets among each individual node in the wireless ad hoc network, the reward-based
scheme uses virtual currency. This virtual currency is assumed as a credit provided
to each node in the network based on their forwarding behavior. All nodes need to
forward for others to earn credits for their own expenses. Also, reward-based scheme
employee tamper-proof hardware technique that prevents illegal credit manipulation
from adversaries. However, the proposed scheme suffers from inconsistency, where
the nodes not having any packets to forward may not get a chance to earn any credits
in the network, especially nodes at the edge of theWMN topology. Abdel-Azim et al.
in 2018 proposed an intrusion detection system to ensure security against anomalies
within the network [20]. The protocol is based on the fuzzy inference system (FIS)
which is further optimized via an adaptive neuro-fuzzy inference system (ANFIS)
using the genetic algorithm (GA) to detect the anomalies.

Although a variety of work had done in the past, related to secure routing in
different types of networks, but still, they suffer from vulnerabilities and other issues
asmentioned above.Moreover, some of the existingworks are not suitable forWMNs
due to their distributed environment. Therefore, in our proposed protocol, we had
designed a detection algorithm to detect the malicious nodes in WMNs, which drops
the packets which it requires to forward for other nodes. Through experimental
result, our proposed protocol ensures an efficient detection of the malicious node
with a higher detection capability.

3 Proposed Protocol

The proposed protocol is based on the detection of malicious nodes that drop packets
of other nodes during multi-hop forwarding between source and destination. The
proposed protocol allows the routing protocol to choose an alternate secure path
toward the destination once the malicious nodes are detected between source and
destination. Based on the trust values of each node, our proposed protocol detects
the malicious nodes in WMNs. The trust value of each node depends on its current
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behavior which the monitor node experiences from its neighboring nodes. We set a
threshold valueµ to 10% for the packet drop ratio.When amonitor node experiences
its neighboring node dropping more than 10% of the packets, the trust value for this
neighbor node is upgraded.

3.1 Trust Model of the Proposed Protocol

Starting phase: This phase assigns a default trust value to every node in a network
which signifies that the monitoring node neither trusts nor distrusts its neighboring
nodes.

Upgrading phase: This phase is used for upgrading the trust value based on the
current behavior of the neighboring nodes. We use the following criteria to upgrade
the trust value for the neighboring nodes. The upgraded trust value Tu is given as

Tu = Packet Drop Ratio (DR) (1)

Database phase: This phase stores the trust information of each node and allows
to extract information about stored trust values.

Monitor phase: This phase is used to adjust the trust values of neighboring nodes
by fixing the threshold value between 0 and 1. We set the threshold value µ to 10%
which equals to 0.5 between 0 and 1. If the drop rate of a neighboring node is higher
than 10%, then the trust value of the neighbor node is decreased. If the drop rate of
a neighboring node is lower than 10%, then the trust value of the neighbor node is
increased.

Path selector phase: This phase selects the path between two nodes with higher
trust values. If the trust value between two nodes is less than the threshold value µ
than that path is ignored and an alternate path is selected with trust value greater than
the threshold value.

3.2 Trust-Based Detection Algorithm

1. Initially, the trust value is set to 0.5 for each node. At this point, the neighbor
nodes could neither be trusted nor distrusts by the monitor node.

2. If the neighbor node had more than 10% of packet drops, then its trust value
reduces starting from 0.5 toward 0 and then concludes as a malicious node.

0 ≤ p < 0.5 (2)

where p is a probability. Decrease of trust value from 0.5 toward 0, increases the
chances of more packet drop beyond 10%.
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Fig. 1 Trust model

3. If the neighbor node had less than 10% of packet drops, then its trust value
increases starting from 0.5 toward 1 and then concludes as a non-malicious node.

0.5 < p ≤ 1 (3)

where p is a probability. The increase of trust value from 0.5 toward 1, increases
the chances of less packet drop below 10% (Fig. 1).

4 Experimental Result

The proposed algorithm is simulated with NS3. The simulation results had analyzed
with three performance metrics.

1. Packet delivery ratio (PDR): The ratio of the number of data packets sent by the
source node and the number of packets received by the destination node in the
next hop.

PDR =
(
Rx

Tx

)
× 100 (4)

where Rx is the total packets received and Tx is the total packet send.
2. Packet drop ratio (DR): If a sending node i sends “x” number of packets to a

receiving node j and the receiving node j only forward “y” number of packets.

DR =
(
x − y

x

)
× 100 (5)

3. Detection rate: The detection of a malicious node in WMNs increases with the
increase in packets drop ratio above 10% by the malicious node.
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4.1 Performance Analysis

To evaluate the effectiveness of our proposed protocol, we consider 25 nodes (mesh
routers MRs) in the presence of a malicious node and analysis the fluctuations in the
packets drop of the flows. These fluctuations reflect the detection rate of a malicious
node in wireless mesh networks (WMNs). We start a flow between MR 0 denoted as
Sender1 and MR 24 denoted as Receiver in the presence of malicious nodes during
the time period 10–100s. MR 1 as a neighbor node to MR 0, it convinces the MR
0 that it had a shorter path toward the destination node MR 24; therefore, MR 0
forward the packets to MR 1. On receiving the packets, MR 1 drops all the packets
which it requires to forward on behave of MR 0 at the time interval of 10–50s (bad
flow) shown in Fig. 2. At the same time period 10–50s (good flow) shown in Fig. 2,
the flow from MR 1 enjoys good packet delivery toward its destination node MR
24. Therefore, this misbehavior act of MR 1 in regards of packets send and packets
drop, allows the MR 0 to conclude MR 1 as a malicious node. After detection of a
malicious node, MR 0 purges their routing entry through MR 1 and re-route their
traffic.

Table1 shows two different flows performed by malicious node MR 1. Row one
shows that MR 1 drops all the packets received from MR 0 at the time interval of
10–50s. Row two shows that MR 1 forward all of its packets to the destination node
MR 24 at the same time intervals of 10–50s. In columns two and three, PDR and
DR are the packet delivery ratio and packet drop ratio value for two different flows.

Fig. 2 Flow 1 (bad flow) versus flow 2 (good flow)

Table 1 Bad flow and good flow at same time intervals

Flows PDR (%) DR (%) Time (s)

Flow 1 (bad flow) 0 100 10–50

Flow 2 (good flow) 100 0 10–50
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5 Conclusion

In this paper, we had proposed an algorithm for the detection of malicious nodes that
violets the normal operation of the AODV routing protocol. Our proposed protocol
through simulation results shows that it efficiently detects the malicious nodes in
WMNs. The experiment of the proposed protocol is done in network simulator. In
the future, the work could be further extended to achieve a more reliable and efficient
detection protocol for WMNs by embedding new ideas to the proposed protocol.
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Sensor-Based Alarm System
for Preventing Crop Vandalization
by Birds in Agricultural Regions

Siddhanta Borah, Ankush Kumar Gaur, and J. Arul Valan

Abstract Farming is the most significant portion of Indian economy. It contributes
17–18% in India’s gross domestic product (GDP) accordingly Indian economic
survey of year 2018 and employs more than 50% of the workforce in India. This
paper presented a microcontroller-based system to protect agriculture land from crop
vandalization by designing a band-pass filter (BPF) with the help of a sound sensor.
Presently most of our agriculturists follow traditional approaches to protect their
agricultural area from birds attack. But these approaches are almost ineffective and
time-consuming. This paper aims to solve the above-defined problem economically
and effectively by delivering an automated surveillance system to our agriculturists.
We examined this system in the campus of School of Agricultural Sciences & Rural
Development Medziphema, Nagaland.

Keywords Band-pass filter (BPF) · Global system for mobile (GSM) · Relay ·
Sound sensor · Alarm

1 Introduction

The aim of this paper is to describe the automated surveillance system which targets
to address the problem of crop vandalization by birds. It defines the difficulties that
are handled by our agriculturists due to birds attack on their crop production area
and plantations. And it also expresses the existing solutions and approaches that
have been adopted to target this problem. The main objective of this paper is to
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give an effective solution to this problem so that the financial harms suffered by our
agriculturists are reduced and they can get a decent crop yield.

Let see the images which show that how the sparrow birds attack paddy crops
in Nagaland’s agricultural area. The condition of crop before and after the attack is
shown in Figs. 1 and 2. And some traditional ways that are used by that place farmers
to handle this problem are shown in Figs. 3 and 4. Also, it is found that the methods
which are used by the farmers are almost ineffective and that are not much enough
to handle the problem.

Fig. 1 Birds attack on
paddy crop

Fig. 2 Color of crop after
attack
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Fig. 3 Method-1 using
polypropylene ribbon

Fig. 4 Method-2 using
hanging empty pots in the air

To solve this problem, there is a demand of advanced system which could protect
the crop field effectively from birds attack. Pooja et al. [9] have proposed a system in
which passive infrared sensor (PIR) was used to detect intruder and radio frequency
identification (RFID) was used to differentiate intruder and authorized person. They
used a cameramodulewithRaspberryPi board for real-timemonitoring of agriculture
field.

Another system was proposed by Santhiya et al. [10] to protect agriculture land
from animals. They used RFID technology to know the presence of animal in agri-
culture land. The RFID tag was inserted under an animal skin. RFID reader detects
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the presence of animal when animals enter into the farm land and send the message
to authorized person using GSM. They also used irritation noise speaker and fogging
machine for automatic repellent of those animals. Giordano et al. [11] have demon-
strated an Internet of things (IoT) application to monitor agriculture field using
different sensors and actuators with the help of wireless sensor network technologies.

IoT technologies are used in agriculture land to monitor real-time data from
anywhere at any time [12]. Different sensor nodes are used to collect information
such as soil moisture, temperature, and weather condition. Using PIR sensor, RFID
and IoT technologies can able to detect only the wild animals. Such systems are not
efficient to prevent small bird (sparrow) attack in agriculture field. One of the major
disadvantages of PIR sensor is that it can detect any movement. Some researchers
also developed system based on combination of camera and PIR sensors. But such
systems are not convenient to be used by our farmer from the cost point of view and
also need prior training and knowledge to operate such system.

In this paper, we presented a cost-effective, ease of use, and ease of installation
system for our farmer having capability to protect crop field effectively mainly from
sparrow bird attack. To design the system, a sound sensor is used. The sound sensor
output is the input of BPF circuit. The BPF is designed to detect only the sparrow bird
voice frequency, and it will not detect other disturbances (sound) from surroundings.
The presented system has a small microphonewith an amplifier. The analog output of
amplifier is filtered using band-pass filter (BPF) to detect the bird’s voice frequency
[1]. Two comparators are used at the output of band-pass filter (BPF) to get digital
output when the desired frequency range is detected by microphone. The controller
part mainly consists of W78E052D 8051 series microcontroller, GSM, four light-
emitting diodes (LEDs) for indication and a 12 V relay to control an alarm system.
The system is powered by 12 V lead–acid battery with a solar charging circuit. The
presented system is superior than the other existing systems because it is less complex
and needs less maintenance, low cost, and ease of installation process.

To reduce the cost of the system, a less expensive 8051 controller is used. The
sound sensor used for this purpose covers a range up to 7 m in radius. The total cost
involved to make the system is given in Table 1.

The presented hardware prototype is able to cover an area around (A = πr2 =
3.14 × 7 × 7 = 153.86) 154 m2. We can increase the range of the system by using
high sensitivity and long-range sound sensor.

This paper will further put the discussion of the work in details regarding the
architecture, methodology, result and analysis, and the conclusion of this project.
Control system architecture for automated surveillance system used in this work is
described below.

2 Control System Architecture

Overall control system is explained in this section. In Fig. 5, block diagram
representation of the system is shown.
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Table 1 List of hardware components

S. No Description Part number Manufacturer Cost/unit

1 Solar panel 12 V–10 W Loom solar 750 |
2 Variable voltage

regulator
LM317 Texas instrument 30 |

3 12 V lead–acid battery 12 V–5A Amptek 650 |
4 Miscellaneous (diode,

resistor, transistor,
potentiometer, Zener
diode, capacitor,
oscillator, reset switch,
LED, Veroboard, wires,
etc.)

120 |

5 OPAMP LM741 Texas instrument 30 × 4 = 120 |
6 Sound sensor Waveshare 9534 Waveshare electronics 389 |
7 Microcontroller W78E052D Nuvuton 50 |
8 GSM SIM900/800 Graylogix 750 |
9 Relay 12v, 1A SONGLE 50 |
10 Alarm system SLC-122 IOTA 290 |

Total 3149 |

Note Parts are available from different online sources

Fig. 5 Block diagram of
system

2.1 Electrical System Design

Electrical system part mainly consists of solar charger circuit. The solar charger
circuit is designed to protect from overcurrent and overvoltage. High-efficient solar
panel with antireflective tempered glass on the top used in this presented system is of
capacity of 10 W, 12 V. Charging time to charge 12 V, 5 A battery is approximately
5–7 h. The solar panel is having maximum power voltage 17.83 V, maximum power
current 0.57 A, open-circuit voltage 21.75 V, and short-circuit current 0.61 A.
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A 12 V, 5 A lead–acid battery is used as a source of power supply of dimension
15.1 × 6.6 × 10 cm. This battery has an excellent battery backup capability and
compatible with solar charger circuit.

2.2 Electronic System Design

Electronic system part mainly comprises of two parts namely filter design and
controller section. In filter design section, a BPF is designed to detect sparrow bird
voice frequency which is within the range of 2–7 kHz. To design the filter circuit,
LM741 OPAMP is used. To detect frequency of bird voice, a sound sensor module
with amplifier is used. Sound sensor can able to detect frequency range of 50 Hz to
20 kHz, audio signal gain 200 dB, and with operating voltage 3.3–5.3 V.

TheGSMmodule used here is SIM900A. The SIM900AGSMmoduleworkswith
dual band 900/1800 MHz. In this presented system, GSM is used to send real-time
information to farmer from agriculture land [7, 8].

The 8051 series Nuvuton microcontroller W78E052D is used here as the main
controller unit. TheW78E052D controller is an 8-bit microcontroller having 8-Kbyte
of flash EPROM, 256 byte of RAM and four 8-bit bidirectional input/output ports.
Besides, it has three 16-bit timer/counter and in-built bootloader section to upload
the hex file.

A 12 V, 1 A single-pole double-through (SPDT) relay is used along with 2N222A
high current transistor to drive the alarm system. The detailed working of the circuit
is explained in Sect. 3.

3 Methodology and Hardware Design

3.1 Methodology

The flowchart of presented model is shown in Fig. 6.
Here, the BPF is designed to detect upper and lower cut-off frequency of bird

voice [2]. The filter circuit is designed in such a way that the output will be high if
the input frequency is within the range of sparrow bird voice frequency (2–7 kHz).
To get high or low output at the end of BPF, two comparator circuits are used.

The low comparator output indicates there is no bird in the agriculture field. If
sound sensor detects any frequency voice within the range 2–7 kHz, then output will
be high and microcontroller (W78E052D) turns ON an alarm system through relay
driver circuit otherwise alarm is turned OFF.

A GSM module is used to send real-time information to farmer. GSM will send
message to farmer if alarm system is turned ON for a long time.
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Fig. 6 Flowchart to
understand how system
works

3.2 Hardware Design

3.2.1 Solar Charger Circuit

Solar charger circuit is used to protect the battery from overcurrent and overvoltage.
The solar charger circuit shown in Fig. 7 consists of adjustable voltage regulator IC
LM317 [3]. The output voltage can be obtained using Eq. 1.

Vout = V R1 × (1 + R2/R1) + Iadj × R2 (1)

The Iadj is in the range of micro-ampere so it can be neglected. In the circuit, the
12 V Zener diode is used as voltage regulator to protect the battery from overvoltage
[4].
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Fig. 7 Circuit diagram of solar charger circuit

3.2.2 Band-Pass Filter Design

The BPF used in this presented paper is designed to detect the voice signal having
frequency range of 2–7 kHz. The second-order band-pass filter (BPF) is shown in
Fig. 8.

The high-pass filter is used to set high cut-off frequency (f H = 2 kHz), and low-
pass filter is used to set low cut-off frequency (f L = 7 kHz). This frequency cut-off
can be achieved by using the following equations.

For high-pass filter (HPF),

C1 = C2 = 100 nF (2)

Fig. 8 Circuit diagram of band-pass filter



Sensor-Based Alarm System for Preventing Crop Vandalization … 127

R1 = 1√
2πC1 fH

(3)

= 1√
2 × 3.14 × 100 × 10−9 × 2 × 103

= 28 kHz

R2 = 1

2
√
2πC1 fH

(4)

= 1

2
√
2 × 3.14 × 100 × 10−9 × 2 × 103

= 14 kHz

For low-pass filter (LPF),

C3 = 100 nF

C4 = 2C3 = 200 nF (5)

R1 = R2 = 1√
2πC3 fL

(6)

R1 = R2 = 1√
2 × 3.14 × 100 × 10−9 × 7 × 103

= 15 kHz

B.W = fL − fH = (7 − 2) kHz = 5 kHz (7)

To get digital output from BPF, two comparators are used. The output of the
comparator is given to controller to drive relay and GSM module. The details of the
working of controller part are explained below.

3.2.3 Controller Circuit

The 8051 series microcontroller W78E052D is used as a main controller unit [5].
The controller is interfaced with a relay circuit, LEDs and GSMmodule [7]. Detailed
circuit diagram of controller part is shown in Fig. 9.

The reset circuitry for the controller is connected across pin 9. The external clock
frequency of 11.0592 MHz crystal is used across pin 18 and 19 to run the of the
programmable device (controller) [6].

The comparator output from BPF is connected to pin 1.1 (P1.1). When P1.1 is
low that means, no voice of frequency 2–7 kHz is detected by the band-pass filter
then pin 2.7 (P2.7) is low and if any voice is detected within the frequency range of
2–7 kHz then P1.1 is high and correspondingly P2.7 is high. P2.7 is connected to
the base of a high current gain transistor 2N222A through a resistor. This transistor
is used as a switch to drive the SPDT relay. When base of the transistor is high then
current flows through relay coil and as a consequence com pin of relay is connected
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Fig. 9 Controller circuit

to N.O (normally open) pin and hence alarm system is turned ON. Across relay coil,
a diode (1N4007) is used as freewheeling diode to protect from back electromotive
force (emf).

In this circuit, 4 light-emitting diodes (LED) are used as an indicator. These LEDs
will blink at an interval of 1 s when system is powered ON and blink very fast at an
interval of 100 ms when system detects any bird voice around it.

Global system mobile (SIM900A-GSM) module is used here to send real-time
information to farmer. GSM will send a message to famer if and only if alarm is
turned ON for long duration.

4 Results and Discussion

The BPF design in this presented paper is to pass voice signal having frequency range
of 2–7 kHz (Sparrow bird voice frequency). The output of BPF circuit is shown in
details in Table 2.

In the above table, it is seen that when frequency of input voice signal is in between
around 2–7 kHz then the gain of the BPF circuit is almost constant. Gain is deviated
largely beyond the range of 2–7 kHz. That means BPF circuit to detect sparrow bird
voice frequency is working nicely.

The input frequency (Hz) versus gain (dB) curve is shown in Fig. 10.
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Table 2 Designed band-pass filter output

S. No. Input voltage (V i)
(mV)

Input signal
frequency (Hz)

Output voltage (Vo)
(mV)

Gain (dB)
20log10(Vo/V i)

1 4000 200 10 −52.0412

2 4000 400 17 −47.432221

3 4000 600 27 −43.413925

4 4000 800 30 −42.498775

5 4000 1000 42 −39.576214

6 4000 1500 57 −36.923703

7 4000 2000 1525 −8.375803

8 4000 2200 2572 −3.8357805

9 4000 2400 3270 −1.7502448

10 4000 2600 3272 −1.7449339

11 4000 2700 3274 −1.7396263

12 4000 3000 3277 −1.731671

13 4000 3500 3277 −1.731671

14 4000 4000 3277 −1.731671

15 4000 4500 3277 −1.731671

16 4000 5000 3278 −1.7290208

17 4000 5500 3280 −1.723723

18 4000 6000 3282 −1.7184283

19 4000 6500 3283 −1.7157822

20 4000 6700 3285 −1.7104923

21 4000 6900 3287 −1.7052057

22 4000 7000 3290 −1.6972819

23 4000 7200 3292 −1.6920033

24 4000 7400 2778 −3.166555

25 4000 7700 2287 −4.8558765

26 4000 8000 2210 −5.1533544

27 4000 8500 1710 −7.3812776

28 4000 9000 110 −31.213346

29 4000 9500 27 −43.413925

30 4000 10,000 17 −47.432221

The device is successfully tested in campus of School of Agricultural Sciences
and Rural Development Medziphema, Nagaland. The snapshots of the device from
different angle is shown in Fig. 11. In Fig. 12, a screenshot of the message is shown
when system is turned on for a long time.
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Fig. 10 Band-pass filter output curve-frequency versus gain

Fig. 11 Field testing of the device

5 Conclusion

Our main intention to develop this device is intensification of crop production in
Nagaland, India, by giving solution to the problem of crop vandalization by sparrow
birds in agricultural regions.Our automatic surveillance systemwill be very effective,
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Fig. 12 GSM message

accurate, and adaptive with different agricultural regions of India. This device will
not require any human intervention. It is an economical device to the agriculture and
agriculturists. Device will monitor the activities in real time. It will not cause any
harm to animals and humans. We hope our device will help agriculturists to solve the
problem of crop vandalization by sparrow birds. We give our best efforts to achieve
the solution of the above-stated problem so that the economic losses incurred by our
farmers can be minimized and they can get a good crop yield.
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Pricing Mechanisms for Fair Bills
and Profitable Revenue Share in Cloud
Federation

Sameera Dhuria, Anu Gupta, and R. K. Singla

Abstract Cloud Federation is the coalition of multiple Cloud Providers (CPs) to
surmount the constraint of finite physical resources of individual CPs. The collab-
oration enables them to share resources with each other at a certain price based on
Federation Level Agreement (FLA). The pricing mechanism used for the resources
requested by customer’s acts as an important factor in the calculation of their bills
and in the generation of revenues for CPs, in such an environment. Consequently, it
performs a key role in the selection of a CP by customers and in incentivizing the
CPs to remain in Federation. Considering this, the present paper aims to propose
mechanisms of pricing to charge internal users and peer CPs. The proposed mech-
anisms are evaluated in a simulated environment. The simulation results illustrate
that the proposed pricing mechanisms ensure fair bills for customers and profitable
share of revenues for the collaborating CPs.

Keywords Cloud computing · Federation · Pricing mechanisms · Revenue · Bill

1 Introduction

Cloud computing technology represents a logically inexhaustible pool of ubiqui-
tous infrastructure that can be accessed by different organizations and individuals
from anywhere in the world through Internet [1]. The infrastructure is offered to
customers in the form of Virtual Machines (VMs) by the Cloud Providers (CPs).
Though customers are given an illusion of infinite resources, the market potential
of CPs is hindered due to their finite and limited capacity. This reduces the number
of service requests accepted and served by them. To offer Cloud services without
any constraint on the number of accepted service requests, the CPs must be able to
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scale up their resources [2]. This can be done by the interconnection of infrastructure
of different CPs to form Cloud Federation so as to enable resource sharing among
them [3]. Cloud Federation allows collaborating CPs to share and allocate resources
requestedby customers, consistingof internal users of aCPandpeerCPs, basedon the
Federation policies that are described in a Federation Level Agreement (FLA) [4]. By
collaborating in a Federation, CPs intend to earn profitable revenue either by renting
their underutilized infrastructural resources or by outsourcing resources to peer CPs.
Generally, when a collaborating CP receives resource request from internal users, it
tries to serve the request locally. But in case of peak load, the resource constraint of
local infrastructure is overcome through outsourcing of resources to other members
of the Federation to fulfill user’s request with a guaranteed Quality of Service (QoS).

Pricing is an important factor in such an environment to incentivize sharing of
resources among CPs. Bills of customers and revenues of participating CPs are
calculated based on the pricing mechanisms used. A user prefers to request resources
from a CP that guarantees computation of fair bills based on the resource usage.
Similarly, a CP outsources request to a peer CP if it is assured that the amount
charged by outsourcing CP for the requested resources does not cause financial loss
to it, and it is able to earn profitable revenue through outsourcing. An outsourcing
CP also prefers to contribute resources for the service request of peer CP if the
revenue obtained from leased resources is profitable. Such a scenario necessitates
the selection and usage of an appropriate mechanism for pricing.

Selection of a suitable mechanism for resource pricing in Cloud Federation is a
non-trivial and complex task and has been an area of focus of several studies [4–8].
Various pricing mechanisms have been proposed in the literature for single provider
and Federated Cloud environment. But none of the existing studies has proposed
pricing mechanisms to charge both internal users and peer CPs for the requested
resources in a Federation of Clouds. The present work is focused on proposing
pricing mechanisms for the on-demand VMs requested by internal users and peer
CPs. Equations to calculate bills of customers and revenue earned by collaborating
CPs are also formalized based on the proposed pricing mechanisms. The proposed
mechanisms ensure the generation of fair bills for customers requesting resources and
fair and profitable distribution of revenue for participatingCPs.Usage of the proposed
mechanisms shall persuade more customers to use the services of Clouds. It will also
encourage resource contribution and participation of CPs in Federation. The paper
is organized as follows: Related work is reviewed in Sect. 2. Section 3 discusses the
issue of pricing in Federated Cloud scenario. Section 4 describes proposed pricing
mechanisms and the equations to calculate bills and revenues based on the proposed
mechanism. Evaluation of proposed mechanisms is presented in Sect. 5. Discussion
is given in Sect. 6. Section 7 concludes the paper.
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2 Related Work

The inability of CPs to handle the sudden spikes in resource demands of various users
without compromising the QoS offered necessitates the creation of Federation of
Clouds. Though a number of platforms have been proposed for Cloud Federation [9–
11] with diverse motivations, various issues associated with it have yet not obtained
substantial attention and need to be addressed. One of these issues is the pricing of
resources that are offered to customers in this environment. Pricing is one of the most
important metrics that motivate customers to use the services of a CP [12]. Numerous
pricing mechanisms have been proposed in various studies [13–16]. But the existing
literature on pricing in Cloud environment is largely inclined toward single provider
Clouds that work alone without collaboration. Pricing problem in Cloud Federation
is discussed in very few studies.

Jin and Tang [17] proposed pricing policies for a Cloud Federation scenario where
one CP supplies resources and multiple CPs demand resources. The demanding CPs
do not share their resource utility functions with the supplying CP due to privacy
concerns. Therefore, a pricing scheme is proposed based on the predictions of the
utility functions of the demanding CPs to maximize the social welfare and utilization
of supplying CP’s idle resources.

The broker defines a price for eachVM type in themechanismproposed byHassan
et al. [18]. The price is set strategically to encourage CPs to contribute resources
to earn profit from Federation. The CPs cooperatively try to maximize the social
welfare of the Federation by collectively deciding the amount of VM resources to
supply based on the price of the broker. Double auction-based pricing mechanism
has been used by Li et al. [7]. CPs acting as buyer and seller present buy-bid and
sell bid. A broker in Cloud Federation collects entire buy and sell bids and executes
a double auction to decide the set of successful buy and sell bids and their clearing
prices. A strategy-proof dynamic pricing mechanism is proposed by Mihailescu and
Teo [19]. It is suitable for requests of rational users containing multiple resource
types. The proposed mechanism is incentive compatible and budget balanced. It is
designed to cater to the requirements of large distributed systems.

Equations for revenue generation, resource utilization, and the calculation of cost
incurred in the allocation of resources have been proposed by Goiri et al. [6]. These
equations enable collaborating CPs to take decisions regarding resource outsourcing,
insourcing, or shutting down of unused nodes in a Cloud Federation scenario. The
limitation of their work is that the resource prices of all CPs are assumed to be the
same, which is unrealistic in an actual Federation scenario. Peer CPs are charged
by applying a factor α to the cost of VMs. The value of α is chosen in a random
manner for various experiments. Similar kind of work has been performed by Toosi
et al. [4] but with an option of termination of spot VMs to consider incoming on-
demand VMs. The price of each CP for its contributed resources (VMs) is calculated
dynamically based on the idling capacity of its data center. It results in lesser price
for CPs having higher resource capacity. But at the same time, this approach may
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also result in very high price for CPs having lower resource capacity. The adverse
effect of this approach on bills of CPs and their revenue is overlooked.

Apart from these limitations, there are many other problems associated with the
above-discussed approaches. In all the studies, mechanisms to charge only peer CPs
are proposed. The mechanisms to charge internal users are not discussed. Moreover,
proposed mechanisms are biased toward CPs. Main focus is on maximizing revenues
of CPs without considering the benefits of customers. The present work intends to
overcome these limitations. It proposes pricingmechanisms for bothCPs and internal
users. The aim is to ensure fair bills for all the entities requesting resources; along
with fair and profitable share of revenue for all the participating CPs through the
proposed mechanisms.

3 Pricing Issue in Cloud Federation

In a Federation scenario, when CPs receive service requests from customers for
instantiation of VMs; resources are either allocated locally or are outsourced
depending upon resource availability. The CP which originally receives resource
requests from internal users is termed as host CP, and the CPs where requests are
outsourced are called outsourcingCPs. To foster resource sharing in this environment
and increase the utilization of idle resources, they must be allocated to customers at
a suitable price. When resources are allocated locally, an appropriate pricing mech-
anism is required to charge only internal users. But when resources are outsourced,
pricing mechanisms are required to charge both internal users and host CPs.

An outsourcing CPmay charge host CP at the same or different price as compared
to the price offered to internal users. Ideally, resourcesmust be allocated to hostCPs at
a cheaper price. This ensures host CPs economic interest to participate in Federation
by enabling it to earn profitable revenue from outsourced resources. On the contrary,
if the expenditure to acquire outsourced resources is high, host CP may prefer to
reject the request of its internal user instead of outsourcing resources. Alternatively,
it may even charge its internal users at a higher price depending on the acquisition
cost of resources from peer CPs. As a whole, pricing mechanism used to charge
one entity affects the profitability of other, i.e., pricing mechanisms of both entities
are correlated. Therefore, selection must be done in such a way so that any kind of
financial loss to internal users or collaborating CP due to inflated bills can be avoided.

Broadly, customers may be charged using two pricing approaches: fixed and
dynamic. Various fixed and dynamic pricing-based mechanisms are proposed in
the literature. It is important to decide between these two approaches for resource
pricing of both the entities: internal users and peer CPs. In fixed pricing approach,
fixed prices are charged from customers irrespective of their characteristics and real-
time market conditions [20]. A common example of this approach is ‘pay-per-use’
pricing, which is presently used by most of the commercial CPs. Using dynamic
pricing, customers are charged at different prices based on various attributes like
workload, Cloud market fluctuations, CP’s resource capacity [12]. Though dynamic
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pricing reflects current market price of resources, it is difficult to be implemented in
a multi-Cloud scenario. The unpredictability and uncertainty associated with values
of different attributes of multiple CPs may cause the outsourced resources to be
charged at a very high price, thus creating problem for both CPs and the end users.
To address this problem, complex SLAs and FLAs need to be established that can
define and fix the upper limits of resource prices under different situations. But as
Cloud Federation is itself in early stages of development, defining and managing
such complex rules for pricing in SLAs and FLAs are a difficult task. Apart from
these limitations, reluctance of adoption of new pricing mechanisms by commercial
CPs and lack of proper experimentation are some of the other factors due to which
dynamic pricing has not yet been used at a large scale even by commercial single
provider Clouds. Considering all these limitations, the present paper focuses on usage
of fixed pricing-based approach to address the area of pricing in Cloud Federation.

4 Proposed Mechanisms for Pricing

Pricingmechanisms are proposed for internal users andpeerCPs requesting resources
in Cloud Federation keeping in view the interrelationship and dependency among
them discussed in Sect. 3. The proposed mechanisms focus on the benefits of both
entities. The motive is to increase user’s satisfaction, CP’s profit and resource contri-
bution of CPs in Federation. This can be done through fair billing of both entities
and ensuring profitable share of revenue to all the participating CPs. In this direction,
equations to calculate bills and revenues using thesemechanisms are also formalized.
Various acronyms used in the equations are:

VMtotal Total number of VMs requested by internal users
VMown Number of VMs allocated from host CP’s own resources
VMout Number of VMs outsourced to peer CP
VMins Number of VMs insourced
t Time for which VM is allocated
Price_VMown Price of VM per unit time offered by host CP
Price_VMout Price of VM per unit time of outsourcing CP
Price_VMreq Price of VM per unit time of requesting CP
Costout Amount paid for borrowing resources from insourcing CP
Total_Rout Total revenue earned from outsourced resources
Rtotal Revenue earned by a CP participating in Federation
Rown Revenue earned from own resources allocated to internal users
Rout Revenue earned from resources outsourced to peer CPs
Rins Revenue earned from resources leased to peer CPs
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4.1 Internal Users

Internal users of CPs may be charged in the following ways:

Based on Price of Host CP (PHCP). In this mechanism, internal users are charged
for all the requested VMs based on fixed uniform price of host CP which is offered
to them at the time of service request, irrespective of the actual location of execution
of requested VMs. Factors that affect users’ bill in this mechanism are the number of
VMs requested, price of host CP, and the time for which VMs execute. Thus, user’s
bills are calculated using the following equation:

User Bills = Price_VMown ∗ VMtotal ∗ t (1)

Based on Price of Outsourcing CP (POCP) In this mechanism, internal users are
charged for the requested service based on fixed prices of both host and outsourcing
CPs, depending upon the location of execution of requested VMs. Factors that affect
users’ bill in this mechanism are the number of VMs requested, price of host CP,
number of VMs outsourced, price of CP where VMs request is outsourced and the
time for which VMs execute. Thus, user’s bills are calculated using the following
equation:

User Bills = ((Price_VMown ∗ VMown) + (Price_VMout ∗ VMout) ∗ t (2)

4.2 Peer CPs

Peer CPs are charged at a reduced price in comparison to the amount charged from
internal users. For this, a reduction factor r (0 < r < 1) is used either with the price
of host CP or outsourcing CP in the following ways:

Reduced Price of Host CP (RPHCP) In this mechanism, a reduction factor r is
applied to the price of host CP. The host CP obtains resources from outsourcing
CPs based on this reduced price. Factors that affect CP’s bill and revenue in this
mechanism are the price of host CP, number of VMs outsourced and the time for
which VMs execute. Bills of peer CP for outsourced resources are calculated using
the following equation:

Peer CP Bills = r ∗ Price_VMown ∗ VMout ∗ t (3)

Revenue (Rtotal) earned by a CP participating in Federation is the sum of revenue
earned from its own resources allocated to internal users (Rown), resources outsourced
to peer CPs (Rout), and resources leased to peer CPs (Rins).
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Rtotal = Rown + Rout + Rins (4)

This revenue is calculated as follows using proposed mechanism:

• Revenue from own resources (Rown)

Rown = Price_VMown ∗ VMown ∗ t (5)

• Revenue from outsourced resources (Rout)

Total_Rout = Price_VMown ∗ VMout ∗ t (6)

Host CP has to pay some amount to outsourcing CP to obtain resources from it,
which is given by Eq. (3)

i.e. Costout = Peer CP Bills

Net revenue (Rout) is calculated by subtracting cost of obtaining outsourced
resources from the total revenue generated from outsourced resources.

Rout = Total_Rout − Costout (7)

• Revenue from insourced resources (Rins)

Rins = r ∗ Price_VMreq ∗ VMins ∗ t (8)

Reduced price ofOutsourcingCP (RPOCP) In thismechanism, a reduction factor
r is applied to the price offered by outsourcing CP. Host CP is charged for outsourced
resources based on this reduced price. Factors that affect CP’s bills and revenues in
this mechanism are the price of outsourcing CP, number of VMs outsourced and the
time for which VMs execute. Bills of peer CP for outsourced resources are calculated
using the following equation:

Peer CP Bills = r ∗ Price_VMout ∗ VMout ∗ t (9)

Revenue of a collaborating CP is calculated as follows using this mechanism:

• Revenue from own resources (Rown): It is calculated using Eq. (5).
• Revenue from Outsourced Resources: Total revenue earned from outsourced

resources is calculated using Eq. (6).
Amount paid to outsourcing CP to obtain resources from it is same as given by
Eq. (9)

i.e. Costout = Peer CP Bills

Net revenue earned is calculated using Eq. (7).
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• Revenue from insourced resources

Rins = r ∗ Price_VMown ∗ VMins ∗ t (10)

5 Evaluation

The pricing mechanisms proposed in Sect. 4 are evaluated through experiments
conducted using CloudSim simulation tool [21]. For this, a peer-to-peer simulated
Cloud Federation is created in which Clouds commune directly with each other
without the involvement of any mediator [22].

5.1 Simulation Settings

Federation scenario is created with the collaboration of three IaaS providers (CP_1,
CP_2, and CP_3). Collaborating CPs receive service requests from own internal
users (User_1, User_2, and User_3 are the internal users of CP_1, CP_2, and CP_3,
respectively) and peer CPs. It is assumed that only 1 type of VM is offered by all
CPs though different VM types may be used as an extension to this work. A 24 h
long workload is generated. Prices of VMs offered by each CP are fixed to 1.0, 2.0,
and 3.0 ($/hour), respectively. Different resource prices have been used by CPs to
study the impact of proposed mechanisms on bills and revenues when resources are
outsourced.

Themetrics considered for determining the effect of proposedmechanisms onCPs
and customers are: Bills of internal users, Bills of host CPs, Revenues of host CPs, and
Revenues of outsourcing CPs. The parameter used to study the behavior of pricing
mechanisms proposed for internal users is ‘workload,’ while the parameters used to
study the behavior of pricing mechanisms proposed for peer CPs are ‘workload’ and
‘reduction factor r.’ The proposed mechanisms differ in their way of calculation of
bills and revenues based on whether the requested resources are allocated by local
or remote CPs. Therefore, in various experiments, workload is varied to simulate
the provisioning of requested VMs through resources of host and outsourcing CPs.
As value of r determines the share of revenue of each CP obtained from outsourced
resources. So, experiments are also conducted using different values of r varying
from 0.1 to 1.0.

5.2 Results

Results of various experiments are shown in Figs. 1, 2, 3, 4, and 5. In Figs. 1, 3, 4,
and 5, (a) represents the scenario when VMs are outsourced to CPs having higher
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Fig. 1 User bills using
PHCP and POCP
mechanisms
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price, (b) represents the scenario when some of the VMs are outsourced to CPs
having higher price and others are outsourced to CPs having lower price, and (c)
represents the scenario when VMs are outsourced to CPs having lower price. The
entries corresponding to x-axis are different as the collaboratingCPs receive different
number of VM requests, i.e., their workload is different.

The first experiment is aimed at evaluating the impact of pricing mechanisms
proposed for internal users on their bills. Bills of users are calculated using Eqs. 1
and 2 given in Sect. 4. It can be observed from Fig. 1a–c that in all the scenarios
of outsourcing using PHCP mechanism, variation in the price of outsourcing CP
does not adversely affect bills of users. As shown in Fig. 1a, even when the VMs are
outsourced to a CP with higher price than that of host CP, fair bills are generated for
internal users.On the contrary, in case ofPOCPmechanism, if the outsourcingCPhas
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Fig. 2 Revenue of host and outsourcing CP with different values of r

higher price, unexpectedly high bills may be generated depending upon the number
ofVMs outsourced and the price of CPwhere they are outsourced as shown in Fig. 1a,
b. POCP mechanism is appropriate for use only if the outsourcing CP is selected
based on its price, i.e., CP with lesser price is selectively used for outsourcing. Such
a scenario may help in avoiding financial loss to users, but at the same time it will
prevent CPs having high prices from participating in Federation. Considering this,
PHCP is found to be a suitable pricing mechanism to charge internal users.

The second experiment is aimed at selecting an appropriate value of r to be used
for the pricing mechanisms proposed for peer CPs. It demonstrates and analyzes the
effect of usage of different values of r on the revenues of host and outsourcing CPs.
For this experiment, price of all CPs is assumed to be same (fixed to $1.0/h) so that
the results are generated based on the value of r only irrespective of the price of CPs.
Value of r is varied from 0.1 to 1.0. For each value of r, various experiments are
performed with different number of VMs contributed by outsourcing CPs. This is
done to study the effect of increase or decrease of number of VMs on revenue (with
same value of r). To present the results and analysis in a simplified manner, Fig. 2
shows the revenue obtained by a CP with each value of r in a single experiment.
It is clear from the results that using value of 0.1 for r, outsourcing CP obtains
very less revenue. As value of r is increased, the revenue share of outsourcing CP
improves. But, for very high values of r (e.g., 0.9 or 1.0), the increase in revenue
share of outsourcing CP causes loss to host CP. It earns less revenue despite being
the original receiver of the resource request of users. Therefore, to generate genuine
share of revenue for both host CP and outsourcing CP, the value of r should be neither
very high nor very low. A fair revenue share for both is generated using r = 0.5.
Though 0.5 is considered to be an ideal value to be used for r, its value can be varied
from the range of 0.4–0.6 depending upon factors like QoS, resource availability of
the outsourcing CP.

The third experiment evaluates the mechanisms proposed to charge peer CPs.
Their impact on bills generated for host CP and revenues earned by host and
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Fig. 3 Bills of host CPs
using RPHCP and RPOCP
mechanisms
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outsourcing CPs is analyzed. Experiments are performed by varying the workload
and using 0.5 value for r.

Impact onbills of hostCP: It canbeobserved fromFig. 3a–c that in all the scenarios
of outsourcing, the bills generated for host CPs are genuine and predictable using
RPHCP mechanism, i.e., fair bills are generated for host CPs irrespective of the
price of CPs where VMs are outsourced. On the contrary, in RPOCP mechanism, if
resources are outsourced to a CP with higher price, then despite using r = 0.5, host
CP has to pay a high amount as bill as shown in Fig. 3a, b.

Impact on revenues of host and outsourcing CPs: The profitability of host CP is
evaluated by comparing the cost of host CP to acquire resources from peer CPs and
the revenue earned by it. It is observed from Fig. 4a–c that using RPHCPmechanism,
the cost of host CP to acquire resources from peer CPs is lesser than the revenue



144 S. Dhuria et al.

Fig. 4 Cost and revenue of
host CP using RPHCP
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earned in all the scenarios of outsourcing. Therefore, a host CP always obtains a
profitable share of revenue using RPHCP mechanism. The price of CPs where VMs
are outsourced becomes inconsiderable. In all the scenarios, outsourcing CPs would
also earn 50% of the total revenue earned from users for the VMs allocated to host
CP as the price of reduction factor r is set to 0.5.

As shown in Fig. 5a, using RPOCP mechanism, when VMs are outsourced to a
CP with higher price, then host CP pays a high amount to acquire resources. As the
cost incurred is higher than the revenue earned, therefore, host CP does not obtain
profitable revenue and thus suffers financial loss. It is observed from Fig. 5b that
even when some of the VMs are outsourced to CPs with lower price while others are
outsourced to CPs with higher price, the earned revenue may not ensure profit. Only
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Fig. 5 Cost and revenue of
host CP using RPOCP
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when VMs are outsourced to CPs with cheaper price, profitable revenue is obtained,
as shown in Fig. 5c. As a whole, RPOCPmechanism offers profitable revenue to host
CP when price of outsourcing CP is less than or equal to the price of host CP. But
outsourcing CP always obtains 50% of its own price for leased resources irrespective
of the price of requesting CP.

Due to the benefits offered by RPHCP and limitations of RPOCP, RPHCP is
found to be more suitable to be used for pricing of peer CPs requesting resources
and revenue sharing of all collaborating CPs.
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6 Discussion

Based upon the evaluation of various mechanisms in Sect. 5, ‘Price of Host CP’—
and ‘Reduced Price of Host CP’—based mechanisms are found to be more suitable
for user and CP pricing, respectively. These mechanisms offer many advantages. In
PHCPmechanism, users know the values of all the attributes affecting their bills, i.e.,
host CP price, number of VMs requested, and time for which they execute. It helps
users in predicting the tentative cost to acquire requested resources and enables them
to select a CP based on the prices offered by it. It also offers transparency, prevents
any unnecessary charges levied by CPs on users, and generates fair bills for them.
This further attracts more customers to use the services of Cloud infrastructure.

RPHCPmechanism generates predictable and fair bills for host CP and profitable
revenue for all the participating CPs. It guarantees cheaper price for outsourced
resources. It is not biased towardhost or outsourcingCP. It helps hostCPs to outsource
requests based on resource availability without any consideration of prices. The price
to be paid for outsourced resources is predictable in this mechanism. Therefore,
financial losses to host CP due to outsourcing are minimized. It further enables
host CP to charge internal users in an impartial manner. As this method encourages
outsourcing, therefore, host CP is able to accommodate more user requests which
help in increasing its profit and building reputation. Outsourcing CP also finds it
profitable to contribute its idle resources to Federation as it is assured that it will get
at least 50% of the revenue of the VMs provided by it to host CP.

These mechanisms also overcome limitations of existing mechanisms. They are
based on the fixed pricing approach. It helps in minimizing the increase in price due
to various attributes related to dynamic pricing. This further prevents rejection of
resource request, financial loss to CP, or any kind of wrong imposition of charges
on customers by CPs. Pricing mechanisms are proposed considering different prices
for participating CPs, to represent real Federation scenario. Rather than choosing
random values of reduction factor to calculate bills and revenues, a suitable value is
selected for it keeping in view of the benefits of users and CPs, which guarantees fair
bills and profitable revenues. Apart from this, bill and revenue calculation are done
on the basis of amount of work performed by each CP, i.e., on the basis of number of
VMs contributed. All these factors assure that the selected pricing mechanisms are
suitable to be used for the purpose of billing and revenue sharing.

7 Conclusion

In a Cloud Federation, resources are traded among various collaborating CPs through
FLA. Pricing is considered to be an important factor in this environment to help users
in selecting an appropriate CP for the fulfillment of their resource requirements. It
is also a vital element in determining the benefit of CPs participating in Federation.
Therefore, in the present work, pricing mechanisms are proposed for the resources
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requested by internal users and peer CPs. For this, the relationship among pricing
requirements of both entities is established. Based on it, pricing mechanisms are
proposedwith focus onminimal loss to internal users in terms of fairness in their bills,
along with profitable and fair distribution of revenue among individual participating
CPs. Experiments are conducted in a simulated Federation scenario to evaluate the
proposed mechanisms. From the analysis of results of experiments, ‘Price of Host
CP’—and ‘Reduced Price of Host CP’—based mechanisms are found to be suitable
to charge internal users and peer CPs, respectively. These mechanisms attract more
customers to use the services of Cloud. They also encourage the participation of
CPs in Federation as collaborating CPs are able to completely keep their standalone
revenue and obtain profitable share of revenue from the Federation.
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Higher Order Squeezing in Pump Mode
in Multi-wave Mixing Process

Priyanka and Savita Gill

Abstract Higher order squeezing and photon statistics in pump mode in five wave
mixing process has been studied under short-time interaction in nonlinear medium.
A comparison of squeezing in field amplitude and higher order amplitude has been
investigated, and we have found that squeezing increases with higher order of field
amplitude. Photon statistics has also been studied and found to be sub-Poissonian in
nature. It is also observed that squeezing and photon statistics is directly related to
number of photons present in the system prior to interaction in nonlinear medium.

Keywords Higher order squeezing · Quantum fluctuation · Nonlinear optics

1 Introduction

Coherent state of electromagnetic field is having equal uncertainty in both the quadra-
ture components. Squeezed state of electromagnetic field is theminimumuncertainty
state having less fluctuation in one quadrature component than the other quadrature.
A review on squeezing was given by Dodonov [1] and Loudon et al. [2]. Squeezing
has been based on theoretical investigation and experimental observation in nonlinear
optical processes like harmonic generation [3, 4], multi-wave mixing [5–7], Raman
and hyper-Raman [8, 9], nonlinear polarization rotation [10], and Faraday rotation
of nonlinearity in atomic systems [11]. Mandal [12] and Hillery [13] have given the
concept of amplitude squeezing in nonlinear medium. Non-classicality is directly
related to higher order squeezing and antibunching [14, 15]. Higher order non-
classicality was studied in codirectional nonlinear optical coupler [16] and Bose–
Einstein condensation [17]. Higher order antibunching and the use of antibunching
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in the detection of squeezing have also been reported [18–21]. Squeezing and anti-
bunching of photons in parametric oscillator in Raman process have also been studied
[22]. In this paper, we have studied higher order squeezing and antibunching in five-
wave mixing process and found that squeezing can be tuned by varying the interac-
tion time and number of photons prior to the interaction in nonlinear medium [23].
Squeezing of electromagnetic field has interesting applications in quantum informa-
tion processing like cryptography [24], teleportation [25], dense coding [26], and
quantum key distribution [27].

In the present work, higher order squeezing up to second order of field amplitude
in pumpmode in five-wave interaction process has been studied. In this paper, Sect. 2
gives the definition of higher order squeezing and sub-Poissonian photon statistics. In
Sects. 3, 4, and 5, we derive an analytic expression of squeezing and photon statistics
(antibunched light) along with the discussion of result. Finally, Sect. 6 is dedicated
to conclusion.

2 Condition of Amplitude Squeezing and Sub-Poissonian
Photon Statistics

Normal squeezing or the first-order squeezing is defined as [13].

X1 = 1

2

(
A + A+)

and X2 = 1

2i

(
A − A+)

(1)

where X1 and X2 are real and complex conjugate components of field amplitude,
respectively.

where

A = aeiωt

A+ = a+e−iωt (2)

Operator X1 and X2 obey commutation relation as

[X1, X2] = (X1X2 − X2X1)

[X1, X2] = 1

4i
(A2 + A†A − AA† − A†2 − A2 − AA† + A†A + A†2)

[X1, X2] = 1

2i
(A†A − AA†)

After substituting value of AA† = A†A + 1 in above commutation expression,
we get
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[X1, X2] = i

2
(3)

The uncertainty in X1 quadrature is

(�X1)
2 = 〈

ψ
∣∣X2

1

∣∣ψ
〉 − 〈ψ |X1|ψ〉2

= 1

4

〈
ψ

∣
∣a2 + a†2 + aa† + a†a

∣
∣ψ

〉 − 1

4

〈
ψ

∣
∣a + a†

∣
∣ψ

〉2

where α is expectation value of operatorA.

(�X1)
2 = 1

4

(
α2 + α∗2 + 2|α|2 + 1

) − 1

4

(
α + α∗)2

(�X1)
2 = 1

4

(
α2 + α∗2 + 2|α|2 + 1 − α2 − α∗2 − 2|α|2)

(�Xi )
2 = 1

4
for i = 1 and 2 (4)

The above relation holds for the coherent state.
Uncertainty criteria for squeezed light are given as

�X1�X2 ≥ 1

4
(5)

Xi variable fulfill the condition of squeezing if

(�Xi )
2 <

1

4
(i = 1 or 2) (6)

Y1 and Y2 operators defining higher order squeezing as [13]

Y1 = 1

2
(A2 + A†2) and Y2 = 1

2i

(
A2 − A+2

)
(7)

Y1 and Y2 obey commutation relation

[Y1,Y2] = (Y1Y2 − Y2Y1)

[Y1,Y2] = 1

2i
(A†2A2 − A2A†2)

Substituting A2A†2 = A†2A2 + 4A†A + 2 in above commutation expression, we
get [Y1,Y2] = i

2 [4A†A + 2]
and

[Y1,Y2] = i(2N + 1)where N = A†A (8)
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The uncertainty of Y1 component is

(�Y1)
2 = 〈

ψ
∣∣Y 2

1

∣∣ψ
〉 − 〈ψ |Y1|ψ〉2

(�Y1)
2 = 1

4

〈
ψ

∣∣A4 + A2A†2 + A†2A2 + A†4
∣∣ψ

〉 − 1

4

〈
ψ

∣∣A2 + A†2
∣∣ψ

〉2
(9)

After substituting value of A2A†2 and takingα as the expectation value of operator
A in above Eq. (9), we get,

(�Y1)
2 = 1

4

(
α4 + 2|α|4 + 4|α|2 + 2 + α∗4) − 1

4

(
α2 + α∗2)2

(�Yi )
2 = N + 1

2
for i = 1 and 2

where N = |α|2 is photon’s number present in coherent state.
The uncertainty criteria for squeezed state is given as

�Y1�Y2 ≥
〈(

N + 1

2

)〉
(10)

Higher order squeezing will exist if

(�Yi )
2 <

〈
N + 1

2

〉
(11)

Condition of Photon Statistics
In sub-Poissonion photon statistics, deviation of photon number is less than the

mean value of number of photons present in the system and can be defined as
[�N (t)]2 < 〈N (t)〉.

where N is number of photons present in the system.

3 Squeezing in Multi-wave Mixing Process

3.1 Field Amplitude Squeezing

In five-wavemixing process, the interaction takes place in such away that one photon
of frequencyω1 and two photons of frequencyω2 each are absorbed and two photons
of frequency ω3 each are emitted, such that ω1 + 2ω2 = 2ω3.

Hamiltonian represents the total energy for the above process which is sum of
kinetic energy, and potential energy of system and Hamiltonian for the above system
is given as
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H = ω1a
+a + ω2b

+b + ω3c
+c + g

(
ab2c+2 + a+b†2c2

)
taking (� = 1) (12)

where g is coupling constant, a†(a), b†(b), c†(c) are the creation(annihilation) oper-
ators, respectively. A = a exp iω1t , B = b exp iω2t , C = c exp iω3t are the slowly
varying operators at frequencies ω1, ω2, and ω3.

Time evolution of operator in B mode is given by Heisenberg equation of motion
as

dB

dt
= ∂B

∂t
+ i[H, B] (13)

Commutation relation of H and B operators is given as [H, B] = (HB − BH).
Substituting H and B operator in the above expression, we get,

[H, B] = (ω1a
†ab + ω2b

†bb + ω3c
†cb + gab2c†2b + ga†b†2c2b

− bω1a
†a − bω2b

†b − bω3c
†c − bgab2c†2

− bga†b†2c2) exp(iω2t) = (ω2b
†bb − ω2b

†bb − ω2b

+ ga†b†2bc2 − ga†b†2bc2 − 2ga†b†c2) exp(iω2t)

[H, B] = (−ω2b − 2ga†b†c2) exp(iω2t) (14)

And

∂B

∂t
= iω2b exp(iω2t) (15)

Substituting Eqs. (14) and (15) in Heisenberg equation of motion (13), we get

Ḃ = iω2b exp(iω2t) − iω2b exp(iω2t) − 2iga†b†c2 exp(iω2t)

Ḃ = −2igA†B†C2 (16)

Similarly,

d A

dt
= ∂A

∂t
+ i[H, A]

Ȧ = −igB†2C2 (17)

And

dC

dt
= ∂C

∂t
+ i[H,C]
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Ċ = −2igAB2C† (18)

Now second derivative of B [from Eq. (16)] is

d2B

dt2
= −2ig[ Ȧ†B†C2 + A† Ḃ†C2 + A†B†ĊC + A†B†CĊ]
= −2ig[(igB2C†2)B†C2 + A†(2igABC†2)C2

+ A†B†(−2igAB2C†)C + A†B†C(−2igAB2C†)]

So

d2B

dt2
= −2ig[igB2B†C†2C2 + 2igA†ABC†2C2

− 2igA†AB†B2C†C − 2igA†AB†B2CC†]

d2B

dt2
= 2g2[−4A†AB†B2C†C + B†B2C†2C2

+ 2A†ABC†2C2 + 2BC†2C2 − 2A†AB†B2] (19)

As interaction time is small during this process (≈10−12 s), expanding B(t)
according to Taylor’s expansion and taking terms up to second order in time g2t2 as,
B(t) = B(0) + t

1!
dB(0)
dt + t2

2!
d2B(0)
dt2 .

Using Eqs. (16) and (19) in the above expression, we get

B(t) = B − 2igt A†B†C2 + g2t2(−4A†AB†B2C†C + B†B2C†2C2

+ 2A†ABC†2C2 + 2BC†2C2 − 2A†AB†B2) (20)

And complex conjugate of B(t) is

B†(t) = B† + 2igt ABC†2 + g2t2(−4A†AB†2BC†C + B†2BC†2C2

+ 2A†AB†C†2C2 + 2B†C†2C2 − 2A†AB†2B) (21)

Field amplitude quadrature component is defined as

X (t) = 1

2

[
B(t) + B+(t)

]
(22)

To study the squeezing, initially we assume a quantum state which is the product
of coherent state |α〉 and |β〉 for pump mode A and B, respectively, and vacuum state
|0〉 for mode C, i.e.,

|ψ〉 = |α〉A|β〉B |0〉C (23)
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Substituting Eqs. (20), (21), and (23) in Eq. (22), we have

X (t) = 1

2
[B + B† − 2g2t2(A†AB†B2 + A†AB†2B)] (24)

Expectation value of X (t) is given as

〈ψ |X (t)|ψ〉 = 1

2
[β + β∗ − 2g2t2(|α|2|β|2β + |α|2|β|2β∗] (25)

where α and β are the expectation value of operator A and B, respectively, with
A†A = |α|2 and B†B = |β|2.

Squaring of Eq. (25), we have

〈ψ |X (t)|ψ〉2 = 1

4
[β2 + β∗2 + 2|β|2 − 2g2t2|α|2(2β2|β|2 + 2β∗2|β|2 + 4|β|4)]

(26)

Now

X2(t) = X (t)X (t)

X2(t) = 1

4
[B2 + B†2 + 2B†B + 1 − 2g2t2(2A†AB†B3 + 2A†AB†3B

+ A†AB2 + A†AB†2 + 4A†AB†2B2 + 4A†AB†B] (27)

And expectation value of X2(t) is given as

〈
ψ

∣∣X2(t)
∣∣ψ

〉 = 1

4
[β2 + β∗2 + 2|β|2 + 1 − 2g2t2|α|2(2β2|β|2 + 2β∗2|β|2

+ β2 + β∗2 + 4|β|4 + 4|β|2)] (28)

Subtracting Eq. (26) from Eq. (28), we get

[�X (t)]2 = 〈
ψ

∣∣X2(t)
∣∣ψ

〉 − 〈ψ |X (t)|ψ〉2 = 1

4
[1 − 2g2t2|α|2(β2

+ β∗2 + 4|β|2)] (29)

So

[�X (t)]2 − 1

4
= −g2t2|α|2|β|2(cos 2θ + 2) (30)

where θ is phase angle of field amplitude with β = |β| exp(iθ). The right-hand side
of Eq. (30) is negative, which shows the existence of squeezing for all values of θ

for which cos 2θ > 0 in pump mode. Squeezing will be maximum, when θ = 0.
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3.2 Higher Order Amplitude Squeezing

For higher order squeezing, quadrature component is defined as

Y (t) = 1

2
[B2(t) + B†2(t)] (31)

Using Eqs. (20) and (23), we get

B2(t) = [B2 − 2g2t2(2A†AB†B3 + A†AB2)] (32)

And complex conjugate of B2(t) is given as

B†2(t) = [B†2 − 2g2t2(2A†AB†3B + A†AB†2)] (33)

Substituting B2(t) from Eq. (32) and B†2(t) from Eq. (33) in above Y (t)
expression (Eq. (31)), we get

Y (t) = 1

2
[B2 + B†2 − 2g2t2(2A†AB†B3 + A†AB2 + 2A†AB†3B + A†AB†2)]

(34)

Expectation value of Y (t) is given as

〈ψ |Y (t)|ψ〉 = 1

2
[β2 + β∗2 − 2g2t2(2|α|2|β|2β2

+ 2|α|2|β|2β∗2 + |α|2β2 + |α|2β∗2)] (35)

Squaring of Eq. (35), we get

〈ψ |Y (t)|ψ〉2 = 1

4
[β4 + β∗4 + 2|β|4 − 2g2t2|α|2(4β4|β|2

+ 4β∗4|β|2 + 2β4 + 2β∗4 + 8|β|6 + 4|β|4)] (36)

And

Y 2(t) = Y (t)Y (t)

Substituting operator Y (t) from Eq. (34) in the above relation, we get Y 2(t) as

Y 2(t) = 1

4
[B4 + B†4 + 2B†2B2 + 4B†B + 2 − 2g2t2(4A†AB†B5

+ 4A†AB†5B + 6A†AB4 + 6A†AB†4 + 8A†AB†3B3

+ 28A†AB†2B2 + 32A†AB†B + 4A†A)] (37)
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Expectation value of Y 2(t) is given as

〈
ψ

∣∣Y 2(t)
∣∣ψ

〉 = 1

4
[β4 + β∗4 + 2|β|4 + 4|β|2 + 2 − 2g2t2|α|2(4β4|β|2

+ 4β∗4|β|2 + 6β4 + 6β∗4 + 8|β|6 + 28|β|4 + 32|β|2 + 4)] (38)

Subtracting Eq. (36) from Eq. (38), we get

[�Y (t)]2 = 〈
ψ

∣∣Y 2(t)
∣∣ψ

〉 − 〈ψ |Y (t)|ψ〉2

= 1

4
[4|β|2 + 2 − 2g2t2|α|2(4β4 + 4β∗4 + 24|β|4 + 32|β|2 + 4)] (39)

The photon number having frequency ω2 in mode B is given as

N (t) = B†(t)B(t)

Using Eqs. (20), (21), and (23) in the above expression, we get

N (t) = B†B − 2g2t2(2A†AB†2B2) (40)

And

N (t) + 1

2
= B†B + 1

2
− 2g2t2(2A†AB†2B2) (41)

We can also write the above equation as

N (t) + 1

2
= 1

4
[4B†B + 2 − 8g2t2(2A†AB†2B2)]

Now expectation value of
〈
N (t) + 1

2

〉
becomes

〈
N (t) + 1

2

〉
= 1

4
[4|β|2 + 2 − 8g2t2(2|α|2|β|4)] (42)

Subtracting Eq. (42) from Eq. (39), we obtain

[�Y (t)]2 −
〈
N (t) + 1

2

〉
= 1

4
[4|β|2 + 2 − 2g2t2|α|2(4β4 + 4β∗4 + 24|β|4

+ 32|β|2 + 4)] − 1

4
[4|β|2 + 2 − 16g2t2|α|2|β|4]

and

[�Y (t)]2 −
〈
N (t) + 1

2

〉
= −2g2t2|α|2(2|β|4 cos 4θ + 4|β|4 + 8|β|2 + 1)]
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Finally, we get

[�Y (t)]2 −
〈
N (t) + 1

2

〉
= −2g2t2|α|2[2|β|4(cos 4θ + 2) + 8|β|2 + 1] (43)

Equation (43) fulfills the condition of higher order squeezing for which cos 4θ >

0. The squeezing can be tuned by varying the phase angle of field amplitude,
interaction time, and number of photons prior to the interaction.

4 Photon Statistics

Condition of sub-Poissonian photon statistics is given as

[�NB(t)]2 − 〈NB(t)〉 < 0 (44)

where

[�NB(t)]2 = 〈
N 2

B(t)
〉 − 〈NB(t)〉2 (45)

The expectation value of NB(t) from Eq. (40) is given as

〈NB(t)〉 = |β|2 − 4g2t2|α|2|β|4 (46)

After squaring of above equation, we get

〈NB(t)〉2 = |β|4 − 8g2t2
(|α|2|β|6) (47)

As

N 2
B(t) = NB(t)NB(t)

Substituting NB from Eq. (40) in above expression, we get N 2
B(t) as N 2

B(t) =
B†2B2 + B†B − 8g2t2(A†AB†3B3 + 2A†AB†2B2)

Expectation value of N 2
B(t) is given as

〈
N 2

B(t)
〉 = |β|4 + |β|2 − 8g2t2(|α|2|β|6 + 2|α|2|β|4) (48)

Substituting Eq. (47) and Eq. (48) in Eq. (45), we get

[�NB(t)]2 = |β|2 − 16g2t2(|α|2|β|4) (49)

Substituting Eqs. (46) and (49) in Eq. (44), we get
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Fig. 1 Variation of field amplitude squeezing Sx with |β|2 (taking g2t2 = 10−4, θ = 0 for
maximum squeezing)

[�NB(t)]2 − 〈NB(t)〉 = −12g2t2(|α|2|β|4) (50)

We are getting negative value which shows that photon statistics is sub-Poissonian
or antibunched light.

5 Result

The presence of field amplitude squeezing and higher order amplitude squeezing
in five-wave mixing process is shown in Eqs. (30) and (43), respectively. Figures 1
and 2 represent a graph between field amplitude squeezing say Sx and higher order
squeezing say Sy with photon number inmode B, i.e., |β|2, respectively. From Figs. 1
and 2, it is clear that for a fixed value of photons number in mode A, i.e., |α|2,
squeezing increases nonlinearly with increase in photons number in mode B, i.e.,
|β|2. Further, it is also shown that Sx and Sy increases with increase in photons
number in coherent state A, i.e., |α|2. Thus, we can say that squeezing depends upon
photon number in pump mode A and mode B.

6 Conclusion

The result shows the presence of higher order squeezing and sub-Poissonian photon
statistics, i.e., antibunching of photon in pump mode in five-wave mixing process.
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Fig. 2 Variation of higher order squeezing Sy with |β|2 (taking g2t2 = 10−4, θ = 0 for maximum
squeezing)

A comparison of Figs. 1 and 2 shows that squeezing increases with higher order of
field amplitude. Further, squeezing and photon statistics is directly related to pump
photons of optical field. Thus, we can conclude that the process of generation of
higher order squeezing is more suitable for the generation of optimum squeezed
light and antibunching of photons can be used as a single-photon source that is the
primary requirement for quantum information processing [28].
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16. Thapliyal K, Pathak A, Sen B, Peřina J (2014) Higher-order nonclassicalities in a codirectional
nonlinear optical coupler quantum entanglement, squeezing and antibunching. Phys Rev A
90:013808–013817. https://doi.org/10.1103/PhysRevA.90.013808

17. Giri, S. K., Sen, B., Raymond,O, Pathak,A.: Single-mode and intermodal higher order nonclas-
sicalities in two-mode Bose- Einstein condensates. Phys Rev A 89:033628 (1–10) (2014).
https://doi.org/10.1103/physreva.89.033628

18. KimY, Yoon TH (2002) Higher order sub-poissonian photon statistics of light. Opt Commumn
212:107–114. https://doi.org/10.1016/s00304018(02)01981-8

19. Mishra DK (2010) Study of higher order non classical properties of squeezed kerr state. Opt
Commun 283:3284–3290. https://doi.org/10.1016/j.optcom.2010.04.007

20. Perina J, Perinova V, Kodousek J (1984) On the relations of antibunching, sub-poissonian
statistics and squeezing. Opt Commun 49:210–214. https://doi.org/10.1016/003-4018(84)902
66-9

21. Prakash H, Mishra DK (2006) Higher order sub poissonian photon statistics and their use in
detection of Hong and Mandel squeezing and amplitude squared squeezing. J Phys B: At Mol
Opt Phys 39:2291–2297. https://doi.org/10.1088/0953-4075/39/9/014

22. Koashi M, Kono K, Hirano T (1993) Photon antibunching in pulsed squeezed light generated
via parametic amplification. Phys Rev Lett 71(8):1164–1167. https://doi.org/10.1103/physre
vlett.71.1164

23. Gill S, Sunil R, Nafe S (2012) Total minimum noise in wave mixing processes. Int J Opt 6:4.
https://doi.org/10.1155/2012/431826

24. Thapliyal K, Pathak A (2015) Applications of quantum cryptographic switch: various tasks
related to controlled quantum communication can be performed using Bell states and permu-
tation of particles. Quantum Inf Process 14:2599–2616. https://doi.org/10.1007/s11128-015-
0987-z

25. Thapliyal K, Verma A, Pathak A (2015) A general method for selecting quantum channel
for bidirectional controlled state teleportation and other schemes of controlled quantum
communication. Quantum Inf Process 14:4601–4614. https://doi.org/10.1007/s11128-015-
1124-8

26. Hsu MTL, Delaubert V, Bowen WP, Fabre C, Bachor HA, Lam PK (2006) A quantum study
of multibit phase coding for optical storage. IEEE J Quantum Electron 42:1001–1007. https://
doi.org/10.1109/JQE.2006.881634

https://doi.org/10.1080/09500340500073065
https://doi.org/10.1088/1355-5111/8/5/010
https://doi.org/10.1364/OL.33.000116
https://doi.org/10.1103/PhysRevA.92.033853
https://doi.org/10.1103/PhysRevLett.54.323
https://doi.org/10.1103/PhysRevA.36.3796
https://doi.org/10.1142/S0217984903005123
https://doi.org/10.1103/PhysRevA.90.013808
https://doi.org/10.1103/physreva.89.033628
https://doi.org/10.1016/s00304018(02)01981-8
https://doi.org/10.1016/j.optcom.2010.04.007
https://doi.org/10.1016/003-4018(84)90266-9
https://doi.org/10.1088/0953-4075/39/9/014
https://doi.org/10.1103/physrevlett.71.1164
https://doi.org/10.1155/2012/431826
https://doi.org/10.1007/s11128-015-0987-z
https://doi.org/10.1007/s11128-015-1124-8
https://doi.org/10.1109/JQE.2006.881634


162 Priyanka and S. Gill

27. Shukla C, PathakA (2014)Orthogonal state based deterministic secure communicationwithout
actual transmission of the message qubits. Quantum Inf Process 13:2099–2113. https://doi.org/
10.1007/s11128-014-0792-0

28. Beveratos A, Brouri R, Gacoin T, Villing A, Poizat JP, Grangier P (2002) Single photon
quantum cryptography. Phys Rev Lett 89:187901–187904. https://doi.org/10.1103/PhysRe
vLett.89.187901

https://doi.org/10.1007/s11128-014-0792-0
https://doi.org/10.1103/PhysRevLett.89.187901


Active Power Loss Diminution
by Chaotic-Based Adaptive Butterfly
Mating Optimization Algorithm

Kanagasabai Lenin

Abstract Real power loss minimization is the key objective of this work, and it
has been attained by applying chaotic-based adaptive butterfly mating optimization
algorithm (CABM). Butterfly mating limitations and scattering in the exploration
area are articulated in the CABM algorithm. Butterfly positioned near to the border
may get puzzled regarding the direction to the border since UV augments amid of
an increase in distance. Through indistinguishable unchanging step, acceleration of
butterflies is restricted in iterations. Chaotic-based adaptive butterfly mating opti-
mization (CABM) algorithm’s validity is verified by testing in IEEE 57 bus test
system. Projected CABM algorithm reduced the power loss effectively.

Keywords Chaotic · Adaptive · Butterfly · Mating · Optimization · Reactive

1 Introduction

Active power loss is the key objective in this work. Different methods [1–6] solved
the problem, and evolutionary algorithms [7–15] are utilized to solve the problem.
This paper proposes chaotic-based adaptive butterfly mating optimization algorithm
(CABM) to solve optimal reactive power problem. In butterfly mating optimization
algorithm, both the male and female butterfly utilize ultraviolet (UV) for mating.
UV value will be altered with reference to the adaptability and distance. Initially,
there is lack of diversification and imbalance. Exploitation capability is determined
by the mutual distances between the butterflies. In the projected chaotic-based adap-
tive butterfly mating optimization algorithm (CABM), it possesses chaotic disper-
sion. Adaptive movement has been incorporated in butterfly mating optimization
algorithm. Proposed chaotic-based adaptive butterfly mating optimization algorithm
(CABM) is evaluated in IEEE 57 test system. Projected algorithm has reduced active
power loss effectively.
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2 Problem Formulation

Active power loss is the key objective and defined by,

PL =
∑

k∈Nbr

gk
(
V 2
i + V 2

j − 2ViVj cos θi j
)

(1)

Objective function = Power loss + weight (ωv) × Deviation ofVolatge (2)

Deviation of volatge =
Npq∑

i=1

|Vi − 1| (3)

Equal and in equal constraints as follows

Generation(PG) = Demand(PD) + Load(PL) (4)

Pmin
g slack ≤ Pg slack ≤ Pmax

g slack (5)

Qmin
g i ≤ Qg i ≤ Qmax

g i , i ∈ Ng (6)

Vmin
i ≤ Vi ≤ Vmax

i , i ∈ NB (7)

Tmin
i ≤ Ti ≤ Tmax

i , i ∈ NT (8)

Qmin
c ≤ Qc ≤ Qmax

C , i ∈ NC (9)

3 Chaotic-Based Adaptive Butterfly Mating Optimization
Algorithm

Butterfly mating optimization algorithm has four stages [16]. Through ultravi-
olet reflectance, male butterfly mate with female butterfly, and ultraviolet value is
rationalized by,

Butterfly ultraviolet value (ultravioleti (t)) = max{0,weight factor(w1) × ultravioleti (t + 1)

+ weight factor(w2) × f (t) (10)
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Butterflies distance are defined by,

UVi→ j = UVi × d−1
i j∑
k d

−1
ik

(11)

Highest UV value of butterflies is taken as local mate and defined as

UV(i th butterfly) < UV( j th butterfly) (12)

Movement of the butterfly is given by,

yi (t + 1) = yi (t) + Bs ∗
{

ylocalmate(t) − yi (t)

‖ylocalmate(t) − yi (t)‖
}

(13)

In the proposed chaotic-based adaptive butterfly mating optimization algorithm
(CABM), an adaptive approach is incorporated in the butterfly mating optimization
algorithm.

Initial sequenceμ(t. + 1) = −4.559μ(t.)2 − 0.559μ(t.) + 0.359 (14)

chaotic exploration sequence X(t. + 1) = 1

π
arcsin

(
57.0

25.0
μ(t. + 1) + 7.0

25.0

)

(15)

Adaptivemovementmechanism is implemented, and then,modernization is done.

Gi (t. + 1) = Gi (t.) + ω(t.).(Plocalmate(t.) − Gi (t.)) (16)

{
ω(t.) = exp

(
−λ(t.)

λ(t−1)+1

)

λ(t.) = UVi (t.)
UVi (t.−1)

(17)

Chaotic-based adaptive butterfly mating optimization algorithm (CABM) proce-
dure:

a. Candidate sequences are initialized: transformation of variables

b. μ = 50
(
X − Xmin

)

57
(
Xmax − Xmin

) − 1

2
(18)

X = Xmin + Xmax
2 + X ′(Xmax − Xmin

) (19)

c. With respect to fitness value, ultraviolet value is rationalized
d. Calculate the scatter values and local mate chosen
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Table 1 Constraints of
control variables

Variables type Minimum value
(PU)

Maximum value
(PU)

Voltage of
generator

0.950 1.100

Value of tap in
transformer

0.900 1.100

VAR source 0.000 0.200

Table 2 Reactive power
generator minimum and
maximum values

Variables QMin (PU) QMax (PU)

1 −140 200

2 −17 50

3 −10 60

6 −8 25

8 −140 200

9 −3 9

12 −150 155

e. Renewal of key values with reference to the position of the local mate is done by
Eqs. (16) and (17)

f. Position of butterfly is computed, and redistribution is employed by using chaotic
search.

g. When maximum iteration is reached, stop the procedure or else replicate step (b)
to step (e).

4 Simulation Study

In IEEE 57 bus system [17], proposed chaotic-based adaptive butterfly mating opti-
mization algorithm (CABM) is validated. Table 1 gives variable limits. In Table 2,
reactive power generators limits are given, and comparison results are given in
Table 3. Figure 1 shows the comparison of real power loss, and Fig. 2 indicates
the real power loss reduction in percentage.

5 Conclusion

Active power loss diminution has been attained by utilizing chaotic-based adaptive
butterfly mating optimization algorithm (CABM). In proposed chaotic-based adap-
tive butterfly mating optimization algorithm (CABM), adaptive approach is incorpo-
rated successfully in basic butterfly mating optimization algorithm. UV based factor
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Table 3 Simulation results of IEEE-57 system

Control variables Base case MPSO [18] PSO [18] CGA [18] AGA [18] CABM

Generator voltage −1 1.040 1.093 1.083 0.968 1.027 1.024

Generator voltage −2 1.010 1.086 1.071 1.049 1.011 1.017

Generator voltage −3 0.985 1.056 1.055 1.056 1.033 1.008

Generator voltage −6 0.980 1.038 1.036 0.987 1.001 1.014

Generator voltage −8 1.005 1.066 1.059 1.022 1.051 1.006

Generator voltage −9 0.980 1.054 1.048 0.991 1.051 1.012

Generator voltage 12 1.015 1.054 1.046 1.004 1.057 1.019

Tt 19 0.970 0.975 0.987 0.920 1.030 0.916

Tt 20 0.978 0.982 0.983 0.920 1.020 0.914

Tt 31 1.043 0.975 0.981 0.970 1.060 0.917

Tt 35 1.000 1.025 1.003 NR* NR* 1.009

Tt 36 1.000 1.002 0.985 NR* NR* 1.006

Tt 37 1.043 1.007 1.009 0.900 0.990 1.012

Tt 41 0.967 0.994 1.007 0.910 1.100 0.916

Tt 46 0.975 1.013 1.018 1.100 0.980 1.010

Tt 54 0.955 0.988 0.986 0.940 1.010 0.920

Tt 58 0.955 0.979 0.992 0.950 1.080 0.941

Tt 59 0.900 0.983 0.990 1.030 0.940 0.937

Tt 65 0.930 1.015 0.997 1.090 0.950 1.016

Tt 66 0.895 0.975 0.984 0.900 1.050 0.927

Tt 71 0.958 1.020 0.990 0.900 0.950 1.019

Tt 73 0.958 1.001 0.988 1.000 1.010 1.010

Tt 76 0.980 0.979 0.980 0.960 0.940 0.941

Tt 80 0.940 1.002 1.017 1.000 1.000 1.021

QC 18 0.1 0.179 0.131 0.084 0.016 0.145

QC 25 0.059 0.176 0.144 0.008 0.015 0.139

QC 53 0.063 0.141 0.162 0.053 0.038 0.119

PG (MW) 1278.6 1274.4 1274.8 1276 1275 1272.63

QG (Mvar) 321.08 272.27 276.58 309.1 304.4 272.38

Reduction in PLoss (%) 0 15.4 14.1 9.2 11.6 24.16

Total PLoss (Mw) 27.8 23.51 23.86 25.24 24.56 21.082

NR* Not reported
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Fig. 2 Reduction of loss in percentage

is applied to the current variable, and through that, local mate exploration range is
extended to other regions. In IEEE 57 bus test system, proposed chaotic-based adap-
tive butterfly mating optimization algorithm (CABM) is validated. Active power loss
is attained, and there is enhancement in percentage of reduction in loss.
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Mobile-Based Signature Database
(MOBSIGN DB): A New
Signature Database

Sudhir Rohilla, Anuj Sharma, and R. K. Singla

Abstract We have presented here an online signature database. The main issue
in signature verification is to acquire the reliable signature database for checking
the performance of the developed system. In this work, we have collected a signa-
ture database, mobile-based signature database (MOBSIGN DB). We have followed
the same protocols as followed in SVC2004 signature database. We have collected
dynamic as well as offline images of the signatures. The dynamic properties include
xy coordinates and actual time taken for doing the signature (which was arbitrarily
taken in SVC2004) for each data point of the captured signatures.

Keywords Online signature verification · Signature database · Mobile-based
signature database · Online signature database

1 Introduction

It has been observed that research related to online signature verification continuously
attracted many researchers in the past and nowadays as well. Various new features
for representing the online signatures and the respective numerous techniques have
been proposed for verification in the literature. Another important aspect of online
signature verification is the database on which experimentation are conducted. It
is always useful to compare the results of any verification methodology with the
previous studies. But it is significant only if we consider a benchmark database. The
work has been done in the past to establish a benchmark database. Some of these
databases have been summarized in the next section which were collected using the
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pen tablets. In Sect. 3, we have presented an online signature database, mobile-based
signature database (MOBSIGNDB), by using a mobile phone. The database follows
the guidelines of SVC2004 (first signature verification competition held in 2004)
signature database. In Sect. 4, the symbolic verification technique has been explained
along with the features used. The results of online signature verification system
using MOBSIGN DB have been reported in Sect. 5. In Sect. 6, the conclusion of the
paper has been done along with some future directions and in the acknowledgements
section, acknowledgement from the authors has been provided.

2 Benchmark Signature Databases

2.1 MCYT Baseline Corpus

One of the most popular signature database is MCYT baseline corpus developed
by [5]. It was further divided into two parts: one is MCYT_fingerprint sub-corpus
and another is MCYT_Signature sub-corpus. A graphic WACOM pen tablet is used
to collect signature. The dynamic properties like xy coordinate points, pressure,
azimuth, altitude angles, etc., are collected for online signature samples and the
image of the signature is also stored for the purpose of offline signature verification,
coordinates and in this signature database, signatures are collected from 330 users.
Each user provided 25 genuine signature samples and 25 skilled forgery samples are
collected from5 subsequent users. In this way, there are total 8250 genuine signatures
and the same number of forgery signature samples and 16,500 is the number of total
signatures that are collected in this signature database.

2.2 SVC2004 Signature Database

Another popular signature database is SVC2004 signature database. [8] usesWACOM
digitizing pen tablet to collect this signature database. In this signature database, there
are two different datasets: TASK1 and TASK2. In each of the dataset, 100 users pro-
vide 20 genuine signature samples and 20 forgery signatures are collected from
5 different users. TASK1 contains only the coordinate point information whereas
TASK2, in addition, contains pressure information also. After the competition, sig-
natures from 40 users are provided to the research community as a sample of the
signature database for each of the dataset.
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2.3 BIOMET Database

In this signature database, Garcia-Salicetti et al. [2] have used WACOM pen tablet
to collect signatures from 325 user in different sessions. 15 genuine signature sam-
ples for each writer and 17 forgery signature samples are collected in this signature
database.

2.4 Sabanci University SIGnature Database (SUSIG)

SUSIG is another benchmark database in which two datasets are there: one is visual
sub-corpus and another is blind sub-corpus [4]. The difference between two sub-
corpus is that in visual sub-corpus, a person can see his/her signature while doing the
signature on a screen mounted to the digitized pen tablet which is not the case with
other sub-corpus. In visual sub-corpus, there are signatures from 100 writers and for
eachwriter, there are 20 genuine signature sampleswith 10 forgery signature samples.
In blind sub-corpus, 100 writers, different from the visual sub-corpus, provide 8 or
10 genuine signatures with 10 skilled forgery signature samples collected from one
different writer.

2.5 BiosecurID: A Multimodal Biometric Database

Another signature database has been developed in which signatures from 400 writers
are collected [1]. Each writer has given 16 genuine signature samples with 12 forgery
signature samples in four different sessions. In each session, level of forgery is
increased by providing extra information in each of the subsequent session.

3 Mobile-Based Signature Database (MOBSIGN DB)

In this study, we have collected signatures from 75 users from the faculty, research
scholar, and working staff in the university. We have followed the same protocols
as followed in SVC2004 signature database. We have collected dynamic as well as
offline images of the signatures. The dynamic properties include xy coordinates,
actual time taken for doing the signature (which is arbitrarily taken in SVC2004),
and the pressure information for each data point of the captured signatures. In this
study, we have performed experiments by considering only the online properties of
the signatures.

With advancement in technologies, the mobile phones are capable to provide the
easy process to capture signatures. So, the device SAMSUNG GALAXY NOTE 11
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Fig. 1 Interface of the
application

(GT N7100) is used to capture signatures through mobile application. The device
is equipped with a pen stylus which is quite useful in such an application. We have
collected genuine signatures from 75 users. Each user has given 25 genuine signature
samples. Thus, a total of 1875 genuine signatures have collected and the experiments
are performed to check the random forgery for the MOBSIGN DB.

In Fig. 1, the interface of the Android-based application CaptureSignature has
been shown. In this application, the region inside the outer gray area is the screenshot
of the application. Writers can do the signature in the white region. “0 × 0” is the
information of xy coordinates. The CLEAR button is used to erase the signature
from the screen. SAVE button is used to store the image of the signature and the
dynamic properties captured in a text file at the background with the name given by
the writer as explained in Fig. 2. The few signature samples that are captured through
the application are shown in Fig. 3. The online info for a signature is also shown
for a signature in Fig. 4. In this figure, the first information is the touch event on the
screen. It has multiple values of 0, 1, and 2 where 0 indicates a pen down, 1 indicates
a pen-up event, and 2 indicates the continuation of the pen down event on the touch
screen in a motion. The next data value, after the underscore, shows the time of the
mobile internal clock. The next two data values are about the xy coordinates in the
area of signature as indicated in Fig. 2 and the next two data values are about the xy
coordinates in the whole touch screen of the device. The last information is about the
pressure applied on each data point captured by the writer using stylus on the touch
screen.
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Fig. 2 Sample signature using application

(d) Writer 4

(a) Writer 1 (b) Writer 2 (c) Writer 3

(e) Writer 5 (f) Writer 6

Fig. 3 Images of sample signatures captured by the designed application
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Fig. 4 Online raw information captured by the application

4 Features Set and Verification Technique:

We have used a feature set of 46 features taken from literature to represent the online
signatures [7]. These features are derived from xy coordinates and time of each data
point captured and are mentioned in Table1. In these features, V is velocity, Acctan
and Acccent is tangential and centripetal acceleration, Jerk, t is time instance with
respect to start time of the signature and T is the time interval. There are two kinds
of important dynamic features which are termed as directionChainCode, St , and
dirChangeChainCode, Cm and considering K is the total number of data points, they
have been defined as

St = cardinality {θk; (t − 1) ∗ π/4 < θk <= t ∗ π/4}/k,
where k = 1, 2, . . . , k and t = 1, 2, . . . , 8;
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Table 1 Feature set used for representing online signatures

S. No. Features S. No. Features

1 totalSignatureDuration 24 Jerkmax

2 totalPenDownTime, Tpd 25 t (Xmin)/Tpd
3 T (Vx > 0)/Tpd 26 t (Xmax)/Tpd
4 T (Vx < 0)/Tpd 27 t (Ymin)/Tpd
5 T (Vy > 0)/Tpd 28 t (Ymax)/Tpd
6 T (Vy < 0)/Tpd 29 rms(Acctan)/Accmax

7 t (Vx,min)/Tpd 30 rms(Acccent)/Accmax

8 t (Vx,max)/Tpd 31 T ((dx/dt)(dy/dt) > 0) /

T ((dx/dt)(dy/dt) < 0)

9 t (Vy,min)/Tpd 32 �initial = tan−1(Vy/Vx )

10 t (Vy,max)/Tpd 33 �lastPenUp

11 t (Vmin)/Tpd 34 �lastPenUp − �initial

12 t (Vmax)/Tpd 35 directionChainCode, S1
13 t (Jerkx,max)/Tpd 36 directionChainCode, S2
14 t (Jerkx,min)/Tpd 37 directionChainCode, S3
15 t (Jerky,min)/Tpd 38 directionChainCode, S4
16 t (Jerky,max)/Tpd 39 directionChainCode, S5
17 t (Jerkmin)/Tpd 40 directionChainCode, S6
18 t (Jerkmax)/Tpd 41 directionChainCode, S7
19 Jerkx,min 42 directionChainCode, S8
20 Jerkx,max 43 dirChangeChainCode, C1

21 Jerky,min 44 dirChangeChainCode, C2

22 Jerky,max 45 dirChangeChainCode, C3

23 Jerkmin 46 dirChangeChainCode, C4

Cm = cardinality{δk = θk − θk−1; (m − 1) ∗ π/2 < δk <= m ∗ π/2}/(k − 1),
where k = 2, . . . , k and m = 1, 2, 3, 4;

Averification technique based on the symbolic representation of online signatures
has been followed in ourwork [3]. In this technique, an reference feature vector (RFV)
is created to symbolize the signature vector which is describe below.

RF j = {[ f −
j1, f +

j1], [ f −
j2, f +

j2], . . . , [ f −
jm, f +

jm]}
where each interval is evaluated as f jk = μ jk ± FLT ( jk)where FLT is the feature-
level threshold and μ jk is the mean of the kth feature among “m” features for all the
training signature samples of each j th user. The FLT is the function of the standard
deviation of a particular feature in the training signature samples of a particular user.
The kth feature of a testing signature is then compared to the interval-valued RFV
of the claimed writer and contributed toward authentication count if it lies between
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the interval otherwise added toward forgery. The total of such authentication count
is equivalent to a matching score which decides that the test signature is genuine or
forgery by using common threshold (CT).

To further enhance the results, we have applied the concept of sub-trajectories
[6]. The sub-trajectories are formed by partitioning the signatures. This partitioning
is done on the basis of equal number of data points captured in sequence. If there
are total n data points in a signature and if it is divided into two halves, there will
be n = 2 data points in each sub-trajectory. In this case, we have total two number
of sub-trajectories and termed as sub-trajectory (ST) level-2. Similarly, if there are
t sub-trajectories, it means signature is segmented into t parts with equal number of
data points and again termed as sub-trajectory (ST) level-t.

5 Experimentation and Results

We have applied symbolic matching technique (as discussed in [7]) on MOBSIGN
DB along with the sub-trajectories. These sub-trajectories are used to divide the
signatures on the basis of equal number of data points captured as per the time
sequence. We have used the same 46 features which is the optimal set of features
as explained in their study. We have got the equal error rate (EER) of 1.018% using
MOBSIGN DB for random forgery for sub-trajectory 3. The results are shown in
Table2 and optimum EER is shown in Fig. 5.

The implementation of sub-trajectories helps in reducing the EER to an optimal
level as described in Table2. This behavior is easily observed in the result table that
the experiment without sub-trajectories (ST=1) results into the EER of 2.525% and
for the experiments with sub-trajectories (ST= {2, 3, 4, 5, 6, 7}), we have got the
minimum EER of 1.018% for sub-trajectory level 3. In Table3, these results are
compared with the SVC2004 DB [8] as we have collected MOBSIGN DB on the
same guidelines.

Table 2 The EER using MOBSIGN DB for random forgery

Sub-trajectory (ST) level Min EER (%) for random forgery

ST-1 2.525

ST-2 1.533

ST-3 1.018

ST-4 1.216

ST-5 1.412

ST-6 1.793

ST-7 1.933
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Fig. 5 Optimum EER using MOBSIGN DB for random forgery

Table 3 EER comparison with SVC2004 signature DB for random forgery

S. No. Dataset EER reported for random forgery (%)

1 SVC-2004 TASK1 (Team ID 6) 2.79

2 SVC-2004 TASK2 (Team ID 6) 2.51

3 MOBSIGN DB (without partitioning) 2.525

4 MOBSIGN DB (with partitioning) 1.018

6 Conclusion

We have presented here an online signature database: MOBSIGN DB. We have
collected 25 signatures from each of the 75 writers and the EER reported is 1.018%.
However, the main challenge in collecting the database is that people are reluctant
in giving their original signatures. The other challenge is that if they agree to give
signatures then they provide the secondary signature which they are not frequently
used or make up a new signature which is not their behavioral signature. Apart from
that, the challenge is to secure the signatures if we are going to use in a real scenario
like an attendance system for the university staff.

Moreover, work is still on to expand this database and carry out the forgery
signatures so that skilled forgery can also be introduced to check out the performance
of the system.

Acknowledgements Authors acknowledge that the signatures used in building the mobile-based
signature database (MOBSIGN DB) are collected only for the research purpose with the prior
consent of the users. Also, the present study is included in the Ph.D. thesis of the principal author
which was evaluated by the duly approved panel and the research committee of the Department of
Computer Science and Applications, Panjab University, Chandigarh, India.
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Mining of Association Rules in R Using
Apriori Algorithm

Anjali Mehta and Deepa Bura

Abstract Association rules are the strong ruleswhichoccur frequently in the dataset.
Association Mining is the technique used to explore these rules with the help of
various algorithms available in data mining. This paper discusses the use of apriori()
to mine the strong rules which are helpful to find out the customer purchasing pattern
and help to increase the sale. In this paper, R language is used and arules() package
is used to mine the rules based on the value of support and confidence.

Keywords Association rules · Data mining · Apriori() · Support · Confidence

1 Introduction

Market Basket Analysis is amethod that is based on the fact that if you are purchasing
a product, you are more or less likely to buy or purchase another product. So the main
purpose of Market Basket Analysis is to find out the purchasing pattern of customers
for various objectives.

These are as follows:

1. To design the catalog.
2. To change the store layout by placing frequently purchasing items together.
3. To offer coupons on the products.
4. By providing a discount on the product to increase the sale.

Consider the following example:
The rule generated by calculating the value of support and confidence of all the

above transactions is
{Diapers, Beer}
Diaper ≥ Beer
In Fig. 1, when a person is buying a diaper, he is purchasing beer also. The

above result does not make any sense but anyone can say that fathers who are young
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Fig. 1 Set of five
transactions of five different
customers

are filling their supplies of beer for the weekend [1]. There are many other examples
which are present in our daily life. Like Computer≥Antivirus. This means if anyone
is buying a computer then he is more likely to buy antivirus also.

The main purpose of the Market Basket Analysis is to increase the sale and profit
by using the customer details which are available to the retail company already. In
this paper, Sect. 2 tells us about the work that is related to our paper. Section 3
describes the used methodology in which the R language and apriori() algorithm is
discussed. Section 4 is about experimental setup which gives the details about the
rules generated according to the given value of support and confidence. The last
Sect. 5 gives the conclusion of the paper.

2 Related Work

Data mining is very useful in generating rules which are useful in mostly each and
every field like marketing, telecommunication, healthcare, etc. Various techniques
are used to find out the most frequent items and to make these rules useful.

Agrawal and Srikant [2] in their paper fast algorithms to mine the association
rules. In this paper, they explained how support and confidence help to generate
rules. One can count all the items in the itemset and then generate the most frequent
item but this process takes lots of time. Kaur and Kang [3] give details about Market
Basket Analysis and it is used in various different fields like nuclear, educational, and
marketing. The main purpose of Market basket analysis is to understand the nature
of the customer and his buying pattern to increase the store sale and to increase the
profit. Nengsih [4], in his paper, discussed the affinity analysis with the help of apriori
and without the apriori algorithm. He concluded in his paper that both the methods
mine the same rules but processes to generate the rules are different. M. Nidhi and
D. Snehil use the online Instacart data in their paper to find out the most frequent
item and use the apriori() algorithm with the help of the R language in his paper [5].

Berry and Linoff [6] main purpose is to discover the patterns by checking the
associations between the transactional information of the store in their paper. People
who buy bread can also purchase other products which are related to bread like jam,
milk. So to increase the sale, the retailer can put up these things together to increase
the sale and also to access them easily and quickly.
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Agrawal and Srikant [7], in their paper, proposed apriori algorithm to explore
the frequent items or patterns for association rules which are Boolean in nature.
The authors also describe the method of mining rules in huge relational data which
are quantitative in nature. Julander [8], a tool helps to analyze the customers in
the percentage who are buying a certain item and also tells the percentage of the
complete sale done by this item. By using this type of association share of the sale
is calculated easily and one can know which item is the leading item. This is an
important issue because if one knows about the leading product than he can place
other products with the contact of leading products to increase the sale of other
products also. Exploratory analysis is the other stream or field which works in the
same way to generate association rules.

3 Used Methodology

3.1 Apriori()

In this paper, apriori() algorithm is used tomine strong rules which help us to develop
the marketing strategy. These rules also give us misleading results if you are not
careful with the data.

There are some measures which are used to find the strength of the rule. These
are as follows:

1. Support
2. Confidence
3. Lift.

Let us discuss these terms one by one with the help of the following example:

Support

In a retail store, 500 customers visited in last one month from which 300 customers
buy product X and 200 customers buy product Y and 150 customers buy product X
and Y.

Support X = The number of transactions of X/Total number of transactions

= (300 ∗ 100)/500 = 60%
Support Y = The number of transactions ofY/Total number of transactions

= (200 ∗ 100)/500 = 40%
Support X and Y = The number of transactions of X and Y/Total number of transactions

= (150 ∗ 100)/500 = 30%

Confidence

X ⇒ Y = Number of transactions with both X and Y /Total of X.
Now suppose 100 out of 300 customerswho bought productX also bought product

Y.
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= (100 * 100)/300 = 33%.

Lift

Higher the value of lift higher the chance of X and Y to be sold together.

Lift(X ⇒ Y ) = (confidence X ⇒ Y )/Support Y.
If the value of lift is 1 then X and Y are independent of each other which means

there is no frequent buying pattern between these products. If the value of lift is
greater than 1 then X and Y are dependent on each other

which means there is a frequent buying pattern between these products or the
value is less than 1 means X has a negative effect on Y.

3.2 R Language

R is a very useful language for enhanced analysis and also a graphical tool to create a
visualization of different types like histograms, bar chart, etc. R language is used in
this paper to mine the rules or to perform Market Basket Analysis by using arules()
package. Michal Hahsler et al. maintains or develop very important and helpful
packages in R to mine the association rules. These are arules(), arulesViz(). If you
do not have these packages in your computer then install with the given instruction.

>install.packages(“arules”)
>install.packages(“arulesViz”).

arules() packages are packed with apriori() which is the simplest and most used
algorithm to find and discover the association between different products.

4 Experimental Setup

The data analysis, in this paper, is based on groceries data that comes with arules()
package. First of all inspect() function is used to see all transactions. It must be in
transactions because association rule mining handled only transactions.

So from Fig. 2, one can see that it is transactional data set. In this language, the
only transactional dataset is used. If anyone has any other type of dataset then he had
to convert it into the transactional data set.

Fig. 2 Dataset groceries of
arules() package
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Fig. 3 Shows the first three transactions

Fig. 4 Total number of rules generated

Figure 3 shows the three transactions from the start are the output from the above
command. To see the most frequent item or rules in the dataset following command
is used (Fig. 4).

So one can see that when the value of support is 0.01 and confidence is 0.5 then
the total of 15 rules is generated (Fig. 5).

>frequentitems < eclat(Groceries, parameter = list(support = 0.07, maxlen =
15)).

With the help of R language, one can also plot the histogram of the items to see
which product has a large number of sale. The following command is used to see the
histogram (Fig. 6).

itemFrequencyPlot(Groceries, topN = 10, type = “absolute”, main = “ItemFre-
quency”).

This frequency plot shows 15 items and tells us that whole milk is liked by most
people than any other item.Anyone can also find the ruleswhich tell uswhich product
is liked by the customer to increase the sale or profit in a retail store by keeping these
things with each other.

If onewants to find out the strong rules, increase the value of confidence parameter.
If one wants to find out the longer rules then he had to increase the maxlen

parameter because this parameter gives us the rules of more items.
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Fig. 5 Shows the frequent items of maxlen = 15

Fig. 6 Frequency plot for the used data set
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Fig. 7 Shows the items which are purchased before whole milk

Fig. 8 Shoes the items which are purchased after whole milk

If one wants to eliminate shorter rules then he had to decrease the size of minlen
parameter. If anyone wants to find out the rules belonged to a specific item then the
following command is used.

Figure 7 tells us about the things which customers like to buy before the whole
milk. Similarl,y one can find out the items which customer buys after buying whole
milk (Fig. 8).

By finding all the rules, the retailer can place these things together in the retail
store to increase the sale.

5 Conclusion

There is a lot of competition in the market because lots of products are launching
day by day. So there is a need to manage the people or customers for the long
term. Association mining with the use of the simplest algorithm named apriori()
is used to mine the rules about the products which are likely to purchase together
by various customers. The study tells the behavior of various customers about the
various products and items in a retail store. The software or R language which is
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used in this paper is very useful to discover the rules with the help of apriori() to
fulfill our objectives. A Retailer can use these rules to enhance the growth of their
store and to increase the sale and profit of their products.
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Comprehensive and Comparative
Analysis of Different Files Using CP-ABE

Sahil Jalwa, Vardaan Sharma, Abdur Rehman Siddiqi, Ishu Gupta,
and Ashutosh Kumar Singh

Abstract In a business organization, the data needs to be shared among different
personnel, therefore chances of fraud are more. In order to protect the organization’s
confidential and sensitive data among different levels of employees from theft or
any other illegal activity that violates the company security policy, ABE known as
Attribute-Based Encryption was introduced. ABE is a cryptographic parameter that
plays a vital role in providing fine-grained access control of outsourcing data in data
sharing system of the business organization but due to its non-efficiency and several
other limitations, it was proved inefficient in outsourcing of data. However, Cipher-
text PolicyAttribute-Based Encryption (CP-ABE)was implemented to overcome the
existing ABE issues and to protect the firm’s confidential data from theft or leakage.
CP-ABE defines an access policy that covers all the attributes within the system.
In this scheme, the user’s private key is associated with the set of attributes for
encryption and decryption purposes. Our experimental simulations demonstrate the
real encryption/decryption time over different types of files and their sizes and how
they get affected after applying CP-ABE. The performance and security analysis
stipulated that the used scheme is competent to securely manage the data in any
organization.

Keywords Attribute-based encryption · Data sharing · CP-ABE · KP-ABE ·
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1 Introduction

Nowadays, in a paperless environment, use of computers to save important data has
become a common scenario in every organization whether business, educational, or
any other, field. All the data is stored in either database or cloud. As the number of
users is increasing day by day along with the rapid increase in technology, there is
need to improve the security feature of existing database models from any kind of
malicious activity that tries to steal, leak or breach the information for any falsified
means [1–4]. All the documents or files that have to be shared on business-wide
servers need to be protected from any kind of activity that is forbidden by laws, and
accessible to only authorized users of that company which further requires attributes
of users to be matched with access policy attributes that were defined for that system
or company. Access policy can be defined using any cryptographic parameter like
KP-ABE, CP-ABE which requires attributes of users, existing model environment,
or any other data object. Let us consider an example, if a business organization
stores documents of every employee in a common data server, different employees
of several departments can access any document. One way to solve this problem
is encryption that stores and transmits information in encrypted form. Traditional
techniques based on password or public key cryptography-based solutions require
every user to have the same number of passwords or key pairs as many files user
wants to retrieve. Also, there is a useful and secure cryptographic approach known
as Attribute-Based Encryption (ABE) presented by Sahai and Waters [5] that helps
us to achieve data access control for permitting different access rights to a group
of users with different attributes. ABE defines access policies depending upon the
credentials of the requestor, environment or the data object. Further, an altercation of
ABE was introduced known as Cipher-text Policy Attribute-Based Encryption (CP-
ABE) first presented by Bethencourt et al. [6] that imparts a better coherent access
control procedure in comparison to traditional public key cryptographic encryption
methodology. In order to decrypt the cipher-text and to administer it on the content
CP-ABE grants encrypter to define a set of attributes over a universe of attributes that
a decrypter needs to hold. Thus, different pieces of data as per the security policy are
allowed to decrypt depending upon the set of attributes that the user holds. This will
abolish the traditional mechanism of password-based cryptography techniques. But
there is a major flaw that is of key revocation or update problem. Suppose some of
the attributes associated with the user are changed, key update for each attribute is
critically essential to make a system secure. As in ABE, the attributes are associated
with a group of users or employees so the revocation will affect a group not a single
person.

Furthermore, in this paper, we have discussed several cryptographic techniques
like ABE, Traditional public key cryptography, and CP-ABE. Related work is
summarized in Sect. 2. In Sect. 4, the problem related to a business organization
is stated and the paper is concluded thereafter.
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2 Related Work

Some of the techniques and approaches are pre-existed. In the Symmetric Key
Cryptography-based cryptosystem Public Key Cryptography (PKC) private key is
used to decrypt the cipher-text provides secure group communication that was first
proposed by Rivest et al. [7]. But due to its complex public key infrastructure, it
is proved inefficient. In 1984, Identity-Based Encryption proposed by Shamir [8]
overcome PKC limitations. IBE majorly focuses on the user’s identity such as mail
id or internet protocol address. However, the above two approaches in order to multi-
cast the data, encryption is done using different public keys and this increases the
computational overhead. In 2005 [9], Sahai et al. introduced the fuzzy identity-based
encryption, in which only the person whose attributes satisfy the access policy can
decrypt the message. Sahai further introduces ABE in two categories known as KP-
ABE (key-policy ABE) and cipher-text policy ABE. In KP-ABE [10, 11], attributes
outline the data in encrypted format and policies are assembled into users’ keys;
while in CP-ABE, users’ credentials are described by the attributes, and an encrypter
governs a policy that who can decrypt the data. From the above two approaches,
CP-ABE is considered more suitable for the system of data sharing because it takes
access to policy decisions in favor of data owners.

Implementation of Functional Encryption Library (the generalized term for ABE)
proposed by Keisuke et al. [12]. They elaborate on the functionality of their tool by
applying an access policy of an organization. Several other applications using ABE
have been presented in the literature.

3 ABE

In Attribute-Based Encryption, there is a global public key (G) this key is the same
for all the existing employees of an organization. And there is a private key (PR)
of each employee which is unique for every employee and this PR is issued by an
authority. Every employee encrypts the file using G and decrypts it by using their
own private key that is related to their set of an attribute as shown in Table 1. Here
in this scheme, another feature of attribute comes into play.

Table 1 List of attributes associated with employees

Name E. Id. Department Designation D.O.J Salary

Emp1 193 -na- CEO 02/02/14 2,00,000/–

Emp2 154 -na- Managing director 11/11/13 1,00,000/–

Emp3 234 Sales Sales manager 09/04/17 80,000/–

Emp4 654 Finance Accountant 04/10/12 90,000/–

Emp5 678 Engineering Engineer 05/12/12 65,000/–
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DATA STORAGE

CF1=EncryptPK1 (File 1)

CF2=EncryptPK2 (File 1)

CF3=EncryptPK3 (File 1)

DecryptPR1 (CF1)User 1 File 1

PK1, PR1

User 2

User 3

DecryptPR2 (CF2)

DecryptPR3 (CF3)

File 1

File 1

PK2, PR2

PK3, PR3

Fig. 1 Conventional public key cryptography system

In this paper, CP-ABE is the technique of encryption that is used to identify
whether a user has a set of attributes like id, priority, etc. In the traditional system,
there are mainly two keys that are the public key which is known to both sender and
receiver and private key which is only known by the recipient of the message. Now
suppose in a common scenario if two users Bob and Alice want to communicate by
sending any secure messages to each other. Bob uses Alice’s public key to encrypt
the message. Alice will then use his private key to decrypt it. This traditional scheme
is shown in Fig. 1.

In a further enhancement, suppose in a business organization the CEO of the
company wants that the data stored in central data storage should be ciphered in such
a way that only a few of the employees (emp1, emp2, emp3) can access it. For this,
the particular file of central data storage will be encrypted by using the public key of
emp1, emp2 and emp3 (PK1, PK2, PK3, respectively) and then respective ciphered
file CF1, CF2, CF3, will be generated, these ciphered or encrypted files can only be
deciphered by corresponding employees private key (PR1, PR2, PR3).

Thus, in this way, if “n” employees are there in a company then for providing
access control with the help of traditional method “n” different ciphered files and
“2n” keys will be generated. But in a somewhat advanced version of this technique
that is Attribute-Based Encryption, there will only be one ciphered file and “n + 1”
keys will be generated. So both storage and time can be saved (Fig. 2).

4 Cipher-Text Policy Attribute-Based Encryption

It introduces the concept of an advanced version of ABE called CP-ABE [5] which is
encryption based on attributes of cryptographic text criteria. In the CP-ABE schema,
attribute policies are data-related and attributes are related to keys and only those
keys that related attributes meet the data policy can decrypt data. It works opposite to
KP-ABE. In CP-ABE, the encrypted text is related to access policy and each user’s
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DATA STORAGE

CF1=EncryptPK1 (File 1)

DecryptPR1 (CF1)User 1

G, PR1

User 2

User 3

DecryptPR2 (CF1)

DecryptPR3 (CF1)

File 1

G, PR3

G, PR2

File 1

File 1

Fig. 2 Attribute-based encryption

secret key consists a bundle of attributes. In CP-ABE, each user is related to a set of
attributes. The secret key is generated based on its attributes.

The CP-ABE scheme has four algorithms:

1. Setup

This main work of this procedure is to generate a global public key (G) and a master
secret key (MK). These two generated keys are then used by the admin/boss for key
generation (Key-Gen) of each user. G is known to every user and used in encryption
and decryption of a particular file or data.

2. Encrypt

The main work of this algorithm is to generate an encrypted file “File1” according
to the policy “D” using G and generating an enciphered file” E”. This file can be
enciphered in such a way using access protocols such that only those users whose
attributes are matching with the access policy. This policy can be defined with the
help of operators like “<”, “>”, “<=”, “>=”, and “=”, particularly on the number based
attributes such as salary, id, etc. After encryption a file “File1.*.cpabe” is created.

3. Key-Gen

The main work of this procedure is to generate a secret key for a particular user. It
takes the G, MK and set of attributes A of a user as input. Administrator creates the
private key (PR) for every single user/employee in the system.

4. Decryption

As the name suggests, themainwork of this procedure is to produce a deciphered text.
This procedure inputs PK (public key), E (Enc. File), and G (global_public_key). If
the set of attributes that a particular user has is A, if A satisfies the access policy D,
then file the “File1” is decrypted by PK and that file can be retrieved by the user.
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Fig. 3 CP-ABE

After decryption, the”File1.*.cpabe” got converted into “File1” that can be accessed
normally (Fig. 3).

Problem Statement
The problem scenario we considered here is of a business organization, where all
types of data are stored and reserved centrally at location “Data Here”. All the
employees of different departments can use this data. The role hierarchy of the
employees in the business organization employees can be acknowledged in Table 1.
Now suppose there is a file we call it to say, emp4_Salary_2019.doc is stored on the
central location “Data Here”. This file is basically the record of employee details.
Here in the given below table D.O.J is the date of joining of the employee in the
organization, Name, Employee Id, Department, Designation, and salary are some
other information of the organizational employees. As records and data are stored
on a server, it can be retrieved by an unauthorized person also. Password-based
security mechanism is no longer efficient in modern-day technology. The employees
as mentioned in Table 1 can access different types of data of the organization which
is kept confidential for various reasons and organization policies and their terms and
condition. There is a Cipher-text Policy Attribute-Based Encryption based solution
for authorization and accessibility of sensitive, confidential, and private data. Each
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employee of the organization contains a different set of attributes and depending
upon the type of access policy and employees attribute set, if their attributes satisfy
the policies condition then they will be able to retrieve the data. These attributes
values are used for the generation of private keys of each user.

Table 2 is a description of the environment in which the following implementation
was performed. We evaluated the performance of predefined CP-ABE based model
onvarious types of fileswhich are generally required in every type of organization.All
the experiment was conducted using the above Parameters and their corresponding
results are shown in Figs. 6, 7, 8 and 9.
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Table 2 Experimental Setup Parameters Specifications

CPU Intel(R) core(TM) i5-5200U
CPU @2.20 GHZ

RAM 8.00 GB

OS Ubuntu 16.04

External library GMP, PBC, OpenSSL

Language C

Compiler gcc

Fig. 6 Encryption and
decryption time of .pdf file
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Fig. 7 Encryption and
decryption time of .doc file
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Fig. 9 Encryption and
decryption time of .mp4 file
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The graph drawn in Fig. 4 illustrates the setup time for the CP-ABE system and
key generation time for the user1 (U1) and user2 (U2). The key generation time
increases in a linear way as we increase the number of attributes.

Overall we can say that key generation time is dependent on a number of attributes.
Figure 5 shows the time taken in encryption and decryption for a different type

of files which are used almost in every domain. Here we have taken files of different
sizes and extensions like .doc, .mp3, .mp4, .jpg, etc. and encrypt it using CP-ABE
methodology and calculate the average time for encryption and decryption. We also
have seen that during encryption, the size of almost every file increases in kilobytes
or megabytes after encryption and in some files; we observe that there is a very small
increase in the size of file, i.e., in bytes. If we increase the size of a file then encryption
time also increases and vice versa. Encryption time will also increase if we increase
the number of attributes used in specifying access policy.

We also observed that the amount of time required in decryption is very much less
than the amount of time required for encryption. However, decryption time depends
on the particular access policy of cipher-text and number of attributes associated with
private keys.

5 Conclusion

In this work, the CP-ABE toolkit was used which provides encrypted access control
of data where private key of each user is clearly defined by a set of attributes and
helps in determining which kind of users can decrypt what type of data by defining a
specific access policy over these attributes. This system also helps in preventing the
collusion attack where attacker can acquire more than one private keys, the secret
key is developed by a secure two-party computation for each user. It also provides
fine-grained access control of files among different levels in an organization and
was found that it helps in enhancing the efficiency of cryptographic methodology
in a data sharing system, as compared to traditional cryptographic techniques. In
future, it would be interesting to consider, Attribute-Based Encryption system with
multi-authority based setup to add, delete, or update the attributes.



198 S. Jalwa et al.

References

1. Gupta I, Singh AK (2019) Dynamic threshold based information leaker identification scheme.
Inf Process Lett 147:69–73

2. Gupta I, Singh N, Singh AK (2019) Layer-based privacy and security architecture for cloud
data sharing. J Commun Softw Syst (JCOMSS) 15(2)

3. Gupta I, Singh AK (2018) A probabilistic approach for guilty agent detection using bigraph
after distribution of sample data. Procedia Comput Sci 125:662–668

4. Gupta I, Singh AK (2017) A probability based model for data leakage detection using bigraph.
In: 7th International Conference on Communication and Network Security (ICCNS-2017),
Tokyo, Japan

5. Goyal V, Pandey O, Sahai A, Waters B (2006) Attribute-based encryption for fine-grained
access control of encrypted data. In: Proceedings of the 13th ACM conference on Computer
and communications security, pp 89–98. ACM

6. Bethencourt J, Sahai A,Waters B (2007) Ciphertext-policy attribute-based encryption. In: 2007
IEEE symposium on security and privacy (SP’07), IEEE

7. Chor B, Rivest RL (1988) A knapsack-type public key cryptosystem based on arithmetic in
finite fields. IEEE Trans Inf Theory 34(5):901–909

8. Shamir A (1984) Identity-based cryptosystems and signature schemes. In: Workshop on the
theory and application of cryptographic techniques. Springer, Berlin

9. Sahai A,Waters B (2005) Fuzzy identity-based encryption. In: Annual international conference
on the theory and applications of cryptographic techniques. Springer, Heidelberg

10. Han F et al (2014) A general transformation from KP-ABE to searchable encryption. Future
Gener Comput Syst 30:107–115

11. Liu P et al (2014) Efficient verifiable public key encryption with keyword search based on
KP-ABE. In: 2014 ninth international conference on broadband and wireless computing,
communication and applications, IEEE

12. Porwal S, Mittal S (2017) Implementation of ciphertext policy-attribute based encryption (CP-
ABE) for fine grained access control of university data. In: 2017 tenth international conference
on contemporary computing (IC3), IEEE



Efficient Data Cube Materialization

Raghu Prashant , Mann Suman , and Raghu Eashwaran

Abstract In the field of business intelligence, we require the analysis of multidi-
mensional data with the need for it being fast and interactive. Data warehousing and
OLAP approaches have been developed for this purpose in which the data is viewed
in the form of a multidimensional data cube which allows interactive analysis of the
data in various levels of abstraction presented in a graphical manner. In data cube,
there may arise a need to materialize a particular cuboid given that some other cuboid
is presently materialized, in this paper, we propose an algorithm for cuboid materi-
alization starting from a source cuboid to the target cuboid in an optimal way such
that the intermediate cuboids consume less space and require lower time to generate
by making sure those cuboids have the least number of rows compared to other valid
cuboids available for selection, by sorting them based on the product of cardinalities
of dimensions present in each cuboid.

Keywords Cuboid materialization · Lattice of cuboids · Data warehouse · OLAP ·
Data cube

1 Introduction

Think of a Data Warehouse as a central storage facility which collects information
from many sources, manages it for efficient storage and retrieval, and delivers it to
many audiences, usually to meet decision support and business intelligence require-
ments [1]. The basic principle of DataWarehousing is to provide statistics/data to the
business users for well calculated and planned strategic decisions. The data stored
is in the form of a multidimensional model. A Data Warehouse is basically of three
main types:
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1. Operational Data Store Enterprise
2. Data Warehouse
3. Data Mart.

A DataWarehouse works as a primary repository where data from various origins
materialize. Further data might be categorized into Structured, Semi-structured, and
Unstructured data forms. In the past, the various organizations started using Data
Warehousing, and over time they modified it and made it advanced and intricate.

The various general stages of the use of a Data Warehouse are as follows:

1. Offline Operational database: In this stage data is copied from OS to a different
server so this way the operational server’s performance is not affected as the
processing would be done in the server which has the copied data.

2. Offline Data Warehouse: Data in the Data Warehouse is automatically updated
and mapped to reach the objectives.

3. Real-time DataWarehouse: In this one, DataWarehouses are updated when there
is a change in the database, like a transaction. These systems provide OLAP tools
for interactive analysis of multidimensional data.

OLAP is the acronym for Online Analytical Processing. In OLAP, information is
classified by dimensions. OLAP cubes are usually pre-compiled to improve query
time in relational databases. One of the most coherent data structures is data cube,
which is used to represent multidimensional aggregates in Data Warehouse systems.

A data cube refers to a 3D range of values that are used to view data from the
multidimensional model in which the information is computed and stored. The data
cube that is used is defined by two entities, Facts, and dimensions. Facts are used to
analyze dimensionswith their numerical values. Dimensions are the rules concerning
which an organization stores its records.

Data cubes are categorized into the following two categories:

1. Relational OLAP
2. Multidimensional data cube.

In Data Warehouse systems, query response time largely depends on the efficient
computation of the data cube. However, creating a data cube is normally time and
memory consuming. So, we normally materialize cuboids of a data cube. To do this,
there are three possibilities:

1. Materialize the whole Data Cube: This is the best solution in terms of the query
response time. However, computing every cuboid and storing them will take
maximum space if the data cube is very large, which will affect indexing and the
query response time.

2. No Materialization: In this one, Cuboids are computed as and when required.
So, the query response time fully depends on the database which stores the raw
data.

3. Partial materialization: This is the most feasible solution. In this approach, some
cuboids or cells of a cuboid are pre-computed. However, the problem is how to
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Fig. 1 A three-dimensional
lattice of cuboids

select these cuboids and cells to be pre-computed. Generally, cuboids and cells
which may help in computing other cells or cuboids, are pre-computed.

All the view materialization algorithms require to use some data structures to
represent the data cube. One useful data structure is data cube lattice or lattice of
cuboids.

In lattice of cuboids (Fig. 1), each cuboid represents a group-by and each level
corresponds to different degrees of generalization containing a number of aggregate
cells.

Rest of the paper is organized as follows: Sect. 2, discusses previous work done
in related areas of study. Section 3, describes our approach to pathfinding. Section 4,
provides proof by induction to our theorembased onwhich the algorithm is proposed.
Section 5, presents the algorithm lowest first for cuboid materialization. Section 6,
implements the algorithm to an example data cube and then verifies the resultant
path. Section 7, presents the conclusion.

2 Related Work

There has been some synchronous work on the problem of computing and selec-
tion of data cube [2–7]. Shukla et al. [3] proposed a greedy algorithm which was
a modified version of the Harinarayan et al. presented, which proposed a greedy
algorithm that works on the lattice and picks the right views to materialize, subject
to various constraints for the selection of data cube. This had an efficiency problem
which was solved by Shukla et al. [8]. whose work proposed PBS (Pick by Size) that
selects data cube according to the cube size. Gupta [9] proposed a polynomial-time
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greedy heuristic framework that uses AND view (each view has a unique evalu-
ation), OR view (any view may be computed from any of its related views), and
AND-OR view graph. Shukla et al. [10] proposed three different algorithms, consid-
ering the view selection problem for multi-cube data models, SimpleLocal, Simple-
Global, and Complex Global which picks aggregates for precomputation frommulti-
cube schemas. Sundararajan [11] proposed a simple MapReduce algorithm based on
parallel computing which minimizes the number of copy-add operations, leverages
locality of computation, and balances work evenly on machines.

A heuristic algorithm was proposed by Zhang et al. [6], for determining a set of
materialized views based on the idea of reusing temporary results from the execution
of global queries with the help of Multiple View Processing Plan (MVPP). For
a special case of OR view graphs, Gupta et al. [12] designed an approximation
greedy algorithm. To demonstrate that materialized views are practical and effective
as compared to heuristic approaches Yang et al. [6] used genetic algorithm. Yang [13]
proposed a greedy repaired genetic algorithm to select the set of materialized cubes
and found that solution might greatly reduce the amount of query cost as well as the
cube maintenance cost. Mami et al. [14] presented a constraint programming-based
approach to address the view selection problem. A framework for materialized view
selection was proposed by Aouiche et al. [15] that exploited a data mining technique
(clustering), in determine clusters of similar queries.He also proposed aviewmerging
algorithm that builds a greedy process and candidate for selecting a set of views to
materialize. Mami [16] game surveys of the technique for selection of cube.

Deshpande [8, 17] proposed a sorting-based algorithm, for computing the cube
that overlaps the computation of different group-by operations using the least possible
memory for each computation of cube in the lattice of the cuboid. A Lvanova and
Boris [18] designed a data cube based on the Object-oriented conceptual model. Sen
[19, 20] proposed an algorithm for finding the optimal path in the lattice of the cuboid,
which is based on two operations roll-up and drill-down for finding the optimized
path to traverse between data cubes. Now the researchers are focusing on designing
efficient algorithms for the complete cube.

3 Lowest First Approach

In lattice of cuboids, there may arise a situation where we require to materialize a
particular cuboid given that only core cuboid is presently materialized. We propose
an algorithm named lowest first, that does this by searching and materializing those
intermediate cuboids that have the lowest number of rows present and hence low
space and time complexities.

For example let us consider a lattice of cuboids having a total of four dimensions
{A, B, C, D} having values A = 10, B = 20, C = 5, D = 15. If we had to materialize
cuboid 〈A〉 having cuboid 〈A, B,C, D〉 already materialized we have two ways to
do this:
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1. One is by starting from 〈A, B,C, D〉 to 〈A, B,C〉 and then to 〈A, B〉, and finally
we reach 〈A〉.

2. Another path may be to start from 〈A, B,C, D〉 to 〈A,C, D〉 to 〈A, D〉 and
finally to 〈A〉.
In total, we have 3C2*2C1 number of ways of doing so, which we might try all

to compare and decide the most efficient path but our proposed algorithm finds the
most efficient path by sorting and hashing the product of cardinalities of dimensions
in each cuboid without the need to actually materialize intermediate cuboids and find
the most efficient path.

First, we represent the cost of a path as a mathematical expression using which
as a parameter we compare the efficiency of various paths and later optimize it. The
expression involves the cardinalities of dimensions each intermediate cuboid has
where cardinality of a dimension is the number of elements in the set containing all
unique values a dimension has. For explanation, we use our previously described
example of a data cube with four dimensions {A, B, C, D} and we are required to
find an efficient path starting from〈A, B,C, D〉 to〈A〉 by observation we may say
that the path will involve two intermediate cuboids one having 3 dimensions and the
other having 2 dimensions materializing both will result in our target cuboid, and
both of these intermediate cuboids must contain all dimensions present in our target
cuboid which is {A} in our case.

a1a2a3 + a4a5 (1)

is the expression for the cost where a1, a2, a3 are the cardinalities of the dimensions
present in intermediate cuboid having three dimensions and a4, a5 are the cardinalities
of dimensions present in intermediate cuboid having two dimensions. We also know
that a4, a5 must be present in a1, a2, a3 so for simplicity we assume a1 = a4 and a2
= a5 so that our expression becomes

a1a2a3 + a1a2 (2)

The target dimension {A} must be present in both intermediate cuboids hence we
assume a1 to be A and take is common, so our expression further reduces to

A(a2a3 + a2) (3)

where A = a1.
Now we need to find an optimal injection between the domain set {a2, a3}

containing elements present in our expression (3) to co-domain containing dimen-
sions {B, C, D} that are present in our source cuboid but absent in target cuboids we
call this set difference set.

The way our algorithm finds this optimal injection is by performing the following
operations.
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Fig. 2 Optimal mapping for
our example

Steps:

1. Sort the difference set based on cardinality of each dimension.
2. Map each element of domain set in order starting from a1 to an to elements of

difference set in sorted ascending order.

So the resultant mapping for our example data cube and particular pathfinding
will look like (Fig. 2).

where the sorted difference set in ascending order is {C, D, B} based on their
values 5, 15, 20 respectively and the domain set is {a2, a3} so our expression finally
becomes

C ∗ D + C (4)

which means the optimal path from 〈A, B,C, D〉 to 〈A〉 is

〈A, B,C, D〉 ⇒ 〈A,C, D〉 ⇒ 〈A,C〉 ⇒ 〈A〉 (5)

and the intermediate cuboids are 〈A,C, D〉 and 〈A,C〉 which out of all other
possibilities require the least space and time to materialize.

Now, we provide proof by induction to why the algorithm results in an optimal
path.

4 Mathematical Proof

Theorem 1 Minimum value of expression

a1a2a3 . . . an + a1a2a3 . . . an−1 + · · · + a1a2 + a1 (6)
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where n ∈ W is obtained when the set containing all the variables present in the
expression (6) in order starting from a1 to an is mapped to a set containingm elements
where m ≥ n and m ∈ W in sorted ascending order.

Proof Let the co-domain to which we map be

{A1, A2, A3, . . . , Am} (7)

and assume it is present in sorted ascending order so

A1 ≤ A2 ≤ A3 ≤ A4 ≤ · · · ≤ Am (8)

Base Case n = 1
when n = 1 the domain becomes {a1} and the expression is reduced to a single

term containing only a1 now according to our theorem we map the variable a1 to the
first element of our sorted co-domain A1 which is the minimum possible value of the
expression a1 as A1 is the minimum value among all elements of set (7), hence base
case is true.

Inductive assumption n = k
We suppose our theorem is true for n = k which then implies for the expression

a1a2a3 . . . ak + a1a2a3 . . . ak−1 + · · · + a1a2 + a1 (9)

the optimal mapping that will result in minimum possible value is
and the optimal value of expression for n = k becomes

A1A2A3 . . . Ak + A1A2A3 . . . Ak−1 + · · · + A1 (10)

For n = k+1 we need to show using Fig. 3 that the value of expression

a1a2a3 . . . ak+1 + a1a2a3 . . . ak + · · · + a1a2 + a1 (11)

is minimum when the mapping is as shown in
and to show this we split the expression (10) into two parts

A1A2A3 . . . Ak+1
︸ ︷︷ ︸

Part1

+ A1A2A3 . . . Ak + · · · + A1A2 + A1
︸ ︷︷ ︸

Part2

.

Part 2 of the expression is the same as (10) which by our inductive assumption
for n = k is minimum.

Now, we need to show whether part 1 is minimum possible which is true as to
select k + 1 non-negative integers from a set such that their product is minimum is
only possible when the lowest k + 1 terms are chosen and this is what we are doing
by selecting A1, A2, A3, …, Ak .

Hence for n = k + 1 our theorem holds true and (Fig. 4) is the optimal mapping
of elements that proves our theorem to be true.
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Fig. 3 Set mapping for
inductive assumption

Fig. 4 Optimal mapping for
n = k + 1
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5 Proposed Algorithm

Now we describe the algorithm in a step by step way which may be replicated in any
programming environment.

Preprocessing
Time complexity: O(nlog(n))

1. User input the values and names of all dimensions.
2. Check if they are valid.
3. Create an array named sorted_dimensions by sorting the dimensions given by

the user based on the values of those dimensions in ascending order.

Query
Time complexity: O(n)

1. User input for the source and target cuboids.
2. Ensure the number of dimensions in source cuboid is greater than that in the

target cuboid and if not then swap source cuboid with target cuboid.
3. Create a hash map for dimensions of source cuboid, Iterate over the array of

dimensions of target cuboid and for each dimension check whether the hash map
of source cuboid contains this dimensions if not then push it a new array named
difference_set which after fully iterating over the target dimensions will contain
dimensions that aren’t present in source cuboid but present in target cuboid.

4. CreateHashmap named hash_diff_set of the elements of difference_set to reduce
access time complexity down to O(l) from O(n).

5. Iterate over the sorted_attr containing all the dimensions in sorted order by values,
and for each element check if it exists in hash_diff_set, if present then pushes
that dimension with its value to a new array named sorted_diff_set so that after
iterating over sorted_attr we have sorted_diff_set containing dimensions that
have the possibility to be present in intermediate cuboids for a given query in
O(n) time complexity.

6. Now the path from source cuboid to target cuboid is starting from Target cuboid
and then to an intermediate cuboid containing dimensions of source cuboid and
in addition the first dimension present in sorted_diff_set in its sorted ascending
order, and from here to the next intermediate cuboid having dimensions of the
present cuboid and in addition to this also the second dimension present in
sorted_diff_set and continuing this procedure till we reach the Source cuboid.

6 Implementation of the Algorithm

Let us consider a lattice of cuboids of a data cube having a total of three dimensions
namely Quarter, Brand and Region where cardinality of Quarter is 4 (Q1, Q2, Q3,
Q4), cardinality of Brand is 2 (B1, B2) and cardinality of Region is 6 (R1, R2, R3,
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R4, R5, R6) and the measure is Sales which is a number. We are required to find the
optimal way of materializing cuboid 〈Q〉 starting from 〈Q, B, R〉.

Now, we use our algorithm to find what the optimal path is for the given data
cube, source cuboid, and target cuboid.

Preprocessing We create an array named sorted_dimensions by sorting the dimen-
sions {Q, B, R} based on the values of those dimensions in ascending order and the
result is sorted dimensions = [B, Q, R] as values of B = 2, Q = 4 and R = 6.

Query: 〈Q, B, R〉 ⇒ 〈Q〉
1. Source Cuboid = 〈Q, B, R〉

Target Cuboid ⇒ 〈Q〉
2. Ensure dimensions in target cuboid are strictly lower than that in source cuboid.
3. To create difference_set we first create a hash map of source dimensions and

iterate over target cuboid checking whether this dimension exists in the hash
map or not and if not present then push it to difference_set. So after doing this
our difference_set = [B, R].

4. Create a hash map of difference_set.
5. Iterate over sorted_attr created during preprocessing and for each dimension

in it check whether it exists in the hash map of difference_set if present then
push it to a new array sorted_diff_set. After doing this we’ll have an array named
sorted_diff_set which contains the elements of difference_set in sorted ascending
order.
sorted_diff_set = [B, R].

6. Our path now is starting from Target cuboid 〈Q〉 and to the intermediate cuboid
having dimensions of target cuboid and the first dimension in sorted_diff_set i.e.,
{B} and then the second dimension and so on.

Hence, path given by algorithm 〈Q〉 ⇒ 〈Q, B〉 ⇒ 〈Q, B, R〉 is the optimal way
to materialize cuboid 〈Q〉 starting from 〈Q, B, R〉.

Now we’ll verify this result by comparing it will all other possibilities. All the
paths we could’ve taken to materialize cuboid 〈Q〉 are
1. 〈Q, B, R〉 ⇒ 〈Q, R〉 ⇒ 〈Q〉, cost = sum of cost of materialization of interme-

diate cuboids i.e., cost (〈Q, R〉)which is product of values of dimensions present
in the cuboid = 4 * 6 = 24.

2. 〈Q, B, R〉 ⇒ 〈Q, B〉 ⇒ 〈Q〉, cost = 4 * 2 = 8 similar to how we calculate for
the previous path.

Comparing the costs we see that path 2 is more efficient compared to path 1 and
as we only have two paths in our example we can say path (2) is the most efficient
way to materialize cuboid 〈Q〉 (Fig. 5).
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Fig. 5 Lattice of cuboids for
the example with three
Dimensions {Q, B, R} and
optimal path highlighted
from 〈Q, B, R〉 to 〈Q〉

7 Conclusion

In this paper, we have proposed an algorithm which has a preprocessing time
complexity of O(nlog(n)) and query time complexity of O(n) that finds the optimal
path of materializing a cuboid starting from core cuboid in a lattice of cuboids or data
cube and with the preprocessing it may extend its use case to massive pathfinding
queries over the same Data Warehouse.
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restaurants, nearby hospitals, places to visit in cities, etc. All this information is
available on different websites in an unstructured manner thus people do not get
information as per their queries in organized format. People search for these factors
on search engines which use keyword matching mechanism. Therefore, this paper
presents full-text queries searching mechanismwhich gives precise results in a struc-
tured format. Here, our system scraps data fromwebsites to collect information about
cities, hotels and hospitals. Concepts of linked data using ontology are implied which
has the capability to relate multiple sources of data available on different websites
and infer new knowledge from it. Natural Language processing methods such as co-
reference resolution is used, which forms a relationship between sentences scrapped
from web, which helps to perform better search query without losing meaning of
sentences during the processing. In our work, we have also used the Named entity
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1 Introduction

In modern days, travelling to different places depends upon lots of travelling factors
such as best hotels, hospitals related to the user’s health problem, places to visit such
as museums, parks, best restaurants according to cuisines that user prefer, markets,
gardens, water park, amusement parks, etc. This information is available on the
web written and reviewed by experienced people. People search for these types of
information on theweb using search engines. The current available search engines are
based on keyword matching. People have to search for all these questions separately.
Current available recommendation systems are disjoint, they are either created for
hospitals or restaurants or cities and so on. To provide a solution to these limitations
researchers are utilizing the concept of linked data which has the capability to relate
multiple sources of data available on different websites. To relate the data from
multiple websites, Natural Language Processing (NLP) is used to mine full-text
paragraph scrapped from thewebsites using co-reference resolution and named entity
recognition (NER)methods. These concepts help to find out a relationship among the
sentences and assign tags according to the meaning that the words represent. Since
these tags are applied we need to match these tags to insert and extract data from
ontology. Therefore, a Python library called RDFLib is used to work with RDF data.
It is used to insert data in ontologies by matching NER tags which are predefined in
the ontology. Ontologies provide a concept of linked data, due to interlinking of data
in ontologies the computer becomes smart enough to understand these data and also
has the potential to validate or infer new knowledge from these data [1].

In our research work, we are developing a system for full-text searching which
provides the results according to the user’s query related to their travelling priorities.
These queries can be related to best restaurants in a city, places to shop, hotels
considering user’s budget, hospital-related to health problems, etc. or combination
of these. The rest of the paper is described as follows. Section 2 explains about related
works. Section 3 elaborates on the working of each module of our proposed system.
Section 4 shows the results of user queries. Finally, Sect. 5 concludes our work along
with future scopes.

2 Related Work

In this section, the literature to ourwork based on textual data, to develop an ontology-
based full-text searching system have been summarized along with their applied
methods, advantages and limitation. Bast et al. [2] in his proposed system shows that
the search results are more accurate when the keywords are mentioned in the user
queries are already present in the data extracted from the internet. Ittoo et al. [3] show
the mechanism of their system which allows consumers to describe their priorities in
text-based format, to capture consumer’s preferences aiming to achievemore accurate
recommendations.Ali et al. [4] show the advantage of usingSVMin his systemwhich
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helps to identify the relevant information from things downloaded from the internet
and then removes any data irrelevant to the system. Further merged ontology-based
sentiment analysis is applied to get accurate results. Aloui and Touzi [5] shows an
FCA (Formal Concept Analysis) based methodology for building ontologies from
scratch then performing queries on them logically by combination of conceptual
clustering and fuzzy logic. Collobert et al. [6] developed a unified neural network
architecture and learning algorithm that is mainly used to perform NLP such as
POS-tag, NER and semantic role labelling, etc.

3 Proposed Framework

Our key purpose of this research is to develop a generalized approach for model
building to search user’s textual questions while travelling and to give them more
personalized results of cities, hotels and hospitals while travelling to any city as
per their needs. Our approach makes use of Natural Language Processing tech-
niques to understand user’s questions and it is also used to extract and understand
textual data available on the web about any cities, hotels and hospitals. In our NLP
processing pipeline, we have added two modules. First module is co-reference reso-
lution which forms a relationship between sentences which in turn helps to perform
better search query without losing meaning of sentences during the NLP processing.
Second module is Named entity recognition which applies tags on words with the
real-world concepts that they represent. These tags are further used in the system to
insert and extract data within ontology (Fig. 1).

3.1 Web Scrapping

We need to extract precise information from various websites it’s always a difficult
task to achieve. Our system uses distinct websites which has authentic details of the
cities, hotels and hospitals. All relevant data related to classes of our ontology is
scrapped from websites. These data include information regarding the cities such as
hospitals in cities and their services, hotels and their features, shopping places, etc.
The city details are scrapped from tripadvisor.in, hotel details are scrapped from oyo
rooms.com and hospital details are scrapped from practo.com.

3.2 User Input Question (Query)

It provides an interface to users where they can ask textual questions. Our system
accepts full long paragraph based questions or just short questions related to city,

http://tripadvisor.in
http://oyorooms.com
http://practo.com
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Fig. 1 Proposed framework of full-text searching

hotels and hospitals. Users have to enter their question in a textbox and click on ‘See
Results’ to get the answers to their queries.

3.3 Natural Language Processing Pipeline

Textual data that we scrap from websites is not available in machine-understandable
format and they do not convey anymeaningful information so we need to pre-process
the scrapped data using NLP pipeline. Here, sentences are broken into smaller pieces
and thenNLP is used to solve these individual small pieces. Then these NLPmethods
are combined together and result from first method becomes input to another method.
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This helps us to determine the relationship between different sentences along with
their meanings.

Sentence Segmentation It is used to break the text apart into separate sentences.

Word Tokenization Word tokenization means to break this sentence into separate
words or tokens. We can process them one at a time. For demonstrating how this step
works we’ll select the first sentence from our document:

Delhi is capital of India.

The tokens generated for the above sentence are as follows:

“Delhi”, “is”, “capital”, “of”, “India”, “.”

Parts of Speech for Each Token In this process, we will take each token and find
out its part of speech (POS) — whether it is a verb, a noun, an adjective and so
on. We need to know the role of each particular word in the sentences which will
help us to understand the context in which the sentence is written. A pre-trained
POS classification model is used for each token to find out its POS. This is done by
inputting each word (and some other words around it as extra context information)
into a pre-trained POS model. To achieve this, we use ‘spaCy’ [7].

TextLemmatization Lemmatization is the analysis ofwordswith the aim to remove
inflectional endings which return the base form or the dictionary form of a word.

Identifying Stop Words Stop words is commonly used word (such as ‘the’, ‘a’,
‘an’, ‘in’) in any sentence.When processing textual data, thesewords in the sentences
create a lot of noise as these particular words are seen more often in the sentences.

Dependency Parsing It is the task of extracting a dependency parse of a sentence
that represents its grammatical structure and defines the relationships between ‘head’
words and words, which modify those heads.

Co-ReferenceResolution Now,we have ameaningful presentation of our sentence.
We have understood the POS for every word, how these words are related to each
other and which words are referring to real-world entities. However, English has
plentiful pronouns — words like she, he and it. Since only one sentence at a time is
processed, our NLP process doesn’t know the meanings of these pronouns. To solve
this problem, we use a model ‘NeuralCoref 4.0’ which is a co-reference algorithm
[8]. This algorithm extracts a series of mentions (words which are related to real-
world objects or things). For every mention, we calculate set of features. Then, an
antecedent for eachmention is recognized according to the set of features. Further, the
algorithm takes aword and its relationshipwith several otherwords inside and around
each mention, the average is calculated if required, add some simple features such as
length of the mention, speaker information, location of the mentions to get a features
presentation for each mention. Then we put these presentations into two neural nets.
First neural net gives us a score of each pair of mentions and finds an antecedent,
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Fig. 2 Score of positive relationship between two sentences

while second neural net provides us with a mention which has no antecedent. A
score is generated by neural net for each pair of mention. Further, these scores are
compared to take the highest score and to find out whether a mention is having an
antecedent. A non-probabilistic slack-rescaled max-margin objective is used to train
this neural model. It means that this system can find a score for each pair of mentions
and a score for each single mention but these scores are not related to probabilities,
these are just scores in arbitrary units. The higher the score there is higher chance
of the mention having an antecedent. Here, co-reference resolution is applied to the
sample data which has been extracted from the web as shown below.

Delhi is Capital of India and it is very polluted.

If we pass this sentence in our NLP pipeline, we’ll know that ‘it’ is very polluted.
But it’ll be more meaningful to find out that ‘Delhi’ is polluted (Fig. 2).

After using ‘NeuralCoref’ we are able to find out how pronouns are related in a
sentence. We then replace the word ‘It’ with ‘Delhi’ which further helps us to create
more meaningful sentences and get a deeper meaning of the sentences (Fig. 3).

Named Entity Recognition (NER) It is used to classify the named entities that is
given in the sentence into predefined categories such as person’s name, companies,
places, organization, cities, dates, product terminologies, etc. It helps to answermany
real-world questions. The job of the NER is to probe the given sentence and find out
the name of persons, places, organizations, etc. which has been discussed in them and
accordingly assign the tags. It helps to categorize the text in a well-defined hierarchy
which enables smooth discovery of contents.

Some nouns in our sentences are real things of the world. For example, ‘Ravi’
represents a person, ‘Patna’, represents a city. ‘Anisabad’ represents an area and
Hotel Patliputra represents a ‘hotel’. A list of real-world places has to be created thus

Fig. 3 Replacement of words when a positive match score is present between sentences
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Fig. 4 NER tags applied on the words

we have to find the real-world entities in the sentences. This same method is applied
on other text scenarios to find out features of a city such as cleanliness, places to
shop, parks, etc. The aim of NER is to detect and put these nouns referring to the
real-world concepts that they show. Now, we have to extract ideas from the sentences
and tag them. To achieve this, we use ‘spaCy’ [9]. We further trained this model to
suit our needs so that it can recognize the names of areas in a city, names of parks,
shopping places, names of hospitals, doctors, etc. Here, ‘spaCy’ consists of some
predefined NER’s and few users defined NER’s which are trained for our work as
shown below.

• FAC: It describes national highways, rivers, oceans, builds, etc.
• GPE: It describes cities, states and countries.
• LOC: It describes non GPE locations such as mountains, volcanoes, etc.
• HOTFEA: It describes about hotel amenities such as geyser, swimming pool, etc.

There are some more predefined NER tags such as EVENT, PERSON, MONEY,
QUANTITY, LANGUAGE, TIME, DATE, etc.

We have taken a sample data to demonstrate theworking of NER.As the sentences
are passed through ‘spaCy’ the respective NER tags are recognized and they are
applied on the respective words as shown in Fig. 4.

After processing, we finally know that Ravi is a person, Patna is a city which
has tags such as PERSON and GPE. This forms the basis of our query creation for
ontology searching. In the next sections, we describe how our ontologies are created
and tagged with NER tags.

3.4 RDFLib

RDFLib is a pure Python package to work with RDF data. It is used to insert and
extract data in ontologies bymatchingNER tagswhich are predefined in the ontology
[10].

Ontology Creation and Searching In our proposed framework we have created an
ontology that contains city as itsmain domain. The city domain consists of predefined
classes and sub-classes such as hotels, hospitals, areas, museums, parks, restaurants,
flights, markets, gardens, water park and amusement parks, nature parks, etc. as
shown in OntoGraf Fig. 5.We have also elaborated one of the predefined class named
Hotel along with their sub-classes which contains hotel names and features as shown
in Fig. 6. The figure clearly shows ‘GPE’ and ‘HOTFEA’ tag which represents city
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Fig. 5 OntoGraf showing different city features

Fig. 6 OntoGraf showing different hotel features and NER HOTFEA tag which describes hotel
features

and Hotel features, respectively.

We have tagged the classes and sub-classes of our ontology with the tags of NRE.
We extract the sentences from the web and then analyze the text based on NLP
pipelines as shown in all the steps above. Once we’ve recognized the entities and
it’s NER tags clearly we know where to insert this named entity in our ontology by
matching the NER tags. To insert the data in our ontology we use Python library
called RDFLib which has various methods and tools to operate on RDF data. At this
stage, ontology has been created.

Nowwhen the proposed system receives an input query from user, it pre-processes
the query by applying various NLP techniques and applies NER tags on the words.
Our system also has NER tags on ontologies. The system then matches the NER tags
on ontologies with the help of RDFLib which has methods to import the ontology’s
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RDF file and then apply searching techniques on RDF data to get the most accurate
results.

Each of these classes has their own properties and features used for knowledge
creation and are also used to infer new knowledge from these relationships of linked
data. The tagged NER queries which were obtained from user in the previous steps
are then matched on the ontology. The ontologies are traversed and NER tags are
matched to get the most meaningful answer to the user queries.

4 Results

In this section, the results of our proposed framework have been shown to demonstrate
the working of some complex questions asked by the user. Also, the various steps of
NLP pipeline applied on the query along with results of each processing step have
been shown in Fig. 7. Suppose the first sample query entered in the system is as
follows.

Book a Hotel in Delhi in Paharganj. It should have a swimming pool.

Fig. 7 Processing steps of a query in NLP pipeline
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Figure 7 shows the results of NLP pipeline on the above-mentioned query. In the
first step, sentence segmentation is performed to break down the sentence such that
processing can be done more effectively as shown in Fig. 7 (sentence segmentation
block). Further, second step is followed by performing word tokenization to find
tokens of each sentence as shown in Fig. 7 (word tokenization block). Thereafter, in
third step parts of speech such as nouns, pronouns are recognized which helps us to
know the role of each particular word in the sentences that allow us to understand
the context in which the sentence is written as shown in Fig. 7 (POS block). Next
step perform lemmatization if required as par lemmas present in the text (In the
above query lemmatization is not performed as no lemmas are present) followed
by the identification of stop words but they are not removed since the removal of
stop words will distort the meaning of sentences and affect the dependency parsing
process, so we’ll remove the stop words once NER tags are set on the words.

After this step dependency parsing is donewhich play a critical role in recognizing
a sentence and assigning a syntactic structure to find out how words in the sentences
relate to each other as shown in Fig. 7 (dependency parsing block). After identifying
the dependencies between the words co-reference resolution is performed which
helps to find expressions that refer to the same entity in a text.After using co-reference
resolution we are able to find out how pronouns are related in a sentence. Further,
these pronouns are replaced with their co-reference entity say ‘It’ with ‘Hotel’ as
shown in Fig. 7 (co-reference resolution block) which further helps us to create more
meaningful sentences and get a deeper meaning of the sentences.

Finally, NER with the key factor of relevant entities (tags) association overcome
the limitations of existingmodel which arises during the searchingmechanism. Since
during processing we are extracting articles from web which comprises enormous
data. Processing of any search query other than NER will maximize the execution
time because it will search each and every word present in millions of articles. On
the other hand, NER is run once on all the articles and probe the relevant entities
(tags) associated, stores separately which speed up the search process considerably.
Here, NER tags searching mechanism helps to match with only a small list of entities
discussed in articles leading with faster search execution and ontology creation.

After the tags are found, the tags along with their context are sent (‘Delhi’ is
context and ‘GPE’ is the tag as shown in Fig. 7 (NER block) to RDFLib which
matches the data in the ontology’sRDFfile using tags. The systemuses tags generated
on the user input query and then matches those tags with the predefined tags on the
system, once the tags are matched then it matches the context of the respective tag.
Once the system finds out the results, it then displays the result as shown in Fig. 8.

Similarly, we have tested our system with another query that has hospital-related
questions, its entire search process is performed in the same way as shown for the
previous query. Its result along with the query is shown in Fig. 9. Our system is also
able to recommend best places to stay near shopping areas, nearby amusement parks,
or nearby hospitals if the traveller has health-related problems.
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Fig. 8 User interface with query and results

Fig. 9 User interface with query and results

5 Conclusion and Future Work

The results confirm the effectiveness of our proposed approach which has the poten-
tial to relate the meaning of multiple sentences available in a paragraph. The relation-
ship between the multiple sentences helps the system to find out maximum relevant
data which are co-related to each other in a particular context as per queries entered
by the user. Our proposed system implies a number of Natural Language processing
concepts which improves the system accuracy to understand the data scrapped from
websites and it improves understanding of user questions. Here, we have added NLP
methods named co-reference resolution and Named entity recognition in the NLP
pipeline to improve the system’s capability to accurately identify the relationship
between sentences and then map the words to real-world entities that they represent.
In future work, we will enhance the accuracy of NER tags which are applied on the
words. We will also focus on automatic classes detection and creation of ontologies
when we scrap data from the websites, which will create a fully automated system.
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Recognition of Online Handwritten
Gurmukhi Characters Through
Neural Networks

Sukhdeep Singh and Anuj Sharma

Abstract This paper recognizes online handwrittenGurmukhi characters andwords.
The neural network-based recognition for online handwritten Gurmukhi characters
and words has been observed first time in this study. In this work, a scheme is pro-
posed to develop a feature vector and its use as an input to neural network recognition
engine. A set of low-level, high-level, and Gabor features are extracted, and a feed-
forward neural network is trained to recognize 40 classes of Gurmukhi characters.
This work implements rearrangement of strokes stage after recognition and post-
processing stages. The results have been achieved as 93.53% and 83.69% for 4511
Gurmukhi characters and 2576 Gurmukhi words, respectively.

Keywords Online handwriting · Gurmukhi · Neural network

1 Introduction

The advances in the research of handwriting recognition continuously motivate
researchers to look forward in this area. Over four decades of research in this field, we
have observed that usage and reliability of handwriting recognition-based devices
have been increased in the recent past. These devices are not limited to the com-
mon international script as English but also use other popular scripts as Chinese,
Japanese, Devanagari, and Arabic. The Indic scripts are very popular in respective
geographic regions, and use of keyboard for such scripts has never gained an easy
and popular way of interactive device. This happened mainly because of nature of
scripts and its complexities. The existence of recognizer for online handwriting in
Devanagari, Bangla, Gurmukhi, and other Indic scripts needs to give a natural mean
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of exchanging information between computers and users, and it will result to a rise
in the usage of tablet PCs and personal digital assistants in Indic scripts. The present
study has been carried out using a popular script as Gurmukhi. The Punjabi language
is one of the popular languages across the globe, and the rich Punjabi culture has
always attracted other people to understand this language. This language is based on
Gurmukhi script. The Gurmukhi characters with their class id’s are shown in Fig. 1.
Gurmukhi script follows the left-to-right writing direction and is written in top-down
manner. Many Gurmukhi characters contain a horizontal line in the upper part. The
headline connects the characters of the words. A Gurmukhi word is divided into
three zones. These zones are called as: upper, middle, and lower zones. The region
above the headline is the upper zone, where some vowels and other vowels sub-parts
reside. The middle zone is the area which is below the headline that contains con-
sonants and vowels sub-parts. The busiest zone is the middle zone. The area below
the middle zone is the lower zone that contains certain half characters and vowels.
Figure2 shows these zones for a Gurmukhi word in Punjabi. The present study is
focused to recognition of isolated handwritten characters presented in Fig. 1.

A script recognition reviewbyGhosh et al. discussed the nature ofGurmukhi script
under tree of Brahmi script and its status among other Indic scripts. The study indi-
cates many similarities among Indic scripts in the form of structural features [1]. The
Gurmukhi script has many common properties to other Indic scripts such as Devana-
gari, Bangla, Tamil, and Telugu in vowels use, half and full characters, writing style

Fig. 1 Gurmukhi characters and their class id’s

Fig. 2 Three zones in Gurmukhi word
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and word formations. Therefore, we have presented here selected literature related
to Gurmukhi script nature. The online handwriting research for Indic scripts has
been done mainly in the last fifteen years, and we have discussed recent work in this
section. The literature discussed in this section cannot be compared as the cited work
includes different recognition methodologies, databases, and experimental environ-
ments. The early work for online handwritten Indic script Devanagari noticed in the
year 2000 by Connell et al. They used hidden Markov model (HMM) to recognize
Devanagari characters and achieved 86.5% as recognition rate [2]. In 2005, Joshi
et al. reported recognition rate as 94.49%, where they used structural- and feature-
based matching for Devanagari character recognition in a writer-dependent system
[3]. A support vector machine (SVM)-based technique is used to construct stroke
recognition engine in order to recognize Devanagari and Telugu characters where a
character’s representation is made as sequence of strokes whose features are classi-
fied and extracted [4]. In 2007, Bharath andMadhvanath recognized Tamil characters
with accuracy of 97.76% for 1000 dictionary words using HMM [5]. Prasanth et al.
used dynamic time warping methods for four features’ set to recognize Telugu data
set with 90.6% accuracy [6]. Bhattacharya et al. recognized Bangla words with an
accuracyof 82.34%using analytic recognition approach [7]. Sharma et al. used elastic
matching method to recognize Gurmukhi characters and reported 90.08% recogni-
tion rate in writer-independent system [8]. This study presents strokes recognition
and evaluated characters based on recognized strokes. In 2009, Sharma et al. pro-
posed rearrangement of strokes step after post-processing phase and achieved 81.02%
recognition accuracy for 2576 Gurmukhi words [9]. Bharath andMadhvanath devel-
oped an HMM-based lexicon-driven and lexicon-free word recognizer for online
handwritten Devanagari and Tamil words. They achieved 87.13% recognition rate
for Devanagari words by combining lexicon-driven and lexicon-free word recog-
nizer, and 91.8% for Tamil words using lexicon-driven recognizer [10]. Sundaram
and Ramakrishnan developed an attention feedback segmentation-based approach
for recognition of online handwritten Tamil words and attained word recognition
rate as 64.9% [11]. In 2014, Kumar et al. proposed a SVM-based algorithm to rec-
ognize multi-stroke-based online handwritten Gurmukhi characters [12]. In 2016,
Singh et al. developed a benchmarked Gurmukhi data set based on minimal set of
words [13]. Recently, in 2019, Singh et al. [14] proposed a complete system for
online handwritten Gurmukhi word recognition.

The established procedure that has been extensively used in literature, the same
sequence of steps has been used in the present study [15]. A character is stored as a
combination of one or more handwritten strokes in sequential order. The collected
character is sent to preprocessing where character is transformed to standard size,
interpolate missing points, smoothing of strokes, improving slant in character, and
equidistant points in trajectories. The feature extraction includes computation of low-
level and high-level features. After preprocessing and feature extraction, character
is recognized using a recognition method as feed-forward neural network (NN) and
post-processing is done to verify recognized character. NN models efforts to employ
a few organizational principles like learning, adaptability, generalization, fault toler-
ance, distributed representation, and computation in a network of weighted directed
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graphs where the nodes are artificial neurons and the directed edges denote the con-
nections among neuron inputs and outputs. The main properties of NN are that they
can learn complex nonlinear input–output relationships, employ sequential training
procedures, and get used themselves to the data [16]. For the classification of patterns,
the feed-forward networks are themost commonly used neural networks, which com-
prise multilayer perceptron and radial basis function networks. The neural networks
have been used for handwriting recognition, and literature suggests a good scope
of recognition accuracy using this recognition method [17, 18]. The present work
has been done under motivation of previous work observed for online handwriting
recognition in Indic scripts. It has been noticed that structural features of Indic scripts
provide rich set of information in recognizing characters [10]. Also, strong mathe-
matical nature of neural network recognition method explores the hidden nature of
patterns [19]. The major characteristics of the present study are:

• The neural network-based recognition for online handwrittenGurmukhi characters
has been observed first time in this study.

• A scheme is proposed to develop feature vector and its use as an input to neural
network recognition engine.

• Two types of features are computed in the present study: low-level features and
high-level features. In addition, chain code feature technique has also been applied.

• As Gurmukhi is not an isolated script, so the present study can also be extended
for other Indic scripts as Devanagari and Bangla.

• The recognition task is performed with less time complexity.
• This work implements rearrangement of strokes stage after recognition and post-
processing stages successfully.

The system development overview has been discussed in Sect. 2. Section3
presents the preprocessing and feature computation techniques. The recognition for
characters and post-processing stage has been explained in Sect. 4. Sections5 and 6
present the results and summary of the present study.

2 Preprocessing and Feature Extraction

The present study includes size normalization, interpolation of missing points, cen-
tering, slant correction, smoothing, and resampling of points in preprocessing phase.
Size normalization is referred to resize the input character to fixed size and centering
fixes the position on axes that help in understanding the nature of characters graph-
ically. Fast handwriting captures few points as compared to slow handwriting, and
therefore, missing points can be interpolated in strokes trajectory. Smoothing is done
to remove flickering in handwriting and slant correction correct the slants of strokes
as it has been observed that most of the handwriting styles have left-side or right-side
bends. Resampling of points equidistant the points inside strokes that help in recog-
nition of strokes especially when points inside strokes are treated as variables. The
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Fig. 3 Gurmukhi character ‘kakka’ (class id 6) during various stages of preprocessing

detailed study and their algorithms related to preprocessing in handwriting recogni-
tion are available in the literature [15, 20–23]. Figure3 presents shapes of Gurmukhi
character ‘kakka’ during these preprocessing stages in our system. The pseudocode
to perform preprocessing stages has been explained in Algorithm 1.

Two types of features are computed in the present study: low-level features and
high-level features. In addition, we have applied chain code features technique. The
low-level features for strokes have been used as linearity, curliness, aspect ratio, and
slope. The features as loops, headline, straight line, crossing of strokes, and dots are
the high-level features. Low-level features are same as their names and mathematical
meaning. In case of high-level features: Loops are referred to shapes that form bends
and crosses itself in a stroke, crossings are the intersections of strokes, headline is
referred to horizontal line present in joining of upper and middle zone, straight lines
are strokes mostly with no curves and appear perpendicular to three zones in a word
or character and dots are the small strokes usually isolated in a character or word. In
Punjabi language, dot-like shape is called ‘bindi’. Figure4 presents character ‘jhajja’
with high-level features. The computations of these low-level and high-level features
have been explained by Sharma et al. for Gurmukhi characters which are available
in the literature [23].

The low-level and high-level features are also used in post-processing stage to
verify recognized stroke or character. We have used neural network as recognition
method, the low-level, high-level, and chain code feature vectors are used to train
network. The chain code has a linear structure, and it results from the quantiza-
tion of the centers of an image array’s adjoining boundary elements [24]. In online
handwriting recognition, the chain codes are the most commonly used structural rep-
resentations. Chain code refers that a handwritten stroke is divided into segments,
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Algorithm 1 Preprocessing steps
State: A character is group of M strokes and M ≥ 1. The total number of points in a character
are n and a point in a character is represented as Pi , 1 ≤ i ≤ n. The L is the vector that include
all points of a character in sequential order. The r is the ratio used to resize the character to fixed
size and d is the distance to place character at fixed position.
Size normalization: L ← L × r
Centering: L ← L ± d
Interpolation: To interpolate points between Pi to Pi+3, a new point is P

′
i and Pi to Pi+3 must

belong to single stroke in a character. The u and � u are constants used with value between 0 and
1.
while u ≤ 1 do

P
′
i ← Pi × (1 − u)3 + Pi+1 × 3 × u × (1 − u)2 + Pi+2 × 3 × u2 × (1 − u) + Pi+3 × u3

u ← u+ � u
end while
Update L with new points.
Smoothing: To smooth the trajectory of a stroke inside a character, an angle α is calculated
between points Pi−2 to Pi+2 in a stroke.
P

′
i ← Pi−2+Pi−1+α×Pi+Pi+1+Pi+2

2×2+α
Update L with new points.
Slant Correction: To perform slant correction of strokes inside a character, Yimei et al. 2000
technique has been used with 8 directions code as n0 to n7. The slant of stroke is calculated as θ .
θ ← tan−1 (2×n1+2×n2+n3)−(n5+2×n6+2×n7)

(n1+2×n2+2×n3)+2×n4+(2×n5+2×n6+n7)
if (θ > 45◦ and θ < 90◦) OR (θ > 90◦ and θ < 135◦) then

P
′
ix

← Pix + Piy × tan θ

end if
Update L with new points.
Resampling of points: To resample the points, a filter is applied to place points at constant
distance.

and these segments are coded. The structural approach is employed for recognition
of online handwritten characters. Based on a structural approach, the existing study
presented a real-time constraint-free system for recognition of handprinted charac-
ters. After preprocessing, the extraction of chain code is done for representation of
the character. The classification is based on the use of a processor devoted for string
comparison [25].

Let L f be set of three feature vectors as L llf, Lhlf, and Lccf. The L llf, Lhlf, and Lccf

present low-level, high-level, and chain code features vectors.

L llf = {directions, positions, aspect ratio, width, height, length}
Lhlf = {loops, crossing, headline, straight line, dot}

To compute Lccf from preprocessed character, the present study computes chain
code for twelve different directions as shown in Fig. 5. In Fig. 5, every direction is of
equal range. We have considered twelve directions in the range from 0 to 360◦. The
directions are named from numbers ‘1’ to ‘12’, and every direction has a range of
30◦ as shown in Fig. 5. It is important to note here that if the range other than 30◦ is
considered, then the recognition accuracy does not improve. We have experimented
with a range of 15◦, 20◦, and 45◦. Figure6 presents small line segments as chain
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Fig. 4 High-level features in
Gurmukhi character ‘jajja’
(class id 39)

Fig. 5 Scope of twelve
directions

code string for a handwritten stroke. The small line segments for Fig. 6 appear as {1,
12, 10, 9, 9, 8, 5, 3, 2, 1, 12, 12, 10, 9, 7, 4, 2, 2, 2}. The small line segments have
been fixed to nineteen in present study, and joining of inter-stroke segments has been
avoided inside a character. Therefore,

Lccf = {nineteen small line segments} and
L f = {L llf, Lhlf, Lccf}.

The feature vector for a character ‘kakka’ presented in Fig. 3 is written as: L f ={8.6,
0.6, 0.85, 4.5, 1, 0, 0, 0, 0, 10, 9, 9, 9, 8, 8, 7, 7, 6, 4, 3, 2, 1, 12, 12, 11, 11, 10,
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Fig. 6 Small line segments for points of a stroke

10}. In this feature vector, first four are L llf as linearity, curliness, aspect ratio, and
slope. The next five are Lhlf as loop, crossing, headline, straight line, and dot. The
rest numerics are Lccf.

3 Recognition and Post-processing

The steps carried out in recognition phase are listed as:

(i) train network using extracted feature vectors as L llf, Lhlf, and Lccf.
(ii) recognize character using trained network.
(iii) post-processing steps to verify recognized character.

We have used feed-forward-based neural network in this study. A feed-forward
network is organized in layers, where every layer has elements that get input from
elements of preceding layers and send output to the succeeding layer. For N charac-
ters set, input neurons are p and the training of system is done to output neurons as
required for characters.A set ofn output symbols {a1, a2, . . . , an} represent these out-
put neurons. Forward and backward parameters’ computation of back-propagation
algorithm has been explained here. In forward computation:

v
(l)
j (n) = ∑m0

i=0 w
(l)
j i (n)y(l−1)

i (n);
y(l)
j = φ j (v j (n))

In backward computation:

δ
(l)
j (n) = e(L)

j (n)φ
′
j (v

L
j (n)), for neuron j in output layer L;

δ
(l)
j (n) = φ

′
j (v

l
j (n))

∑
k δ

(l+1)
k (n)w

(l+1)
k j (n), for neuron j in hidden layer l;
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Adjustment of the synaptic weights of network in layer l is:

w
(l)
j i (n + 1) = w

(l)
j i (n) + α[w(l)

j i (n − 1)] + ηδ
(l)
j (n)y(l−1)

i (n)

In above equations, i , j , and k denote different neurons of network; n: nth training
pattern in iteration n; e j (n) is the error signal at output of neuron j for iteration n; y(n)

j

denotes the signal appearing at output of neuron j at iteration n;w(n)
j i refers to synaptic

weights connecting neuron i output to the input of neuron j at iteration n; v j (n)

represents the weighted sum of all synaptic weights of neuron j at iteration n; φ j (·)
is activation function explaining input–output functional association of nonlinearity
linked with neuron j ; η denotes the learning rate parameter; ml refers to the size of
input layer and the size of number of nodes in layer l, and m0 denotes size of input
layer; L is the depth of network or last layer, and α is a positive number asmomentum
constant. The details of back-propagation algorithms are available in [19, 27].

The network has been trained for forty classes. Let C is group of all forty classes,
and a character class is written asCi , 1 ≤ i ≤ 40. A character classCi is trained with
desired output as+1. The set of forty trained nets are referred as {N1, N2, . . . , N40}.
A characterCi from test database is recognized ifmax(Ni ) is achieved,where 1 ≤ i ≤
40 and max indicate maximum value after simulation among nets. Post-processing
is applied after recognition process in order to refine the recognition results. In the
present study, the post-processing includes verification of recognized character based
on low-level and high-level features. An individual character’s all possible outcomes
are studied in terms of graph, and the character’s best suitable nature is depicted. This
includes processing of the output from shape recognition. For handwriting input, a
single string of characters is yielded by some shape recognizers, while others yield a
number of alternatives for each character, oftenwith ameasure of confidence for each
alternative. In present study, post-processing uses verification for the presence of L llf

and Lhlf in recognized character of test database after recognition step. The presence
of L llf and Lhlf for forty classes have been observed manually and from experiments.
The manual system includes verification from expert writers in Gurmukhi script and
experiments include feature extraction algorithm results to match against manually
verified features.

4 Results

The recognition system has been developed in MATLAB and C++. In order to check
the stability of system, we have used our system with benchmarked database Unipen
[26]. We have noted recognition rates for data ‘1a’ (digits) as 90.76% using L llf and
Lccf only. The results indicate that present system is capable to recognize complex
benchmarked data as Unipen. The network has been trained for all forty classes pre-
sented in Fig. 1. The database includes 10,337 handwritten characters. The training
database for each class includes 66% of data of their respective classes and rest 33%
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Table 1 Class id’s and their respective recognition (rec.) rates

Class Rec. rate
(%)

Cass Rec. rate
(%)

Class Rec. rate
(%)

Class Rec. rate
(%)

1 98.43 11 95.02 21 96.62 31 96.43

2 97.73 12 96.17 22 96.14 32 98.04

3 93.05 13 95.11 23 98.95 33 97.19

4 93.46 14 95.91 24 97.42 34 96.01

5 98.98 15 99.22 25 96.26 35 95.25

6 96.46 16 95.55 26 95.97 36 94.05

7 97.52 17 95.76 27 97.19 37 95.80

8 98.43 18 96.68 28 96.01 38 98.58

9 99.14 19 93.87 29 97.79 39 97.19

10 96.29 20 96.42 30 96.20 40 95.63

Fig. 7 Confusion matrix

of data refers to test database. The overall recognition accuracy has been achieved as
96.69% for test database includes 3515 characters. Table 1 presents recognition rate
for individual classes. The recognition rate for each individual class is above 93%,
and this recognition level is acceptable with respect to previous work in Indic scripts
as discussed in Sect. 1. Figure7 presents confusion matrix for forty classes from test
database. The symbols ‘�’ and ‘×’ refer to right and wrong match for test classes.
This also helps in the formation of groups where similarity of a character can be
understood against other classes. Figure7 presents eight groups where results show
equal or more than three wrong matches and these groups are:
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{4: 23, 25, 29, 36}, {10: 11, 13, 17}, {17: 10, 20, 28, 35}, {19: 3, 14, 15, 33},
{20: 17, 28, 34}, {21: 7, 23, 37}, {26: 15, 18, 35} and {30: 7, 23, 25}.

These groups indicate to improve post-processing stage where measures could be
taken for classes that show multiple wrong matches. The characters with class id’s
35–40 have higher error rate as these classes include ‘bindi or dot’ feature, and our
data collection indicates that the stroke for bindi faces the challenge of collecting
points as cursive writing does not attend very small strokes patiently.

5 Conclusion

Online handwriting recognition in Indic scripts offers many challenges, and the
literature suggests for selection of suitable feature set improve recognition rate. We
have found features as low-level, high-level, and Gabor features set. A feed-forward
neural network has been used to recognize the Gurmukhi characters and words. The
post-processing includes the formation of character based on recognized strokes and
also uses rearrangement of strokes scheme which include rearranging the recognized
strokes in original order and find suitable combination. The results indicate that
word’s recognition is more challenging and results motivate to extend this work by
using large data sets for words. Also, post-processing stages should include more
linguistics parts to fulfill the scope of a better recognition rate.
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Optimizing Stream Data Classification
Using Improved Hoeffding Bound

Arvind Pillania, Pardeep Singh, and Vrinda Gupta

Abstract Classification of online stream data is must for network analysis and
providing Quality of Service (QoS). Stream data has properties which requires the
algorithm to be incremental and should handle concept drift. Traffic classification is
the prominent solution to handle bulk data streams to provide services like packet
filtering, routing policies, traffic shaping, limiting traffic, etc. Many stream-based
classification algorithms exists in literature to meet the requirements like scanning
the data only once, any time analysis and fast response, and limited memory utiliza-
tion. Further, more accurate, fast, and limited memory supporting algorithms and
concepts are required to handle everyday increasing data over Internet. This research
work proposes an improvement in accuracy of the classification performed using
lesser number of training instances to decide a split during induction of the decision
tree (Hoeffding tree). Jensens’s inequality concept is used, and the Hoeffding bound
reduces to minimize the bound for the bad events (i.e., it limits the margin of error of
the algorithm). Number of examples reduced results in fast execution and decrease
the memory used.

Keywords VFDT · Hoeffding bound · Jensen’s inequality

1 Introduction

Network traffic classification is required for network management and maintaining
Quality of Service. Analysis of huge data volume of dynamic data and continuous
high arrival rate (i.e., stream data) is a complex task. Streaming data [10] is dynamic
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and real-time online data, and main issues dealing with this data are to cope with
the arrival rate of data and analyze dynamically. The prominent requirements are
high computational and processing ability of the processor and the availability of the
fast and efficient storage. Stream machine learning algorithms are available to han-
dle different issues and requirements of stream data classification. The algorithms
processing streams are unable to control the incoming sequence of the data stream,
so an incremental approach [4] is used to handle the streams. Data over network
is increasing rapidly which leads to approximation of the stream data, and the best
possible accuracy is needed to be achieved with minimized amount of data. Several
algorithms exist which are used for classification of streaming data. Classification is
supervised machine learning, i.e., more powerful and mostly used technique for real
world streaming applications. Techniques summarized in [1] have proposed meth-
ods like decision trees, Bayesian classification, k-nearest neighbor, support vector
machines, and streaming random forest. Literature have many decision tree-based
classifiers proposed for incremental approach which are: SLIQ [9] proposes a novel
scalable algorithm for datasets on disk and gives accurate results in form of compact
trees, tree generated from this algorithm is not dependent on the count of classes,
attributes, and the number of samples. Rain forest [6] is designed for large datasets
and defines a classifier that does not have any impact of data features on its scalabil-
ity. BOAT [5] performs classification with only two scans of the datasets. A scalable
and incremental approach works in dynamic environments and keeps on updating
the generated decision tree. The above-mentioned are specifically for non-streaming
approaches. Approach proposed in [8] finds out minimum count of the training sam-
ples required for selecting an attribute to be the split attribute. Incremental approaches
based on ID3 were also the known algorithms out of the scope of the steaming clas-
sification. These above methods are incremental but does not include concept drift,
which is a dominating aspect of the streaming data. Concept drift is changed in the
accumulated features of the data over time, dominates the stream classification task,
and is considered while classification.

Under the umbrella of stream data classification, the very first algorithm based
on decision tree is very fast decision tree (VFDT) [2]. VFDT uses the Hoeffding
bound [7], which says that fixing a maximum value for number of training samples
provides the same decision tree for classification as the complete dataset provides.

This paper is divided in four sections, in first section, introduction tomanydecision
tree-based algorithms is given. Section 2 provides a detailed introduction to the
VFDT algorithm and Hoeffding bound. Section 3 proposed a method to decrease the
number of training instances required to form a decision with some confidence and
theoretically analyzed the values. Section 4 concludes the proposal and its expected
result.
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2 Background Information

VFDT handles stream data and generates a decision tree called Hoeffding tree, and
its induction process is discussed next. Further, the Hoeffding bound and its improve-
ment are helpful in explaining the reduction in the number of reduced input samples.

2.1 Hoeffding Tree Induction

VFDTgeneratesHoeffding tree (HT) as a decision-making tree for thismodel, and the
process is called as Hoeffding tree induction. Algorithm gives a generic description
of Hoeffding tree induction for learning. HT is initialized with a single node, and
E is the training instance. With arrival of each training instance, the tree induction
algorithm starts and sorts the instance as a leaf node l. The leaf is learning, so its
sufficient statistics are updated in line 2. Number of instances (nl) are incremented
based on the instance E weight in line 3. A certain number of instances (nmin) are
selected for tree growing, and for growing data at leaf, nodesmust belongs to different
class. Decision whether to grow the tree further or not is taken in line 4. Growing
of tree infers the attempt to split the node, and for splitting algorithm, it iteratively
performs for each attribute and evaluates information-theoretic criteria (Gl(Xi ) in
line 5. The information-theoretic criteria is also calculated for no-split condition (Xφ)
known to be pre-pruning. Two attributes are selected known as best (Xa) and second
best (Xb) depending on the highest and second highest Gi values, respectively, given
in lines 6 and 7, and then, the selected attribute is examined for the split based on the
Hoeffding bound value (ε), for which inequality is given in line 9. In case of no-split
(Xφ), algorithm uses τ for tie breaking to handle the case where the difference of
information gain between Xa and Xb) is very small (�Gl < ε < τ ). In case of split
node, leaf l is replaced with a split node, and it creates the corresponding leaves
based on the best attribute (lines 10–13). The Hoeffding bound determines that the
true mean of the variable is at least r − ε with probability 1 − δ. In addition, ε is
calculated with this following formula:

ε =
√

R2 ln 1/δ

2n
(1)

where r = real-valued random variable, with range R, n= number of independent
observations have been made, and r = mean value computed from n independent
observations (Fig. 1).

Hoeffding bound is useful as it is independent of the probability distribution of
the variable, but with different number of observations, δ attains certain values. As
VFDT is for the streaming data, there is no termination condition, and tree may
be growing infinitely, which in turn opposes the streaming algorithm requirement
to deal with limited memory. To handle the infinite tree growing, a node limiting
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Fig. 1 Hoeffding tree induction algorithm

technique is introduced which calculates promise for each leaf node l, defined as an
expected upper bound of error reduction by keeping the leaf node alive. Nodes with
low promise values are deactivated in case tree touches the memory limits. For each
node, promise is evaluated although it is inactive node, to make them active if current
active node is having lower promise value. One more technique is used for satisfying
limitedmemory constraint attribute removal, which removes the attribute which does
not look that much beneficial for splitting, and the corresponding sufficient statistics
stored are deleted from memory.

2.2 Hoeffding Inequality

Hoeffding inequality evaluates a probabilistic upper bound on sumvalues of the inde-
pendent random variable. Probability of deviation of evaluated mean of the random
variable from the observed mean of the sample is bounded by an exponential value
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depending on observed mean, confidence interval, and the sample size. Variation
exists for the upper bound, one is when random variable values are only between 0
and 1, and two, when values of random variable is bounded in some different range
other than [0, 1].

Theorem (Hoeffding Inequality): For independent random variables Z1, Z2, . . . ,

Zn , for every Zi P(0 ≤ Zi ≤ 1) = 1, i = 1, . . . , n, it is defined as

P(Z ≥ μ + ε) ≤
(( μ

μ + ε

)μ+ε( 1 − μ

1 − μ − ε

)1−μ−ε
)n

≡ BH (2)

where Z = 1
n

∑n
i=1Zi ,μ = 1

n

∑n
i=1μi andμi = E(Zi ), and α = 1 − μ, for 0 < ε <

α this inequality is defined. Using concept of Markov’s inequality and convexity of
a function, the inequality is made more precise for Zi ∈ [0, 1] as shown,

P(Z ≥ μ + ε) ≤ exp(−2nε2) (3)

for Zi ∈ [ai , bi ], the inequality becomes

P(Z ≥ μ + ε) ≤ exp

( −2n2ε2∑n
i=1(bi − ai )2

)
(4)

and can be generalized as

P(Z ≥ μ + ε) ≤ exp

(−2nε2

R2

)
≡ BH (5)

where R is range of the random variable.

2.3 Improvisation of Hoeffding Bound

The bound BH is improved by dividing the averages (μi s) in two parts and applied
Jensen’s inequality [5] convex concept to support the smaller improved bound for the
inequality, for complete proof refer [3]. Theorem: For independent random variables,
Z1, . . . , Zn and assumed means such that μ1 ≤ · · · ≤ μn . Let K be a number such
that K ∈ [1, n − 1] and divides μi s in two parts such that μ1,K = ∑K

j=1
μ j

K and
μ2,n−K = ∑n

j=K+1
μ j

n−K are the means of two lists having smallest K means and
largest n − K means, respectively, for these the improved inequality using same
notation which is defined as

P(Z ≥ μ + ε) ≤ exp(−n(μ + ε)s)∗
(1 − μ1,K + μ1,K e

s)K ∗ (1 − μ2,n−K + μ2,n−K e
s)n−K ≡ BN (6)

We have used K = � n
2 � which gives results closer to the best.
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3 Proposed Work and Discussion

A decision tree induction process can be improved in two ways, one is getting an
improved and more accurate decision tree as output and other way followed by
author is reducing the induction time of the decision tree. Proposal is focusing on
decreasing the number of input samples required to make a decision on a particular
node of a tree, and as a result, the output decision tree will be same as it was earlier
but in less time and with less input data. In other words, proposal will provide same
accuracy of the tree with less number of samples. Refinement in Hoeffding bound [3]
is used by the author to reduce the number of samples required to provide the same
confidence (accuracy) of the classification. This refinement of Hoeffding bound leads
to reduction in memory required (an issue for streaming algorithms). In line 8 of the
algorithm, we will evaluate the improved Hoeffding bound based on the refinement
Eq.7, and BN will be the improved bound. The new ε value will be less as compared
to the old ε, and in line 9, the condition will be satisfied with less input samples and
leads to an early split at that node.

P(Z ≥ μ + ε) ≤ w
−n(μ+ε)

L (1 − μ1,L + μ1,LwL)
L(1 − μ2,n−L + μ2,n−LwL)

n−L

≡ BN (7)

3.1 Evaluation and Analysis of Reduced N Using Bounds

Considering the inequality P(Z − μ ≥ ε) ≤ exp

(
−2nε2

R2

)
, this bounds the errorwith

a margin δ and 1 − δ as confidence interval. We can say δ ≤ exp

(
−2nε2

R2

)
(i.e.,

δ = bound ≡ BH or BN )

n ≤ ln(1/δ)

2ε2R2
, (8)

From above equation, taking BH as old bound with range R, we get new n value for
the new range (i.e., Nnew).

Nnew ≤ ln(1/BH )

2ε2R2
(9)

Similarly, Nold is the number of instances for the BN with the new range IR.

Nold ≤ ln(1/BN )

2ε2 I R2
(10)

Both Nnew and Nold are evaluated and compared with each other and also with the
original N value.



Optimizing Stream Data Classification … 241

The proposed work is to improve the Hoeffding bound shown in algorithm to
implement it for the data stream classification algorithm VFDT. The modification is
(dividing n number of examples of selected attribute randomly in L sets and evalu-
ating the mean value for those L sets) which limits the error margin of the existing
up to some extent. Analogical explanation of the bound refinement mathematically
and in data stream environment. Initially, the independent and identical distributed
random (IID) variables X1, X2, . . . , Xn are the samples entries of attributes in the
data stream taken as input. In step 1, the sum S for each random variable is evalu-
ated, and then, its mean valueμi , expected value E(S), and standard deviation σ 2 are
evaluated, and sufficient statistics in stream environment are evaluated and updated
for each attribute.

3.2 N-Value and Comparison

In this section, we are comparing the theoretically calculated new and old N -values.
Comparing of the N values, N is the original number of instances for which both the
bounds are calculated, Nold is the number of instances for the new bound but within
the old range of the values, and Nnew is the number of instances for the old bound
with the new range. The interrelation of these three N values is Nnew < N < Nold

always. The N -values are for a scenario, where mean (μ) of sample is kept 0.5 for
the uniform distribution of the mean values (μ’s) of the random variable Zi , such
that 0 ≤ Zi ≤ 1 and the ε varies in between 0 and 1μ. Both tables give a comparative
view of the all three N -values with different ε and μ combinations. Table 1 shows
the new N -value Nnew calculated using old bound BH , and Table 2 shows the new
N -value Nold calculated using old bound BN .

4 Conclusion

Stream data classification requirement of fast execution with maintained accuracy
is checked by the improved Hoeffding bound. Number of examples required by the
stream classification algorithm is reduced by the newly calculated bound, and the
new range of the random variable deals with it. Impact of improved Hoeffding bound
is shown on the number of instances of randomvariable requiredwhenwe divided the
μ’s in two parts, only to get the reduced bound for the Hoeffding inequality by using
convex function of Jensen’s inequality. Reducing Nmin can be analyzed in two ways,
keeping the accuracy fixed, execution time will be reduced or keeping execution time
fixed, accuracy will be increased, which is flexible to use for the learning algorithm.
Here, we have only divided the μ’s in two part, but it can be divided in more groups
to further limit the bound and Nmin value which will be further reduced to make the
learning algorithm faster. With further division, a trade-off needs to be maintained
between the strictness of the bound and the complexity to handle multiple groups.
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Table 1 Calculated values of Nnew based on BH and range R

N μ K = �N/2� ε BH Nnew

200 0.5 100 0.05 0.3672 151

200 0.5 100 0.1 0.0178 151

200 0.5 100 0.2 7.13 × 10−8 153

200 0.5 100 0.4 1.07 × 10−32 159

200 0.5 100 0.45 1.09 × 10−43 162

400 0.5 200 0.05 0.1348 301

400 0.5 200 0.1 3.18 × 10−4 302

400 0.5 200 0.2 5.08 × 1015 305

600 0.5 300 0.05 0.0495 451

600 0.5 300 0.1 5.66 × 10−6 452

600 0.5 300 0.2 3.62 × 10−22 457

800 0.5 400 0.05 0.0181 601

800 0.5 400 0.1 1.0 × 10−7 603

800 0.5 400 0.2 2.58 × 10−29 609

1000 0.5 500 0.05 0.0069 751

1000 0.5 500 0.1 1.79 × 10−9 753

Table 2 Calculated values of Nold based on BN and range IR

N μ K = �N/2� ε BN Nold

200 0.5 100 0.05 0.2633 267

200 0.5 100 0.1 0.0047 266

200 0.5 100 0.2 4.04 × 10−10 263

200 0.5 100 0.4 4.75 × 10−41 253

200 0.5 100 0.45 4.89 × 10−54 249

400 0.5 200 0.05 0.0693 533

400 0.5 200 0.1 2.26 × 10−5 532

400 0.5 200 0.2 1.63 × 10−19 526

600 0.5 300 0.05 0.0183 800

600 0.5 300 0.1 1.07 × 10−7 798

600 0.5 300 0.2 6.58 × 10−29 789

800 0.5 400 0.05 0.0048 1066

800 0.5 400 0.1 5.09 × 10−10 1063

800 0.5 400 0.2 2.66 × 10−38 1052

1000 0.5 500 0.05 0.0013 1333

1000 0.5 500 0.1 2.41 × 10−12 1329
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Outline of Lattice Structures:
Morphology, Manufacturing,
and Material Aspect

Sakshi Kokil Shah, Mohanish Shah, Anirban Sur, and Sanjay Darvekar

Abstract Additive manufacturing technologies possess the capability to produce
products according to customer demands, which make these technologies as the best
option for lightweight technology. Another advantage is the design complex intri-
cate shapes can be easily manufactured by rapid prototyping technologies to include
lattice structures in automobile applications like the body panels of the car, the
engine’s intercooler, or gas tank with the aim of weight and strength optimizations.
There are various techniques available formanufacturing lattices. This paper presents
an outline of lattice structure with respect to different morphologies, various manu-
facturingmethods for it, and differentmaterials available to produce lattice structures.
It discusses how the variation of characteristics can improve the lattices’ performance
significantly, from a mechanical and application point of view. The characterization
of lattice structures and the recent developments in finite element analysis models
are studied.Many authors compared conventional techniques with additive manufac-
turing; it was found that manufacturing defects induced in Micro-Lattice Structure
manufactured via additive manufacturing were less. With the help of additive manu-
facturing, complex morphologies can be easily developed by using CAD software.
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The simple, rapid, and scalable fabrication ofMLS are achieved using additivemanu-
facturing. This paper gives an overall idea about how research progressed by different
researchers regarding lattices in terms of materials FE analysis and suggests future
research directions required to improve their use in lightweight applications.

Keywords Lightweight technology · Additive manufacturing · Lattice structure ·
Morphology

1 Introduction

Lattice structures are the most popular materials because of their versatile appli-
cability. The performance of these materials is exceptionally high when it comes
to tensile, compressive, impact, and cyclic loading. They are claimed as one of
the lightest material known. Cellular materials carry more functional characteris-
tics than solid materials. The mechanical performance of cellular structure relies on
factors like cell topology; geometric parameters, together with strut diameter and cell
size; material and producing method characteristics; further structural boundary and
loading conditions. Morphology alteration gives major change in mechanical prop-
erties of material. Hence it can be said that topology plays important role for different
applications. The arrangement of strut and node forms topology. By changing the
topology, relative density of lattice can be changed. So in lattice materials change
in relative density can be achieved by altering the topology without changing the
material [1]. Because of its excellent properties, it is used for battery electrodes,
catalyst supports, and acoustic, vibration or shock energy damping. The stiffness,
tensile, compressive strength, and fatigue response of various materials for MLS are
verified by researchers. For an application that demands low weight, high-strength,
and stiffness MLS is a perfect choice.

2 Theory

Small-scale cross-section might be a well-architectured material that blends
supportive mechanical properties of metals in with great geometrical directions
giving bigger solidness, solidarity to-weight size connection, and shrewd vitality
assimilation ability than various types of cell materials. Cell solids containing many
thin cross-section individuals known as swagger and are sorted by a common struc-
ture. Cell material has more porosity than strong material. The obstruction of a
cross-section material to applied power additionally relies upon its course of action
of grids just as hubs and can be evaluated by the measure of strain vitality that is
put away after the use of power a solitary part in a huge cross-section [2]. Metallic
smaller scale grid is a metal created by a group of scientists from the University of
California at Irvine, HRL Laboratories and the California Institute of Technology. Its
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amazing attributes can discover applications in battery cathodes, impetus supports,
and acoustic, vibration or stun vitality damping.

Small-scale grids are very lightweight and have high firmness, however, it likewise
has high vitality assimilation and recuperation abilities. In light of the swaggers
development isn’t moderately dependant, the small-scale cross-section can support
a lot of vitality without disappointment. This swagger adaptability likewise shows
that the grid can be compacted to half of its size and it recaptures its unique shape.
These properties settle on the small-scale cross-section a perfect decision for aviation
applications like stun absorbance, where materials need to withstand huge effects
and recoup to continue carrying out their responsibility. Precisely, these small-scale
cross-sections are typically a sort of like elastomers and for all intents and purposes
completely recuperate their structure after huge pressure. Mechanical properties of
metallic cross-sections shift with:

• Constitution of the material used;
• Cell morphology;
• Making method.

These micro-lattice constructions have a variation of potential usefulness them-
selves—a soft polymer micro-lattice might be useful for building cozy but extremely
defensive bike helmets, for example. It possesses extraordinary potential for use as
thermal insulation; acoustic, vibration or shock dampening; energy retention and
restoration; and electronic parts.

Normal applications of metal lattices are as follows:

• Lightweight basic concepts that can assimilate acoustic, stun, and vibration
energy.

• Sandwich development of flying machine fuselages and wing structures
(effective function/weight-efficiency proportion). In common, center topologies
are showing extending and compression qualities without bending.

• Assurance framework for flight recorders: a micro-lattice layer secures the
memory gadget against crash.

• Affect and impact safe structures.
• Biocompatible permeable structures.

Materials that recuperate rapidly after application of huge strains are utilized for
storing energy, which counts in the enlargement of rawmaterial after reversible inclu-
sion of molecules in materials or adsorption, and for customized material demands
to occupy less space deployable and then widen to original dimensions. As micro-
lattice construction assimilate energy on contraction and regain, they are moreover
used for auditive, impact, and vibration reduction.
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3 Detailed Review of Literature

After taking a brief review of recent research regarding MLS, it was observed that
the available literature can be classified into the following categories.

3.1 Literature Review Based on Structural Analysis

Patrick Köhnen et al. Considered mechanical properties and twisting conduct of
hardened steel AISI 316L produced by SLM with f2ccz, tempered f2ccz, and empty
roundMLS. Ductile tests are completed to decide yield quality, elasticity, and length-
ening of the mass and grid structure examples structure pressure strain chart. Stretch
overwhelmed twisting of cross-section encourages better most extreme ductile and
pressure quality just as higher flexible modulus and explicit vitality assimilation
for f2ccz grid structures contrasted with empty circular cross-section structures [3]
(Figs. 1 and 2).

Fig. 1 Strut arrangement of f2ccz, and hollow spherical MLS [3]

Fig. 2 Comparison of
stress–strain curve for f2ccz,
f2ccz annealed, and hollow
spherical, SLM produced
bulk [3]
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Fig. 3 Morphological
structures [4]

P. Li et al. has explored the twisting procedure and stress/strain development of
small-scale cross-section structures created by SLM systems of 316L steel utilizing
FEmodel and approve it tentatively. FEmodel was produced utilizingABAQUSwith
BCC morphology utilizing The FE model was coincided with tetrahedral compo-
nents. Because of increment in plastic worry at the hub split inception happens.
The creator detailed restriction of the 3D FE model maybe because of the admired
barrel-shaped morphology of swaggers in the MLS which didn’t consider the impact
of unpleasant surface in real SLM examples [4] (Fig. 3).

Chang Quan Laia et al. have portrayed the mechanical properties and disfig-
urement of the stretch-commanded octet bracket configuration fabricated without
anyone else waveguide spread procedure MLS under powerful stacking conditions,
and discover their ease of use as meager and proficient effect safeguards. The disap-
pointment of a grid layer was initiated by clasping for the stretch-commanded
structure, and plastic yielding for the twisting ruled plans [5].

Francesco Rosa et al. checked the possibility of expanding damping limit MLS
having BCC topology created by MLS. FEA model was set up with ABAQUS and
to imitate the stacking condition, the bar was fixed toward one side, while the heap
was applied on the opposite end. This conduct is watched on the grounds that inside
contact wonders were dependent on abundance happening at shaft joints and in
the longitudinal bars. The incredible favorable position of cross-section structures
delivered by added substance fabricating over metallic froths is that grid geometry
can be basically modified [6].

Wahyudin P. Syama et al. presents the plan, examination, and test confirmation of
swagger-based cross-section structures to improve the mechanical vibration confine-
ment properties of a machine outline. Creators performed structure and investiga-
tion of a few cross-sections utilizing limited component examination which was
confirmed by test philosophy to account for the grids’ normal recurrence and firmness
(predominantly because of twisting) [7].
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Fig. 4 Triangular, Kagome, hexagonal, and diamond topologies [8]

Xingchen Yan et al. Investigated the effects of pore size and porosity on both the
mechanical and natural properties of SLM cross-area structure of Ti6Al4V having
octahedral topology. Distinctive unit cells with different porosities (P), pore breadths
(Dp), and swagger thicknesses (St) were arranged. Waiting pores found inside the
swaggers are hurting to long stretch burden-bearing. It indicated post-drugs, for
instance, HIP treatment is required. The effect of pore size doesn’t seem, by all
accounts, to be an important differentiation for the range that was mulled over [8]
(Fig. 4).

H. C. Tankasala et al. centered to decide UTS and flexible modulus, study twisting
component MLS made up of thermoplastic polyolefin with triangular, Kagome,
hexagonal, and jewel topologies. For the LTS disappointment standard, we find that
that the malleability of the Kagome cross-section, diminishes as for increment in
level of flaws. For the ATS disappointment foundation, the hexagonal cross-section
has the most noteworthy pliability autonomous of the degree of flaw [9].

X. Y. Chen and H. F. Tan determined the successful compressive firmness and
quality under the activity of shear power and twisting minute, which has been
approved by limited component reproductions and experiments. An octet cross-
section with Polypropylene material is made utilizing SLM with differing relative
densities from 10 to 30%. At low relative thickness, the swagger joint impact is the
commanding element in solidness diagnostic deductions. Creator revealed relative
thickness as well as curve and shear impact assumes a key job in grids, particularly
with rising relative thickness [10].

Liang Dong et al. fabricated pyramidal grid with 316L tempered steel material (2
evaluations 17-7PH, SH 950 warmth treated) with unit cell measurements of 1 mm
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or less and a swagger thickness beneath 100 µm from elite. This MLS created with
metal powder bed based added substance producing techniques. At last, it is noticed
that the assembling method investigated here can likewise be utilized to manufacture
a polymer MLS [11].

The objective was to analyze and compare the fatigue response of AM (Direct
metal laser sintering) MLS having BCC topology made up of Nickel-based IN718
and conventionallymanufactured bar. Frommicrostructure analysis, itwas concluded
that the surface finish of the strut node connections plays an important role in the
crack initiation [12].

In this study, fatigue strength of multiple cellular structures, such as the re-entrant
auxetic, the octet-truss, and the BCC lattice, were evaluated for their relative perfor-
mance under the application of compression-compression cyclic loading manufac-
tured by electron beam powder bed fusion (EB-PBF) made up of material Ti6Al4V.
It was found that the effects of Poisson’s ratio appear are insignificant while evalu-
ating fatigue life while the combination of deformation mode or structural symmetry
plays an important role. Hence auxetic showed homogeneous stress distribution.
Octet-truss designs displayed higher fatigue life compared to the other structures
[13].

Author focused on the fact that as the failure initiates at the node hence they
investigated the effect of change in node geometry on the stiffness by analytical,
experimental, and FEA model of topologies octahedron, octet, tetrakaidecahedron,
and pyramidal lattices with node substructures with circle, square, and star. Micro-
lattices were fabricated using Two-Photon Lithography (TPL) direct laser writing of
PR-48 polymer resinmaterial. Compressive testswere carried out to plot stress–strain
curve and determination of elastic modulus [14].

Study aims to investigate themechanical performance and ability to absorb energy
with a different relative density polymeric octet-truss lattice structures under both
static and cyclic compressive loading [15].

The present study focuses on quasi-static, dynamic, and impact loading on the
performances of hollow tube MLS will be reported both experimentally and numer-
ically. (Focused on vertical and inclined strut). To boost the energy absorption
capacity, the amount of material being deformed has to be maximized. By improving
thickness gradient and radius gradient energy absorption can be increased [16].

Strain concentration andgeometrical irregularities are investigated experimentally
and validated by FEA of BCC MLS made up of AlSi10Mg manufactured using
Selective Laser Melting. A model based on an ideal geometry didn’t give an idea of
the real behavior of the printed lattice structure. Therefore, evaluation of the static
and fatigue strength from a simplified geometry has to be modified in order to get
accurate results [17].
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3.2 Literature Based on Thermal Analysis

This paper deals with design of less weighted phase-change thermal regulator
arrangement based on lattice cells created wholly with AlSi10Mg by direct laser
sintering (aircraft application) with pyramid topology. The thermal regulator consists
of lattice incorporates a 50% raise in thermal ability judged against created by a
conventional method since raise in cubage [18].

This work focuses on the research of thermal expansion attributes of the antici-
pated lattice construction with twelve quarter-octahedral topologies. Author devel-
oped a mathematical model to calculate coefficient of thermal expansion depends
on value of strain in MLS. The lattice construction anticipated here goes through
negative or zero expansion in all three directions along the unit cell edge. The strains
are directly proportional to the temperature alteration under the imperceptible strain
guesses. The lattice construction displaces both mechanically and thermally. Author
found essential to model the panels so that no thermo-mechanical failure occurs
under thermo-mechanical forces [19].

3.3 Literature Based on Effect Manufacturing Process
of MLS

In this examination, the pack cementation technique is used to change unadul-
terated Ni MLS, produced by methods for self-causing photopolymer waveguide
prototyping, into oxidation-safe and γ ′-strengthenedNi-based super-amalgams. This
assessment shows another announcement based course for the formation of pitiful
walled nickel-base super-compound little scale cross-segment structures that can’t
be taken care of by methods for other normal techniques. Alloying electrodeposited
Ni MLS with Cr, Al, and Ti by and large improved their high-temperature quality,
and the method can be progressed to achieve pieces and microstructures with the
extent of mechanical and physical properties [20].

By utilizing SEM imaging, CT examining, and so forth the impact fabricating
deserts prompted in Ni MLS with an empty octahedral topology on compressive
quality is considered.Wellsprings of assembling blunder (1) because of unsteadiness
in spreadmay cause non-roundabout poles of swagger, (2) Small misalignment in the
UV beams bring about the thickening of the hubs, (3) The UV beams somewhat veer
as they go through the shower bringing about an expansion in the measurement of
the bars towards the base of the shower. This recommends by controlling the various
parameters of assembling procedure of the cross-section and by diminishing the bar
non-circularity we can get grids with best mechanical conduct [20].

Another proliferation model is proposed to diminish the computational expense
and avoid poor work quality in emulating adaptable properties of Solid-Lattice cream
structures (mix of cross-segment and solid structures) by Finite Element Analysis.
In this strategy, the cross-area structure is concurred with Timoshenko bar segments
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and the solid part is fit with 3D straight tetrahedral segments, the proposed FE model
radically lessened the computational cost and improved the work quality appeared
differently in relation to the regular FE model [21].

A numerical analysis of surface-based lattice structures with the objective of ease
of fabrication using additive manufacturing. Mathematical model was developed to
calculate iso-surface equation MLS, which will be utilized for FE model of MLS.
In FE analysis, compressive loads are applied to determine elastic modulus in three
directions. It was seen that elastic modulus depends on cell geometry [22].

To investigate the effectiveness of LMD of lattice with respect to SLM. Columnar
and lattice samples were prepared on 3 mm thick substrate with the LMD system.
Author successfully fabricated a columnar built-up process by stacking of spot welds
using lattice structures [23].

To assess characteristics of SLM manufactured weld components. Tensile tests
were carried out AISI 316L samples, by varying lase parameters like lase power
and velocity different samples were prepared. Results showed that maximum UTS
obtained for no HT SLM component than HT SLM component [24].

Proposed a geometric model for these beams that provides a compromise between
shape flexibility and ease of computation. Mathematical model was prepared for
analysis of Biquador beams, Biarc beams, Quintic beam. Its DOF is checked with
respect to degree of computation.Author claimed to save computational time and cost
of FEAofMLS.Due to the use of quador parameterization using lattice optimization,
it provides the ability to reduce thewidth andmass of some beams indicating efficient
use of lattice [25].

This paper demonstrated the printing and optimization of processing parameters
of high-strength H13 stainless tool steel SLM. Numerical model was prepared for
optimization of parameters like laser power, scanning speed. Numerical analysis
found to be in agreement with microscopic analysis. This thermo-mechanical model
can be explored in MLS for mechanical characterization [26].

4 Chronological Summary

The first time this MLS was invented in mid-2000 by a research team consisting
of UC Irvine, HRL Laboratories, and Caltech. Up to 2016, only BCC topology
was taken into consideration for the structural analysis. Researchers’ approach was
more focused on the study of strut-based failure analysis. Various types of loads
such as quasi-static compression, tensile, fatigue, and impact loading are applied
and its effect on failure analysis is investigated. Various mechanical properties like
elastic modulus, yield strength, energy absorption capacity under dynamic loading
are studied forMLS. Stress–strain response ofMLS shows the crucial nature ofMLS.
Most of the authors reported that initiation of failure takes place at the nodal level.
The role of relative density was found to be very important on mechanical properties
of MLS. In 2017, more research were evolved regarding the study of various types
of topologies under different loading conditions. Topologies like triangular Kagome,
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diamond-shaped, octahedral, etc. were studied in detail. Effect of relative density on
elastic modulus, effect of various alloying elements, their manufacturing as well as
effectiveness from strength point view was investigated. More study of improvement
of FE models and their verification with either experimental or analytical model
was done. Effect of various defects generated due to manufacturing processes on the
strength ofMLSand its performance under various loading conditions is investigated.
Broader aspect of failure analysis of strut, its stiffness, and energy absorption capacity
for vibration isolation application is discussed. Topology optimization to achieve a
more efficient FE model that can predict the efficient topology to sustain various
types of loading is studied.

In the year 2018, lighter on the study of various topologies like ECC, VC, octahe-
dral, octet, DOD, f2ccz, etc. was thrown. The response of stainless steel MLS under
static, compressive, dynamic loading, use of alloying element its effect on strength,
stiffness, and energy absorption capacity of MLS are explored. The more advance-
ment in the development of FE analysis was the prime motive of many researchers.
Use of new techniques likemicro-CT scan techniques, improved analytical models to
calculate stiffness, elastic modulus helped researcher to refine FE analysis. Various
materials like durable resin, standard resin, alloying elements their effect on strength,
and various mechanical properties are studied. The use of MLS can be for impact
absorption, vibration isolation, battery electrodes are explored.

5 Results and Discussion

Many researchers have investigated the structural property ofMLSby applying static,
fatigue, and impact loading. With the application of tensile loading stress–strain
curve plot can be obtained which ultimately gives rise to elastic modulus and yield
strength. Compressive loadings are also applied with the help of experimental setup
which helps the author to study the deformation mechanism of MLS determination
of stiffness. Impact or dynamic force analysis gives an idea about energy absorption
capacity and dynamic strength of MLS. During fatigue testing initiation of crack,
crack propagation phenomenon, densification which leads to catastrophic failure can
be studied in detail. To compare the above results, many authors also developed FEA
model with the help of software like ABAQUS, etc. This software helps to calculate
Von misses stresses, initiation of failure, and location of the start of failure. Some
of the researchers have developed a whole new approach for solving response of
MLS to a particular type of loadings like use developing new model of Topology
Optimization which will be time as well as cost-saving numerical approach. Next
chapter gives a more detailed idea about different trends in research regarding the
study of MLS. Some of the researchers have also developed an analytical model to
determine stiffness, stress, and strains in MLS.
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Image-Based Recommendation Engine
Using VGGModel

Smrithi Vasudevan, Nishtha Chauhan, Vergin Sarobin, and S. Geetha

Abstract Image retrieval is broadly classified into two parts—Description-based
image retrieval and content-based image retrieval. DBIR involves annotating the
images and then using text retrieval techniques to retrieve them. This requires vast
amount of labor and is expensive for large image databases. Semantic gap is another
major issue in DBIR. Different people may perceive the contents of the image differ-
ently and hence annotate it differently, e.g., a bright shiny silver car for one person
can be boring dull gray car for another. Thus, no objective keywords for search can be
defined, whereas CBIR aims at indexing and retrieving images based on their visual
contents like color, texture, and shape features. For a content-based image retrieval
system, the performance is dependent on how the feature vector is represented and
what similarity metrics is chosen. The disadvantage with visual content descriptor is
that it is very domain specific, e.g., color correlogram and color histogram for color
feature extraction, Tamura and GLCM for texture feature extraction, local binary
pattern and HOG for face recognition, SIFT and SURF for object detection, etc.
Hence, convolution neural network which is not domain specific would be a better
approach.

Keywords Description-based image retrieval (DBIR) · Content-based image
retrieval (CBIR) · Convolution neural network (CNN) · Visual geometry group
(VGG)

1 Introduction

Image-based search and recommendation is of immense utility in the field of online
shopping. The main motivation behind any recommendation is that people are likely
to buy more if they find what they like. In simple words, recommendation engine
helps the user in finding what he/she likes.
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Many companies like Netflix, Google, Amazon, etc., have successfully imple-
mented recommendation engines to increase revenue, customer satisfaction, and
personalization.

Recommender systems provide recommendations about various products and
services to their users while using other user’s data. Their success is imperative for
both users and the e-commerce sites utilizing such systems. Providing accurate and
dependable recommendations increases user satisfaction that results in selling more
products and services. Image-based recommender systems are receiving increasing
attention in the recent years.

Product recommendation is a wide area especially in the case of online shop-
ping. The products can vary from coffee mug to t-shirts, mobile covers, jewelry,
books, shoes, furniture, laptops, and cosmetics. Therefore, conventional domain-
specific CBIR techniques are not suitable. CNN which is being widely used for
image classification and recognition can be also used for product recommendation.

In CBIR, a lot of time has to be spent for choosing the appropriate algorithm as
per the domain for feature selection. In some cases, global features worked well, and
in some cases, local features worked well. CNN does not require data preprocessing.
Data preprocessing requires humans to come up with feature extractors, i.e., to do
feature engineering.

On the contrary, CNN can be thought as an automatic feature extractor from the
image. Through training, the network determines what features it finds important, to
be able to categorize the images accurately. In CNN, the input image is convolved
with a feature detector also called kernel or a filter. The filter is a window which is
slided on the input image (see Fig. 1).

In a typical CNNmodel, each input imagewill pass through a series of convolution
layers with filters layers and fully connected layers (FC). Finally, SoftMax function
is used to classify an object with probabilistic values between 0 and 1.

For feature extraction of image, the last SoftMax layer is not required. Hence, the
output of the last fully connect layer will act as feature vector. We have used VGG16
Model which is pretrained for ImageNet database.

Fig. 1 CNN as feature extractor
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2 Literature Survey

In paper [1], the effect of the depth of convolution neural network on its accuracy of
image recognition has been studied. Paper [2] refers that one of the biggest problems
in shifting from description- based image retrieval is that manual annotations of
image are tedious. Also, there is a semantic gap between human perception of the
query and the machines interpretation of query. Therefore, visual descriptors can be
used for image matching, but it will not be able to capture intents and emotions.

Paper [3], paper [4], and paper [5] propose methods to improve image recommen-
dations in sites like Instagram and Flickr. Paper [3] is inspired by Bayesian personal-
ized ranking while paper [4] makes efficient use of tags and re-ranks them according
to the image content to overcome semantic gap. Paper [6] describes about how to
combine image-based and content-based filtering in a weightedmix to build a recom-
mendation system. Each movie dataset has been used for performance evaluation.
This new algorithm performs much better than the previous ones.

Paper [7] presents an idea of understanding human perception of visual relation-
ship by recommending which clothes and accessories will match together. Paper [8]
uses an algorithm for image recommendation that is based on ANNOVA cosine simi-
larity. In paper [9], VisNet, a unified deep convolution neural network architecture,
has been used for e-commerce recommendation. Paper [10] proposes a recommen-
dation method exclusively for clothing using pretrained neural networks instead of
SIFT or color histogram.

Paper [11] uses geotagged photo collection to suggest tourist destination to users
based on input query image given by user and visual matching.

In paper [12], two neural networks have been used, one is for classification of
images into one of the product categories, and the other is to compute the simi-
larity score between pair of images. The metric used is Jaccard similarity. In our
project, we have used a single neural network which is the VGG model. We have
not used any separate network for classification. After extracting features from it,
we have computed Manhattan distance between the two vectors because of its low
computation complexity and displayed the top six results.

3 Proposed Model

3.1 VGG Model—Existing Model

VGGmodel is a type of convolution neural network. Input of the VGGmodel is 224
× 224 sized RGB image. The image is passed via a number of convolution layers
having filter size of 3 * 3. The stride is equal to 1 pixel. Five max-pooling layers carry
out the spatial pooling. Max-pooling is performed over a 2 × 2- pixel window, with
stride 2. A stack of convolution neural networks is followed by three fully connected
(FC) layers: the first two have 4096 channels each, the third performs 1000-way
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Fig. 2 Processing the input image using VGG model

ILSVRC classification and thus contains 1000 (see Fig. 2). The final layer is the
SoftMax layer. All hidden layers are equipped with the rectification non-linearity.

3.2 Modifications to VGG Model—Model Proposed

The aim is to build an image-based product recommendation engine and not a clas-
sifier. Therefore, the output has not been passed through SoftMax layer. Training the
image dataset through all 16 layer takes a lot of time andmemory. For a recommenda-
tion engine, response time is the primary factor and is more important than precision,
so the last two fully connected layers have been removed. Hence, the output of the
block-5 pooling layer (7 * 7 * 512) acts as the feature vector.

4 Implementation

The dataset consists of a set of 60 images having a set of floral, plain, and stripped
mobile covers, t-shirts, skirts, shoes, spectacles along with coffee mug. The project
was tested in Google Colab.

All images in the dataset are resized to 100 * 100 * 3 instead of the standard
224 * 224 * 3 input image size. Last two fully connected layers have been removed.
Following is the architectural diagram of the model (see Fig. 3).

The calculations in the above figure can be explained using the equation:

Output Parameters = N ∗ M ∗ L + 1 ∗ K (1)

where N * M is the filter size, L is the feature maps size, and K denotes the number
of filters.
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Fig. 3 Architecture diagram
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For the first layer, the calculation is (3 * 3 * 3 + 1 * 64). For the next layer, it is
(3 * 3 * 64 + 1 * 64).

The final output of the model is of size 1 * 2359808. This feature vector is
extracted for the query image as well as for all images in the dataset. Manhattan
distance is computed between query feature vector and image feature vector. The
top six recommendations are plotted in ascending order of the Manhattan distance.
Manhattan distance has been chosen because of its low computational complexity.

5 Results

It has been observed that, VGG is capable of detecting patterns. When our query
image is a plain mobile cover, the top five recommendations are also plain covers
without design or strips; however, when the input is amobile cover with floral design,
then the output is a floral one (see Fig. 4).

Methodology—In all the results given below, the first image represents the query
image (given by the user), and the rest of the images represent the results which are
similar to that of the query image.

Result Five out of six results obtained for the plain mobile cover image are
comparatively relatable, whereas the last result is somewhat different (Fig. 5).

Result Four out of six results obtained for the floral mobile cover image are compar-
atively relatable, whereas two results are somewhat different as they match only the
color of the query image.

Fig. 4 Results for plain
mobile cover
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Fig. 5 Results when input
image is a floral mobile cover

Table 1 Precision and recall
results

Recall Precision

Figure 4 0.833 0.455

Figure 5 0.667 0.4

The precision and recall for the above figures can be calculated by—(see Table 1).
Precision and recall for Fig. 3, where input query is a plain mobile color, are 0.833

and 0.455, respectively. For Fig. 4, where input query is a floral mobile cover, the
precision and recall are 0.667 and 0.4, respectively.

It is capable of color detection. It is also able to differentiate between a mobile
cover and a t-shirt of almost the same design. If the query t-shirt contains a cartoon
character, then the model recognizes it and tries to retrieve database images with the
same cartoon character.

Result Top four out of six results obtained for the white colored shinchan t-shirt
image are comparatively related, whereas the two results are somewhat different out
of which one of the image matches with the white color of the query image (see
Fig. 6).

Result Four out of six results obtained for the blue colored doremon t-shirt image
are comparatively related, whereas two results are somewhat different out of which
one image matches with the blue color of the query image (see Fig. 7).

It can differentiate between a coffee mug and a t-shirt of the same color and
cartoon character.
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Fig. 6 Results for plain t-shirt

Fig. 7 Results for colored
t-shirt

Result Top five out of six results obtained for the floral print coffee mug image are
comparatively related, whereas the last result is somewhat different (see Fig. 8).

6 Conclusion

The result obtained justifies that the model is capable to be launched in the real-time
scenario for image-based recommendation engine as it has high precision in terms
of matching based on color, orientation, design, and product type.
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Fig. 8 Results for coffee
mug
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Stable Optimized Link Heuristic Using
Cross-Layering for QoS of Secured
HANETs

Anita Sethi, Sandip Vijay, and Vishal Gupta

Abstract Link availability, mobility, scalability, transmitting and receiving power,
path loss model, signal quality and intelligent resource utilization heuristics are
numerous factors for enhancing the network performance of HANETs. Quality of
service and quality of experience can be improved with cross-layer, cross-domain
and cross-network design which extracts the critical information from different plat-
forms as required by dynamic behavior and heterogeneity of the network. Distance
between the nodes, packet size, link availability, mobility model, and transmission
range are simulation parameters which can degrade the heuristic performance of the
network. In this paper, we worked on optimized link heuristic under heterogeneous
networkwhere handover plays an important role.We observed that in ad hoc network,
the performance of optimized link heuristic is stable as compared to reactive proto-
cols. 6LoWPANwith congestion control policy performs efficiently for IoT scalable
architecture, and protocol stack handling is suitable for energy-efficient device.

Keywords PDR · Throughput · Goodput · Jitter · Delay · QoS

1 Introduction

Ad hoc network is a temporary network system having distributed nature formed
by dynamic connection of nodes without any existing network infrastructure. Each
node has peer to peer connectivity with functionality of data collection, processing,
forwarding, and storage. For scenarios such as environment sensing, disaster rescue,
and battlefield, it provides cost-effective solution while HANETs are autonomous
and multi-hop networks provide the solution for quality of services [1]. Telecom-
munication network, wireless fidelity networks, smart ad hoc networks, wireless
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sensor networks, and VANETs are various types of HANETs which are accessible
and interconnected through gateway nodes.With the advancement in IoTs, HANETs
are rapidly growing with two types of nodes, regular node for sensing the data from
surroundings and super node for collection of data and processing it, and connected
with gateway to transfer the data in cloud environment [2].

Interoperability between standard and embedded devices using standard proto-
cols is required for connectivity between all devices [IEEE802.15.4 and BT-LE], and
access of Internet is essential foundation of IoT. Architecture of IoT uses 6LoWPAN
protocol stack which is an adapter layer designed for devices with limitations of
limited power source, small memory, low computational capability, and bandwidth
availability. Enough address spaces and interconnectivity with other devices with
auto network configurationwith Internet accessibility aremajor features of designing
6LoWPAN.Several devices are connected as an entity to facilitate servicewith simple
and easy discover, control, and maintenance process [3, 4]. It supports low compu-
tational complexity with tremendously low overhead in routing protocol, supporting
multiple topologies for delay tolerant network. Frame size for data transmission
should be small and single to minimize the overhead of reassembly and fragmenta-
tion. 6LoWPAN sensors are deployed in large numbers which requires small initial
configuration and secured against physical as well as wireless attacks.

2 State of Art

Physical layer specifications like power control, data rate, modulation technique
and frequency spectrum, and link layer specifications of error control and MAC for
low-rate WPAN are defined in IEEE 802.15.4 Standard. Connectivity of the things
or heterogeneous devices to Internet and E2E reliability and routing are the speci-
fications of higher layer which are not in 802.15.4. Integration of low-complexity
devices with IPv6 network under IEEE 802.15.4 protocol is specified in 6LoWPAN.
Major challenge of 6LoWPAN ismismatch between packet size handling and routing
tables format between IEEE 802.15.4 standard and IPv6 with granted E2E relia-
bility. Development of new routing protocol for ROLL networks is the task of IETF
ROLLWorking group focused on efficiency not on QoS parameters. Ad hoc network
is handled by ETSI m/c to m/c technical committee [5, 7]. In IoT architecture,
heterogeneous devices are used with numerous network protocols for communica-
tion within the same machine to machine network which increases the burden on
gateway. Numerous independent solutions are discussed by different authors for
different functionalities of layer in the protocol stack which is presented in this
section.

Modeling at the physical layer plays a significant role in performance evaluation of
the network. Physical layer-driven technique for protocol design should never exploit
the interrelation among higher layer andMAC functionality and on E2E communica-
tion performance. Spatial correlation-based collaborative MAC and energy-efficient
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MAC exploit the spatial correlation in wireless sensor network and show the impor-
tance of MAC parameters in the performance of overall system and impact on other
layers. Hierarchical, data-centric, and location-based are different approaches for
routing. Communication overhead and energy saving are the objective of routing
algorithm of author in [6, 8]. These heuristics are not suitable for IoT devices due to
not consideration of physical layer parameters of the nodes putting direct impact on
the performance of the network. Interaction with other layers is also not discussed.
By using a classical approach, it is hard to develop “one-size-fits-all” solution to
heterogeneous IoTs and network infrastructure.

Self-organization protocol is the key feature of theHANETs due towhich commu-
nication capability is improved and easily maintained. In large-scale HANETs, route
for transmission of information is easily maintained, and performance of network
in terms of overhead and delays is improved. Maintenance of the network topology
requires maximum of the communication cost between with limited data transfer
bandwidth and energy consumption resources. Self-organizing framework proposed
by Banerjee et al. reduces the path length using directional beam forming for creation
of long-range shortcuts [9]. Distributed algorithm is for re-establishment of connec-
tivity on link failure through the utilization of stem node specialized repairing unit.
Dynamic routing functionality and self-positioning of stem node allow the damaged
components to immediate repair of the original infrastructure in [10] Receiver-based
MACdefines cooperative, passive acknowledgement, and distance-based geographic
forwarder selection mechanism. Latency and energy consumption are analyzed and
compared with 1-hopMAC, whereas at each hop, one receiver is defined.

Initially, randomly deployed smart nodes into an area are not self-organized.
Self-organization to construct a topology by smart devices required self-organized
lightweight protocols due to limited energy resource and computing capability
[11]. Within certain deadline, all the smart devices must construct self-organizing
topology. Scalability issue arises in massive IoT devices as more data is generated by
the sensors and for maintenance no fixed topology is used in WSNs. In large-scale
cyber-physical system, data collecting protocol should be dynamically adjustable
according to change in topology. On wireless devices, dynamically mapping tasks
model is introduced by Kim et al. [12] on which execution and assignment of
resources to tasks that utilize the heterogeneity of the resources with taking care
of energy constraints. 1-hop ad hoc grid heterogeneous environment maximizes the
efficiency of limited resources of the system. For power-constrained resources, cost-
effective routing protocols like m-limited forwarding protocol reduce the energy
cost of disseminating information by limiting the number of nodes which retransmit
packets. Advanced version of m-limited forwarding protocol is m-A4LP that utilizes
the asymmetric links and performance with lower packet loss ratio than AODV in
HANETs [13].

Accurate estimation of distance between vehicles without following any mobility
model LDP [14] uses distribution of relative speed without considering the impact of
traffic light, initial position of the vehicle, and turning direction of vehicles perfor-
mance which is good as compared to other protocols. Accurate link duration can be
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estimated by the latest ten relative speed samples in the simulation using exponen-
tial moving average method which filters the outliers. Anticipation of availability of
future link between vehicles for effective and efficient prediction of neighbor node
detection NPP [15] opt mobility prediction model which detect topology change and
proper handling before degradation in network performance. As other vehicle enters
in the range, capacity of neighborhood vehicle is predicted, and movement vectors
of vehicles are estimated for future position. Periodic messages with information
provide the benefit in prediction process which broadcasted further 1-hop neighbors.

Numerous parameters are defined in pattern of vehicle such as speed of the vehicle,
driver’s age, and distance between two consecutive vehicles to improve reactive
routing usingMADOV-P/PF [16]. Speed of vehicle is estimated within a time stamp,
mobility pattern of the vehicle is inputted to the fuzzy module which generates
connection failure, and congestion indicators are activated to prevent these failures.
Proposed mechanism enhances the performance of network and prevents connection
failure results minimization in congestion occurrences. Prediction holding time is
defined for reliability in RB-MP [17] which is a broadcast routing heuristic to elect
themost stable path using the estimated relative speed and inter-vehicle distance. Link
connection between nodes i and j (PTHi,j) is predicted within the time duration for
which node j will remain in the transmission range of node i. Relative speed, commu-
nication range, and present coordinates of the nodes are used for calculating PTH.
Relative speed, communication range, and present position are used for calculating
PHT.

Link breakage problem reduction using possibility of observing local maxima
results in improvement in the reliability of position-based routing in RIPR [18].
Road characteristics and number of 1-hop nodes are used to predict the position
of relay nodes. Mobility prediction model predicts the velocity and direction of the
moving node, which helps the sender to select a node that has highest relative velocity
elected as relay vehicle. Link utility metric which reflects the impact of relative
velocity and distance is used in the process of forwarding the message of EPBDF
[19]. Optimization of packet routing with minimum number of hops utilization in
highly dense area is the advantage of EPBDF heuristic.

3 Link Prediction Heuristic

With respect to time and space, link reliability replicates the degree of association
stability between two mobile nodes with respect to each other. Beacon represents
the significant existence of the nodes, and receiver increases the associativity value
on receiving beacon signal. Problem of path stability and connection availability for
communication purpose between source and destination while nodes are travelling
along non-random pattern and prior knowledge of mobility model used for node
movement are required to predict the path discontinuity. Route stability which is a
subject to link failure due to node mobility is an important factor for performance of
network. An active path duration at a given instance of time t is the time interval when
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the communication route between source and destination node is established until
one of the connections is unavailable along the route. Probability of path availability
and path duration till time t is estimated under the model used for mobility of nodes.
An expression for node distributionmoving according to randomdirection or random
waypointmodel is derivedwhich is inverted to obtain the temporal evolution andPDF
under no deposition, given as initial condition. By using an exponential distributed
function, in case of large hop-count limit, probability of path duration distribution
is accurately defined due to route is adequately large, no matter which mobility
model is assumed. From node density, map layout and other detailed parameters of
the node are used to obtain empirically the parameters of exponential distribution.
Connections along the path are in steady state and independent, and expected duration
of the connection in the route using exponential distribution function is estimated.

4 Stable and Efficient Route and Maintenance

Objective of stable route is minimizing traffic latency and maximizing throughput,
and during simulation, reliable source-destination connection is essential with prior
knowledge of mobility model used by node, and probability model for prediction
of the path availability in future helps in preparing a stable route. Path duration
availability estimation can avoid service disruption due to unavailability of route
which can be avoided by selecting an alternative path before the present one break
which avoids waste of radio resources due to backup path pre-allocation. Using
link dynamics, topology and connectivity of MANET are obtained, and funda-
mental network design issues are observed to determine the system capability for
communication and reliability level. Performance of the network achieved by higher
layer protocols depends on QoS metrics observed in the network layer. Duration
and frequency of route disruption have a significant impact on TCP behavior like
streaming and VOIP services.

5 Optimized Link State Heuristic

Path calculation between source and destination

1. Registration of all symmetric 1-hop neighbor to routing table.
2. For every symmetric 1-hop, add all 2-hop neighbor with condition not already

available in the routing table and a symmetric connection to the neighbor.
3. For every entered node N with 2-hop count, add all entries from TC set where

source in the TC entry== N, and destination should not be added in the routing
table.

4. With hop-count n + 1, new flow ID is submitted.
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5. Recurrence of the step 3 till the (RT) routing table is NULL after increment of
value n.

6. MID set is checked for address aliases for all entries E in the routing table (RT).
If address alias is already available, then added to the RT with hop-count set to
Es hop-count.

6 Network Simulation

Optimized link heuristic performance is observed with different simulation attributes
in NS3 simulator as well as in OMNET. In this simulation work OMNET is used
presented in Fig. 1, scalability issue where number of nodes are equal to 200, and
protocol used for traffic model is UDP. Constant position mobility model is used
with RTS limit of 1500.

By varying the grid size, network performance e.g. throughput, jitter and packet
delivery ratio of protocols are presented in the Figures 2-4. In case of routing protocol
OLOF traffic flows using UDP connection and traffic scheduling time (1, 1.5, 2s) in
the simulation area of 500m data is transmitted from source (10.1.1.1) to destination
(10.1.1.25) network performance is improved. Other simulation attributes are: packet
size – 600, propagation model is Friis, constant speed mobility model, IEEE 802.11b
model and at the transport layer connectionless services are used in the simulation
scenario while measuring the network performance.

Fig. 1 Network simulation
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7 Result Analysis

7.1 Delay

Real-time applications require UDP connection where delay is negligible. With
increasing node density, UDP delay is so small as compared to TCP delay where
traffic source has a great variation in delay graph. In higher denser environment,
UDP and TCP work same as in delay context. Minimum mean delay of the network
represents the efficient heuristic used on the network layer for routing and resource
management technique used at transport layer. There are different heuristics which
can improve the performance at different layers like intelligent queue technique
which can be used for the improvement purpose. In NS3, we can use droptail and
RED queue for buffer management at transport layer which can reduce the mean
delay up to zero (Figs. 2 and 3).

Fig. 2 Delay

Fig. 3 Jitter
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Fig. 4 Throughput

7.2 Throughput

Throughput is mostly influenced by node density in both cases of TCP and UDP
traffic generation source. Denser environment can be easily handled by OLOF, and
in UDP scenario, node density has very little impact on throughput and TCP traffic
source connections. For lower node density, throughput remains relatively static. TCP
results more throughput and goodput as compared to UDP due to default window
size by varying data rate from 100 kbps to 1 Mbps (Fig. 4).

8 Conclusion

Network performance is measured by packet delivery ratio, throughput, goodput,
lost packets, jitter, and delay. Mobility of a node, node density, speed, and MAC
parameters has great impact on the routing protocol performance. Information of
route is maintained in the routing table of the node which decreases the delay used
in proactive routing protocols when compared with reactive routing protocols. Node
density variation between 10 and 80 in a permanent topology of 500 * 500 meters
with pause time variation of 0–50 s is represented by graph. OLOF performance is
better in case of higher mobility scenario, and in dense area while small area DSDV
provides effective results andwithmoderate traffic scenario,AODV is the best option.
Grid topology boosts the performance of routing protocol. E2E delay is minimized
with the help of optimized link heuristic. Based on the node density and transmission
range, performance in terms of throughput and goodput of OLOF, PROOF, RAOF, and
DSROF is represented in the graphs. E2E delay, jitter, throughput, and goodput of
OLOF are better as compared to other heuristics under different attributes of network
performance measurement.
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Use of EEG as a Unique Human
Biometric Trait for Authentication
of an Individual

Bhawna Kaliraman, Priyanka Singh, and Manoj Duhan

Abstract With the advancement of biomedical technology, human brain signals
are easy to measure and which are known as electroencephalogram (EEG) signals.
These signals are used in different applications. One of the applications for brain
waves is biometric authentication. For any signal to use as biometric parameter, it
must possess some biometric characteristics such as universality, uniqueness, perma-
nence, collectability, performance, acceptance, and circumvention. EEG has several
characteristic to use as biometric parameter. This paper shows the uniqueness of
EEG signal using some statistical parameters that support the uniqueness property
of EEG.

Keywords Electroencephalogram (EEG) · Biometrics · Uniqueness · Root mean
square (RMS) · Standard deviation (SD) · Spectral entropy (SEn)

1 Introduction

Electroencephalography (EEG) reads electrical activity on scalp generated by brain
structures. EEGmeasures current flows produced by brain [1]. EEG is recorded non-
invasively from the scalp. For acquiring brain signals, electrodes are positioned in
standardized locations over scalp such as frontal, temporal, and parietal lobes.

A security system is used in almost all the fields for the protection purposes. So
that, only authorized person can access certain resources or anything one may want
to protect from unauthorized access. Authorized person who is allowed to access the
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protected application will be referred as a right person and the one who is not allowed
is referred as wrong person. Every security system includes authentication process
to identify authorized person. Various methods are used for authentication to access
such type of systems, i.e., something only right person may know such as password,
something only right person may have such as smart access card, and RFID tags,
and something which is unique to right person, i.e., biometrics such as iris pattern,
fingerprints, faceprint, and palmprint. Biometrics is the measure of biological or
physiological characteristics used to identify a person. Biometrics provides better
security among all the other methods because other methods such as passwords may
be forgotten or smart access cards may be stolen. So, the importance of biometrics is
increasing to avoid financial frauds and security threats. But, biometrics can also have
spoofing attacks or can be forged, such as fingerprints that can be replaced by gummy
finger, palmprints can be copied, and iris can be tricked by high resolution images.
So, to providemore securemethods, researchersworked onEEGas a biometrics trait.
Some advantages of EEG are: It is considered as robust biometric trait and difficult
or impossible to forge. EEG has potential to be fraud resistant. Due to stress, brain
print will change, so any unauthorized person cannot force the authorized person
to provide them access to system. It is hard to duplicate another individual exact
thought process. This paper focuses on proving the uniqueness of EEG, which is a
major advantage of using EEG as a biometric trait.

Functional magnetic resonance imaging (fMRI) measures brain activity by
tracking changes in blood flow. It can be used to recognize the individuals, but
the cost and difficulty of using fMRI is much more. So, it is not practical to use
it as everyday biometric authentication. Due to this reason, researches use EEG
for the biometric authentication purposes, in which the data is collected from elec-
trodes placed on scalp of subject. Earlier brain patterns are collected by placing
gel-based electrodes on the scalp of user which will become cumbersome. But with
advancement of technology, EEG recordings are taken from a device which looks
like standard headphone, and no gel is needed in that device.

Any biometric system has several characteristics such as:
Universality: EEG is highly universal because each person’s brain produces EEG

signals.
Uniqueness: To use any signal as biometric parameter, signal should be suffi-

ciently unique and should possess one or two traits which makes it individual. Due
to which, biometric system distinguishes people.

Permanence: Biometric trait should possess permanence property, i.e., it should
be stable over time. Since EEG is new area for biometric authentication, so research
is going on EEG to prove its permanence.

Collectability: Biometric trait should bemeasured easily.With great advancement
of technology, EEG signals can be acquired with portable headsets easily.

Performance: Any biometric system should have better recognition accuracy,
speed, etc. EEG signal can be processed easily in short time because it is one-
dimensional signal. Good recognition rates have been obtained in this field.

Circumvention: Any biometric system should be protected from fraudulent
methods. EEG can be most trusted trait because it cannot be easily forged.
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2 Literature Survey

Researchers used EEG as biometric trait for authentication purposes. To use EEG as
biometric trait, first step is to preprocess the raw EEG signal to remove noise content
from signal, in second step, features are extracted from preprocessed EEG signal,
and then, classification is done in last step.

EEG signals of twins were studied by some authors [2]. They concluded that EEG
at resting state for monozygotic twins is same, but EEG is not similar for dizygotic
twins. Some authors [3] proved that EEG traits are highly heritable such as mean
spectral power and frequency values of alpha and beta bands, and family members
have more identical traits than other unrelated people. Napflin et al. [4] claimed that
they found stability of EEG between different sessions which were recorded more
than a year apart. Poulos et al. [5] used EEG features for person identification, in their
work, FFT was used to extract features and neural network (LVQ) to classify them,
and they claimcorrect classification score up to 80–100%.But only four subjectswere
considered to verify their work. At some other point of time, Poulos et al. [6] used
AR parameters as features and LVQ as classifier, and they got correct classification
score between 72 and 84%. Many researchers used AR model as feature extraction
technique in theirwork. Paranjape et al. [7] achieved83%classification score byusing
AR parameters for feature extraction and discriminant function analysis to classify
them, and using this, they claim 83% classification score. Many of the authors [8]
use PSD as features such as Palaniappan and Mandic [8] used MUSIC algorithm to
extract power content for feature extraction, and for classification, they used k-NN
using Manhattan distance and Elman neural network (ENN) and got 98.12 ± 1.26
(HU = 200) ENN classification accuracy.

3 Data Base for EEG Signals

The data acquired from all users are stored in database, and then, that data are used for
further processing. Dataset provided by UCI KDD EEG database is used for present
work, which uses 64 electrodes sampled at 256 Hz for 1 s. Data were collected
from 122 subjects, and each having 120 trials where different stimuli were shown.
Two groups of subjects were considered, one is control (i.e., subjects had no history
of alcohol) and other is alcoholic. Visual stimulation technique is used to acquire
data from subjects, and either single stimuli (S1) or two stimuli (S1 and S2) were
shown to subjects. Each stimulus was taken from picture set given by Snodgrass
and Vanderwart [9]. For this study, we considered data from 100 subjects (some are
alcoholic and some are control) and one trial for each subject. Each trial consists of
data from 64 channels and each channel having 256 samples.
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4 Methodology

With advancement of signal processing, EEG has become a better option for authen-
tication purposes. To prove the uniqueness of EEG signal, we considered some
statistical parameters such as rootmean square value, standard deviation, and entropy.

4.1 Root Mean Square (RMS) Value

Root mean square value is given by square root of mean square value, and mean
is given by arithmetic average of a set of scores [10]. But, mean value does not
tell anything about the signal’s variability. While RMS value tells about the signal’s
variability and its average [11]. So, if RMS value of each channel comes out to be
different, then we can say that each channel has unique value, which proves that
signal is unique. RMS value tells about the size (strength) of the signal. RMS value
is given by first calculating the square of signal, taking average of that squared value,
and then, square root of this average is taken:

x(t)rms =
[
1

T

T∑
0

x(t)2
]1/2

(1)

4.2 Standard Deviation (SD)

SD is the measure of variability of any set of numerical values about their arithmetic
mean, which tells that each value has different position frommean or we can say that
if standard deviation comes out to be different for each channel, then each channel
has unique value, which proves that signal is unique. It is given by positive square
root of variance and denoted by Greek letter sigma (σ ). It measures the absolute
variability of the distribution. Standard deviation is also known as root mean square
deviation. It is given by Eq. (2):

σ =
√∑ (xi − x)2

N
(2)
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4.3 Entropy

Entropy measures the amount of information contained in generalized probability
distribution, or it can be defined as measure of rate of information generation. So,
entropy gives maximum information about signal. Due to this feature, we can use
entropy as one parameter to prove distinctiveness of the signal, i.e., if each signal has
unique entropy, then we can say that each signal has different information content
present in it, which means each signal is unique. Here, we consider spectral entropy
of EEG signal.

Spectral entropy gives the spectral regularity of the time series, and it is calculated
using normalized Shannon entropy. Spectral entropy tells that how different the
distribution of energy is. Power spectrum of the signal is used by spectral entropy for
computing the regularity of time series. To calculate power spectral density, Fourier
transform is used, which shows the distribution of power of signal according to the
frequencies present in the signal [12]. Power level obtained after Fourier transform
is denoted

by Pf , then normalization is done using Eq. (3):

Pf = Pf∑
Pf

(3)

After calculating the normalized power, spectral entropy is calculated using
Equation (4):

SEn =
∑
f

Pf log(1/Pf ) (4)

In present work, spectral entropy for each channel for each user is calculated,
which comes out to be different for each user. Hence, we can say that signal is
unique.

As RMS, SD, entropy value for each user for a particular channel is obtained as
different, it shows that each user has unique EEG signal.

4.4 Algorithm

Figure 1 shows the proposed algorithm which is used for proving the uniqueness of
EEG signals.

• Step 1

The first step is to import the database into MATLAB. Further processing is done
after loading data for all users. UCI KDD provides database into ‘.rd’ files. So, first
step is to load data from ‘.rd’ files into MATLAB.
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Fig. 1 Flowchart of the proposed algorithm used for proving uniqueness of EEG signal

• Step 2

After loading the data for all users, the next step is to calculate root mean square
value (RMS), standard deviation (SD), and spectral entropy (SEn) for each channel
per user. Here, database consists of 64 channels per user. So, for each 64 channel,
RMS, SD, SEn values are calculated and put into different file which consist of RMS,
SD, SEn value of all 64 channels for each user.

• Step 3

Now, compare RMS value of each user per channel, i.e., firstly compare RMS value
for first channel for eachuser. If any twousers have sameRMSvalue for that particular
channel, then we can say that RMS value is not unique, and otherwise, if RMS value
of that particular channel is not same for any user, then our RMS value is unique for
each user. Similarly, compare RMS value for every channel.

Secondly, compare SD value of each channel for all users and using same process
check whether it is unique or not. Finally, compare spectral entropy values of each
channel for all users and found whether they are unique or not.

• Step 4

This is final decision step; in this step, we decide whether EEG of person is unique
or not. If our RMS, Sd, and SEn values come out to be unique in the previous step
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for each channel for all users, then we can conclude that EEG of a person is unique,
because the above parameters give more information about the signal, and if each
of the details for the user found as unique value, then we can say that each user has
unique EEG pattern.

5 Results and Discussion

This paper focuses on statistical parameters of the signal such as root mean square
value (RMS), standard deviation (SD), spectral entropy (SEn), all of which gives
information about the signal, i.e., its variability, average, information content, etc.

We have calculated RMS value, standard deviation values and spectral entropy
values for all users and all channels and found them to be unique. It is very difficult
to visualize values for all 64 channels for 100 users with bare eyes in single plot.
So, for better understanding, we have selected randomly five users and ten channels.
Figures 2, 3, and 4 show the RMS, standard deviation, and spectral entropy values
of five random users on ten randomly selected channels.

To prove uniqueness, we extract RMS value per channel for first user because
each channel has 256 samples, which means that we got 64 RMS values for user 1,
i.e., 1 RMS value for each channel, then for all other users, RMS value per channel
is calculated. After calculating RMS value for all users, these values are stored in
separate file. Now, RMS value of first channel is compared for all users, andwe found

Fig. 2 Root mean square value plot for proving uniqueness property of EEG signal
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Fig. 3 Standard deviation values plot for proving uniqueness of EEG signals

Fig. 4 Entropy values plot for proving uniqueness of EEG signals
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that it comes out to be different for all users. And, the results satisfy the uniqueness
property. Figure 2 shows the RMS value of ten channels for five users, which shows
that at each channel, every person has different RMS value.

But one parameter is not sure and sufficient condition. To consolidate upon this
result, a greater number of parameters like standard deviation and spectral entropy
were also calculated in next section and tried to authenticate the existing results in
Fig. 2.

The standard deviation values are computed for 256 samples of each channel for
all users. These SD values for each user are then stored in separate file. Now, for
each channel, SD value of all users is compared. And it is found that these values
are different for each user for every particular channel. So, uniqueness property is
satisfied. Figure 3 shows the plot for standard deviation value for ten randomchannels
of randomly selected five users. As both RMS value and SD prove the uniqueness
of EEG signal, we consider one more parameter, i.e., spectral entropy to prove its
uniqueness.

Similarly, spectral entropy of each 64 channel for all 100 users is calculated. Then,
all these 100 × 64 values are stored in file. Then, we compare SEn value of all 100
users for each channel. And, we found them different for all users, which prove that
these are unique for each user. Figure 4 shows the plot for spectral entropy values
of ten random channels for five randomly selected users. After computing all three
statistical parameters, i.e., RMS, Sd, SEn and finding each of them as unique for each
user, we can conclude that each user has different EEG pattern, which proves that
we can use EEG for authentication purposes because it shows uniqueness property.

6 Conclusion and Future Scope

Previous studies show that there is possibility of using EEG as biometric trait for
authentication purposes. This work proves the distinctiveness property of EEG signal
to use it as biometric trait, using some statistical parameters such as root mean square
value, standard deviation, and spectral entropy for authentication purposes. From
previous studies, it was clear that EEG signals possess most of the characteristics
used by any biometric system. The above study proves that no two individual has
same EEG, i.e., EEG signal of every individual is unique which is shown by different
statistical plots in the paper.

In this paper, uniqueness of EEG signal is proved, which is one of the character-
istics for biometric system. There are some more open issues which are still to be
addressed such as permanence of EEG, i.e., repeatability. In literature survey, it is not
clear that EEG signals can vary with age or not. Also, there is one other issue which
needs to be explored is mental disorder, i.e., most of the methods used for EEG as
biometric trait based on data acquired from healthy individuals. Mental disorders can
affect the performance of biometric system. So, these are some issues which need to
be addressed for future prospects.
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Performance of Feature Extracted
on Leaf Images by Discriminant Analysis
on Various Classifiers

Anjali Pathak, Bhawna Vohra, and Kapil Gupta

Abstract According to IUCN’s global analysis of extinction risk for plant species,
there is a true extent of threat to 380,000 plant species worldwide (Amlekar et al. in
IBMRD JManage Res 3:224–232, [1]). For future concerns, it is important to spread
more awareness about conservation of plants. Thus, to save plants, it is first important
to identify them. It is important to identify plants in that case. This shows that recog-
nition and classification of plant leaves have become an essential field of research.
Plants can be classified on various bases like flowers or on cellular structures, but
these can be done only by botanists. Thus, as plant leaves are easily available, they
can be taken as the desired option for classification. Now, to classify a leaf image into
a particular class of species, it is necessary to select those features which differen-
tiate the classes as much as possible. To select these features, discriminant analysis
is done (Wu et al. in IEEE, pp 11–16, [2]). This paper focuses on two discrimi-
nant analysis approaches—linear and quadratic discriminant analysis to reduce the
number of features in plant leaf images, and then, various classifiers including SVM
(SVC), KNN and logistic regression [21] are used to classify a particular image into
a particular class of plant species. The other two phases include feature extraction
and classification (Rahmani et al. in Int J Organ Collective Intell (IJOCI) 6:15–28,
[3]). All the experiments are conducted on Flavia dataset, and the highest accuracy
of 87% is obtained on KNN classifier using quadratic discriminant analysis. The
takeaway of our experiment is that QDA performed better as compared to LDA in
case classes that have different variances.
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1 Introduction

Plants are a crucial part of our environment. Their existence maintains the ecological
balance on earth. However, according to IUCN’s global analysis of extinction risk
for plant species, there is a true extent of threat to 380,000 plant species worldwide
[4]. To protect plants and store various plant leaf species, a plant leaf database is
important [5]. In order to handle that, database various classification methods are
needed. Plants can be classified on the basis of their cellular structures, but these
kinds of analysis can only be done by botanists and experienced taxonomists. As
classifying on the basis of their physical appearance is a feasible task, leaves can
be taken into consideration. This can help in determining the medicinal properties
and use them as alternative energy source. So, out of many methods to recognize a
plant, we are focusing our paper on leaf recognition. Leaf recognition is important
to classify plants, and this task is challenging when done by computers. Extraction
of leaf features is an important step in recognition process. Many researchers have
been using various options to classify leaf images like K-nearest neighbour (KNN),
logistic regression or artificial neural network or probabilistic neural network [6].
In this paper, our focus is on comparing performance of three classifiers namely—
KNN, logistic regression and SVM (SVC). But, before that, we have done feature
extraction to obtain those features which play a major role to differentiate leaves [4].
The major part of our work is comparing performance of different classifiers after
using either LDA or quadratic LDA as a feature extraction method.

1.1 Linear and Quadratic Discriminant Analysis

In a classification problem, whenever we have more than two classes, then linear
discriminant analysis and quadratic discriminant analysis (QDA) come into play [7].

Discriminant analysis models Gaussian distribution of data in each class. After
this, Bayes theorem is used to find the correct class for a particular data point [8].

Below-mentioned work is cited from [9–11]. Let us suppose D:{(x(i), y(i)), …}
y ∈ {0, 1, …} (classes)
and X is a leaf image which we want to classify. We will refer to this X leaf image

as a data point below. Using conditional probability, probability of a data point to lie
in a class i is

P(X |y = i)P(y = i)

So, the ratio of probability of a data point X to lie in class 0 to its probability to
lie in class 1 is

log

(
p(X |y = 0)P(y = 0)

P(X |y )P(y = 1)

)
(1)
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So, in a multi-class dataset, the above ratio is calculated for every pair of class.
As the data belongs to Gaussian distribution, the PDF becomes

P(X | y = i) = N (μi, �)

Every leaf image is a data point X, and as every X has more than 1 features, and
thus, it is a multivariate normal distribution.

This gives PDF of joint distribution as

P(X |y = i ) = N (μi ,Σ) = 1

(2 × Π)m × |Σ | × e − 2

2
× (X − μi )

T

× Σ−1 × (X − μi ) (2)

where m is the size of X
|Σ | is variance
μi is mean of ith class.
Taking log on both sides of Eq. (2),

log(P(X |y = i)) = −1

2
× (X − μi )

T × Σ−1 × (X − μi )

− m

2
× log(2 × π) − 1

2
log(|Σ |)

The prior probabilities are

P(y = i) = qi
P(y = j) = q j

P(y = i |X) = P(X |y = i)P(y = i)

P(X)

Putting these values in Eq. (1),
The ratio of probability of data point X to lie in class i to the probability of data

point X to lie in class j is

wT X + w0

This is a linear equation representing a straight line given that variances of both
classes are equal. In case the variances of both classes are different, QDA is used.

PDF in this case becomes

log(P(X |y = i)) = −1

2
× (X − μi )

T × Σ−1
1 × (X − μi )

− m

2
× log(2 × π) − 1

2
log(|Σ1|)
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Thus, in this case, the ratio of probability of data point X to lie in class i to the
probability of data point X to lie in class j is

XTW2X − WT
1 X + W0

where W2 is a matrix, WT
1 is a vector and W0 is a constant. This gives a quadratic

equation for QDA.
The paper is organized in the following format: Sect. 2 states related works,

Sect. 3 shows experiment and result analysis which is divided into subsections. The
first subsection in Sect. 3 gives a description of the dataset. The second subsection
gives the idea about the representation of samples, and the last subsection explains
the classification methods along with the evaluation metrics.

2 Related Work

Various other researchers have done some significant amount of work. Stephen Gang
Wu and few others employed probabilistic neural network (PNN) to recognize and
classify images. PNN was trained by 1800 leaves to classify 32 plant types, and they
obtained 90% accuracy [12]. Manisha Amlekar focused on artificial neutral network
in her paper [1]. Mohamed Elhadi Rahmani, in his paper, proposed a contrast of
plant leaf classification using various approaches including naive Bayes and KNN
[4]. Miao et al. worked on classifying roses [13]. Gu et al. used skeleton segmen-
tation to recognize leaf. Du et al. and Wang et al. both proposed similar work on
moving media centre hypersphere classifier [14]. Ye et al. did a comparison of simi-
larities between plant features during classification [13]. While the above-mentioned
researchers focused on PNN or ANN and various other techniques, our experiment
aims to explore the performance of linear and quadratic LDAwith various classifiers.

3 Experiment Study

3.1 Dataset [2]

We have performed the experiments on the Flavia dataset. This dataset consists of 33
classes out of which the 13th class is missing. Each class majorly denotes the type
of plant the leaf image belongs to or in other words each class represents the plant
species of the particular leaf image. There are on an average 60 leaf images in each
class (Fig. 1).
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Fig. 1 Different types of
leaf images present in the
FLAVIA dataset

3.2 Representation of Samples

In our experiment, we have initially converted the leaf images to gray scale images.
Later, we have resized the images to a 60× 80 size. Hence, each image corresponds to
4800 pixel intensities, i.e., 4800 features per image. Now, in each image matrix, one
more column is appended in the end which represents the class number which that
particular leaf image belongs to. In this way, there are 4801 features per image. Now,
after completing these required measures, we have normalized the pixel intensities
using theStandardScalar function. TheStandardScalar function is used to standardize
the features by removing the mean and scaling to unit variance. After normalization,
we have applied our algorithm on the dataset.

3.3 Classification and Evaluation

Initially, we applied linear discriminant analysis algorithm on our dataset. LDA is
used to transmute the features to a lesser dimensional space by increasing the ratio
of the variance (between-class) to the variance (within-class) and finding out the
eigen vectors that form the new axes, and their corresponding eigen values provide
insight about the informativeness of the new axes of the lower dimensional feature
space. The new lower dimensional space excludes the redundant or less informative
features thereby reducing the dimensionality of the dataset and projecting the data
on the new axes which maximizes the seperability between the various classes in the
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dataset. In our experiment while applying the LDA algorithm, we have taken the test
size to be 60% because test size below 60%was giving extremely poor accuracy. The
number of components that we have used in LDA is 25 since the accuracy estimate
was best at this number. Making the number of components less than or greater to
25 was more or less decreasing the accuracy of the dataset. After applying LDA, we
observed the accuracy of the dataset using three classifiers which were further used
to classify the data and predict the results on the test data. The three classifiers are
as follows:

The first classifier that we have used is the K-nearest neighbour classifier [6].
The KNN algorithm is a lazy algorithm, and therefore, we do not learn the model
during training. Hence, in other words, we are just saving the examples in the training
phase. So, when the algorithm gets the test instance, it uses the stored instance in
memory in order to find the possible output. At the test time, what we do is we get
a test instance and find k training examples. Now, suppose for the test instance, we
are given only the ‘x’ value, and we have to predict the corresponding ‘y’ value.
In our case, ‘x’ represents the leaf image, and ‘y’ value represents the plant type
that particular leaf image belongs to. In our experiment, we found the best results
when the number of neighbours were considered to be 1. LDA along with the KNN
classifier resulted in 75.07% accuracy on the Flavia dataset.

The second classifier thatwe have used is theSVC (support vector classification)
classifier [6] that is provided by the support vector machines (SVM) which are a set
of supervised learning methods used for classification, outlier detection, etc. This
classifier finds the optimal hyperplane that further helps in classifying the new data
points. When we apply LDA along with this classifier on the dataset, then it resulted
in 67.987% accuracy.

The last classifier that we used is the logistic regression classifier [6]. This
classifier uses the logistic function to predict the classes that the leaf image belongs
to. With this classifier, we received a 68.613% accuracy. Clearly, we can observe that
out of these three classifiers, the KNN classifiers with one nearest neighbour gave
the maximum accuracy of 75.07%.

One thing to note here is that when we were applying the LDA, we calculated the
mean vectors for the classes, and later, we calculated the covariance matrices of the
classes. We then reduced the covariance matrix to row-echelon form, and then, we
observed that in few classes’s covariancematrix, the rowswere linearly dependent on
each other. The linear dependency in the rows indicated that there were many images
that were of similar pixel intensities or in other words, the features were redundant.
Due to this redundancy, the overall accuracy of the dataset was decreasing. The above
accuracy values have been computed by omitting those classes. The classes that have
been omitted namely correspond to class numbers 2, 24, 27 and 30. After omitting
these classes, the accuracy of the dataset drastically increased. The common names
of these classes are as follows: Chinese horse chestnut, glossy privet, ford woodlotus
and southern magnolia. As we can see that even after omission of classes from the
dataset, the maximum accuracy value that we got with LDA is 75.07% which is
poor as compared to the desirable accuracy in the Flavia dataset. For this reason,
we applied the quadratic discriminant analysis algorithm in the dataset. Now, the
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linear discriminant analysis algorithm assumes that the covariance matrices of all
the classes are homogeneous in nature. We have considered a total of 28 classes
in our dataset, and hence, this assumption can affect the accuracy of our dataset.
Since we were getting a maximum accuracy of 75.07% on our dataset, and hence,
we applied QDA algorithm on our dataset. QDA does not assume the homogeneity
of the covariance matrices rather it allows heterogeneity of the matrices in different
classes. Therefore, after applying QDA on our dataset, we noticed that the accuracy
of our dataset drastically increased. We applied QDA with 24% test size as this
test size measure was giving us the best accuracy. With KNN classifier with one
nearest neighbour, we got an accuracy of 87.23%. The results with SVC classifier
were also equally promising and SVC classifier resulted in an accuracy of 84.37%.
The logistic regression classifier resulted in an accuracy of 69.270% which clearly
indicated that this classifier gave poor results in both LDA and QDA algorithms
on the Flavia dataset. With these accuracy values, we came to the conclusion that
the KNN classifier is performing better than the other two classifiers. We also tried
various other classifiers including decision tree classifier, etc., but even then KNN
was giving the best accuracy.

3.4 Calculated Measures for Evaluation [6] Confusion
Matrix

Confusion matrix is a table which shows how a classifier performs on every test data.
Rows are denoted by actual values and columns are denoted by the predicted values.
It is used to measure precision, recall and accuracy of the classifier. Every cell in
confusion matrix denotes the number of data values where it was actually the row
class and predicted the column class.

Accuracy
In a multi-class approach, accuracy is calculated by adding numbers along the diag-
onal of confusion matrix. In a 2 class approach, it can be defined by sum of True
Positives and True Negatives by the total numbers of predictions. Accuracy shows
the number of data values which are predicted under a class under which it actually
belongs.

Precision
Precision denotes how much correct is our prediction. It answers the question that
when it predicts yes and then how often does it predict correct data. Precision shows
the ratio of correctly identified data under a particular class among the data which is
predicted under that class.

Precision = TP

TP + FP
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Here, TP is True Positives, and FP is False Positives.

Recall
Recall is the ability of a classifier to find all positive instances. It calculates the number
of times when the data is actually yes and then how often does the classifier predicts
the output as yes. It is also known as sensitivity of the classifier. Recall computes
that the number of values which belongs to a particular class is also predicted as that
class only.

Recall = TP

TP + FN

Here, TP is True Positives, and FN is False Negatives

F1 score
F1 score measures the trade-off between recall and precision. It is defined as

F1-score = 2 × precision × recall

precision + recall

This metric tells about the number of actual occurrences of a class in a dataset.

Average Precision
The average precision summarizes the plot as the weighted mean of precisions. Here,
the increase in recall fromprevious threshold is taken as theweight. Thismeasure just
describes the discriminative power of the classifier independent of class distribution.

AP =
∑

n (Rn − Rn − 1)Pn

where Rn is the recall in nth threshold and Pn is the precision in nth threshold.

4 Result Analysis

4.1 Results with LDA

Test Size: 60%
No. of components: 25

KNN Classifier (No. of neighbours = 1)

Accuracy: 75.07820646506778.

Accuracy indicates that on an average, 75% of leaf images were accurately classified
to their corresponding plant (Fig. 2).
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Classification Report (LDA-KNN)
Class Precision Recall F1-score Support 

1 0.70 0.41 0.52 34 
3 0.61 0.64 0.62 44 
4 0.76 0.82 0.79 39 
5 0.80 0.88 0.84 41 
6 0.83 0.71 0.77 35 
7 0.77 0.71 0.74 34 
8 0.78 1.00 0.87 31 
9 0.52 0.42 0.46 36 
10 0.68 0.74 0.70 34 
11 0.54 0.38 0.45 34 
12 0.91 0.77 0.83 39 
14 0.62 0.81 0.70 32 
15 0.79 0.79 0.79 39 
16 0.95 0.95 0.95 40 
17 0.72 1.00 0.84 28 
18 0.94 1.00 0.97 46 
19 0.82 0.93 0.87 40 
20 0.82 0.84 0.83 37 
21 0.97 0.80 0.88 40 
22 0.68 0.87 0.76 31 
23 0.77 0.51 0.62 39 
25 0.67 0.65 0.66 37 
26 0.45 0.63 0.53 30 
28 0.75 0.80 0.77 30 
29 0.71 0.63 0.67 27 
31 0.77 0.75 0.76 32 
32 0.88 0.77 0.82 30 

Fig. 2 Classification report and precision–recall graph of LDA in case of KNN classifier
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The area under the curve is 0.66 which indicates that the probability that KNN
classifier will rank a randomly chosen leaf image instance to its positive (correct)
class than assigning the randomly chosen leaf image to its negative class is 0.66.

SVC Classifier
Accuracy: 67.98748696558916

Thismetric indicates that on an average, 67%of leaf imageswere accurately classified
to their corresponding plant type (Fig. 3).

The area under the curve is 0.04 which indicates that the probability that this
classifier will rank a randomly chosen leaf image instance to its positive (correct)
class than assigning the randomly chosen leaf image to its negative class is 0.04. This
shows a poor discriminative power of SVC classifier, but this classifier classifies 67%
of leaf images accurately.

Logistic Regression
Accuracy: 68.61313868613139.

Thismetric indicates that on an average, 68%of leaf imageswere accurately classified
to their corresponding plant type (Fig. 4).

The area under the curve is 0.72 which indicates that the probability that this
classifierwill rank a randomly chosen leaf image instance to its positive (correct) class
than assigning the randomly chosen leaf image to its negative class is 0.72. Although
it seems that the discriminative power of this classifier is more, but it actually only
classifies 68% of the leaf images accurately. Hence, it does not do complete justice
to its discriminative power which is independent of the class distribution.

4.2 Results with QDA

Test Size: 24%

KNN Classifier (No. of neighbours = 1)

Accuracy: 87.23958333333334

Thismetric indicates that on an average 87%of leaf imageswere accurately classified
to their corresponding plant type.

This is a good accuracy (Fig. 5).
The area under the curve is 0.72 which indicates that the probability that KNN

classifier will rank a randomly chosen leaf image instance to its positive (correct)
class than assigning the randomly chosen leaf image to its negative class is 0.72. It
seems that the discriminative power of this classifier is more, and in the similar way,
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Classification Report ( LDA-SVC) 
Class Precision Recall F1-score Support 

1 0.88 0.41 0.56 34
3 0.61 0.61 0.61 44
4 0.81 0.87 0.84 39
5 0.81 0.85 0.83 41
6 1.00 0.43 0.60 35
7 0.78 0.82 0.80 34
8 0.83 0.97 0.90 31
9 0.58 0.39 0.47 36
10 0.21 0.94 0.34 34
11 0.68 0.38 0.49 34
12 0.90 0.49 0.63 39
14 0.52 0.81 0.63 32
15 0.88 0.72 0.79 39
16 1.00 0.47 0.64 40
17 0.72 0.75 0.74 28
18 0.85 0.96 0.90 46
19 0.97 0.85 0.91 40
20 0.66 0.95 0.78 37
21 0.97 0.80 0.88 40
22 0.67 0.77 0.72 31
23 0.78 0.54 0.64 39
25 0.69 0.59 0.64 37
26 0.52 0.47 0.49 30
28 0.95 0.70 0.81 30
29 0.70 0.26 0.38 27
31 0.84 0.66 0.74 32
32 0.88 0.73 0.80 30

Fig. 3 Classification report and precision–recall graph of LDA in case of SVC classifier
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Classification Report(LDA-LogisticRegression) 
Class Precision Recall F1-score Support 

1 0.76 0.38 0.51 34 
3 0.60 0.55 0.57 44 
4 0.71 0.74 0.72 39 
5 0.66 0.85 0.74 41 
6 1.00 0.51 0.82 35 
7 0.74 0.74 0.38 34 
8 0.71 0.97 0.62 31 
9 0.43 0.33 0.39 36 

10 0.49 0.85 0.83 34 
11 0.50 0.32 0.50 34 
12 0.94 0.74 0.77 39 
14 0.50 0.50 0.94 32 
15 0.74 0.79 0.73 39 
16 0.93 0.95 0.81 40 
17 0.59 0.96 0.76 28 
18 0.75 0.87 0.78 46 
19 0.73 0.80 0.88 40 
20 0.68 0.92 0.67 37 
21 0.94 0.82 0.55 40 
22 0.57 0.81 0.42 31 
23 0.74 0.44 0.55 39 
25 0.47 0.38 0.42 37 
26 0.61 0.57 0.59 30 
28 0.77 0.80 0.79 30 
29 0.70 0.52 0.60 27 
31 0.69 0.69 0.69 32 
32 0.83 0.63 0.72 30 

Fig. 4 Classification report and precision–recall graph in case of logistic regression
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         Classification Report(QDA-KNN) 

Class Precision Recall F1-score Support
1 1.00 0.64 0.78 11
3 0.85 0.89 0.87 19
4 0.88 1.00 0.93 14
5 0.88 0.78 0.82 18
6 1.00 0.76 0.87 17
7 0.83 1.00 0.91 10
8 0.89 1.00 0.94 17
9 1.00 0.86 0.92 7

10 0.65 0.93 0.76 14
11 0.53 0.73 0.62 11
12 1.00 0.78 0.88 23
14 0.64 0.64 0.64 14
15 0.71 0.91 0.80 11
16 1.00 0.93 0.96 14
17 0.83 0.83 0.83 12
18 1.00 1.00 1.00 14
19 1.00 0.95 0.97 20
20 0.88 0.94 0.91 16
21 1.00 1.00 1.00 11
22 0.93 1.00 0.96 13
23 0.75 0.75 0.75 16
25 0.93 0.88 0.90 16
26 0.73 0.89 0.80 9
28 1.00 1.00 1.00 11
29 0.89 0.67 0.76 12
31 1.00 0.80 0.89 15
32 0.95 1.00 0.97 19

Fig. 5 Classification report and precision–recall graph of QDA in case of KNN classifier
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it also classifies 87% of the leaf images accurately. Hence, this classifier along with
QDA delivers a good performance on the Flavia dataset.

SVC Classifier
Accuracy: 84.375

Thismetric indicates that on an average, 84%of leaf imageswere accurately classified
to their corresponding plant type.

This is a fairly acceptable accuracy (Fig. 6).
The area under the curve is 0.05 which indicates that the probability that this

classifier will rank a randomly chosen leaf image instance to its positive (correct)
class than assigning the randomly chosen leaf image to its negative class is 0.05.
This shows a very poor discriminative power of SVC classifier, but on contrary, this
classifier classifies 84% of leaf images accurately.

Logistic Regression Accuracy: 69.27083333333334

Thismetric indicates that on an average, 69%of leaf imageswere accurately classified
to their corresponding plant type (Fig. 7).

The area under the curve is 0.76 which indicates that the probability that this
classifierwill rank a randomly chosen leaf image instance to its positive (correct) class
than assigning the randomly chosen leaf image to its negative class is 0.76. Although
it seems that the discriminative power of this classifier is more, but it actually only
classifies 69% of the leaf images accurately. Hence, it does not do complete justice
to its discriminative power which is independent of the class distribution.

5 Conclusion

In this paper, we have worked on the Flavia dataset which is a plant leaf species
dataset. We have applied LDA and QDA algorithms on the dataset to reduce the
number of features in the leaf images, and later, we have used classifiers, namely
KNN, SVC and logistic regression which classified the leaf images to their accurate
plant species classes. After running the algorithms, we found out that KNN classifier
with number of neighbours equating to one gave maximum accuracy in the case of
both LDA and QDA algorithms. In our result analysis, one thing that we also noticed
was that the rows of the covariance matrix of some of the plant species classes were
linearly dependent on each other. The linear dependency in the rows indicated that
there were many images that were of similar pixel intensities or in other words, the
features of those leaf images were redundant. Due to this redundancy, the overall
accuracy of the dataset was decreasing. Hence, we eliminated those classes from
our dataset which were giving us similar covariance matrices. In our experiment, we
have also shown all the other evaluation metrics including precision, recall, f1-score,
precision–recall graph, support, etc., with every classifier in the case of both LDA
andQDA. The best accuracy that we got from LDA (with test size 60%) was 75.07%.
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Classification Report(QDA-KNN)-1 
Class Precision Recall F1-score Support 

1 1.00 0.64 0.78 11 
3 0.85 0.89 0.87 19 
4 0.88 1.00 0.93 14 
5 0.88 0.78 0.82 18 
6 1.00 0.76 0.87 17 
7 0.83 1.00 0.91 10 
8 0.89 1.00 0.94 17 
9 1.00 0.86 0.92 7 

10 0.65 0.93 0.76 14 
11 0.53 0.73 0.62 11 
12 1.00 0.78 0.88 23 
14 0.64 0.64 0.64 14 
15 0.71 0.91 0.80 11 
16 1.00 0.93 0.96 14 
17 0.83 0.83 0.83 12 
18 1.00 1.00 1.00 14 
19 1.00 0.95 0.97 20 
20 0.88 0.94 0.91 16 
21 1.00 1.00 1.00 11 
22 0.93 1.00 0.96 13 
23 0.75 0.75 0.75 16 
25 0.93 0.88 0.90 16 
26 0.73 0.89 0.80 9 
28 1.00 1.00 1.00 11 
29 0.89 0.67 0.76 12 
31 1.00 0.80 0.89 15 
32 0.95 1.00 0.97 19 

Fig. 6 Classification report and precision–recall graph in case of QDA using SVC classifier
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Classification Report(QDALogisticRegression) 
Class Precision Recall F1-score Support 

1 0.83 0.45 0.59 11 
3 0.58 0.37 0.45 19 
4 0.71 0.86 0.77 14 
5 0.59 0.72 0.65 18 
6 0.92 0.65 0.76 17 
7 0.67 1.00 0.80 10 
8 0.89 1.00 0.94 17 
9 0.12 0.14 0.13 7 

10 0.50 0.79 0.61 14 
11 0.56 0.45 0.50 11 
12 0.88 0.61 0.72 23 
14 0.77 0.71 0.74 14 
15 0.67 0.73 0.70 11 
16 0.76 0.93 0.84 14 
17 0.82 0.75 0.78 12 
18 0.67 0.86 0.75 14 
19 0.73 0.80 0.76 20 
20 0.65 0.94 0.77 16 
21 0.71 0.91 0.80 11 
22 0.71 0.77 0.74 13 
23 0.62 0.50 0.55 16 
25 0.53 0.50 0.52 16 
26 0.60 0.33 0.43 9 
28 0.67 0.91 0.77 11 
29 0.86 0.50 0.63 12 
31 0.67 0.67 0.67 15 
32 1.00 0.63 0.77 19 

Fig. 7 Classification report and precision–recall graph of QDA in case of logistic regression
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One drawback of LDA algorithm is that it assumes that the covariance matrices of all
the classes are same or in other words, they are homogeneous in nature, whereas this
limitation is not there in the QDA algorithm. Hence, QDAwith test size 24% resulted
in a better accuracy with the classifiers. Therefore, the takeaway of our experiment is
that QDA performed better than LDA on the Flavia dataset giving us an accuracy of
87.23% with the KNN classifier (considering the number of neighbours to be equal
to 1).
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Graph Isomorphism Using
Locality Sensitive Hashing

R. Vinit Kaushik and Kadiresan Nalinadevi

Abstract Isomorphism has been a long-standing research problem, an instance
of which is to determine if two graphs are structurally the same. Verification of
isomorphism gets computationally intensive for huge graphs with nodes in the order
of millions. The computational complexity is high because the current forms of
graph representations require complex data structures for processing. This paper
presents an experimental proof of an expedient means to detect isomorphism, using
Locality Sensitive Hashing (LSH). LSHwas originally designed to find similar docu-
ment pairs, within massive datasets, in polynomial time. The graphs are modeled
as simple bag-of-words documents, using the proposed Node-Neighbor-Degree
sequence approach. For huge graphs, this representation facilitates in-memory
computation. This approach was validated on graphs, with nodes in the order of thou-
sands. The proffered method was found to be significantly faster than conventional
graphic tools.

Keywords Graph isomorphism problem · Linear time complexity · Locality ·
Sensitive hashing · Massive datasets · Hashing

1 Introduction

Themathematical definition of isomorphism is a one-to-one correspondence between
two mathematical sets. Graph isomorphism (GI) problem basically involves compu-
tational determination ofwhether twofinite graphs have a one-to-one correspondence
with respect to the vertices and edges of the graphs. Solvability of the GI problem
in polynomial time has been an active research topic, due to inadequate evidence
that the problem is NP-complete. Therefore, it is widely known to belong to the

R. V. Kaushik (B) · K. Nalinadevi
Department of Computer Science and Engineering, Amrita School of Engineering, Amrita
Vishwa Vidyapeetham, Coimbatore, India
e-mail: vinitkaushik24@gmail.com

K. Nalinadevi
e-mail: k_nalinadevi@cb.amrita.edu

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_25

305

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_25&domain=pdf
https://orcid.org/0000-0003-1457-1384
https://orcid.org/0000-0002-9486-5077
mailto:vinitkaushik24@gmail.com
mailto:k_nalinadevi@cb.amrita.edu
https://doi.org/10.1007/978-981-15-5341-7_25


306 R. V. Kaushik and K. Nalinadevi

NP-intermediate class of complexity. This arises due to the fact that isomorphism
for many special classes of graphs, can indeed be solved in polynomial time [1].

There are several applications of the GI Problem [2] in the field of mathematical
chemistry, where GI is used to categorize chemicals based on their chemical struc-
ture. In organic mathematical chemistry, isomorphism is used to generate molecular
graphs, and also for computer synthesis. GI plays a significant role in electronic
design automation, which is the basis of the layout versus schematic step of circuit
design [3], here it is used to verify whether the electric circuit represented by a circuit
schematic and a given integrated circuit layout is the same. Graph theory such as GI
are also used for robot traversal in a network [4]. GI can also be used to show that two
languages are equal in the field of automata theory. Some of the other applications
like checking for similarity in fingerprints, facial, and retina scanners in the field of
security.

An emerging field of GI applications is in the area of Zero-Knowledge Proofs.
Zero-Knowledge Proofs, a concept under cryptography, serves as a form of authen-
tication in cryptocurrency. zk-SNARKS (Zero-Knowledge Succinct Non-Interactive
Argument of Knowledge), a variant of Zero-Knowledge Proofs, is being used in
ZCash, a cryptocurrency similar to Bitcoin. Zero-Knowledge Proof requires compu-
tationally intensive problems to be effective. Large isomorphic graph pairs would be
excellent candidates to implement the same [5].

There are various solvers of isomorphism, the algorithms that currently in use
are nuances of one core idea of tree construction [6]. To solve the same problem,
this paper proposes the implementation of an information retrieval algorithm called
“Locality Sensitive Hashing” (LSH) [7] for solvingGI problems. The LSH algorithm
is traditionally used to find similar document pairs in datasets of huge size, (order of a
million documents) in polynomial time. LSH has been used in several other applica-
tions such as Traffic Density Analysis [8]. This paper proffers a novel idea to model
a graph as documents of Node-Neighbor-Degree sequence and compute the graph’s
signature with a polynomial time complexity. Generally, documents are articles (bag-
of-words document). The graph is represented as bag-of-words which can be used for
shingling. The representation is such that two graphs having the same structure will
have the same document form of representation. LSH is then applied over these docu-
ments, identified as a candidate pair of being similar, ensue in a pair of isomorphic
graphs. The rest of this paper is organized as follows. Section 2 presents an overview
of the past research in the GI context, the tools used in solving the isomorphism,
and LSH literature. Section 3, describes an architecture of the proposed approach,
LSHmodeling usingNode-Neighbor-Degree sequence and algorithmic complexity.
Section 4, describes the dataset used to conduct the experiment. Section 5, provides
the performance analysis and application of the result in graph problems. Finally,
Sect. 6 provides a conclusion and future work.
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2 Related Work Resume

2.1 Literature of Graph Isomorphism

Algorithms that practically solve the isomorphism problem belong to two main cate-
gories. The first is a direct approach, where they compare graphs based on some
invariants, and apply a classical depth-first search algorithm, to traverse the graph and
a backtracking algorithm, to find the similarity in traversal. This generally involves
the construction of trees, where each node represents a combination of the traversal
of nodes. The leaves and nodes are pruned later based on certain optimizations [6].

The second approach used a canonical labeling algorithm. This is an algorithm
where a function returns a “certificate” of a given input graph. This “certificate” is
a form—labeling of the vertices such that, two graphs that are isomorphic will have
the same labeling, hence the same “certificate”. These vertex labeling routines have
a polynomial complexity of solving the isomorphism problem, but they do not work
with all types of graphs, therefore these algorithms are incomplete [9].

Two practical approaches, used by a number of tools such as nauty, bliss, traces
[6] identify the graph invariants such as graph automorphisms, and searches through
them to find isomorphism.

A mathematical approach considers the idea that if two graphs are isomorphic,
then their adjacency matrices should also be the same. This method involves trans-
formation of the adjacency matrix, using another permutation matrix, such that the
transformation will result in the adjacency matrix of the other isomorphic graph [10].

The method proposed, in this paper, used belongs to the second category. It is a
form of canonical vertex labeling, but rather than assigning labels from (1, n), the
proposed algorithm assigns them with strings. These strings, generated using the
degrees of vertices, are such that they are the same value for the same vertex, in the
graph’s isomorphic graph.

2.2 Locality Sensitive Hashing

Three fundamental steps are performed in sequence, to find the similarity among
documents: shingling, minhashing, and Locality Sensitive Hashing [7].

Shingling In this step, every “n” consecutive words in a document are combined
to generate a shingle (n-gram). Collections of such shingles represent a specific
document. These shingles are then hashed, using a hashing function, and the derived
hash-code is a smaller signature of the document [7].

Minhashing When all the shingles for a document have been obtained, a shingle-
document matrix is generated. This matrix is usually very large and sparse. In order
to obtain a representation of the document that can be accommodated in memory,
the matrix is hashed, with a different permutation of a document’s indices. For each
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permutation, the least value of the document index containing the shingle is consid-
ered. This generates Minhash signature for documents in such a way that the fraction
of similarity in Minhash signatures is approximately equal to the actual similarity of
the documents [7].

Locality Sensitive Hashing Once the Minhash signatures are obtained, a Minhash-
document matrix is generated. In the LSH step, the matrix rows are split into bands.
Each band contains a set of rows. The Minhash signatures, in these rows, are then
compared, by hashing each band with a random hash function. The column in a
band, which hash to the same hash-code or “bucket”, will be two documents that
are candidate pairs of being similar [7]. The distance measure used to compute the
similarity of candidate isomorphic pair is Jaccard similarity as in [7].

3 Proposed Architecture

This section discusses the approach followed to model the graph as a bag-of-words
document. The application of the LSH algorithm over this document finds similar
graphs (Fig. 1).

First, synthetic graphs (random-graphs) are generated using the graph-tool and
hash functions are used to generate the isomorphic pairs. These graphs are further
modeled to bag-of-words format [7], which serves as input to the LSH.

Consider a graph, G = 〈V, E〉 where V = {v1, v2, …, vm} representing m nodes
and E = {e1, e2, …, en} representing n edges; various representations of the graph
was considered as bag-of-words, such that the shingled documents are similar. Below
are the various tested representations of the graph.

3.1 Adjacency Matrix Form

For this representation, the adjacency matrix An,n = |V| × |V | was converted to a
set of words. Here each adjacency array, A[i], where i is (1, n) is taken as a word.
The objective is to compare the adjacency matrices as zeros and ones, and the graph
signatures of two isomorphic graphs will contain an equal number of ones and zeros.
This representation failed because a simple renaming, or another graphwith the same
number of vertices and edges would have the same bag-of-words document.

Fig. 1 Program architecture diagram
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Fig. 2 Non-isomorp\hic graphs with same degree sequence

3.2 Degree Sequence Form

Degree sequence of a graph is the degrees of every vertex of the graph, written in
ascending order. This method again failed as the graph signature was not unique.
Two graphs that are not isomorphic, but have equal number of vertices, with same
degree, also have same graph signatures. An instance is shown in Fig. 2; both the
graphs, G and H, have equal number of vertices with same degree.

The signatures generated forGwas (2, 2, 2, 2, 3, 3) and forH was (2, 2, 2, 2, 3, 3).
Though the computed graph signatures are similar, the graphs are not isomorphic,
hence this approach had to be discarded.

3.3 Novel Approach of Node-Neighbor-Degree Sequence

This representation efficiently generated graph signatures that captured the essence
of a graph’s structure and adjacency. Two graphs with the same structure have the
same graph signature, irrespective of the labeling of the graph vertices.

As mentioned before, the proposed approach is nuance of the degree sequence,
but the degree sequence is computed and stored for every vertex, rather than the
entire graph as a whole. This degree sequence is called the Node-Neighbor-Degree
sequence.

In graph G, every vertex in vi has a degree d(vi), which is equal to the number
of vertices it is connected to. The approach considers only undirected graphs, and it
generates the degree sequence, at every vertex. The bag-of-words form of the graph
contains “n” number of words, each corresponding to a vertex.

Consider neighbor (vi) = U = {u1, u2, …, ud(vi)}, the word is the ascending order
degree sequence of the vertices inU. This sequence is specific to each vertex; hence,
each vertex is now given its neighbor’s degree sequence as a label, it is a form of
canonical labeling. An instance is shown in Fig. 3.

As shown, the node’s neighbor’s degree sequence is listed for each node. These
sequences are then added as individual strings to the document, forming the required
bag-of-words. This document is then input to Locality Sensitive Hashing (LSH).
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Fig. 3 Neighbor’s degree sequence

3.4 Complexity of the Algorithm

The objective of this paper is to model the graph and compute the graph signa-
ture with a complexity of O(n). Achieving this would theoretically solve the graph
isomorphism problem inO(n) time complexity, as this would be an input to the LSH
algorithm, whose run time is also O(n).

The current flow of the program traverses the graph (using breadth-first search
traversal) twice to generate the graph signatures. The BFS (breadth-first search)
traversal has a known complexity of O(V + E), where V is the number of vertices
and E is the number of edges.

Including the LSH algorithm complexity and computing the effective complexity
of modeling graphs to obtain graph similarity, the overall complexity is O(V + E)
+ O(V + E) + O(n) ≡ O(n)

4 Experimental Setup

4.1 Dataset Description

The dataset was generated using the Python graph_tool [11]. Dataset of 20 graphs
was generated, named graph k, where k is (1, 20). Each graph comprised of 300
vertices and 37,489 edges.



Graph Isomorphism Using Locality Sensitive Hashing 311

Three isomorphic pairs of graphs have been randomly inserted in the dataset,
namely (graph 6, graph 14), (graph 7, graph 17) and (graph 11, graph 19). Each of
these isomorphic graph pairs were non-isomorphic with the remaining 18 graphs.
The 14 non-isomorphic graphs are non-isomorphic to one-another as well.

The ground truth of the dataset generated was verified using the isomor-
phism() API (Application Program Interface) supported in the graph_tool. All the
combinations (2oC2) of graphs were checked, which was a total of 190 comparisons.

4.2 Finding Similarity Between Documents

The construction of shingle is discussed for a smaller graph. The sample isomorphic
graph generated by the graph_tool of 6 nodes is shown in Fig. 4.

Shingling ofGraphs Thebag-of-words of each of the graph in the dataset is shingled
as a 1 g shingle. Figure 5 shows shingle instance of a 6 node isomorphic graph pair.

Fig. 4 Nodes and edges representation as obtained from graph_tool

Fig. 5 Obtained the bag-of-words format by traversing the graph input twice
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Fig. 6 The 20 * 10 Minhash Signature matrix of 20 graphs, highlighted columns are similar
isomorphic graphs

It can be observed that both the graphs have same set of shingles but in different
orders.

The obtained shingles were mapped to 32-bit shingles, using Python. These
shingle IDs were next used to obtain the Minhash signature matrix of the document.
Similar procedure was used for shingling the 20 graphs in the dataset.

Minhashing The obtained shingles IDs are then permuted, using random hash
values. For each permutation, the least value of the document index containing the
shingle ID is added to the signature matrix of the document. At this stage, each
column in the matrix represents a document. Similar documents will have similar
column values. The Minhash matrix of the 20 graphs is shown in Fig. 6.

Locality Sensitive Hashing The LSH algorithm suggests to set the length of
Minhash “k” to 100, for 1 million documents [7]. For this experiment, the length
of the Minhash signature was set to 10. Minhash-Document matrix was of the order
20 * 10. The bands were set to two (b = 2), with each band having 5 rows (r = 5).
The threshold of similarity is given as (1/b)(1/r) [7]. Hence this set the threshold of
similarity to 87.055% and higher. This threshold was the maximum that was possible
with 20 * 10 Minhash matrix.

This ensured that only the isomorphic pairs were detected as candidate pairs
because isomorphic pairs have a similarity of 100%. Figure 7 shows the candidate
pairs in the buckets are the same isomorphic graph pairs inserted in the dataset.
Each band was hashed with a random vector of row number of dimensions, and the
hash-code was the cosine angle made against the column values of the band.

4.3 Finding the Bijection

Given a graph G, and its isomorphic pair H, the vertices of G can be mapped one-
to-one to the vertices of H, by considering each vertex’s Node-Neighbor-Degree
sequence as a document. Hence, similar documents will imply the mapping of the
respective vertices.

The Node-Neighbor-Degree sequence is unique for nodes of a non-symmetric
graph. This was tested on 50, 100, 300, 500, 1000, and 2000 node graphs. It was
observed that with the increase in connectivity of the graph, the number of unique
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Fig. 7 The candidate pairs detected inside LSH buckets
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Fig. 8 Variation of the
number of unique nodes for
randomly generated 50, 100,
300, 500, 1000 and 2000
vertex graphs

nodes in a graph follows a curve similar to a normal distribution curve. Figure 8
shows the connectivity plotted against the number of unique nodes in a graph.

4.4 Results Analysis

The time taken, to obtain the three isomorphic pairs from the dataset of 20 graphs,
using LSH, was 0.08711 s which is roughly 25 times faster compared to the
graph_tool isomorphism() API which took 2.23560 s to obtain the same result.

5 Conclusion and Future Work

The presented approach with Node-Neighbor-Degree sequence representation of the
graph as bag-or-words document, ensures that two isomorphic graphs will always
have the same graph signature. The graph signatures are ideal inputs for the LSH
algorithm, which further computes the similarity of documents, and a candidate pair
identified by LSH, shall be the documents of two isomorphic graphs. The modeling
of the graph can be achieved using only traversal algorithms, hence achieving the
computation in O(n) time.

Anomalies exist for bijection computation of two isomorphic graphs, which are
highly symmetric. These anomaly identifications may be done by applying set theory
concepts to automorphic graphs generated by the model. Another possibility would
be to relabel the invariant vertices in the graph signatures and then traverse the graph
again. This program can be tested against some of the toughest graphs such as the
Hadamard matrix, Incidence graph of projective plane, and Latin squares [6].



Graph Isomorphism Using Locality Sensitive Hashing 315

References

1. Babai L (2015) Graph isomorphism in quasipolynomial time. arXiv:1512.03547v1
2. Rachna S, Vinod MV (2017) A comparative study of graph isomorphism applications. Int J

Comput Appl 162(7):34–37
3. https://www.emathzone.com/tutorials/group-theory/properties-of-isomorphism.html.

Accessed 10 Nov 2018
4. Manjusha R, Sunny KA (2015) Metric dimension and uncertainty of traversing robots in a

network. Int J Appl Graph Theor Wirel Ad hoc Netw Sens Netw (GRAPH-HOC) 7(2/3)
5. Daniel N, Pascal S (2017) Benchmark graphs for practical graph isomorphism. arXiv:1705.

03686
6. Brendan DM, Adolfo P (2013) Practical graph isomorphism II. arXiv:1301.1493v1
7. Jure L, Anand R, Jeffrey DU (2011) Mining of massive datasets. Cambridge University Press,

New York
8. Sowmya K, Kumar PN (2018) Traffic density analysis employing locality sensitive hashing

on GPS data and image processing techniques. Lecture notes in computational vision and
biomechanics, vol 28, pp 959–971

9. Aimin H, Qingqi Z, Yurou C (2014) A practical graph isomorphism algorithm with vertex
canonical labeling

10. Dan R, Ron K, Alfred MB (2012) Graph isomorphisms and automorphisms via spectral
signatures. IEEE Trans Pattern Anal Mach Intell

11. https://graph-tool.skewed.de. Accessed 20 Aug 2019

http://arxiv.org/abs/1512.03547v1
https://www.emathzone.com/tutorials/group-theory/properties-of-isomorphism.html
http://arxiv.org/abs/1705.03686
http://arxiv.org/abs/1301.1493v1
https://graph-tool.skewed.de


Comparative Analysis of Image
Segmentation Techniques

Snehil Saxena, Sidharth Jain, Saurabh Tripathi, and Kapil Gupta

Abstract Image segmentation is a prominent task done in computer vision. Image
thresholding is one such technique in image segmentation. Thresholding is a method
of categorizing image intensities into two classes and on the basis of that yielding an
image which is a binary image, and ideally also has all the fine details of region of
interest which an image should have for analysis. Image thresholding is widely used
as it reduces the computational cost of processing the image and makes processing
feasible in real-world applications likemedical imaging, object detection, recognition
task, character recognition, etc. This paper dwells into the depth of thresholding
techniques to know which technique can perform better on all kinds of images so as
to extract regionof interest.We foundout that not every technique is good for all cases,
Otsu’s global thresholding is a promising and faster way to segment and generate
a binary image, but works well with images having negligible noise and region
of interest already being very much clear in the original image, whereas applying
methods like Otsu’s thresholding on sliced blocks of images and then merging them
or applying moving averages (sliding windows) on images having noise which is
distributed in a specific region of image, moving averages gave result better on
images which have distributed gradient noise. Whereas the hybrid technique used
are a combination of global and local thresholding.
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1 Introduction

A digital image is fundamentally a two-dimensional function of spatial coordinates.
Let f (x, y) represents the image (Gonzalez & Woods, Digital image processing:
Pearson 3rd edition: [1]). The amplitude of the f at a given set of coordinates (x, y)
gives a positive scalar quantity which specifies the intensity value of the image. The
function can be expressed as the product of:

f (x, y) = i(x, y) × r(x, y)

where i(x, y) is the amount of illumination incident on the scene,
r(x, y) is the amount of illumination reflected by the objects.
Digital image processing is an area where with the use of computer algorithms

we can process digital images. The main objective of image processing is to extract
useful information from images. It also gives several advantages over analog image
processing. And segmentation is the first essential step of digital image processing
[2]. Image segmentation can be defined as the process of partitioning an image into
similar groups such that each group or region is more similar but when two or more
groups taken into account, they are heterogeneous [3]. There are various applications
of image segmentation. For example, object detection dealswith identifying instances
of semantic objects of various classes (such as buses, skyscrapers, living beings) in
digital images. It is majorly used in computer vision tasks such as face recognition,
object detection. It is also used in tracking objects, for example, tracking a ball
during a football match, tracking movement of bat in cricket, tracking a movement
of a person in a video. There are many techniques developed for image segmentation
still there is no single technique which is considered as good for all type of images
[3]. Since algorithms are developed based on the distribution of the image’s intensity
value, therefore, algorithms developed for a class of images cannot give good results
for another class of images. Segmentation also depends on many other features that
the image accommodates [4]. The efficiency of the segmentation process is its speed,
good shape matching and better shape connectivity with its segmenting result [5].

2 Related Work

Some other researchers have done some significant amount of work.
R. Yogamangalam, B. Karthikeyan focused on segmentation techniques like

thresholding, Model-based, Edge detection, Clustering, and also Markov Random
Field for noise cancellation in images. Salem Saleh Al-amri, N. V. Kalyankar, and
Khamitkar S. D employed segmentation image techniques by using five threshold
methods as mean method, P-tile method, Histogram Dependent Technique (HDT),
Edge Maximization Technique (EMT), and visual technique. M. Khan, Ravi. S
adopted intensity-based segmentation, Discontinuity based methods like First-order
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derivative operators namely Robert’s operator, Prewitt’s operator, Sobel’s Operator,
and Second-Order Derivative operators, namely Laplacian of Gaussian Operator,
Canny Edge Operator and REGION BASED SEGMENTATION. Tien-Ying Kuo,
Yun-Yang Lai, Yi-Chung Lo performed Otsu’s, Niblack’s, and Sauvola’s which
effectively considering the image characteristics to give better results as compared
to employing the techniques separately. While the above-mentioned researchers
focused on various other techniques, our experiment aims to explore the performance
of Otsu’s thresholding on both global and local levels and using it with Niblack’s
and Sauvola’s method, thus checking the performance of hybrid technique as well.

3 Literature Review

3.1 Global Thresholding

It can be applied to the images when the intensity distribution of the foreground
objects and background objects are quite distinct [6]. In this, a single value is chosen
to binarize the image. The intensity value of the pixels which are greater than the
computed threshold value is considered as foregroundwhereas the pixels valuewhich
are less are considered as background. So, calculating a single value can be done in
various ways. One of the easiest ways is to use each value between 0 and 255 as a
threshold value and check and compare the result to get the best-suited value but it
requires lots of computations [7].

K-Means Clustering
K-Means clustering algorithm is an unsupervised learning algorithm in which we
are given some data sets of items with some features of it. The main focus is to
categorize these data points of the data sets into groups. To know which data item,
lie in which group, we make use of homogeneity and this homogeneity is achieved
through Euclidean distance.

Otsu’s Method
In computer vision and image processing, Otsu’s method, is used to automatically
carry out image thresholding or the conversion to a binary image from grey-level
image. The algorithm presumes that the image consists of two classes of pixels
following bimodal histogram (pixels which consist region of interest and background
pixels), it then evaluates the optimum threshold separating the two classes to maxi-
mize between-class variance. This method involves iterating through all the possible
threshold values and calculate the measure of spread for the pixels which is in the
foreground as well as in the background. The main motive is to find out the threshold
value for which the sum of pixels which is our region of interest and background
pixels spread is minimum.

The crux of the algorithm is that an optimum threshold will give well-separated
classes or conversely well-thresholded classes will give maximum separation based
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on intensity values hence yielding a well-thresholded image. Otsu’s thresholding
algorithm performs computations on intensity histogram, hence space complexity of
storing image information is rather less, notmore than 255memory blocks for storing
histogram of intensity for a grey-level image of sizeM × N, further this histogram is
normalized. Now, for a selected threshold histogram is divided into two classes C1

and C2, respectively, where class C1 consists of intensities in range [0, t] and C2 in
the range [t + 1, L− 1]. We need to find such a value of threshold t for which there is
maximum between-class variance, which ensures maximum distinction between two
classes, hence a well-thresholded binary image is gained as output. Between-class
variance is given in terms of class means and class probabilities.

σ 2
B(t) = P1(t)(μ1(t) − μG)2 + P2(t)(μ2(t) − μG)2

σ 2
B(t) = P1(t)P2(t)[μ1(t) − μ2(t)]

2

where probability P1(t) is the probability of a pixel being assigned to class C1, this
probability is nothing but a cumulative sum of normalized histogram frequencies,
which can also be viewed as probability of occurrence of class C1. Similarly, prob-
ability of occurrence of class C2 is P2(t). While μ1(t) and μ2(t) are mean intensity
values of assigned class C1 and C2 respectively and μG being average intensity of
the entire image. We can easily verify the preceding results:

P1μ1 + P2μ2 = μG

P1 + P2 = 1

The between-class variance can be calculated iteratively by computing class
means and probabilities in every iteration. This leads to build an effective and efficient
algorithm for Otsu’s method of thresholding.

Algorithm

1. Compute normalized histogram for each intensity level which gives probability
Pi for each intensity level.

2. Initialize class means and probabilities as μi(0), Pi(0)
3. Iterate through all threshold values from t = 1 to L
a. Update with new values of μi and Pi

b. Calculate between-class variance σ 2
B(t)

4. Find the maximum of σ 2
B(t) to get the desired threshold value t.

3.2 Local Thresholding

Most of the time, a single threshold value is not sufficient for binarizing the image.
Due to shadows or uneven illumination, binarizing the image using a single threshold
does not produce desired results thus multiple thresholds are determined [6]. So, the
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Fig. 1 Histograms generated from different regions

image is sub-divided into blocks or windows and then threshold is computed for each
block and applied on the pixel value of the block [8]. Local thresholding methods do
more computations than the global threshold. As we can see in Fig. 1. Bhargavi and
Jyothi [6], the threshold depends on some local properties of the image as well as a
pixel value.

Image Partitioning
Images normally have non-uniform illumination hence applying global thresholding
does not provide the desired result. One simple idea is to divide images into small
non-overlapping rectangular blocks and applying Otsu’s thresholding on each of
them. The size of the rectangle is kept relatively small compared to the size of the
image, so that we may get blocks with approximately uniform illumination. This
idea helps in generating better binary images with utmost clarity of objects as well
as negligible noise, which otherwise would be present in the image in case of global
Otsu’s thresholding.

Moving Averages
Usually, images require to be thresholded locally, as an image has different thresh-
olding value in different regions this can be easily done using a moving average or
sliding windows, where we slide a smaller window across the image applying Otsu’s
thresholding in that small region and hence achieving local threshold for every sub-
image or windowwithin that image and in the end yielding awell-thresholded image,
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which will not be the case when global Otsu’s thresholding is applied. This type of
thresholding is very useful in processing images of documents where there can be
varying illumination.

3.3 Hybrid Thresholding

Hybrid thresholding takes advantage of both local thresholding and global thresh-
olding [9]. So, basically, a combination of both local thresholding technique and
global thresholding technique is used. There a global threshold value is determined
and a local threshold of the blocks or windows are determined, and accordingly one
of these threshold values is used on the target pixel [7].

Local and Global
In this method, we used global and local thresholding to partition the image into
various segments. We can define global and local thresholds to convert the grayscale
image into binary image. Global threshold is computed by Otsu’s method in which
threshold is determined by maximizing the between-class variable. Local threshold
is computed by two methods which are described below and calculates the threshold
using the mean and standard deviation. A sliding window is created in which our
target pixel p is at the Centre. Size of the window is determined in such a way that it
preserves the local details as well as reduces the noise. We calculate a S value that is
picked from the pixels of the window such that it is greater than 0 and less than the
global threshold. After computing these values, we can finally determine one of the
binary values for that target pixel by the following way:

g(p) =
⎧
⎨

⎩

1, i(p) > global threshold
local threshold, global thresholding ≥ i(p) > S
0, i(p) ≤ S

Chou et al. [10].
where i(p) = intensity of grayscale pixel,
g(p) = calculated target pixel intensity.
Local threshold using Niblacks’s method:

localthreshold =
{

meanlocal − SD

globalthreshold
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Niblack et al. [11].
Local threshold using Sauvola’s method:

localthreshold = {mean local ∗ 1 + k

[
SD

globalthreshold
− 1

]

Sauvola and Pietikäinen [12].

Region Growing
Region growing method gives good output compared to its other fellow parts. It is
basically extracting a region from the image using some pre-defined procedure. The
simplest procedure is to compare the seed valued pixel to its neighbors to check the
homogeneity criteria allotted to the class to which its neighbor belongs.

Region Split and Merge
This is a two-step process, i.e., top-down and bottom-up. In top-down image is
split into homogenous quadrant region. In this, we successively subdivide image
into quadrant and stops when all regions become homogenous and obtain quadtree
structure. In bottom-up, we merge each adjacent region on the basis of homogeneity
and keeps on merging them until no further merging is possible.

4 Experimental Setup

4.1 Dataset

Images that we have tried to use are a combination of standard images as well as
few images of our choices, which we thought would be beneficial in comparative
analysis and the standard images will help the reader make comparisons with other
works done on the same standard images on this field. Following are the information
of images used:

Figure 2 has five original images which have been used by us; image a. is a
standard image used in various image processing algorithm which is owned by MIT
and is free to use. This image is originally of size 256 × 256. Image b. is a standard
image used by various researchers since 1973, it is an image of the Swedish model
Lena Söderberg. Image c. is another standard image that has been used in various
books as well as journals. Image d. is also a standard image that we picked from the
paper titled—Adaptive Thresholding Using the Integral Image by Derek Bradley and
Gerhard Roth. Image e. is an image selected from internet for comparative analysis.
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Fig. 2 Sample dataset

4.2 Representation of Samples

In our experiment, we have first converted the images into grayscale image. After-
wards, we have scaled all images to the same dimension of 400× 400. Hencemaking
the processing of each image easier without worrying about varying size. Thereafter,
we have generated image histograms and then normalized them for processing. Then,
we have applied our algorithms on these generated normalized histograms to yield
our results.

4.3 Experiment Conducted

Weused five techniques in our experiment for comparisonwhich are varying versions
of Otsu’s thresholding out of which two are global thresholding, two of them are local
thresholding, and last one is hybrid technique, which are namely—Otsu’s thresh-
olding, OpenCV’s version of implementation of Otsu’s thresholding (which has been
used to compare the results of our implementation of Otsu’s thresholding), Otsu’s
thresholding applied on rectangular blocks (image partitioning), Otsu’s thresholding
applied on slidingwindows (moving averages), andOtsu’s thresholding applied along
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with Niblack’s and Sauvola’s methods which is a hybrid technique. These techniques
were implemented in python and above-mentioned dataset was processed on them
to yield a thresholded image.

5 Comparative Analysis

5.1 OpenCV’s Otsu’s Thresholding

In Fig. 3, we can clearly see that Cameraman.tif (image a. hereafter) has been thresh-
olded nicely with most of the details from original image preserved, same is the
case with Lenna.png (image b. hereafter) and Onion.jpg (image d. hereafter), while
in case of remaining two images which are journal.jpg (image c. hereafter) and
text.png (image d. hereafter) have clearly lost a lot of textual information due to
non-uniform illumination in background.

Fig. 3 Results generated from Otsu’s thresholding (OpenCV’s function)
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Fig. 4 Results generated from Otsu’s thresholding (nanual coded)

5.2 Otsu’s Thresholding Our Implementation

When we applied our method of Otsu’s thresholding, we saw that results were very
much similar to that of openCV’s implementation which is clear from Fig. 4, which
is obvious since both techniques work on the same concept. Hence, we conclude
that both techniques cannot yield better results for images that have non-uniform
background illumination or in general background noise.

5.3 Image Partitioning

When applying Otsu’s thresholding on image partitioning or rectangular blocks we
saw due to local thresholding some of the background details were retained which
decreased the quality of thresholded image which can be seen in Fig. 5, which was
not the objective, as we wanted to separate background and foreground pixels, and
neither it solved the non-uniform illumination background detail retained in image
c. and image d. This technique though definitely helped increase the details of facial
features of image b., which is a positive. This technique was found to be effective
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Fig. 5 Results generated after applying image partitioning approach

to reduce noise to some extend in image and generate clear features for region of
interest but definitely added some background features in the foreground.

5.4 Moving Averages

Moving averages or sliding window showed drastically improved results for docu-
ment images, which are image c. and image e., both images have background noise in
the formof non-uniform illumination.Almost entire-textual informationwas retained
for image e., and most of it was also retained for image c. with minimal background
noise. Hence, moving average proved to be very good for document type images that
have non-uniform illumination or gradient noise in the background, which can be
there in the image due to lighting conditions or because of camera flash while taking
the picture.While there were really good results for image c. and e., rest of the images
when thresholdedwere distortedwith intertwined background and foreground pixels,
and these are those images which were yielding better results on global thresholding
techniques, hence moving averages are not good for them (Fig. 6).
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Fig. 6 Results generated after applying moving averages approach

5.5 Hybrid Using Otsu’s and Niblack’s Method

As seen in the results there is a lot of noise preserved in the images, i.e., because
the neighbors are considered while finding the threshold. In image b, still the results
are better and showing the object features. While in image c and image e, characters
are readable but due to the non-uniform distribution of noise, noise is still present in
the results. In image d, our object under consideration can be seen but with that its
neighborhood noise is making the results blurry (Fig. 7).

5.6 Hybrid Using Otsu’s and Sauvola’s Method

In image a, up to some extent the object under consideration is visible but not much
clear. The results of image b are better and preserving most of the foreground pixels.
Image c and image d are not showing any good results, local consideration taken in
the technique has decreased the quality and nothing is clearly visible. The result of
image c is good but again with lots of background noise, foreground pixels are not
clearly visible (Fig. 8).
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Fig. 7 Results generated from hybrid thresholding (Otsu’s and Niblack’s method)

6 Conclusion

This paper indulges in the depth of thresholding techniques to knowwhich technique
can perform better on all kinds of images so as to extract region of interest. We found
out that not every technique is good for all cases, Otsu’s global thresholding is a
promising and fasterway to segment and generate a binary image, butworkswellwith
images having negligible noise and region of interest already being verymuch clear in
original image, whereas applying methods like Otsu’s thresholding on sliced blocks
of images and then merging them or applying moving averages (sliding windows)
on images having noise which is distributed in a specific region of image, moving
averages gave result better on images which have distributed gradient noise.Whereas
the hybrid technique used are a combination of global and local thresholding.
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Fig. 8 Results generated from hybrid thresholding (Otsu’s and Sauvola’s method)
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Levels and Classification Techniques
for Sentiment Analysis: A Review

Devendra Sharma and Anoj Kumar

Abstract Sentimental Analysis (SA) is a process by which one can examine the
feelings towards services, products, movies with the help of reviews. SA is a
computing treatment of feeling, opinion, and subjectivity of contents. In this survey
paper, we explain the overview of the sentiment analysis. For finding the senti-
ment analysis of reviews, different types of levels and classification of text data are
explained. Three types of levels are explained and for classification two approaches
machine learning approach and lexicon-based approach are explained. Some latest
articles are used to show the accuracy of the classifiers.

Keywords Sentiment analysis · Analysis levels · Machine learning · Lexicon

1 Introduction

In the world of the Internet, there are many number of sites such as social sites,
e-commerce sites, blogs, etc. that are available where the users give their own opinion
about the services of sites. A simple example of sentiment analysis is when we are
want to buy any product online from e-commerce sites (Amazon, Flipkart, Snap
deal, etc.) then first we see the users review which is given in stars or points or emoji
impression or read the few comments about that product, after that we take decision
to buy or not buy that product. So sentiment analysis helps us to make a decision-
making process. E-commerce sites are leads to transform, extract, load, and analyze
a very huge amount of data. Sentiment analysis is one of the important aspects of data
mining, where important data can be analyzed based on the negative or the positive
sense of the collected data. The feedback of the people may be positive or negative
which plays a major role in the development as well as improvement in upcoming
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applications. It is an emerging area to collect subjective information from source
material by applying Linguistics and text analytics, Natural Language Processing,
Computational and categorized the polarity of the sentiment or opinion. Sentiment
analysis is performed on various kinds of datasets such as movie reviews, hotel
services feedback, online services feedback, etc. Sentiment analysis is measured by
the identification and classification of feedback on various social sites.

In this paper, in Sect. 2, we describe the different types of levels of sentiment
analysis. In Sect. 3 we describe the classification techniques for classification of
the review data. Section 4 shows the previous some result using these classification
techniques. At the end, conclusion is presented.

2 Levels of Classification

There are three types of classification explain as follows:

2.1 Document Level Classification

In this level sentiment analysis whole document is give the result as a document is
a positive or negative opinion. The whole document is supposed as the basic data
unit [1]. For this level there are two approaches supervised learning and unsupervised
learning. In supervised learning, there are a finite set of classes inwhich a document is
classified for each class. In unsupervised learning, document determine the semantic
orientation of specific phrases [2].

2.2 Sentence Level Classification

This level is used to find that each sentence give a positive or negative opinion
for reviews. It is performed based on two tasks that are objective and subjective.
Subjective classification makes a differentiation between subjective and objective
sentences. Objective words gives the true information about sentences. Subjective
sentences are more thoughtful by which improves the accuracy of sentiment analysis
[2].

2.3 Aspect or Entity or Feature Level Classification

People are more interested in specific aspects (for example, ambiance or services of a
hotel) than thewhole operations. The prices, size, battery, model ofmobile phones all
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are aspects. Aspect-level sentiment analysis could help users effectively navigate into
detailed information of their interesting aspects. For performing this level sentiment
analysis need to find out the major aspects of entities in a specific domain (e.g.,
hotel) [3]. This sentiment analysis yields very fine-grained sentiment information
by which it develops applications in various areas. There are three processing steps
identification, classification, and aggregation [4].

3 Classification Techniques

Mainly classification techniques are categorized into two parts namely machine
learning based approach and lexicon-based approach. Both classifications are
explained as follows:

3.1 Machine Learning Approach

It is area of computer science that develops learnable machines which predict the
datasets without external programmed [5]. In machine learning there are two types of
classification: supervised andunsupervised. In supervised classification, the classifier
is first trained (learned) based on the labeled datasets. After training completed the
test dataset is used for classification to obtain the class label of test dataset. Here
different supervised machine learning classifiers are discussed as follows.

3.1.1 Naïve Bayes (NB)

The Naïve Bayes classifier is a probabilistic approach that classifies the input data in
different classes. This algorithm is commonly used for text classification. It has low
computational cost and gives high accuracy. It takes every word from the training
data sets and evaluates the probability of it being in each class [6]. This classifier is
first trained by training data set. Now classifier is ready to classify the new (test) data
sets. The working process of this classification is explained as follows:

Let there be a set of training data T, in which each instance is represented by m
independent attributes (Z is a set of attributes) which are represented by <z1, z2, z3,
…, zm> Suppose that there are n classes C1, C2, …, Cn. It assigns to this instance
probabilities.P(Cn|z1, z2, z3,…, zm) for each of n classesCn [7]. For a single attribute:

P
(
Cn||Z

) = p(Cn)p(Z |Cn)

p(Z)
(1)
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3.1.2 Support Vector Machine (SVM)

It is a classification technique that is used for both non-linear and linear data. When
data is linearly separable then SVM searches for linear optimal separable hyperplane
that is a boundary of decision that separates data from one class to another class. A
separating decision boundary can be written as:

W.X + b = 0 (2)

Where W is weight vector, i.e., W = w1, w2, w3, …, wn. X is a training tuple, b
is a scalar [6]. It is a non-probabilistic classifier technique. It looks for a hyperplane
with the maximummargin between the negative and positive data of the training sets.
It is based on the concept of the decision planes which define decision boundaries.
Decision plane is that form a separation plane between a set of objects, which belongs
to dissimilar classes. Decision planes are generally a line or a curve [7]. It is a
supervised learning model for classification, outlier detection, and regression. The
main advantage of SVM is effectiveness in high dimensional data spaces and it is
memory efficient. It performswell on themajority data but not well perform onminor
data [8]. Disadvantage of SVM is that if the number of attributes is much higher than
the number of samples, then it gives poor performance. SVM is a vector space model
based classification technique. Before the classification of text document should be
transformed to attribute multidimensional vectors [9].

3.1.3 Decision Tree (DT)

It is a classification technique. The learning approach of decision tree is based on the
divide and conquer technique. Decision tree have structure like a tree. General tree
have nodes and edges, decision tree also has nodes and edges. Nodes are used for
testing a particular feature. Nodes are divided into three category root node, internal
node, and leaf node 1. In decision tree, these three nodes have their own meaning.
The meaning of edges and each node are shown as:

Root node—It is selected as an attribute that data efficiently.
Internal node—The test on attribute is represented by this node.
Leaf node—It is used to represent the class label. It is also called terminal node.
Edges—The outcomes (conjunctions of attributes that lead to leaf node) of the
test is represented by each edges of the decision tree.

Class prediction is held by a path that is traced from root to a leaf node. Decision
tree is built with the help of training test. The tuples with unknown class are classified
with the help of this tree [10]. In Fig. 1 here two classes are unfit and fit which assigns
to a person according to age.

Decision tree algorithm has three major steps:
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Fig. 1 Decision tree showing whether a person is fit or unfit depending on age

1. For an available dataset D, choose the features as target class for divide tuples in
partitions.

2. Define a dividing norm for generate a partition in which every tuples be parts of
a single class. Select the best partitions to create a node.

3. Recursively repeat above two steps until the complete tree is grown [11].

Somedecision tree algorithms areCHID,CART, ID3,C4.5, andHunt’s algorithms
[12].

3.1.4 K-Nearest Neighbor (KNN)

It is a non-parameter algorithm. It is a supervised predictable classification model.
KNN classification rules are generated from the training dataset themselves without
the help of additional datasets [13]. In the nearest neighbor the technique of classi-
fication of an unknown data example is achieved by analyzing classes of its nearest
neighbors. KNN algorithm uses the technique of nearest neighbor for classifying
the datasets. In KNN only a fixed number of nearest neighbors are granted for clas-
sification of unknown datasets [14]. This fixed number is known as k which is a
positive integer. If k = 1 it means unknown data is classified as training data which
is most nearest to it. KNN is also known as a lazy learner algorithm. It is applicable
in a number of different areas like text categorization, pattern recognition, agricul-
ture, and finance. It has a very easy implementation and gives a good result. It does
not have a learning phase. The training tuples are viewed as a set of data points in
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Fig. 2 a The 1-NN decision rule: the point? is assigned to the class CS; b the KNN decision rule:
with k = 4 the point? is assigned to the class IT

m-dimensional space, m is the number of attributes describing datasets. When an
unknown example comes for classification, then discover k most nearest data points
to it in m-dimensional space.

In Fig. 2a, an unknown example is classified by only one known example. In
Fig. 2b more than one known example is used, k = 4 so closest four examples are
considered for classifying unknown one. Three belong to the same class and only
one belongs to another class [15]. To determine the k-nearest data points to unknown
example, for these different kinds of distance measuring metrics [16, 17] are used
which are given as follows:

The Euclidean distance between two examples P and Q is

√ ∑

1≤i≤n

(pi − qi )
2 (3)

Manhattan distance between two examples P and Q is:

∑

1≤i≤n

|pi − qi | (4)

3.1.5 Neural Network (NN)

The recent research in neural classification has a network of neurons, make an alter-
native to different conventional classification models. Working process of neural
network based on the human brain’s neural network. It is a circuit or network of
neurons. The connections of the neurons are done by weights. Input layer takes input
and hidden layer done processing on input and produces output in the output layer.
Neurons are shown by circle and arrow (connections) represents the weights. All
inputs aremodified byweight and summed. The amplitude of the outputs is controlled
by the activation function. A neural network in the case of artificial neurons called an
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Fig. 3 Structure of neural
network

artificial neural network (ANN). An ANN is a device with a large number of inputs
and a single output (Fig. 3).

It is data-driven self-adaptive methods. It is a global functional approximator in a
network which can approximate any functions with arbitrary accuracy [18]. In these
different models are available for classification such as recurrent neural network and
conventional neural network etc. [19].

3.1.6 Random Forest (RF)

When random forest is used for classification then there many numbers of tree clas-
sifiers are produced. In this classification process certain classes are voted by these
trees. In this classification method, all tree classifiers are randomly given the vote
to classes by which classification is done [20]. It is an ensemble learning method.
It is storing the trees which are used for classification. Random forest classifier is
defined as comprised of structured tree classifier {h(y, j), j = 1, …}, where {j} is
independently identically distributed random vectors, and each tree casts a united
vote for famous class at input y [21]. Classification is performed with less numbers
of trees. Automatic classification is done with the help of an improved random forest
classifier. Dynamically change the number of trees of this improved classifier which
produce optimized performance [22].

3.2 Lexicon-Based Approach

In this approach, phrases are classified as negative or positive by reading those phrases
and computer their polarity using different kinds of dictionaries. Positive or negative
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sense of the phrase is called semantic orientation.Using semanticswords the accuracy
of classification is improved. In this approach assign a positive value (+) to phrase
or words which have positive sense and a negative value (−) to negative words or
phrases. Phrase or word having no meaning that is called neutral and assign zero
value (0). This approach is classified into two approaches:

3.2.1 Manual Approach

It is a time taken an approach to make a dictionary. So it is combined with one of the
two following approaches [5].

3.2.2 Dictionary-Based Approach

In this approach, manually build a dictionary of semantic words with its known
polarity value.After built, it executes a program that collects antonyms and synonyms
by this dictionary. This is a recursive process in which new words can be found [5].

In this approach, two freely available dictionaries, WordNet, and its improved
version SentiWordNet are used [23].

3.2.3 Corpus-Based Approach

In this identifies opinionwords by consideringword list. Lexicon is built for a specific
domain. This method is used to build semantic lexicons automatically [24] (Tables 1
and 2).

Table 1 Comparison between machine learning approach and lexicon approach [23]

Basis Machine learning Lexicon-based

Domain Dependent Independent

Classification Supervised Unsupervised

Prior training Yes No

Adaptive learning Yes No

Speed Slow Fast

Accuracy Higher Lower
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Table 2 Applications of sentiment analysis

Domain Description

Purchasing stock or services Customers can easily check and reviews of any stock or
services and easily compare their brands

Marketing research The mentality of customers about services or items or the
latest government policy can be evaluated

Recommendation systems According to interests and preferences, the system can
forecast which product should be suggested and which one
should not be suggested

Detection of flame By this detect insolent arrogant, abusive, overheated words
used in Facebook, Twitter, Instagram or blogs on the
internet

Quality improvement in product Manufacturers can gather the customer opinion whether
agreeable or not with products, and then they improve the
quality of their products

4 Accuracy Measures of Classifiers

The performance SA is evaluated by helped of a confusion matrix which is created
when an algorithm is implemented on datasets. Different types of performance
measures are used that are Recall, Precision, Accuracy, and F-measure.

Correct Labels

Positive Negative

Positive True positive False positive

Negative False negative True negative

Accuracy= It is a performance evaluationmetric and it is evaluated by the number
of correctly predicted reviews divided by the total number of reviews present in the
corpus.

Formula is:

Accuracy = TN + TP

TN + TP + FP + FN
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Fig. 4 Comparison of accuracy of existing techniques

Figure 4 display graphical view of the accuracy comparison of existed techniques
which is already shown in Table 3.

5 Conclusion

This survey paper represents an overview of recent works in SA. A large number
of published and cited articles are used for writing this survey paper. Three types of
levels are explained. For classification supervised machine learning algorithms and
lexicon-based approaches are used. Accuracy with respected classifiers is shown in
some recent previous articles. In different areas applications are explained. Mostly
review data sets are aboutmovies from different online sites like IMDb, Online news-
papers, and Rotten Tomatoes. Product review is taken from e-commerce sites and
different laptop companies. SA process needs some enhancements and it interested
area in computer science.
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Table 3 Accuracy measurement by different classifiers

Year Data and reference Classifier Accuracy (%)

2015 Movie review [25] NB
SVM

85.10
84.70

Lankadeepa newspaper [7] NB
SVM

60
56

2016 Movie review [26] SWN 81

Movie review [27] RF
DT
KNN
NB

88.95
87.53
88.86
54.77

Twitter review of movie [20] NB
SVM

65
75

Review of laptop companies and e-commerce sites [28] SVM 88.13

Movie review [29] SWN 69.1

2017 Movie review [30] NB
DT
KNN

54.10
44.26
50.28

Movie review [31] NB
KNN
RF

81.4
55.30
78.65

Movie review [32] NB 73.04

Movie Review [33] RF 90

Movie review [34] RF 94.14

Movie review [35] SWN
SVM
NB

68.6
73.6
75.1

Product review [36] NB
SVM
DT

66.95
81.77
74.75
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Abstract There are numerous toxic and lethal substances that are available in the
environment due to the rapid industrial growth and excessive application of pesti-
cides. These substances get into the human food chainmajorly through air, water, and
soil. This paper presents a case study investigating the organochlorine pesticide levels
in women experiencing the malignant and benign growth of breast cancer disease in
order to evaluate the exposure against the chemicals and its association with the risk
of breast cancer amongwomen.After obtaining the blood and adipose tissue samples,
levels of 51 chemicals including DDT, its metabolites, and isomers of HCH among
50 women each with the malignant and benign growth of breast cancer disease are
measured. The levels of the chemicals in women with malignant growth of breast
cancer are compared with benign cases and a prediction model is built using popular
ensemble machine learning framework. The proposed framework is an optimized
version of Random Forest algorithm in which feature selection is implemented and
the process is incorporated with the preprocessing filters. The proposed framework
for breast cancer prediction successfully achieved a prediction accuracy of 90.47%,
which is found to be better than the standard classifiers like SVM, neural network,
etc.
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1 Introduction

Cancer today is liable for one out of three premature deaths which are occured due
to non-communicable diseases across the world and the count of cancer diagnosis is
projected to ascend annually [1]. Among different types of cancer, lung cancer is the
most prominent and the major reason of mortality due to cancer among males. Most
commonly identified cancer in females appears to be breast cancer and dominates
as a reason of female mortality due to any type of cancer. Across the world, nearly
about 2.1 million breast cancer cases in females are reported in 2018 representing
one out of four cancer diseases in women [2].

Occurrence of the breast cancer is suspected due to certain factors like reproduc-
tive, genetic, lifestyle, and environmental. Out of these, environmental factor plays
an important role [3] to the extent that it is presumed that numerous environmental
factors are responsible in developing this disease. Persistent contact to the pollutants
in the environment notably the ones having the estrogenic impact may worsen the
situation especially in the tumors related to the hormones such as breast tumours that
eventually lead to cancer. Among variety of environmental pollutants, organochlo-
rines (OCs) are among the most common pollutants linked to the various health-
related issues including cancer [4]. Among the endocrine disruptors, organochlorine
pesticides alter the normal estrogen–progesterone equity and may show a significant
part in breast cancer risk [5]. Several lines of investigation support that the getting
exposed to dichlorodiphenyltrichloroethane all through fetal life is closely linked
with the high risk of malignant growth of the disease [6]. Other evidences suggest
that environmentally induced risk factors linked with the high risk of malignant
growth are more prominent while the sufferer is in the direct contact to pesticide
agents for a prolonged duration, e.g., dichlorodiphenyldichloroethylene (DDE) and
dichlorodiphenyltrichloroethane (DDT), cadmium, and high exposure to emissions
from transportation especially at the stage of menarche for premenopausal women
[7]. Studies have reported that there is the presumed positive link between DDE
(main metabolite of DDT) and the breast cancer [8]. Studies highlight the close link
between high serum count for p, p′-DDE, β-HCH, and heptachlor with an elevated
breast cancer risk [9].

Various types of the cancer including breast cancer are treatable whenever iden-
tified at beginning stage. There are several features of a cancerous cell that can be
analyzed to get an assessment of the risk of the disease. ML can be introduced
for early prediction of breast cancer, taking into account the characteristics of the
patients and life style measures. Cruz et al. conducted a comprehensive survey of
the various types of machine learning methods in use, the data types being inte-
grated, and the performance of these approaches in cancer prognosis and predic-
tion. Among the studies that have been better validated and designed, it is apparent
that ML can be used to increase the effectiveness of predicting cancer recurrence
significantly (15–25%), mortality and susceptibility. It is also noticeable at a more
primitive level that machine learning also significantly improves our basic under-
standing of the progression and development of cancer [10]. Kourou et al. discussed
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machine learning concepts while detailing their application in prediction or prog-
nosis of cancer. Most of the studies proposed over the past few years focus on
developing prediction models utilizing supervised machine learning techniques and
classification algorithms for predicting valid disease outcomes. From the observation
of their findings, it is clear that the integration of heterogeneous multidimensional
data, combined with the application of various methods for the selection of features
and classification, can provide promising inference tools in the field of cancer [11].
Montazeri et al. proposed a rule-based classification method for predicting various
types of breast cancer survival using ML techniques. This study shows that the Trees
Random Forest (TRF) model was the best model having the highest accuracy level,
which is a rule-based classification model [12].

In this study, machine learning models are trained with datasets containing
different features of the patient so as to predict breast cancer possibilities. Accu-
racy of 90.47% achieved in the proposed model. The proposed model can be helpful
to cure the disease before it enters the advanced stage and chances of cure gets
weaker. After data processing, ML algorithms are trained in this work to test the
classification performance.

The remaining part of the paper is outlined as follows: Section 2 outlines the exper-
imental investigation which comprises of brief explanation of sample analysis and
tool utilized in the proposed framework. Section 3 demonstrates prediction frame-
work with its detailed description. Section 4 discusses the experimental result and
performance matrix. Section 5 concludes the work while addressing further research
issues.

2 Experimental Investigation

This segment explains the experimental setting, the dataset consisting of sample
analysis, and the tool used in the proposed framework for risk prediction.

2.1 Dataset

The research presented in the paper is carried out at theMalwa region of Punjab state
of India significantly known for the production of food grains, cotton farming, and
furthermore for the highest cancer cases recorded. To examine the possibility of breast
cancer against the exposure to these chemicals, 100 different samples of adipose
tissue and blood are obtained from the women of Malwa belt Punjab (consisting 11
districts) each with malignant and benign growth of breast cancer disease.
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2.2 Experiment Setting

The results are empirically evaluated over the dataset withWeka 3.6.9, a data mining
tool in order to classify the data through various algorithms. Several model building
approaches are implemented, evaluated, and analyzed using the tool with the specific
optimizing the classifiers predictive accuracy.

3 Prediction Framework

Machine learning, an artificial intelligence subdivision, uses the variety of optimiza-
tion, statistical, and probabilistic techniques which allows machines (or computa-
tional systems) to pick up from the past instances and to observe the patterns which
are hard-to-discern from the large, complex, and noisy datasets [10]. ML centers
on ingenious techniques for processing massive complicated information at reduced
cost. Designing a computing machine configured to divide object predictions on the
basis of the available dataset and samples is the main goal for performing the exper-
imentation in machine learning. Figure 1 shows the abstract view of the proposed
framework. The result of the proposed model allows predicting the risk of breast
cancer with high accuracy. Biopsy samples are analyzed in the proposed framework
to obtain the information on the various risk factors. The prediction model is then

Prediction of Benign and Malignant cases 

Performance Evaluation K fold cross 
Validation

Biopsy Sample 

Analysis of 51 chemicals including 
DDT, its metabolites and isomers of HCH 

in benign and malignant cases 

Data Cleaning and Preprocessing

Training and Testing of Random for-
est Algorithm

Data Collection

  Pre-processing

Cross Validation 

  Training 

Fig. 1 Proposed framework
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trained applying different classifiers for ML to generate an efficient result that allows
predicting the risk of the disease mentioned.

3.1 Machine Learning Models

Following are a few machine learning models that exhibit their own benefits and
shortcomings. The proposed framework is an attempt to develop an ensemble solution
exploiting the merits of following existing models.

i. Random Forest: RF is the set of tree predictors where every tree focuses on
the values of a random vector which independently sampled with the similar
allocation for all kind of trees in the forest. The generalization fault of a forest
of tree classifiers is based on the vigor of the respective trees in the forest and
their correlation. Adopting a random selection of attributes to divide every node
yields failure rates that are more robust in terms of noise than AdaBoost [13].

ii. Neural Network: Artificial Neural network is a synchronized set of nodes that is
similar to a massive brain neuron network. It is used to control binary classifiers
learning, which can determine whether an input belongs to a particular class
[14]. The neural network categorization models had the multitude output nodes
proportional to the number of classes, where the predicted class is the largest
response from the output [15].

iii. Support Vector Machine: SVMs utilize a linear model to incorporate nonlinear
class boundaries into a high-dimensional feature space via some nonlinear
mapping input vectors [16]. This model represents examples as points in space,
plotted in space, plotted to create distinct categories, or separated by a clear
gap. New samples are then plotted into the similar space and then projected to
correspond to a class based upon the side of the space where it fall [17].

iv. AdaBoost: AdaBoost is a strong technique proposed originally for pattern detec-
tion. AdaBoost’s geometric interpretation is that it discovers an accurate ruler of
classification, a powerful learning algorithm, combined with many other weak
learning algorithms [18]. Statistics aggregated at every stage of the AdaBoost
algorithm where each sample that is to be trained is supplied to the tree and an
efficient ensemble classifier is developed [19].

v. Bayes Net: This is a technique that symbolizes the joint probability spread
of a random variables set taking advantage of the conditional independence
relationships between variables, almost always significantly lowering the count
of parameters required to show the full joint probability distribution. Bayes nets
also provide a robust and natural approach of representing the dependencies that
occur [20]. Bayesian network is represented by the directed acyclic graphswhere
nodes describe the variables in the Bayes net perception. Each individual node
pertains to a probability function which takes as input and passes the variable’s
probability distribution presented by the node [21].
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vi. Decision Tree: Decision tree approach is a widely applied datamining technique
for building multiple covariate-based classification systems or for establishing
target variable prediction algorithm.This technique categorizes a population into
branchlike segments that build an inverted tree with an internal nodes, root node,
and leaf nodes. It is a non-parametric algorithm. The algorithm can effectively
deal with complicated, large datasets without imposing a complex parametric
structure [22].

3.2 Proposed Framework

In the proposed machine learning framework as delineated in Fig. 1, biopsy samples
are taken and information is extracted in the form of 51 different chemicals like DDT
and its metabolites. These 51 features are supplied into the proposed framework and
training of the sample is done using Random Forest algorithm which is presented in
Algorithm 1.

Algorithm 1 Random Forest Algorithm
Comment:{Let the total number of input variables are represented by F that is to
be used for growing ensemble of trees using boot strapped samples of training data
set.}

• Select m variables randomly from F input variables to find the decision at anode
of the tree.

• From the training set, select a bootstrap sample for the tree by selecting n times
with replacement from all N available training cases.

The rest of the cases are used to measure the error of the tree by predicting their
classes.

• Depending on these m variables, evaluate the best split in the training set.
• Each tree is not pruned and is fully grown.
• Anew sample will bemoved down the tree for prediction. The label of the training

sample is assigned in the terminal node in which it ends.
• Repeat actions 1–5 over all the considered trees in the ensemble.
• Calculate the average vote of all trees considered as Random Forest prediction.

While processing the information, missing values are identified in the dataset and
are supplanted with the suitable values by selecting replace missing values filter of
the simulation tool. In the proposed system, the input is the set of all the chosen
features while the output of the system is to obtain a value 1 or 0 indicating the
presence or absence of the breast cancer in sufferers. Classifier analyzes the selected
samples without actually addressing their classes. K-fold cross validation method is
used during experiments, where value of K is specified to 10. First, dataset is split
into ten equivalent size subsamples. Then, best ML algorithms are chosen being base
classifier in order to instruct the nine subsamples and testing the one sample which
is left. The operation is replicated ten times for K = 1, 2, 3, …, 10 to evaluate the
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robustness of the designedprediction framework.To assess the proposed framework’s
performance, different discrete parameters are used such as FP rate, precision, TP
rate, recall, F-measure, and ROC area. Confusion matrix is also obtained for the
classifier.

Random Forest is an ensemble machine learning algorithm with an efficient
prediction performance and hence is implemented for building the proposed predic-
tion framework. After the preprocessing stage which involves removal of the missing
value and cleaning of the data, best features are selected to train the algorithm.
Proposed framework performance is calculated using various performance param-
eters of confusion matrix like accuracy, sensitivity, F-score and comes out to be
outstanding with 90.47% measured accuracy.

4 Results and Discussion

This section discusses the results and performance evaluation of the model building
using K-fold cross validation. Confusion matrix based on various parameters and
performance matrix is also presented to support the claim of the achieved accuracy
of the proposed framework.

4.1 Performance Evaluation

The proposed framework is well examined with the distinct parameters of the confu-
sion matrix shown in Table 1 while Table 2 presents various performance metrics
formulas derived using Table 1.

Table 1 Confusion matrix

Predicted condition Positive (cancerous) Negative (non-cancerous)

True reference Positive (cancerous) True positive L False negative M

Negative (non-cancerous) True positive L False negative M

Table 2 Performance metrics formulas derived using Table 1

Performance metrics Formula Used

Sensitivity L/(L + N)

Specificity M/(O + M)

Accuracy (L + M)/(L + N + O + M)

F-score (2 − L)/(2 − L) + (O + N)

MCC (L − M) − (O − N)/SQRT ((L + O) + (L + N) + (M + O) + (M + N))
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Table 3 Performance of
Random Forest

Performance parameters Result

Accuracy (%) 90.47

TP rate 0.88

FP rate 0.12

Precision 0.9

Recall 0.88

F-measure 0.88

ROC area 0.94

4.2 Experimental Results

The empirical evaluation is performed with different machine learning algorithm
like SVM, neural network, Bayes net, decision tree, and AdaBoost. It is observed
that in terms of performance, Random Forest model is more efficient than the other
machine learning models. The various performance matrixes with their formula are
presented in Table 3.

90.47% accuracy by an error rate of 10% is achieved with the Random Forest
classifier model of ML. The prediction model proposed in the work allows to predict
breast cancer risk using Random Forest algorithm having FP rate, precision, TP rate,
F-measure, ROC area, and recall with the measure of 0.12, 0.90, 0.88, 0.88, 0.94, and
0.88, respectively. Upon comparison with other existing classifiers, it is analyzed that
the proposedmodel achievesmuch better outcomeswith regard to high predictability.
The proposed model, however, is unable to attain the highest AUC, although it has
managed to achieve 0.96 AUC which is much better than other existing classifiers.
Table 4 presents the comparison with other existing classifiers.

To validate theRandomForest performance and to check the stability in the perfor-
mance, K-fold validation technique is implemented for ten iterations and the quality
of the proposed framework is noted to be robust. The stability of the performance
matrix like accuracy and AUC is presented in Fig. 2 and Fig. 3, respectively. Figure 2
presents the accuracy using K-fold validation while Fig. 3 represents the area under
the curve using K-fold validation method. The graph in Fig. 2 shows the accuracy
and Fig. 3 shows that the Random Forest is quite robust in performance and can be
selected to predict the breast cancer in the proposed prediction system.

5 Conclusion

This paper showcases a case study where machine learning algorithm is trained for
proficiently predicting the breast cancer disease from medical records of patients.
Data is extracted out from the biopsy sample of patients in order to train the
model. The proposed framework succeeded in achieving 90.47%prediction accuracy
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Table 4 Comparison with other existing classifiers

Performance
parameters

TP rate FP rate Precision Recall F-measure ROC area Accuracy

Random
forest

0.88 0.12 0.9 0.88 0.88 0.94 90.47

Naïve Bayes 0.67 0.33 0.74 0.67 0.644 0.713 67

BayesNet 0.72 0.28 0.762 0.72 0.708 0.71 72

Logistic 0.61 0.39 0.618 0.61 0.603 0.619 61

Voted
perceptron

0.62 0.38 0.62 0.62 0.62 0.635 62

AdaBoost M1 0.68 0.32 0.68 0.68 0.68 0.733 68

Bagging 0.66 0.34 0.661 0.66 0.659 0.623 66

SVM 0.68 0.32 0.701 0.68 0.672 0.68 68

J48 0.63 0.37 0.787 0.63 0.571 0.589 63

Decision
stump

0.57 0.43 0.589 0.57 0.546 0.608 57

Decision
table

0.61 0.39 0.64 0.61 0.588 0.622 61

Fig. 2 K-fold cross validation results of accuracy

using optimized ensemble version incorporated with feature selection. The proposed
prediction model is helpful in predicting the risk of breast cancer using Random
Forest algorithm with an efficacious performance of different parameters namely;
TP rate, precision, FP rate, recall, ROC area, F-measure, with the measure of 0.88,
0.90, 0.12,0.88, 0.94, and 0.88, respectively. The proposed method is efficient, accu-
rate, and faster method having a wide scope in medical assistance which contributes
to the early detection of the disease saving many lives. Collection of more detailed
data and processing using big data Hadoop framework holds a promising scope as a
future work of the case study presented in the paper.
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Fig. 3 K-fold cross validation results of accuracy
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Realization of Grounded Inductance
Circuit Using Bulk-Driven Current
Conveyors

Anu Tonk and Neelofer Afzal

Abstract Thepaper presents the realization of a lossless grounded inductance circuit
that is capable of low-voltage (LV) operations. This has been possible by incor-
porating an important non-conventional circuit design technique known as bulk-
driven (BD) for implementing a second-generation current conveyor (CCII) cell.
The bulk-driven second-generation current conveyor (BDCCII) nearly allows rail-
to-rail input-output operations while operating at supply voltage levels as low as
±0.5 V. Further three voltage-mode filter configurations namely: a second-order
band-pass (BP), band-elimination (BE) and high-pass (HP) have been implemented
to verify the workability of the simulated high-valued inductance. These filters have
been specifically designed for applications which involve extremely low-frequency
operation like biosensors, bio-signal processing, etc. PSPICE simulations have been
performed using 0.18 µm CMOS standard technology and obtained results confirm
the theoretical analysis.

Keywords BDCCII · GIS · LV · Biquad · Q-factor · Bio-signal processing

1 Introduction

Low-voltage (LV) approach [1–3] to analog circuit design continues to gain special
attention in the last fewdecades.Tremendous efforts are beingput towards developing
variants of analog modules that can meet the expanding demands for LV battery
operated and small-sized portable electronic modules. Most importantly, constraints
on reducing threshold voltage (VT ) [4, 5] pose a serious difficulty while continuously
scaling devices for miniaturization. One of the most promising solutions—Bulk-
Driven (BD) technique can help an engineer to efficiently accomplish his target of
designing an integrated circuit (IC) with utmost low supply voltage requirements. In
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Fig. 1 a BDCCII+ schematic [10]. b Transistor set for BDCCII− realization

lieu of this present scenario, it is seen that LV concepts are also being extensively
explored in the field of current conveyors [6–11]. Synthetic grounded inductance
simulators (GIS) using different active blocks have been detailed in the past [12–38].
It is already difficult to implement an inductor in integrated circuits, and to the best
knowledge and belief of the authors, none of them is capable of operating with such
low supply levels. Thus, in accordance with the state of art, authors have decided to
implement a ±0.5 V grounded inductance (GI) with bulk-driven second-generation
current conveyors (BDCCIIs). The paper is organized in fourmain sections. InSect. 2,
transistor-level design of a BDCCII—plus-type (Fig. 1a) and minus-type (Fig. 1b)—
has been given to briefly demonstrate its characteristic properties. This is followed by
a discussion on the proposed GIS circuit. To confirm the performance of suggested
GIS topology, three single-input single-output (SISO) biquad filters: band-pass (BP),
band-elimination (BE) and high-pass (HP) have been presented along-with their non-
ideal and sensitivity analysis in Sect. 4. However, a lot many other applications, such
as oscillators and resonators etc., can be further realized with the GIS. Frequency-
and time-domain results have been given to illustrate the performance of all presented
circuits. The main features of the proposed GIS and those in [12–36] are summarized
in Table 3. PSPICE simulations have been performed with TSMC 0.18 µm standard
technology and the evaluations verify the potential of proposed circuits. This study
extrapolates further possibilities for designing BDCCII based LV circuits.

2 Bulk-Driven CCII

Second-generation current conveyor (CCII) is themost versatile active building block
available for realizing various analog signal processing circuits. Port relations of a
plus-type BDCCII (BDCCII+) are given in form of a matrix below. Use of plus-type
CC is more attractive than minus-type because of its simplicity. For BDCCII, −Iz =
−Ix.
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⎡
⎣
VX

IZ
IY

⎤
⎦ =

⎡
⎣
0 0 1
1 0 0
0 0 0

⎤
⎦

⎡
⎣

IX
IZ
VY

⎤
⎦

BDCCII (Fig. 1) has 14 transistors in plus-type and 18 transistors in its minus-
type structure. These implementations allow almost rail-to-rail swing capability at
all the ports. The bulk terminals of transistors M8 and M9 are supplied with input
signals X and Y which enable operations under LV input supply. Bulk of other
PMOS/NMOS is connected to positive/negative supply voltages. An appropriate DC
bias (Vss) is also supplied to the gate terminals of M8-M9 and M4-M5, apposite to
create a conduction channel inversion layer. This is because VT requirements are
reduced or completely eliminated in BDMOS transistors [39]. Transistor M1-M2,
M4-M5 and M6-M7 are used to transfer X terminal current to Z+ . Another set of
transistors M1P-M2P and M1N-M2N completes the inverting current tracking from
port X to Z−. Voltage tracking from Y to X terminal is achieved byM8-M9 andM3.
Current copying (from X to Z +/Z− terminal) and voltage following (from Y to X
terminal) actions of BDCCII+ & BDCCII− are shown by Figs. 2 and 3 respectively.

Fig. 2 DC current transfer from terminal X to a Z+, b Z−

Fig. 3 a DC voltage transfer from port Y to X. b AC voltage response at port X



362 A. Tonk and N. Afzal

Table 1 Measured
performance characteristics

Characteristics Simulated results

Biasing current (Ib) 28 µA

Transistor count 14+, 18−

Linear voltage range −250–250 mV

Linear current range −100–100 µA

−3 dB bandwidth (IZ+/IX ) 72 MHz

−3 dB bandwidth (IZ−/IX ) 66 MHz

−3 dB bandwidth (VX /VY ) 114 MHz

Fig. 4 AC current response at port a Z+ b Z−

−3 dB current bandwidth for BDCCII+ at Z+ terminal is 72MHz, and−3 dB current
bandwidth for BDCCII− at Z− terminal is 66 MHz. 114 MHz is the −3 dB voltage
bandwidth at port X. This bandwidth response obtained is much greater as compared
to the other available LV CC cells [6–8]. This circuit is not only better in terms of
high current and voltage bandwidth but it also provides decent power consumption
in a minimal transistor structure. Table 1 illustrates the simulated parameters of
BDCCIIs. Figures 2, 3 and 4 present simulated current and voltage response of the
current conveyors.

3 BDCCII Based GIS

Grounded inductance realization discussed in this paper is a modification to the well-
known inductance simulation circuit proposed by Sedra and Smith [40]. It employs
two BDCCIIs with minimal number of active and passive elements. Routine analysis
of the proposed GIS (Fig. 5) yields that

Z in(s) = Vin

Iin
= sC1R1R2 (1)
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Fig. 5 BDCCII based
grounded inductance
simulator

FromEq. (1) the equivalent value of simulated grounded inductance (Leq) obtained
is:

Leq = C1R1R2 (2)

Considering both BDCCIIs to be ideal and R1 = R2 = R, the input impedance Z in

can be rewritten as:

Z in(s) = sC1R
2 (3)

Thus, equivalent value of grounded inductance becomes cR2. From (2) it should
be noted that the simulated GIS can be tuned using grounded resistances R1 and R2.
Now, taking the non-ideal effects associated with BDCCII into account characteristic
matrices for BDCCII+ and BDCCII− can be redefined as follows:

⎡
⎣
VX

IZ
IY

⎤
⎦ =

⎡
⎣

0 0 β1

α1 0 0
0 0 0

⎤
⎦

⎡
⎣

IX
IZ
VY

⎤
⎦

⎡
⎣
VX

IZ
IY

⎤
⎦ =

⎡
⎣

0 0 β2

α2 0 0
0 0 0

⎤
⎦

⎡
⎣

IX
IZ
VY

⎤
⎦

where αi and β i are frequency-dependent current and voltage gains. α1 and α2 are
the transfer gains from terminal IX1 to IZ+ and IX2 to IZ−, respectively. β1 and β2

are the transfer gains from VY1 to VX1 and VY2 to VX2, respectively. Using these
matrices, the non-ideal input impedance can be expressed as:

Z in(s) = s(C1R1R2/α1α2β1β2); Leq1 = C1R1R2/α1α2β1β2 (4)

Consequently, equivalentGIS value becomes equal toC1R1R2/α1α2β1β2. Various
active and passive sensitivities of GIS can be expressed as given in Eq. (5) which
shows that the sensitivity figures are within reasonable limits.

S
Leq

R1,R2,C1
= 1 = −S

Leq

α1,α2β1,β2
(5)

Equivalent impedance, Z in(s), under the influence of parasitic components can
be approximated [15] as given in Eq. (5). Here, Rxp and Rxn are low-valued series
resistance at port X of the BDCCIIs.
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Fig. 6 Frequency response of Z in for simulated GIS

Z in(s) = sC1(R1 + Rxn)(R2 + Rxp) (6)

Figure 6 presents the curve obtained for simulated input impedance Z in(s). A bias
current (Ib) of 21 µA and voltages of ±0.5 V were supplied. Resistor values (R1

and R2) were set equal to 2 k� while capacitor value (C1) was set as 1 µF. At a
frequency of 1 kHz, simulated impedance is 23.75 k� while its theoretical value is
25.12 k�. The simulated inductance (Leq) value is 3.75Hwhereas its theoretical value
is 4H. The proposed circuit is not only able to realize a high-valued inductance but it
can also be seen that it has excellent performance over wide range of extremely low
frequencies. Low-frequency performance improvement is an important topic because
the spectrum of audio signals, e.g. speech and music, extends from approximately
20 Hz to 20 kHz [41].

4 Verification of Workability of GIS

Workability of proposed grounded inductance circuit has been confirmed by real-
izing a second-order BPF, BEF and HPF filter configuration. Routine analysis of the
schematic for BPF realization, see Fig. 7a, using the newGIS results in the following
expression for its transfer function:

Vbp

Vi
= s/RC

s2 + s/RC + 1/LC
(7)
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Fig. 7 Second-order filter structure a BP, b BE, c HP

Similarly, the active realization of BEF using the proposed GIS has been shown
in Fig. 7b whose transfer function is given by Eq. (7):

Vbe

Vi
= s2 + 1/LC

S2 + sR/L + 1/LC
(8)

Transfer function of the filter realized by configuration given in Fig. 7c is given
by:

Vhp

Vi
= s2

s2 + s/RC + 1/LC
(9)

FromEqs. (6–8), angular resonance frequencyωo is given by 1√
LC

. Further, taking
the value of L = Leq

ωo = 1√
LeqC

(10)

Leq can be further substituted from Eq. (2). The value of other important
parameters, i.e. quality factor can be expressed as follows for the three filter
configurations:

Qbp = Qhp = R√
Leq

; Qbe = 1

R

√
Leq

C
(11)

It can be noted from Eqs. (10)–(11) that ωo and Q can be tuned independently
through R1 (or R2) and R, respectively. It is also apparent that Q can be made greater
than unity by proper selection of passive element values. Using the characteristic
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matrices rewritten for BDCCII+ and BDCCII− in Sect. 2, the non-ideal voltage
transfer functions for BP, BE and HP configurations becomes:

Vbp

Vi
= s/RC

s2 + s/RC + 1/Leq1C
(12)

Vbe

Vi
= s2 + 1/Leq1C

s2 + sR/Leq + 1/Leq1C
(13)

Vhp

Vi
= s2

s2 + s/RC + 1/Leq1C
(14)

Value of Leq1 can be now substituted from Eq. (4). Resonance angular frequency
(ωo) and quality factor (Q) values become:

ωo = 1√
Leq1C

; Qbp = Qhp = R√
Leq1

; Qbe = 1

R

√
Leq1

C
(15)

The absolute ωo and Q active and passive sensitivities have been calculated as
follows, all of which are less than or equal to unity.

Sωo
R1,R2,C1,C

= −Sωo
α1,α2,β1,β2

= 1

2
; SQbe

R = S
Qhp

R = −SQbe
R = 1; SQbe

C = −1
1

2
(16)

S
Qhp

R1,R2,C1,C
= S

Qbp

R1,R2,C1,C
= −1

2
; SQhp

α1,α2,β1,β2
= S

Qbp

α1,α2,β1,β2
= 1

2
(17)

SQbe
R1,R2,C1,C

= −SQbe
α1,α2,β1,β2

= 1

2
(18)

5 Filter Simulation Results

PSPICE (version 9.1) simulations have been carried out to verify the givenmathemat-
ical analysis. Behaviour and performance analysis of the BDCCIIs has already been
discussed at the beginning of Sect. 2. Filter configurations given in this paper have
been specifically demonstrated to operate at a very low-frequency, sub-Hertz range,
typically required for biomedical signals. Analog designs for bio-signal processing
systems may require large passive component values, often not permissible by
contemporary technology. So we have extended the use of bulk-driven technique
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Table 2 Transistor sizing Transistor W (µm) L (µm)

M1,M2 100 0.3

M3 18 0.3

M4,M5 100 2

M6,M7 50 2

M8,M9 10 0.3

M10, M11 40 0.3

M12, M13,M14 4 0.3

M1P, M2P 100 0.5

M1N,M2N 50 0.5

to implement second-generation current conveyor in order to realize a high-valued
grounded inductance, simulations refer to in Sect. 3. The common bio-potential
signals namely electrocardiogram (ECG), electroencephalogram (EEG) and elec-
tromyogram (EMG) have very low amplitudes (10 µV–100 mV) and are located in
a very low-frequency band (0.5 Hz–1 kHz). Interestingly, the only current conveyor
GIS-based filters with such low-frequency performance that can be cited in this
context is [15]. The following values of the passive components were used for the
grounded inductor circuit (Fig. 5)C1 = 1µF,R1 = 2 k�,R2 = 2 k� and for Figs. 7a–
c R = 2 k�, C = 1 µF. The bulk-driven current conveyors were biased at ±0.5 V
DC power supplies with IB = 21 µAwhere IB is the biasing current, for both current
conveyors. The dimensions of MOSFETs of the filter are summarized in Table 2.
All circuits enjoy independent tuning of the filter parameters, ωo andQ. Keeping the
component values as given above, f o has been set to 77 Hz and quality factor (Qbp,
Qbe and Qhp) is set to be unity, in all three cases. We present the results of simulated
filter responses in Figs. 8, 9 and 10. Figures 11a, b demonstrates the Q-tuning of BP
and BE filter with resistance R.

Resistor R, inferred according to Eq. (15), can be used for the fine-tuning of Q
value. For example, Qbp can be tuned to 1, 2, 3, 4, 5 and 6 by varying R as 2 k, 4 k,
6 k, 8 k, 10 k and 12 k, respectively. Conversely, Qbe can be tuned to 1, 2, 4, 5 and
10 by varying R 2 k, 1 k, 0.5 k, 0.4 k and 0.2 k, respectively.

6 Conclusion

Active realization of grounded/floating passive impedances has always been a
popular objective of research in analog circuit design. The use of bulk-driven tech-
niques for implementing basic CC cells can be found in open literature but its versa-
tility in designing analog signal processing and integrated circuits is less known.
Authors have filled this void by introducing a BDCCII based grounded inductor
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Fig. 8 BPF response using proposed GIS a Frequency, b phase

Fig. 9 BEF response using proposed GIS a Frequency, b phase
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Fig. 10 Frequency response of HPF using proposed GIS

Fig. 11 Q-factor tuning of a BPF, b BEF

and adding three single-input single-output filters to the existing repertoire of the
bulk-driven analog signal processing applications.
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Neural Network Ensemble-Based
Prediction System for Chemotherapy
Pathological Response: A Case Study

Raghvi Bhardwaj and Nishtha Hooda

Abstract During the diagnosis of breast cancer, neoadjuvant chemotherapy is
supplied intravenously. Physicians recommend chemotherapy before surgery to
reduce the invasive tumor’s large size. This research work suggests a model for
Neural Network EnsembleMachine Learning, Implementation of a series ofmachine
learning algorithms to create an enhanced and efficient predictable solution patients
‘maximum pathological response after Neoadjuvant Chemotherapy. The quality of
the neural network ensemble framework for machine learning is measured using
multicriteria technique of decision making known as simple weighted additive
(WSAW). The performance score for WSAW is calculated by taking into account
ten measurements, namely accuracy, mean absolute error, root mean square error, TP
rate, FP rate, accuracy, recall, F-measure, MCC, and ROC. The results are verified
using the technique of cross-validation K-fold to achieve 97.20% accuracy. The find-
ings are quite positive when the execution of the proposed system is coupled with
the output of state-of-the-art classificators, for example, Bayes Net, Naïve Bayes,
logistic, multilayer perceptron, SMO, voted perceptron, etc. With the increasing
trend of artificial intelligence applications in cancer research, machine learning has
a great future in forecasting and decision making.

Keywords Machine learning · Neural network · Prediction · Neoadjuvant
chemotherapy · Breast cancer · Pathological response

1 Introduction

The most common form of cancer found in women around the world is breast cancer.
In India, breast cancer accounts for 23% of all female cancers. Breast cancer is
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caused by breast lumps [1]. In young women, lumps are very widespread as they pass
through puberty and even as they enter their 80s, they occur in women. This becomes
more worried about breast lumps in women after menopause because they have no
hormonal changes that would normally trigger benevolent lumps, but in growing
women, most of these lumps are benevolent because there are very common lumps
called fibroadenomas that occur in young women in their early 20s [2].

A proper diagnosis of breast cancer should be made on time without spreading
to the underlying breast tissues in an invasive manner. Neoadjuvant chemotherapy
is therefore administered to the sufferer. The majority of the time, patients receive
chemotherapy for early-stage breast cancer if they need it after surgery [2, 3]. The
breast cancer stage is the main aspect. There is not so much risk that breast cancer
will be replicated in the early stages, so it has a more favorable prognosis. Later
detected breast cancer has a higher risk of repetition, so it has a less positive outlook
[3].

Different machine learning algorithms were trained in this research work after
preprocessing the data to test classification efficiency. Also compared to classifiers
like SVM, Naïve Bayes, Bayes Net, etc. is the most prominent classification execu-
tion. Rather than focusing solely on the reliability of the prospective system, ten
assessment metrics are measured and detailed quality rating is assessed using K-fold
cross-validation technique. The ten assessment metrics are used to measure the SAW
quality score, namely accuracy, mean absolute error, root mean square error, TP rate,
FP rate, precision, recall, F-measure, MCC, and ROC.

This paper is summarized as follows: Sect. 2 includes a short description of the
approaches used in the existing classification system. Section 3 consists of the data
analysis, observational setup, and details of the data. Section 4 is a description of the
effects of the experiment and the differentiation of output. Finally, the conclusion is
discussed in Sect. 5.

2 Review

Researchers compared the efficiency and efficacy of different stratagems linked to
precision, accuracy, tolerance, and specificity in order to discover the highest accu-
racy of categorization [4]. In this paper, machine learning mpMRI enables the initial
assumption of PCR to NAC and thus can provide profitable knowledge of predic-
tions to accompany medication settlements [5]. In radiation oncology, an excellent
pattern of big data analytics and machine learning will create optimistically elevated
property verification. Reducing the value of computer power, rationalizing EHR and
strategies in algorithms of artificial intelligence will reflex changes in this field [6].
This work is also primarily due to the equation of four different methods of ML.
The acquired reliability rate cannot, therefore, be presumed to be enormous. This
analysis has investigated the useful identification of certain data in breast cancer with
ML techniques [7].
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In this paper, fiveDNAviruseswere investigated by researchers, i.e., breast cancer
impacts HSV-1, EBV, CMV, HPV, and HHV-8 through the use of SVMs. The results
revealed a better presentation of the SVM build model when breast cancer is identi-
fied according to their dataset [8]. In this research, the researchers focused primarily
on the ensemble algorithms. Generally, an ensemble classifier carefully constructed
provides more precision and solidity classification and forecast than a single algo-
rithm can achieve [9]. Researcher examined the machine learning ideas though they
describe their own prosecution in the prediction/prognosis of cancer. Most of the
studies were in depth in previous years and focused on predictive model devel-
opment using supervised machine learning techniques and predictive classification
algorithms to predict the results of authentic diseases [10].

Researchers have studied that patients with full pathological response after neoad-
juvant chemotherapy have significant particular survival improvements and exten-
sive survival [11]. Researchers have expanded different support systems for medical
decision making to analyze data on expression of genes that can strengthen the
prognosis of cancer patient survival and patients [12]. Researcher suggested an
outstanding SVM constructed weighted AUC ensemble learning system for breast
cancer research. Five programs for fusion are designed specifically to combine the
views of different basicmodels to distinguish between the scheduledWAUCEmodel,
the one which shows that theWAUCEmodel can significantly increase the execution
of cancer diagnosis [13].

3 Methods

This section is a summary of machine learning classifiers, their advantages and
presents the detailed view of the proposed neural network ensemblemachine learning
framework.

Some advantages of machine learning classifiers are given below:

(i) Machine learning can easily recognize trends and patterns.
(ii) No human intercession is needed in machine learning.
(iii) Machine learning algorithms are virtuous at handling multivariety data.
(iv) Machine learning algorithms keep improving in efficiency and precision with

experience.

Machine Learning Classifiers:
Bayes Net: This classifier is directed acyclic graphs (DAG), the nodes of which

are parameters in the section sense of the Bayes Net. That network refers to a possible
feature that takes as an insight somecertain set ofmorals for the definednodevariables
and gives up the node variable grouping possibility [14].

NaïveBayes: Such classification systems are infinitely scalable, allowing a variety
of amount of variables specifications in the learning process [15].
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Logistic: It is usually the structure in depth and performance of a complicated
action. This is the mainframe of the stream of items between the point of origin and
the point of use [16].

Multilayer perceptron neural network: This is a neural artificial network class
feedforward. A minimum of three levels of nodes was incorporated into a multilayer
perceptron: a layer of input, a hidden layer as well as an output layer [17].

Support vector machine or SMO: It is a representation of examples as space
points, separated by a clear gap, plotted to establish distinct categories. Then, virtual
instruments are shown in the new region and same area predicted to belong to a
category on the basis of space side that they fall [18].

Voted perceptron neural network: It is a neuronal net or orbit, or an artificial
neural network in other words, gathered from artificial impulses or crossings of the
nerve [19].

3.1 Proposed Framework

In this study, the model for neural network ensemble machine learning was designed
to implement an improved version of the breast cancer machine learning computer
algorithm for pathological response prediction only after neoadjuvant chemotherapy
as illustrated throughout Fig. 1.

The abstract view of neural network ensemble machine learning framework is
presented in Fig. 1. This whole framework is split into three layers as explained
below:

(i) Layer 1: Chemotherapy uses drugs that include anthracycline and taxane for
cancer which prevents the growth of cancer cells.

(ii) Layer 2: In this, the neural network ensemble machine learning framework for
pathological complete response (PCR) prediction is implemented.

(iii) Layer 3: Post-operative and follow-up treatment are conducted in layer 3.

Fig. 1 Abstract view of neural network ensemble machine learning framework
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Fig. 2 Detailed view of neural network ensemble machine learning framework

Figure 2 presents a detailed perspective of the model for the neural network
ensemble. As explained below, the whole framework is split into three sections:

(i) Data collection: The dataset I-SPY-1-TRIAL consists of 222 breast cancer
diagnosed cases for which information was extracted from the documentation
on cancer scanning and the UCSF plan of the analysis on breast imaging. In
this data, information on various variables such as PGPOS, MRI LD PreSurg,
ERPOS, MRI LD PreSurg, age, MRI LD baseline, and laterality is collected
and computed in an estimated system. These variables then allow the end results
to be analyzed.

(ii) Data preprocessing: It is an important step in projects related to machine
learning. Data collected from the dataset are cleared in this chapter. This means
the recognition process and enhancing inappropriate registry or server infor-
mation by data cleaning. After the data cleaning process, missing values are
deleted from the dataset. It is necessary to conceptualize the missing values in
order to track the data successfully. The elimination of missing values causes
the data set to be unbalanced, thus the balancing of the unstable dataset is
performed after the missing value removal stage using synthetic minority over-
sampling technique (SMOTE) to create synthetic instances to keep the balance
in the dataset. After this mechanism, various important characteristics will be
determined and the remaining irrelevant characteristics will be eliminated.

(iii) Prediction model: Nine various forms of classification models have been used:
Bayes Net, Naïve Bayes, logistic, multilayer perceptron neural network, SMO,
voted perceptron neural network, etc. Training and evaluation were carried
out by these designs. Different classification models of machine learning are
trained to test classification efficiency. Testing is carried out usingK-fold cross-
verification scheme and findings are shown. Through optimizing, two ensemble
classificationmodels, namelymultilayer perceptron, voted perceptron, etc., are
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Table 1 Variable description PGPOS Progestrone receptor status,
pre-treatment

ERPOS Estrogen receptor status, pre-treatment

AGE Patient age

MRI LD baseline Massive tumor extent at baseline
evaluated by MRI

MRI LD PreSurg Massive tumor extent before surgery
estimated by MRI

Laterality Breast with major or single tumor

just used tomeasure different performancemeasures such as accuracy, TP level,
FP rate, and ROC. Such classifiers have successfully achieved adequate results.
By using the stacking, we assembled the two classifiers and obtained a 97.20%
accuracy.

4 Experimental Investigation

This segment explains the framework’s dataset and observational settings.

4.1 Dataset

Data from 222 patients diagnosed for breast cancer are extracted from the UCSF
research plan with the ACRIN, CALGB, I-SPY TRIAL, and TCIA alliances. Table 1
shows the description of each variable and also the specified class.

4.2 Experimental Setting

The various template design techniques are incorporated in the R language using
Rattle. The primary goal is to calculate the accuracy of this classifier’s prediction.
Numerous discrete parameters are used to test the quality of the designed model:
accuracy, mean absolute error, accuracy, recall, root mean squared error, F-measure,
MCC, ROC area, PRC area, TP rate, FP rate, etc.
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Table 2 Confusion matrix Predicted condition True reference

Positive response Negative response

Positive response True positive X False positive Z

Negative response False negative Q True negative Y

Table 3 Performance metrics Precision TP/predicted yes

F-score 2 * (precision * recall/precision + recall)

TP rate TP/FN + TP

FP rate FP/TP + FP

Accuracy TP + TN/TN + TP + FN + FP

5 Results and Discussions

This whole paragraph sums up the performance testing and analyzed research
findings of the proposed model using K-fold cross-verification approach.

5.1 Performance Evaluation

As shown in Tables 2 and 3, the proposed model is checked with definite uncertainty
matrix parameters and Table 4 shows the research findings. The ten measurements
of the evaluation are used to calculate the performance score, namely accuracy,
mean absolute error, root mean square error, TP rate, FP rate, precision, recall, F-
measure, MCC, and ROC. In estimation along with neoadjuvant survivability breast

Table 4 Experimental results

Classifiers Acc% MAE RMSE TPR FPR Precision Recall F-M MCC ROC

Bayes Net 94 0.05 0.15 0.97 0.05 0.97 0.97 0.97 0.93 0.96

Naïve
Bayes

93 0.03 0.13 0.96 0.03 0.96 0.96 0.96 0.95 0.97

Logistic 90 0.07 0.25 0.93 0.11 0.93 0.93 0.93 0.81 0.89

Multilayer
perceptron

94 0.04 0.17 0.96 0.04 0.96 0.96 0.96 0.91 0.97

SMO 95 0.02 0.16 0.97 0.03 0.97 0.97 0.97 0.93 0.94

Voted
perceptron

71 0.26 0.51 0.73 0.73 0.53 0.73 0.51 0.50 0.51

NN
ensemble

98 0.02 0.10 0.98 0.01 0.98 0.98 0.97 0.96 0.99
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cancer chemotherapy with machine learning system, the false positive frequency is
more costly in addition to other parameters such as false negative and true negative.
Therefore, true positive rate and false negative rate analytics are assigned a double
weight. In addition to true positive rate, false negative rate, prediction, it also grants
precision with dual weighting. In machine learning, if the data has imbalanced class
samples during machine learning classification training, then correctness is deemed
to be perplexing. In certain instances, the region below the quality of the ROC
shows us the classifier’s precise output. A binary weight is therefore allocated to
the performance parameter of the AUC.WSAW’s detailed quality score helps to find
the best prediction model, taking into account all ten assessment indicators, doubling
precision, AUC, TP frequency, and FP rate.

In Fig. 3, the performance comparison of the neural network ensemble machine
learning system is presented graphically using accuracy, true positive rate, false
positive rate, andROC curvewith generic classifiers such as Bayes framework, Naïve
Bayes, logistic, multilayer perceptron, SMO, and voted perceptron. It can be found
that the reliability of the machine learning system for neural network ensemble is the
maximum. Voted perceptron is less than 70% accurate and multilayer perceptron is
94% accurate. It may be true that the ensemble clustering algorithm results are better
than most of conventional machine learning techniques, because classifiers achieve
better results at true positive rate and false positive rate.

TheK-fold cross-validation research technique test findings are displayed in Fig. 4
using accuracy, TP rate, FP rate, and ROC. The figure shows the consistency of the

Fig. 3 Result comparison of neural network ensemble traditional ML framework classifiers using
accuracy, ROC, TP rate, and FP rate
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Fig. 4 K-fold cross-verification testing experimental results using accuracy, ROC, TP rate, and FP
rate

different machine learning metrics of the neural network ensemble. It can be easily
observed that in all ten iterations (folds) the propound framework is immensely stable.
Finally, instead of focusing solely on the reliability of the suggested system, system-
atic quality analysis is carried out using a weighted SAW technique for multicriteria
decision making. Due to their severity, the FP rate and AUC values are doubled.
Pathological response prediction is a key decision and also the reason for reducing
false positive’s predictions. In addition, the AUC value is taken into account by
using the plot of true positive versus false positive versus AUC value helps to cater
for the best prediction algorithm when the data is imbalanced. Figure 5 compares the
WSAW performance score of the proposed framework (assessed using 10 machine
learning keymeasures) using nine optimal classifiers formachine learning. The graph
shows that the neural network ensemble’s comprehensive performance score is high-
ranking. This can, therefore, be used to enforce the pathological complete response
Web application.

6 Conclusion

Efficient ensemble machine learning based on the name neural network ensemble
is proposed in this study to forecast the comprehensive pathological response
on account of neoadjuvant chemotherapy. Experimentation is carried out for this
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Fig. 5 SAW performance
graph

ensemble building for various combinations of neural network-work machine
learning classifiers, and a final ensemble model is built for prediction after thousands
of iterations. Unlike traditional methods, the proposed framework for the neural
network ensemble with a full weighted SAW decision-making method is tested. The
planned implementation performs other state-of-the-art optimization algorithms by
showing an accuracy of 97.20%, TP rate, FP rate, ROC, 0.97, 0.05, 0.92, respec-
tively. In this context, the NN ensemble’s WSAW score is the highest, i.e., 0.77,
which shows that the two machine learning classifiers ensemble delivers more accu-
rate results than the basic machine learning classifiers. The proposed plan serves as
a diagnostic network of support for pre-operative health professionals/physicists to
identify the complete pathological reaction of the sufferer at the preliminary level
of cancer. A Web service for the neural network ensemble framework is planned for
the future at the top of the Hadoop framework to process more patient data.
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Outage and ABER Analysis for L-MRC
on OWDP Fading Channels

Suparna Goswami, Laishram Mona Devi, and Aheibam Dinamani Singh

Abstract The performance measure of M-ary phase shift keying and M-ary
frequency shift keying for maximal ratio combiner (MRC) is numerically investi-
gated on the channel with one-wave-diffused-power (OWDP) fading. The numerical
evaluation of the performance parameters is done by the probability density function
(pdf) based method. The pdf of the MRC receiver is evaluated using the character-
istic function. The outcomes obtained are plotted to observe the effect of OWDP
fading parameter K and MRC diversity with L branch. The outcomes are simulated
by Monte Carlo simulation.

Keywords MFSK · MPSK · MRC · pdf · OWDP

1 Introduction

The quality of the wireless channels is degrading due to fading. In the literature,
fading channels are modeled using various distributions. The methods of diversity
are employed to eliminate the consequence of the fading. In this technique, various
versions of the signal transmitted are combined at the diversity receiver to have a
better overall signal-to-noise ratio (SNR). So, at the receiver, a diversity method
named as maximal ratio combiner (MRC) is employed. In this combining system,
the received signals are co-phased and weighted to produce the improved SNR. This
combining system gives an ideal performance [1] than other combiner methods. In
[2], the model of two-wave diffused-power (TWDP) fading channels is developed by
dual specular multi-path wave along with diffusely propagation waves. The authors

S. Goswami (B) · L. M. Devi · A. D. Singh
Department of ECE, NERIST, Nirjuli, Arunachal Pradesh, India
e-mail: suparnanerist@gmail.com

L. M. Devi
e-mail: monalaishram16@gmail.com

A. D. Singh
e-mail: ads@nerist.ac.in

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_31

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_31&domain=pdf
mailto:suparnanerist@gmail.com
mailto:monalaishram16@gmail.com
mailto:ads@nerist.ac.in
https://doi.org/10.1007/978-981-15-5341-7_31


388 S. Goswami et al.

also analyzed this model in the operation of a narrow-band receiver. In [3], the
pre-detection of the MRC technique was used to analyze the system upon two-
wave diffused-power (TWDP) channels. The cumulative distribution function (cdf)
is applied to investigate the average bit error rate (ABER) of quadrature amplitude
modulation (QAM) for TWDP in [4]. The performance parameter was evaluated
for multiple branches of SC receivers on κ-μ and η-μ fading in [5]. The symbol
error probability (SEP) using moment generating function (mgf) approach for M-
ary rectangular QAM for TWDP model was presented in [6]. The analysis of SC
upon TWDP channel was given in [7]. The evaluation of adaption schemes for MRC
diversity on TWDP was given in [8]. Moreover, the capacity study of dual-MRC on
non-identical TWDP was derived in [9]. Adaptive transmission methods over dual
branch MRC diversity system of TWDP for channels capacity were derived in [10].
The study on the comparison of SC, MRC, and equal gain combining (EGC) was
done in [11]. The analysis for dual-MRC scheme employing pdf method for non-
identical TWDP model was presented in [12]. In [13], the outage probability and
average symbol error rate (ASER) for TWDP fading were investigated. For coherent
and non-coherent modulation, closed-form analytical equation for cdf, mgf, average
channels capacity, and average SEP were evaluated in [14].

In literature views, performance and capacity evaluation in the field of MRC
scheme has been studied on plenty of fading channels. But the work on the perfor-
mance evaluation of MRC scheme on one-wave-diffused-power (OWDP) fading
channel is not available yet.

The OWDP channel is discussed in Sect. 2. The expression for SNR pdf of MRC
is expressed in Sect. 3. In Sect. 4, the expression for outage probability and ABER is
present. In Sect. 5, the discussion of the output obtained is given. Lastly, in Sect. 6,
the conclusion is given.

2 OWDP Fading Channels

The OWDP has one specular component and many diffused components. The one
wave has one amplitude wave which is constant. According to the sensor in the
wireless network, the OWDP fading channel is more efficient because this fading
channel is ascending within a cavity. For analysis, this fading channel is supposed to
have a flat and a slow fading. The envelope pdf of the OWDP channel is [2]

PR(r) =
N∑

i=1

ai
r

σ 2
e
−

{
r2+2σ2K

2σ2

}

I0
( r

σ 2

√
2σ 2K

)
, (1)

where N represents order approximation; ai represents the coefficient; r repre-
sents fading amplitude; σ 2 represents variance; K represents specular power upon
diffused power; and I0(·) represents the Bessel function of first kind with order
zero. The pdf expression of output SNR for OWDP fading channel is derived by
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performing square and random variable transformation. Therefore, after performing
square transformation in Eq. (1), the expression can be written as

fr (r) =
N∑

i=1

ai
2σ 2

[
e
−

{
s

2σ2
+K

}

I0

(
1

σ

√
2Ks

)]
. (2)

Now, in Eq. (2), the random variable transformation is being performed. The
expression is obtained as

fγ (γ ) =
N∑

i=1

No

Eb

ai
2σ 2

⎡

⎣e
−

{
No
Eb

γ

2σ2
+K

}

I0

(
1

σ

√

2K
No

Eb
γ

)⎤

⎦. (3)

Simplifying Eq. (3), the SNR pdf of OWDP fading is obtained as

fγ (γ ) = β

N∑

i=1

aie
−{βγ+K } I0

(
2
√
Kβγ

)
, (4)

where β = 1+K
γ̄

.

3 SNR Pdf of Maximal Ratio Combiner

The SNR of the MRC receiver is expressed in [1] as

γMRC =
N∑

l=1

γl = Eb

N0

(
r21 + r22 + . + r2L

)
, (5)

where Eb is termed as the energy per bit. γ1 = Eb
N0
r21 , γ2 = Eb

N0
r22 , and γL = Eb

N0
r2L are

the 1st, 2nd, and Lth receiving branch SNRs, respectively. The average SNRs for γ1,
γ2, and γL is γ1, γ2, and γL , respectively. Considering the average SNR is equal in
all branches of MRC receiver, it is assumed that γ1 = γ2 = γL = γ̄ . The SNR pdf
of each branch of the receiver is expressed as

fγl (γl) = β

N∑

i=1

aie
−{βγl+K } I0

(
2
√
Kβγl

)
, (6)

where the SNR of the lth branch is termed as γl .
By using the characteristic function (CF) method, the SNR output pdf for MRC

receiver is found. The formula used for deriving the CF SNR expression is given in
[14] as
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φγl ( jω) =
∞∫

0

fγl (γl)e
− jωγldγl . (7)

After substituting Eq. (6) in Eq. (7), the resulting expression for CF is obtained
as

φγ ( jωl) = β

N∑

i=1

aie
−K 1

(η + jωl)
e

4Kβ

4(β+ jωl ) . (8)

From the above expression, the CF of the joint pdf is obtained as

φγ1...γL ( jω1, . . . , jωL) =
L∏

t=1

{
β

N∑

i=1

aie
−K 1

(β + jωt )
e

Kβ

(β+ jωt )

}
. (9)

Further simplifying Eq. (9) by consideringω1 = ω2 . . . = ωL = ω, the expression
is obtained as

φγMRC( jω) = (β)L
N∑

i1=1

. . .

N∑

iM=1

{
L∏

t=1

ait

}
e−LK e

LKβ

(β+ jω)

(β + jω)L
. (10)

Also, the exponential term in Eq. (10) can be obtained in terms of infinite series.
Hence, the expression is written as

φγMRC( jω) = (β)L
N∑

i1=1

.

N∑

iL=1

∞∑

s=0

{
L∏

t=1

ait

}
e−LK (LKβ)s

s!(β + jω)L+s
. (11)

The summation of the SNR pdf is calculated by the inverse Fourier transform of
joint CF as [14]

fγMRC(γ ) = 1

2π

∞∫

−∞
φγMRC( jω)e jωγ dω. (12)

After substituting the expression fromEq. (11) inEq. (12), the resulting expression
for the SNR pdf is obtained as

fγMRC (γ ) = (β)L
N∑

i1=1

. . .

N∑

iL=1

∞∑

s=0

{
L∏

t=1

ait

}
e−LK (βLK )s

s!2π
∞∫

−∞

e jωγ

(β + jω)L+s
dω. (13)
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The integral is solved by using [15, (3.382.6)]. The equation for SNR pdf of MRC
receiver is obtained as

fγMRC(γMRC) = (β)L
N∑

i1=1

. . .

N∑

iL=1

{
L∏

t=1

ait

}
e−LK

Γ (L)
0

F1(; L; γMRCLKβ)γ L−1
MRCe

−βγMRC , (14)

where 0F1(·) is the hypergeometric function.
The hypergeometric function in the above equation can be represented in terms

of infinite series. The resulting expression derived for SNR pdf is given as

fγMRC(γ ) = (β)L
N∑

i1=1

. . .

N∑

iL=1

{
L∏

t=1

ait

}

×
∞∑

s=0

(βLK )s
e−LK e−βγ

s!(L)sΓ (L)
γ L+s−1, (15)

where L indicates diversity branches. (L)s is the Pochhammer symbol.

4 Analysis of MRC Scheme

The outage and average bit error rate of L-MRC are analyzed in this section.

4.1 Outage Probability

The outage in a communication system occurs when the SNR reduces below some
threshold (γth). The outage probability (Pout) is the probability of occurrence of
outage. To evaluate the expression for Pout, the cdf of SNR output must be known
first. The cdf expression is obtained as

FγMRC(γ ) = (β)L
N∑

i1=1

. . .

N∑

iL=1

∞∑

s=0

{∏L
t=1 ait

}
e−LK (βLK )s

s!(L)sΓ (L)

×
γMRC∫

0

γ L+s−1e−βγ dγ . (16)

The expression for outage is found by putting γMRC as γth. Thus, the resulting
expression for outage is obtained as
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Pout(γth) = (β)L
N∑

i1=1
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The integral in (9) is solved by means of [15, (3.381.1)] and obtained Pout as

Pout(γth) =
N∑

i1=1

. . .

N∑

iL=1

∞∑

s=0

{
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t=1

ait

}
e−LK

(K L)s
g(L + s, βγth)

s!(L)sΓ (L)
, (18)

where lower incomplete gamma function is represented by g(·).

4.2 Average Bit Error Rate

The average of conditional BER (pe(ε/γ )) over pdf of receiver SNRoutput is ABER.
The ABER is found as

PE =
∞∫

0

pe(ε/γ ) fγMRC(γ )dγ, (19)

4.2.1 Coherent Modulation

The coherent modulation is evaluated by using pe(ε/γ ) = aQ
(√

γ b
)
where the

value of a and b are mentioned in [13]. Putting pe(ε/γ ) and fγMRC(γ ) from (8) in
(11), the ABER of coherent modulation is evaluated as

Pe,coh(γ̄ ) = (β)L
N∑

i1=1

...

N∑

iL=1

∞∑

s=0

{∏L
t=1 ait

}
ae−LK (βLK )s

s!(L)s�(L)

×
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0

Q
(√

γ b
)
e−βγ γ L+s−1dγ. (20)

The expression is finally found as
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Pe,coh(γ̄ ) = 1√
π
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. . .
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where the integral in (12) is solved by using [15, (6.455.1)]. TheQ-function is written
as Q = a

2
√

π
Γ

(
1
2 ,

b
2γ

)
. 2F1(·) is the hypergeometric function.

4.2.2 Non-coherent Modulation

The non-coherent modulation is evaluated by using pe(ε/γ ) = e−bγ a, where the
parameters of a and b are mentioned in [13]. Putting pe(ε/γ ) and fγMRC(γ ) from (8)
in (11), the ABER of non-coherent modulation is evaluated as

Pe,non(γ̄ ) = (β)L
N∑

i1=1

. . .

N∑

iL=1

{∏L
t=1 ait

}
ae−LK

Γ (L)

×
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0

γ L−1e−(β+b)γ
0 F1(; L; (LK )βγ )dγ . (22)

Further, the integral in (14) is solved by using [15, (7.525.1)]. The final expression
after simplification of ABER of non-coherent modulation is

Pe,non(γ̄ ) = (β)L
N∑

i1=1

. . .

N∑

iL=1

{
L∏

t=1

ait

}
ae−LK

(β + b)L
e

LKβ

β+b . (23)

5 Numerical Outcomes and Discussions

From Fig. 1, the system performance enhances with greater diversity branch. The
reason is that the fading channels will have a deep fade when the total proba-
bility decreases. Also, the system’s performance boosted when K value increases.
This means that greater K value gives more power of specular signals; therefore, it
enhances the channel. In Fig. 2, the graph is obtained for M-ary phase shift keying
(MPSK) coherent modulation scheme for a constant K value. The system perfor-
mance is better in BPSK coherent modulation scheme. It is concluded that the system
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Fig. 1 Outage probability of L-MRC scheme

Fig. 2 ABER for coherent modulation of L-MRC scheme

performance is worst in 8-PSK coherent modulation scheme. The reason behind is,
in BPSK, the space between the message points has a larger gap. Therefore, the
probability to take a wrong decision for a particular symbol is less. For 8-PSK, the
message points are close enough. That is why the probability to take awrong decision
for a particular symbol is more. The bit rate is higher for the higher-order modula-
tion. Therefore, the fade occurred in some duration causes more error in numbers of
bits for higher-order modulation. Figure 3 shows the curve forM-ary frequency shift
keying (MFSK) non-coherent modulation scheme at a constant K. From this graph,
a similar observation is observed as the plot as coherent modulation. The ABER
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Fig. 3 ABER for non-coherent modulation of L-MRC scheme

system’s performance improves for binary frequency shift keying (BFSK) modula-
tion scheme. The system performance degrades in 8-FSK modulation scheme. The
reason is stated above.

6 Conclusions

Themathematical equation forPout andABERofL-MRCschemehas been evaluated.
To get the pdf of the SNR with MRC system on OWDP channel, the pdf method
and CF have been used. The results are then plotted and are verified. The obtained
outcomes are found to be correct.
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Performance Evaluation of Incremental
PCA and Its Variants in Face Recognition

Nitin Kumar and Suresh Madhavan

Abstract Face recognition is a challenging research problem with several critical
applications. Incremental Learning is an approach which does not require all the
training samples beforehand for model development. In this direction, a popular
approach called incremental principal component analysis (IPCA) was suggested
by Chandrashekara et al. Later, several variants of IPCA were suggested by various
researchers from time to time. However, it is not clear which of these methods are
better for face recognition. To determine this, in this paper, we have performed
extensive experiments on two publicly available face datasets, i.e. AR and ORL. The
performance of themethods is determined in terms of average classification accuracy
and average training time. IPCA and its 11 variants as suggested in the literature are
considered for comparison. It has been found that there is no clear winner among
the compared methods. However, the performance of MCT-based incremental two-
dimensional two-directional PCA (MI(2D)2PCA), incremental indefinite kernel PCA
(IIKPCA), incremental two-dimensional kernel PCA (I2DKPCA), and incremental
two-dimensional PCA (I2DPCA) methods is comparable and better than rest of the
methods.

Keywords Incremental learning · Incremental principal component analysis ·
Performance evaluation

1 Introduction

Face recognition [1] is an important research domain having applications in several
critical areas such as government ID cards, personal login, application security, Inter-
net security, video surveillance, video games, virtual reality, and human–computer
interactions. Most of the approaches in the literature require that all the training
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samples must be available in advance for training. However, this constraint may not
be satisfied always, and therefore, several methods have been suggested in the litera-
ture which can incorporate new training samples on the fly and do not require model
development from scratch. These methods are usually called incremental learning
methods.

Over the past decade or so, incremental learning [2–5] has drawn the attention of
the research community due to its advantages. Data is generally dynamic in nature
in most real-world situations and changes from time to time rapidly or gradually.
Due to this dynamic nature of data, machine learning models are required to be
frequently updated with respect to the new incoming data. Recompiling such amodel
is disadvantageous in terms of both space and time complexity as previous data needs
to be stored and processed for every training iteration. This is a critical problem and
is alleviated by incremental learning methods by incorporating the information from
the new samples to already existing model. Thus, space and time complexity is
greatly reduced. Furthermore, privacy and security issues are another concern in the
machine learning algorithms. Data can be distributed in various geographically apart
locations for security reasons. Development of a model on such scattered data is
also solved by incremental learning where small models corresponding to each of
the locations can be merged to form a single model. As an additional advantage,
experimentation reveals that incremental learning algorithms offer way faster model
generation than batch algorithms over large datasets by splitting them into batches
and feeding to the Incremental Learning model.

1.1 Motivation

Eigenspace update algorithm proposed by Chandrasekaran et al. [6] is among the
earliest proposed incremental principal component analysis (IPCA) method. After-
wards, there are several variations of IPCA (as described in Sect. 3) which were
suggested by various researchers from time to time. However, it is not clear which
of these methods (i.e. IPCA and its variants) are efficient with higher classification
accuracy. Hence, there is a need to investigate which method among IPCA and its
variants is best-suited for face recognition. In this paper, we have investigated the
performance of IPCA and its 11 variants and performed experiments on two publicly
available face datasets, viz. AR [7] and ORL [8].

The rest of the paper is organized as follows: Sect. 2 provides a brief description
of incremental principal component analysis (IPCA) method while Sect. 3 provides
a brief overview of the IPCA variants. Experimental setup and results are given in
Sect. 4 while concluding remarks are given in Sect. 5 in the end.



Performance Evaluation of Incremental PCA and Its Variants … 399

2 Incremental Principal Component Analysis

Principal component analysis (PCA) [9] is an unsupervised method in which the
main aim is to find those directions in which the spread in the data is maximum. Let
X ∈ R

d×N be the matrix where each column is a d-dimensional feature vector and
N is the total number of samples. Let S represents the scatter matrix which is defined
as follows:

S = (X − m)(X − m)T (1)

where m is the mean feature vector. The objective in PCA is given as follows:

J (W) = arg max
W

|WSWT | (2)

The above mathematical formulation is for batch PCA, i.e. when all the samples
are available beforehand. Now, suppose due to some new samples, X is updated as
X′ and mean m is updated as m′. Now, new scatter matrix S′ can be represented as:

S′ = S + δS (3)

Hence, instead of computing the scatter matrix from scratch, the existing scatter
matrix is used and the small change, i.e. δS is incorporated into S. The details can
be found in the research work on incremental principal component analysis (IPCA)
by Chandrasekaran et al. [6]. IPCA aims to generate incremental subspaces by using
algorithms to update central tendencies along with covariance matrix IPCA achieves
a better performance than PCA in terms of time complexity.

3 Incremental Principal Component Analysis Variants

Incremental learning methods have been widely used to solve the face recognition
problem. Various incremental PCA variants have been suggested for face recognition
in the literature. Here, we provide a brief overview of IPCA variants suggested from
2003 to 2016:

Liu et al. [2] have proposed an Incremental PCA that uses a decay parameter to
update the eigenspace. This decay parameter controls the effect of updation of new
data as well as the utilization of previous data. The authors have further specified that
the decay parameter can be set specific to the dynamic nature of the data. If the data is
highly dynamic, meaning changes frequently, the decay parameter is set sufficiently
low and vice-versa. This allows the updated model to solve the plasticity–stability
problem efficiently as per the data requirements. The disadvantage of this method
is that the chunk updation has not been proposed which can result in increased
computational requirements.
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Ozawa et al. [3] have suggested a fast Incremental PCAwhich employs an updated
accumulation ratio to check whether the model needs to be updated or not. The
eigenspace model is updated by using a thresholding criteria over this accumulation
ratio and residual vector. The main advantage of this method is computationally
efficiency. The disadvantage lies in that it involves several approximations that may
not improve the classification accuracy.

Oyama et al. [4] have presented an incremental version of simple PCA. In this
method, a randomly initialized vector is used as eigenvector and is recursively opti-
mized using a threshold function and an output function. This is computed using
the previous iteration vector and the input data. This process is repeated until the
eigenvector converges, and a sufficient approximation to the principal component
vector is achieved. The disadvantage is that the algorithm is an approximation and
may not always converge as an optimal vector.

A two-dimensional incremental reduction PCA has been proposed by Mutelo et
al. [5] in which firstly row-wise and column-wise structural information is extracted.
Then, the corresponding covariance matrices are generated which are subsequently
used to form the eigenvectors for transforming the data to lower dimensions. This
method is computationallymore efficient than regular incremental PCAas the covari-
ance matrices are decomposed over row and column dimensions.

Another incremental variant of PCA has been suggested by Ren and Dai [10] in
which principal components are extracted in row and column directions. Subspacing
is made compact using SVD decomposition whose singular values are extracted in
row-wise and column-wise direction as shown in Fig. 1. This method is called incre-
mental bidirectional PCA and significantly reduces computational complexity. This
is due to the fact that the whole matrix is not updated at once and hence not used for
eigendecomposition. Authors have further proposed an alternative QR decomposi-
tion over the SVD matrices that efficiently reduces the computational complexity of
eigendecomposition.

An efficient incremental two-dimensional PCA has been proposed by Shi [11]
in which a popular approach called candid covariance-free IPCA (CCIPCA) [12]
has been utilized for the updating two-dimensional PCA. This method has several
advantages and provides a huge improvement in the computational complexity as
the update algorithms are covariance-free and do not require frequent eigendecom-
position.

Choi et al. [13] have proposed an incremental two-dimensional two-directional
PCA (I(2D)2PCA) where a two-dimensional PCA technique is employed. Here,
either row-wise or column-wise structural information of the data is computed and
applied over both row and column directions. The two-dimensional PCA computes
eigenvector matrix by eigen of the covariance matrix along either of the row or
column direction. Upon incrementally updating this row and column covariance
matrices, the authors have proposed to achieve greater accuracy with relatively lower
computational complexity.

Duan and Chen [14] have suggested an incremental variant of PCA in which a
batch update algorithm is proposed using exact mean update to improve approxi-
mations and thereby accuracies. The authors have proposed a novel algorithm that
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Fig. 1 Bidirectional principal component analysis by Ren and Dai [10]

supports the decay of previous data or regulates the effect of incoming data alongwith
maintaining exact mean and covariance matrix computations. This method is more
efficient and accurate and is relatively possesses less computationally complexity.

Kim and Park [15] have proposed an Incremental two-dimensional two-
directional PCA (I(2D)2PCA) alongwith an efficient preprocessing technique called
modified census transformation (MCT). MCT is used to binarize the image based on
the comparison of intensities of a neighbourhood of pixels with the average inten-
sity of the neighbourhood pixels. This efficiently overcomes several face variation
challenges, especially illumination variation as depicted in Fig. 2. Further, this MCT
domain image is used for eigenspace generation using the popular IPCA-variant
incremental two-dimensional two-directional PCA.

Incremental indefinite kernel PCA has been proposed by Liwicki et al. [16] in
which the data is projected onto Krien space where every point is symmetric in

Fig. 2 Modified census transformation-based I(2D)2PCA by Kim and Park [15]
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nature. Every Krein space is associated with a Hilbert space which satisfies a fun-
damental symmetry where every data matrix shall be equal to both its inverse and
transpose. This property is highly advantageous and causes reduction in computa-
tional complexity. The authors have proposed a gradient-based incremental kernel
PCA that can be easily updated in the gradient-based Krein subspace. This method
has several advantages over other popular approaches in reducing the space and time
complexity while achieving sufficiently high accuracy.

Incremental two-dimensional kernel PCA (I2DKPCA) has been suggested by
Choi et al. [17] in which incoming data are incrementally updated into the trained
model by axis rotation of the generated subspace. This is achieved by checking the
linear dependencies of the incoming data and computing coefficient vectors and
rotation matrices. This method possesses higher accuracy as the feature extraction is
nonlinear in nature and can reach sufficient approximation in the updated subspaces
in comparison with several other popular methods.

Incremental two-dimensional PCA (I2DPCA) has been given by Nakouri and
Limam [18] in which two-dimensional images are conveniently used to generate two
different covariance matrices over rows and columns of the images. The authors have
further proposed an efficient QR-based decomposition for the updation algorithms
which have low computational complexity. The authors have further proposed and
utilized a matrix approximation technique called generalized low-rank approxima-
tion of matrices (GLRAM) which maintains the integrity of reconstructed images
while sufficiently approximates thematrices to improve computational complexities.

4 Experimental Setup and Results

To compare the performance of IPCA and its variants, we have performed experi-
ments on two publicly available face datasets viz. AR [7] and ORL [8]. A summary
of both these datasets is given in Table1.

For the performance evaluation of the IPCA variants, K -fold cross-validation is
employed with various K values and varying the number of principal components.
In K -fold cross-validation, the data is divided into K different blocks randomly and
(K − 1) blocks are used for training while the final block is used for testing. This

Table 1 Summary of the datasets used in experiments

Dataset # of images # of identities Image size Face variations

AR [7] 4000 126 768 × 576 Occlusion,
illumination,
expression

ORL [8] 400 40 92 × 112 Occlusion,
illumination,
expression
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Fig. 3 Samples images from publicly available face datasets a AR [7],
b ORL/Olivetti Faces/AT&T [8]

process is repeated K times by changing the testing block from 1 to K and then
average performance is determined. By using different values of K , different pro-
portions of training and testing data are generated. For the purpose of evaluation, four
different K values have been chosen, viz. K = 2, 3, 4, 5 each resulting in different
proportions of training and testing data, i.e. 50%, 66.67%, 75% and 80%, respec-
tively. With these different K values, we have tested the IPCA variants over two
publicly available face datasets, i.e. AR [7] and ORL/ATT [8]. These datasets are
among the most commonly used datasets to test face recognition and are versatile,
offering various face variations such as partial occlusions, illumination variations
and expression variations. Figure3 shows some sample images from the AR and
ORL face datasets of one person.

Further to generalize the evaluation, the number of principal components is varied
from 1 to 30 which limits the number of dimensions in the reduced subspace. All the
experiments are repeated 20 times to obtain average classification accuracy. Figure4
summarizes the results of K -fold cross-validation alongwith varying number of prin-
cipal components. As evident from the results, the number of principal components
directly affects the accuracy in every dataset and for every variant of IPCA. As the
number of principal component increase, the accuracy increases steadily to a maxi-
mal value at 30 principal components. Thus, it can be generalized that the number
of principal components can be chosen at a maximal value where the computational
complexity is sufficiently low and the accuracy is steadily high. Furthermore, among
the several variations of K value, all variants have consistently depicted higher accu-
racies at K = 5, meaning a 80% split of the training and testing data has consistently
resulted in higher accuracy than other proportions.

At various K values of K-fold cross-validation and over different face datasets,
some different IPCA variants have shown higher classification accuracy than the
rest. At K = 2 over both AR and ORL face dataset, I(2D)KPCA by Choi et al. [17]
has shown significantly better performance over most of the values of the number of
principal components. At K = 3, over AR dataset, MCT-based I(2D)2PCA by Kim
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(a) AR with K = 2 (b) ORL with K = 2

(c) AR with K = 3 (d) ORL with K = 3

(e) AR with K = 4 (f) ORL with K = 4

(g) AR with K = 5 (h) ORL with K = 5
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Fig. 4 Results of K -fold validation with various K values (2, 3, 4, 5) and number of principal
components limitation (1–30)
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and Park [15] has shown higher accuracy and over ORL dataset, IKPCA by Liwicki
et al. [16] has shown better performance.

IKPCA by Liwicki et al. [16] has again shown higher accuracy than the remaining
variants at K = 4 and over AR dataset. I(2D)PCA by Nakouri and Limam [18] has
been, at average, better than the rest at K = 4 and over ORL dataset. AR dataset
at K = 5 has marked more than one variants of IPCA, but especially I(2D)KPCA
by Choi et al. [17] has shown a slight advantage over the rest while ORL dataset at
K = 5 has shown both I(2D)KPCA by Choi et al. [17] and I(2D)PCA by Nakouri
and Limam [18] having better results at different values of the number of principal
components.

Furthermore, fromTable2,we can observe that the training time is lesswhen the K
values of K -fold cross-validation is smaller. This is a direct influence of the amount of
training data used, since higher K value corresponds to higher proportion of training
data, the training time is larger. It is also observed that IPCA variants such as batch
incremental PCA, incremental indefinite kernel PCA, incremental two-dimensional
kernel PCA and incremental two-dimensional PCA have been among the fastest
IPCA variants with relatively low computational complexity in comparison with the
rest of the variants. These methods require less training time in all different K values
of K -fold cross-validation and over both the face datasets, and it is worth noting
that all of these methods have batch increment algorithms where bulk data can be
updated into a existing model which drastically reduces the training time.

Table 2 Training time (ms) of IPCA variants per image
Dataset AR ORL

method K = 2 K = 3 K = 4 K = 5 K = 2 K = 3 K = 4 K = 5

D-IPCA 44.06 33.74 33.09 32.14 391.80 334.76 312.23 305.78

F-IPCA 43.66 33.35 32.92 32.03 384.60 333.78 305.9 304.69

S-IPCA 43.45 32.58 32.75 31.40 384.45 333.22 299.50 298.91

2D IPCA 41.63 31.08 31.68 30.10 379.95 315.86 285.00 294.16

B-IPCA 42.21 31.59 32.01 30.53 381.10 321.37 285.03 294.38

I(2D)PCA 40.60 30.45 30.06 29.84 369.10 302.81 281.53 287.94

I(2D)2 PCA 40.87 30.93 30.87 30.09 371.00 303.56 283.17 290.53

Ba-IPCA 37.82 28.87 28.82 27.93 361.15 296.36 276.67 272.88

M-I(2D)2 PCA 39.26 30.21 29.03 29.34 362.15 298.16 278.80 275.91

IKPCA 37.16 28.85 28.78 27.36 353.60 291.75 258.07 264.41

I(2D)KPCA 37.05 28.73 27.64 27.30 345.60 271.08 257.43 264.06

I(2D)PCA 35.26 28.40 26.71 26.69 330.15 263.81 251.17 257.78
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5 Conclusion

In this paper, we have compared the performance of incremental PCA and its 11
variants suggested in the literature for face recognition. These variants are imple-
mented and are tested under similar conditions and criteria, and the results of the
experimentation have been presented.MCT-based incremental two-dimensional two-
directional PCA byKim and Park [15], incremental indefinite kernel PCA by Liwicki
et al. [16], incremental two-dimensional kernel PCA by Choi et al. [17] and Incre-
mental Two-Dimensional PCA by Nakouri and Limam [18] have been among the
most consistent variants that have reported the highest accuracy among the several
chosen IPCA variants. Thesemethods have shown computational as well as accuracy
advantages that make these methods a better option in terms of performance when
compared to other variants.

Further, Incremental PCA with exact mean by Duan and Chen [14], incremental
indefinite kernel PCA by Liwicki et al. [16], incremental two-dimensional kernel
PCA by Choi et al. [17] and incremental two-dimensional PCA by Nakouri and
Limam [18] have been among the methods which require less training time in com-
parison to other IPCA variants.
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3-Axis Robot Arm Using Micro-Stepping
with Closed-Loop Control

G. A. Rathy, P. Sivasankar, Aravind Balaji, and K. Gunasekaran

Abstract Robot arm is one of the most buzzing words in industrial automation.
The challenge of designing a robot arm is anticipating and controlling its system
dynamics. This paper focuses on developing of robot arm with 3 degrees of freedom
(DoF) with high speed and precision. The position of the robotic arm is determined
from the accelerometer using closed-loop feedback system. The stepper motor in the
arm of the robot decides the direction; the desired movements will be controlled by
PWMpulses through the controller, as per the requirement of the user. A4988 stepper
motor driver is used instead of rotary encoder to control the movements of robotic
arm by steppermotor. The step angle of the arm is controlled bymicro-stepping using
200 steps to 3200 steps resolution which provides a smooth movement and precision
degree of accuracy. A graphical user interface is designed using LabVIEW to display
and control the position of arm. Finally, 3-axis robot arm with micro-stepping is
developed by integrating the electronic circuitry and mechanical parts.

Keywords Accelerometer · LabVIEW · Micro-stepping · Stepper motor · PWM

1 Introduction

The use of robots in industries is proliferating due to the necessity of automation,
reducing worker fatigue and faster productivity. Robots applications are primarily in
material handling, operations, assembly, and inspection.Apart from industries, robots
are also deployed in home sector, health care, service sector, agriculture and farms,
research and exploration. Robotic arms play an important role in all these applications
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[1, 2]. The three axes robotic arms are normally designed with either servo or dc
motors to achieve more accurate positioning and smooth movement. Though servo
and dcmotors are trying to achievemore accurate positioning and smoothmovement,
they are lagging to achieve a high torque. Hence, this paper proposes to design a
3-axis robot using stepper motor with micro-stepping and closed-loop control to
achieve precise positioning, smooth movement, and high torque. Micro-stepping is
an approach of directing stepper motors, typically used to get good resolution or
even motion at minimal speed. The angle of degree of the arm is read from the
accelerometer and is compared with the lookup table. The arm angle is controlled by
giving the required input through the LabVIEW front panel. The required position
of the arm is achieved by calculating the position, forward and backward movement
of the arm using LabVIEW block diagram. Accordingly, the PWM is adjusted to
control the stepper motor in the required direction. Literature survey is discussed in
Sect. 2, design of the proposed work is in Sect. 3, and implementation and conclusion
will be discussed in Sects. 4 and 5.

2 Review of Literature

Palok et al. [3] developed a 3 axes pneumatic robot arm using double acting pneu-
matic actuators controlled by 5/3 proportional valves. OMRON PLC and Arduino
microcontrollers are used for control purpose. Open-loop control system is derived
through PLC to achieve sequential tasks in material handling whereas closed-loop
control system is derived through Arduino to improve control system using feedback
from MPU-6050 (MEMS accelerometer and MEMS gyroscope) sensor [3, 4].

Niranjan and et al. [5] designed a robotic armwhich is controlled using flex sensor,
Arduino Uno, RF module (Wi-Fi module), and servo motor. Flex sensor will send
the values to the controller to run the system. The acquired values are analyzed to
control the arm and the fingers howmuch they have to move and grab materials. This
task is carried out with the help of five servo motors and the controller [6].

Abhishek [7] designed a 6-axis robotic arm consisting of manipulators to do
perform pitching, rolling, and yawing. V-Rep software is used to develop robotic
arm using simulation and calculating the Torque [5, 7].

Chen andChen [8] proposed remote controlled 6-axis robotic arm to read barcodes
and handle products. The control is achieved using Raspberry Pi with onboardWi-Fi.
Robotic arm is monitored through Wi-Fi by the designed mobile app. [9].

From the literature, it is observed that the control of robot arm is achieved
using PLC, Arduino Raspberry Pi, etc. But none of the paper is considering the
control of precise positioning, smoothmovement, and high torque of the robotic arm.
Some literature uses servo or dc motor for precise positioning and smooth move-
ment without considering high torque. Similarly, some of the literature suggested
to design the arm for high torque using stepper motor with rotary encoder without
micro-stepping. Hence, precise positioning, smoothmovement could not be achieved
through earlier designs. In this paper, it is proposed to design 3-axis robot arm
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usingmicro-steppingwith closed-loop control to achieve precise positioning, smooth
movement, and high torque.

The novelty of the paper is to achieve high precision by reading the angle of
the arm from the accelerometer by comparing the lookup table values and smooth
movement and high torque are achieved by stepper motor with stepper motor driver
using micro-stepping through PWM control. LabVIEW and Arduino are used to
generate the PWM to achieve the objective. The following section will elaborate the
design of the proposed work.

3 Designing of the Proposed 3-Axis Robot Arm
with Micro-Stepping

This work is aimed to design a 3-axis robot using stepper motor with micro-stepping
and closed-loop control to achieve precise positioning, smooth movement, and high
torque. The proposed design will use accelerometer to acquire the present position
of robot arm; rotary ball bearing potentiometer, Arduino, and LabVIEW are used
to generate the required PWM to control robotic arm and shoulder; stepper motor
driver circuit A4988 will produce the required current in the closed loop to control
the three stepper motors of the 3-axis robot arm. Stepper motor with micro-stepping
in the closed-loop control will achieve the objectives such as precise positioning,
smooth movement, and high torque. The following figure Fig. 1 illustrates the block

Fig. 1 Block schematic of the 3 axes robot arm
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schematic of the design. The details and description of the blocks will be briefed in
the following subsections.

3.1 Accelerometer

The 3-axis acceleration is estimated usingADXL335. The accelerationmeasurement
range is within ± 3 g in the x-axis, y-axis, and z-axis. The measured acceleration
is converted into the respective analog voltages as output signals by the module.
The angle of inclination is derived from the acquired X, Y, Z’s value. Also, the roll,
pitch, and yaw angles are estimated using X-axis, Y-axis, and Z-axis. Initially, g unit
is obtained from the 10-bit ADC. 9.8 m/s2 is the acceleration equivalent of 1 g on
the Earth. 1/6th of the said value is on the moon and 1/3rd is on mars. Tilt-sensing
applications, motion, and vibration due to dynamic acceleration are obtained from
accelerometer.

Maximum voltage level at 0 g is 1.65 V and sensitivity scale factor of 330 mV/g
is estimated as per ADXL335 datasheet. Acceleration output is given in Eq. (1)

Aout =
ADCvalue∗Vref

1024 − Voltage Level at 0 g

Sensitivity Scale Factor
(1)

X-axis, Y-axis, and Z-axis g unit acceleration values are given in Eqs. (2a), (2b),
and (2c)

Axout = (((ADCvalue of X axis ∗ V _ ref)/1024) − 1.65)/0.33 (2a)

Ayout = (((ADCvalue of Y axis ∗ V _ ref)/1024) − 1.65)/0.33 (2b)

Azout = (((ADCvalue of Z axis ∗ V _ ref)/1024) − 1.65)/0.33 (2c)

Based on the X-axis, Y-axis, and Z-axis values, the inclination of the robot arm is
estimated. The details of the angle of inclination estimation are as follows.

3.1.1 Inclination Angle

Inclination angle is defined as the tilting level of the device from its surface plane.
Inclination angle is illustrated in Fig. 2.
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Fig. 2 Inclination angle

Let θ as the angle between the horizon and the x-axis of the accelerometer, ψ as
the angle between the horizon and the y-axis of the accelerometer, and ϕ as the angle
between the gravity vector and the z-axis. The inclination angle of X-axis, Y-axis,
and Z-axis is estimated from its reference. This is calculated using Eqs. (3), (4), and
(5).

θ(theta) = atan

(
Axout√

Ayout2 + Azout2

)
(3)

Ψ (psi) = atan

(
Ayout√

Axout2 + Azout2

)
(4)

φ(phi) = atan

(√
Axout2 + Ayout2

Azout

)
(5)

The angular movement of the arms is sensed using two accelerometers whose
analog voltage varies along with the arm movement. The respective values are
converted to angular degree by mapping with efficient lookup table values. The
mapping of the lookup table with angular degree will estimate the precise positioning
effectively.
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3.2 Precision Potentiometer

Rotary movement of the robot is feedback from the rotary ball bearing potentiometer
to read the present position of the robot arm.Metal ball bearing is used for rotation of
the potentiometer to provide exact analog value. The acquired precise analog value
is to be scaled to the angle of degree of the robot arm.

3.3 Arduino Controller

Controlling application is achieved with the help of low-cost Arduino controller. The
generated PWM outputs of the Arduino Uno controller are taken from the digital
I/O pins 3, 5, 6, 9, 10, and 11. The duty cycle of a PWM pulse train is set at 500 Hz
using the analogwrite function. The forearm and rear arm and shoulder are controlled
by the stepper motor using the PWM generation from the Arduino. The feedback
regarding the current position of the arm is given from the accelerometer and the
potentiometer. The forearm and rear armmovement are sensed by the accelerometer,
and the shoulder movement is sensed by the potentiometer which is given as input to
the Arduino and the analog value is converted to bits. Depending upon the bit value,
the desired angle is determined by lookup table which is stored in the EEPROM
of the Arduino and the present value is displayed in the graphical user interface
(LabVIEW) using serial protocol.

3.4 GUI Using LabVIEW

The graphical user interface is developed using LabVIEW and data transfer between
LabVIEW and Arduino is done using serial communication [10]. The destination
angle can also be set using GUI such that the arm moves to the desired position.
Figure 3a, b presents the 3-axis robot front panel design and control programming
using LabVIEW.

The front panel design contains string control to get the angular position from
the user to control the movement of robot arm. A Boolean pushbutton called “send
button” will have a control on string control to feed the controlling input to the block
diagram to process the acquired input. Present position of the robot arm is collected
and displayed through COM port and current angular position string indicator.

From the block diagram, the controlling decision action will be carried out using
selector switch LabVIEW operator. Sensor values will be acquired continuously
with the interval of 50 ms. The commands for all the three arms are send serially
and the differentiation between each command is defined using the special character.
These are sent along with the commands such that each stepper motor driver gets the
command.
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a

b

Fig. 3 a LabVIEW front panel control design. b LabVIEW block diagram control programming
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3.5 Stepper Motor and Micro-Stepping

The most important quality that a pick and place robot should have is the precise
angle of rotation with higher torque which makes stepper motor the best choice for
higher torque applications. The movement of stepper motors will be defined in terms
of discrete steps or revolution fraction [11]. For example, for every full revolution
of the stepper motor with 1.8° step angle, it will make 200 steps (360/1.8). This 1.8°
step will give imperfect smooth in the rotation of the motor which will cause slow
rotation. The relatively large step size results in lack of smoothness at slow speeds. A
way to improve the smoothness is to reduce the size of themotor step.Hence, the need
of micro-stepping arises. Micro-stepping controls the stepper motor by producing
higher resolution or smoother motion at low speeds. But providing smaller degree of
movement such as micro-stepping is quite difficult in normal stepper motor. In this
3-axis robot, micro-stepping is achieved by using step stick driver which provides up
to 3200 steps making resolution of 0.11 degree per rotation. To get smooth motor’s
rotation, especially at slow speeds, the step stick driver splits each full step into
smaller steps. For example, to achieve a step angle of 0.007°, a 1.8-degree step can
be divided up to 256 times, (1.8/256), or 51,200 micro-steps per revolution [12]. The
current to the motor winding is controlled by pulse-width modulated (PWM) voltage
to achieve micro-stepping.

The driver is controlled by PWM generated using Arduino and the direction is
also controlled by Arduino. The controls are given through serial protocol by which
the present coordinates are read using accelerometer and servo potentiometer. The
output analog voltage depending upon each angle of movement of the arms is noted
as lookup table and depending upon the difference between the present and the
destination coordinates, the PWM is incremented or decremented with reference to
the lookup table [1].

The two voltages sine waves sent to the motor windings are 90° out of phase. If
current increases in one winding, the same will decrease in the other winding. Due
to this gradual transfer of current, smoother motion and more consistent torque are
produced. Figure 4 shows the graph of full steps versus time.

3.6 A4988 Stepper Motor Driver

The required supply voltage of 3–5.5 V for the driver is connected across the VDD
and GND pins and a supply voltage of 8–35 V for motor is connected across VMOT
and GND. The appropriate decoupling capacitors are used to deliver the expected
currents (up to 4 amppeak for themotor supply).A4988will drive four-wire, six-wire,
and eight-wire stepper motors. A typical step size of 1.8° or 200 steps per revolution
stepper motors is used to attain full steps. A4988micro-stepping driver allows higher
resolutions by permitting intermediate step locations. These are attained by stimu-
lating the coils in-between current levels. Four different current levels will support
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Fig. 4 Graph of full-step
position versus time

to drive a motor in quarter-step mode of 200-step-per-revolution or 800 micro-steps
per revolution. Selection from the five-step resolutions is enabled from the resolution
(step size) selector inputs such as MS1, MS2, and MS3. 100 k� pull-down resistors
and 50 k� pull-down resistor are the internal resistance values of MS1 & MS3 and
MS2. Hence, leaving these three micro-step selection pins disconnected will cause
full-step mode. The current limit should be set low for the micro-step modes to
function perfectly. This ,in turn, makes the current limiting gets engaged. Else, the
in-between current levels will not be maintained perfectly which will cause skipping
of micro-steps [13].

STEP input of each pulse will produce one micro-step of the stepper motor in
the direction selected by the DIR pin. The STEP and DIR pins are not pulled to any
specific voltage internally, so these pins should not be left floating in the application.
If the steppermotor is rotating in a single direction, DIR is directly connected toVCC
or GND. Three different inputs of the chip are used in controlling its various power
states like RST, SLP, and EN. If the RST pin is floating; then the pin is connected
to the neighbor SLP pin on the PCB to make it high and activate the board. Active
current limiting is supported by the A4988; to set the current limit, the trimmer
potentiometer is used on the board. Keeping the driver into full-step mode is one of
the ways to set the current limit. Current passing through a single motor coil is to be
measured while adjusting the current limit potentiometer. This should be carried out
with the motor holding a fixed position [14].

4 Implementation of the Proposed Work

Initially, the current position of the arms is noted from the accelerometer and the
potentiometer serially and the values have been compared with the lookup table
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stored in the EEPROM and the angle of each is determined. The desired value is
sent through LabVIEW which is compared with the current value, if the current
value is greater than the desired value, the PWM pulse is been decremented such
as no. of pulse count which is been stored is been decremented till it reaches the
desired value. Pulse count is initially determined as zero from the initial power-up of
the robot from which it is incremented or decremented depending upon the current
position similarly if the current value is less than the desired value, the PWMpulse is
been incremented till it is equal to the desired value. Once the current value reaches
the desired value, the PWM pulse is been latched. The PWM pulse is been counted
using counter initially and depending upon the current value, the counter value is
been incremented or decremented usingwhich the arms are beenmoved. The PWMis
varied depending upon the pattern at which the driver is been set. The steps involved
in the working of 3-axis robot and its PWM control are illustrated in Fig. 5.

In general, the 3-axis robot arms are designed with servo or dc motors to achieve
more accurate positioning and smooth movement. But servo and dc motors are
lagging to achieve a high torque. Hence, designing of a 3-axis robot to achieve
precise positioning, smooth movement and high torque is important. In this work,
stepper motor with A4988 driver is used to achieve high torque by applying the prin-
ciple of micro-stepping. Micro-stepping is an approach of directing stepper motors,
used to get good resolution or even motion at minimal speed. Accelerometer sensor
will continuously monitor the position of the robot arm and provide necessary inputs
to adjust the movement of robot arm. The angle of degree of the arm is read from
the accelerometer and is compared with the lookup table. The forearm movement
and rear arm movement are sensed by the accelerometer, and the shoulder move-
ment is sensed by the potentiometer which is given as input to the Arduino and the
analog value is converted to bits. Depending upon the bit value, the desired angle
is determined by lookup table which is stored in the EEPROM of the Arduino and
the present value is displayed in the graphical user interface (LabVIEW) using serial
protocol. The lookup table will decide and adjust the robot arm position from the
acquired accelerometer values by mapping. The arm angle is controlled by giving
the required input through the LabVIEW front panel. The required position of the
arm is achieved by calculating the position, forward and backward movement of the
arm using LabVIEW block diagram. Accordingly, the PWM is adjusted to control
the stepper motor in the required direction.

5 Experimental Setup

Robot arms are playing a vital role in industrial automation, particularly for pick
and place operations and applications. Hence, the work proposes to develop robot
arm with 3 degrees of freedom (DoF) with high speed and precision. In the work,
experimental setup is developed with the 3-axis robot, stepper motor with driver for
micro-stepping, potentiometer, ArduinoUno, and LabVIEW software. Experimental
setup has been fabricated with aluminum alloy, and nema stepper motor with 1:10
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Fig. 5 Flowchart of the proposed work

ratio gear has been used to reduce the set for smoothness and précised angular
movement. The power supply to the motor is provided with external DC source with
current limitation of 1A. The payload up to 1 kg can be driven by each stepper motor.
The current status is sent serially using Arduino and is displayed in the LabVIEW
front panel. Figure 6 shows experimental setup of the proposed work.



420 G. A. Rathy et al.

Fig. 6 Experimental setup
of the proposed work

6 Conclusion

A 3-axis robot using stepper motor with micro-stepping and closed-loop control is
designed and implemented to achieve precise positioning, smooth movement, and
high torque. Control input was given through the LabVIEW software to fix the
robot arm at the required position. The current position of the robot arm is acquired
through the accelerometer by mapping with the lookup table to achieve precise
positioning. Interfacing Arduino with LabVIEW provides PWM pulses according
to the controlled input fed through the front end. The smooth movement and high
torque are achieved with the help of stepper motor using micro-stepping. The usage
of stepper motor driver replaces the existing conventional rotary encoder whose cost
ismore than the steppermotor driver. The adjustment of the arm positioning is carried
out through the closed-loop control. The work can be extended for higher axis robot
arm design.
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False-Positive-Free and Geometric
Robust Digital Image Watermarking
Method Based on IWT-DCT-SVD

Priyanka Singh, Ashok Kumar Pradhan, and Subhash Chandra

Abstract This paper presents a new hybrid image watermarking method based on
IWT, DCT, and SVD domains, to solve the problem of false-positive detection and
scale down the impact of geometric attacks. Properties of IWT, DCT, and SVD
enable in achieving higher imperceptibility and robustness. However, SVD-based
watermarking method suffers from a major flaw of false-positive detection. Prin-
cipal component of watermark is embedding in the cover image to overcome this
problem. Attacker cannot extract watermark without the key (eigenvector) of the
embeddedwatermark. To recover geometrical attacks, we use a synchronization tech-
nique based on corner detection of the image. Computer simulations show that the
novel method has improved performance. A comparison with well-known schemes
has been performed to show the leverage of the proposed method.

Keywords IWT · DCT · Image watermarking · Robustness · SVD

1 Introduction

Rapid growth of Internet and digital technology provides advantage of easy sharing,
editing, and copying of images without quality degradation. But, these advantages
give rise to the problem of security infringement or processing of images [1, 2].
Digital image watermarking [3, 4] has come up as a way out to protect ownership
rights against unauthorized copying and redistribution of images. It is a potential
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solution for copyright management, tamper detection, content authentication, and
protection of images [5–7]. Spatial techniques are fragile which provides the advan-
tage that the distorted area can be located [8] and we can recreate the host image
from the distorted one [9]. Comparatively, transform domain techniques are more
robust [10–12]. Each transform represents the image in different ways and has its
own characteristics. A transform may be sturdy against a certain set of attacks but
may not sustain another set of attacks. Therefore, combinations of transforms are
used to improve the performance. Improving imperceptibility and robustness is the
core motivation for our proposed work.

In recent years, a number of hybrid image watermarking techniques have been
proposed. These schemes implement two or more transforms to achieve higher
imperceptibility and robustness. SVD transform is popularly used in devising hybrid
techniques. They have good stability and are robust against geometrical and signal
processing attacks. It yields high imperceptibility and robustness but leads to false-
positive problem (FPP) where a counterfeit watermark can be detected. Example
of such schemes includes [13–16]. Loukhaoukha et al. [17] applied hash function
on U and V matrices to overcome FPP. Signature-based authentication for SVD-
factorized matrices prior to the extraction was suggested by Makbol and Khoo [18]
and Ansari et al. [1]. Makbool and Khoo [18] embedded a digital signature in the
watermarked image to authenticate the user-supplied singular matrices. Special key
and SHA-1 algorithm are used to generate the digital signature. But, there is error
in the signature matching scheme [1]. This problem was overcome by the scheme
proposed by Ansari et al. [1]. Jain et al. [19] proposed to embed the principal compo-
nent of the watermark into the host image to solve false-positive detection. Another
most challenging task in developing a new watermarking scheme is to ensure water-
mark robustness as different geometric attacks and signal processing transformations
defaces the synchronization of watermark resulting in serious problems especially
in blind extraction. Moreover, the later scheme can be further improved by replacing
DWT with IWT in order to overcome rounding off errors in inverse transform, thus
ensuring proper reconstruction.

2 The Proposed Scheme

The proposed IWT-DCT-SVD-based watermarking scheme is presented in this
section. The scheme is described in three parts: watermark embedding, watermark
extraction, and the process of correcting geometric attack process. Figures6 and 7
show the block diagram of watermark embedding and watermark extraction scheme,
respectively.
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2.1 Watermark Embedding Process

See Algorithm 1 and Fig. 1.

Algorithm 1Watermark Embedding
Require: Cover Image, Watermark
Ensure: Watermarked Image
1: BlockSize ← 8
2: NumberOfBlocks ←(M/2)× (N/2)/(BlockSi ze)2

3: I ← read the cover image
4: W ← read the watermark image
5: [CA;CH ;CV ; HH ] ← IWT(I)
6: for sub-band ← CH,CV do
7: kk←0
8: for i=1:(256/BlockSize) do
9: for j=1:(256/BlockSize) do
10: Block(:,:,kk+j)=sub-band((BlockSize*(i-1)+1:BlockSize*(i-

1)+BlockSize),(BlockSize*(j-1)+1:BlockSize*(j-1)+BlockSize))
11: end for

kk=kk+(256/bs)
12: end for
13: for i←1 :NumberOfBlocks do
14: Block(:,:,i)← DCT(Block(:,:,i))
15: end for
16: for i← 1:M/16 do
17: for i← 1:N/16 do
18: A(i,j)← Block(5,3,i)
19: end for
20: end for
21: W←arnold(W)
22: [UASAVA]← SVD(A)
23: [UwSwVw]← SVD(W)
24: S← SA + αUwSw

25: AW ← UASVA
26: for i← 1:M/16 do
27: for i← 1:N/16 do
28: Block(5,3,i)← AW (i,j)
29: end for
30: end for
31: end for
32: for i←1 :NumberOfBlocks do
33: Block(:,:,i)← iDCT(Block(:,:,i))
34: end for
35: counter ← 0
36: for i=1:8:256 do
37: for j=1:8:256 do
38: modified-CH(i:i+7,j:j+7)← Block(:,:,c)
39: counter ← counter +1;
40: end for
41: end for
42: WImage ← inverseIWT(CA;modified-CH;CV;HH)
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Fig. 1 Proposed watermark embedding scheme

Fig. 2 Proposed watermark extraction scheme

2.2 Watermark Extraction Process

See Algorithm 2 and Fig. 2.
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Algorithm 2Watermark Extraction
Require: Watermarked Image(possibly distorted), Vw ,S
Ensure: Extracted Watermark Image
1: BlockSize ← 8
2: NumberOfBlocks ←(M/2)× (N/2)/(BlockSi ze)2

3: IM ← read the watermarked image
4: I ∗

M ← geometricCorrection(IM )
5: [CA;CH ;CV ; HH ] ← IWT(I ∗

M )
6: for sub-band ← CH,CV do
7: kk←0
8: for i=1:(256/BlockSize) do
9: for j=1:(256/BlockSize) do
10: Block(:,:,kk+j)=sub-band((BlockSize*(i-1)+1:BlockSize*(i-

1)+BlockSize),(BlockSize*(j-1)+1:BlockSize*(j-1)+BlockSize))
11: end for

kk=kk+(256/bs)
12: end for
13: for i←1 :NumberOfBlocks do
14: Block(:,:,i)← DCT(Block(:,:,i))
15: end for
16: for i← 1:M/16 do
17: for i← 1:N/16 do
18: A∗

M (i, j) ← Block(5,3,i)
19: end for
20: end for
21: [U∗S∗V ∗]← SVD(A∗

M )
22: watermark← ((S- S∗)V T

w ) / α
23: watermark←inverse-arnold(watermark)
24: end for

2.3 Geometric Distortion Correction Process

Geometric attacks generate a margin around the “main image” (desired image) [20].
The resulting image is referred as “entire image” having main image and the margin.
Margin generates borderlines and corners of the main region. Using this very fact,
we develop a technique to correct geometric distortions. Image is reconstructed by
locating corners of the main image region. Detailed steps are as follows:

1. Corners are detected with the help of margin, so the presence of margin is neces-
sary. But margin is not necessarily present in all case as in the case of unattacked
watermarked images. To ensure the presence of margin in all cases, we add a
margin to the main image.

2. Borderline of the main region is detected by applying Canny edge detector. To
make the borderline appear clearer, closing operation is applied.

3. Margin added in step 1 is discarded, and narrow broken edges are joined by
applying morphological closing operation, to get clear boundary.

4. Image is divided horizontally and vertically into four equal square segments.
Corner of the main region is detected in each segment.
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Fig. 3 Margin around main
image after rotational attack
and the four corners of main
image

5. Image is reconstructed using the pixels in the region enclosed within corners
shown in Fig. 3. Pixels located on the horizontal line between corners 1 and 2
are taken as first row of new reconstructed image matrix. Then, we move toward
corner 3 from corner 1 and similarly toward corner 4 from corner 2 and store the
pixel values from first and last point of each horizontal line in new matrix.
Discrete points (D) can be calculated by Eq.1:

D =
√

((a2 − a1)2 + (b2 − b1)2) + 1 (1)

where (a1, b1), and (a2, b2) are coordinates of the starting and last point of the line.
Length of line is given by D − 1 in terms of pixel. We use Eq.5 to calculate point
coordinates located on the line, where i = 1, 2, 3, . . . , D and round(.) rounds
off to the nearest integer. (xi , yi ) is the coordinate of the i th point. Proposed
technique restored the synchronization destroyed by the translation, rotation, and
affine transformation.

3 Experimental Results

Simulationwas conducted to evaluate performance of the proposed scheme. For eval-
uation, grayscale cover images and watermark of sizes 512 × 512 and 32 × 32 were
taken, respectively, as shown in Fig. 4. 8 × 8 image block size is used in embedding.
The visual quality and robustness of thewatermarked image are objectivelymeasured
in terms of PSNR and normalized correlation (NC). Scaling factor (α) = 0.05.

Fig. 4 Original standard test images a–e (Lena, mandrill, pepper, boat, man), f original watermark
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Table 1 PSNR of proposed scheme on test images (using grayscale watermark)

Test image PSNR (dB) IWT-DCT-SVD PSNR (dB) DWT-DCT-SVD

Lena 47.5923 45.9763

Mandrill 47.8976 45.8756

Pepper 47.7960 45.7996

Boat 48.6159 46.1895

Man 48.4911 46.9814

Fig. 5 aOriginal host Lena, bwatermarked image (PSNR=47.5923 dB), cwatermark, d extracted
watermark from unattacked watermarked image (NC=0.9981)

3.1 Imperceptibility Test

It is observed from Table1 that the average PSNR is more than the threshold value
in all test cases. Watermarked Lena image shown in Fig. 5 has PSNR=47.5923 dB.
We have also tested our scheme by replacing IWT with DWT and compared the
results in Table 1. Comparison justifies the implementation of IWT for improved
imperceptibility.

3.2 Robustness Test

To exhibit the robustness of the proposed scheme, watermarked images were
subjected to various geometric and non-geometric attacks and the corresponding
extracted watermark is shown in Fig. 6. Table2 shows the NC values under different
attacks from different host images.

3.2.1 Noise Addition

Generally, noise addition in watermarked images degrades the quality of extracted
watermark. We have tested our proposed scheme with different densities and mag-
nitude as shown in Table3. Proposed scheme shows resistance against noise attacks.
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Fig. 6 Watermarked image (Lena) and extracted watermark (NC values) under various attacks
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Table 2 NC of extracted watermark from different images under attack

Attacks Lena Mandrill Pepper Boat Man

Salt and pepper (0.001) 0.9462 0.9876 0.9627 0.9538 0.9802

Speckle noise (0.001) 0.9841 0.9901 0.9739 0.9533 0.9853

Median filter (3 × 3) 0.9657 0.9381 0.7919 0.9804 0.8094

Gaussian noise (0.001) 0.7649 0.9707 0.8090 0.7900 0.8867

Flip horizontally 0.9969 0.9663 0.9967 0.9958 0.9909

Flip vertically 0.9928 0.9359 0.9918 0.9979 0.9884

Table 3 NC of extracted watermark (from Lena image) under noise attacks

Attacks Intensity LH HL

Salt and pepper noise 0.01 0.9710 0.9794

0.001 0.9950 0.9770

0.005 0.9810 0.9286

Speckle noise 0.01 0.9720 0.9656

0.001 0.9841 0.9890

0.005 0.9800 0.9863

Gaussian noise 0.01 0.9360 0.9498

0.001 0.9820 0.9874

0.005 0.9610 0.9622

Table 4 NC of extracted watermark (from Lena image) under filtering attack

Attacks Size LH Hl

Average filter 2×2 0.9323 0.9733

3 × 3 0.9817 0.9932

5 × 5 0.9733 0.9770

Median filter 2 × 2 0.9071 0.9635

3 × 3 0.9851 0.9816

5 × 5 0.9537 0.9618

3.2.2 Filtering

Filtering is the common imagemanipulation.Average andmedianfilterswere applied
with different sizes. Table 4 shows the NC values under filtering attacks of different
sizes.
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3.2.3 JPEG Compression

JPEG compression is the most typical and significant non-geometric attack. Water-
marked image is tested at different compression rates. Table5 showsNCvalues under
JPEG compression attack.

3.2.4 Rotation

Table6 shows that our scheme is robust against rotational attack at various angles.
Wavelet transforms are not rotational invariant.We recover the image from rotational
attacks and thus can extract the watermark from large rotations.

3.3 False-Positive Detection Test

Watermark extraction without knowing the original left singular vector is not possi-
ble. Hence, no reference image can be extracted from any arbitrary image using our
scheme as shown in Fig. 7 (Table 7).

Table 5 NC of extracted watermark (from Lena image) under JPEG compression

Attack LH HL

JPEG (Q = 20) 0.9874 0.9902

JPEG (Q = 50) 0.9889 0.9921

JPEG (Q = 70) 0.9916 0.9937

Table 6 NC of extracted watermark (from Lena image) under rotation attacks at various angles

Attack LH HL

Rotation 30◦ 0.9864 0.9823

Rotation 45◦ 0.9846 0.9885

Rotation 70◦ 0.9872 0.9794

Rotation 80◦ 0.9872 0.9829

Fig. 7 a Watermarked image, b original watermark, c authentic watermark extracted using V1, d
distorted watermark extracted using V2
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Table 7 Imperceptibility comparison

Images Proposed scheme Fazil and Moeini [20]

Lena 58.457 57.090

Mandril 57.092 56.061

Pepper 57.588 56.848

Airplane 58.452 56.417

Table 8 NC of the proposed scheme and Fazil and Moeini’s scheme [20]

Attacks Proposed scheme Fazil and Moeini’s scheme
[20]

Translation (35, 25) 0.991 0.987

Scaling (1.5) 0.993 0.986

Rotation (45◦) 0.984 0.977

Cropping 0.916 1

JPEG (Q = 20) 0.987 0.984

Gaussian noise (0.003) 0.994 0.992

Salt and pepper (0.005) 0.981 0.996

Median filter (3, 3) 0.988 0.982

Average filter (3, 3) 0.987 0.981

Gaussian filter (3, 3) 0.964 0.984

Table 9 Feature comparison of proposed scheme and Fazil and Moeini’s scheme

Description Proposed scheme Fazil and Moeini’s scheme
[20]

Domain used IWT-DCT-SVD DWT-DCT-SVD

Embedding sub-band LH, HL LH, HL

Size of host 512 × 512 512 × 512

Type of host Gray scale Gray scale

Size of watermark 32 × 32 32 × 32

False-positive error No Yes

Table8 compares the robustness of proposed scheme and Fazil and Moeini’s
scheme [20] in terms of NC. In most of the attacks, our scheme surpasses Fazil and
Moeini’s scheme [20]. Table9 shows that our scheme is free from FPP whereas Fazil
and Moeini’s scheme [20] lacks in this respect. Hence, our scheme is superior to
Fazil and Moeini’s scheme [20].



434 P. Singh et al.

4 Conclusion

Genuine watermark can be obtained only if the eigenvector from the original water-
mark is provided. In this way, our scheme solves the false positive. Geometric attacks
especially rotation attack break the synchronization of spatial relation betweenwater-
marked and original images. We recover from geometric attacks by reviving the
synchronization. For this, we use corner detection of the desired image and thus
recover the image. Simulation results evidence that the proposed scheme is robust,
especially against geometrical attacks, and at the same time achieves good imper-
ceptibility. Performance comparison of our scheme with Fazil and Moeini’s scheme
[20] shows that it outperforms the scheme.
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Fair Fit—A Load Balance Aware VM
Placement Algorithm in Cloud Data
Centers

Bhavesh N. Gohil, Sachin Gamit, and Dhiren R. Patel

Abstract Cloud computing is a kind of large-scale distributed computing. It has
recently emerged as a new technology for providing services over the Internet. It
has gained a lot of attention in individual, industry, and academia. Cloud comput-
ing dynamically allocates virtual resources as per the demands of users. The rapid
increase of data computation and storage in cloud results in uneven distribution of
workload on its heterogeneous resources, which may violate SLAs and degrades
system performance. Distributing balanced workload over the available hosts is a
key challenge in cloud computing environment. VM placement is the process by
which it selects the most suitable physical machine (PM) in cloud data centers to
deploy newly created virtual machine (VM) during runtime. In this paper, we study
VM placement problem with the goal of balanced resource utilization in cloud data
centers. Several algorithms have been proposed to find a solution to this problem.
Most of the existing algorithms balance the cloud resources based on its utilization
which results in unbalanced and inefficient cloud resource utilization.We propose an
algorithm, which minimizes the imbalance of resource usage across multiple dimen-
sions, reduces resource leak andwastage, andmaximizes the resource utilization.Our
algorithm finds a suitable host for incoming VM from categorized host list based on
remaining resources using cosine similarity measure. Simulation results show major
improvements over the existing algorithms like Binary Search Tree-based Worst Fit
and Best Fit, Round Robin, and default Worst Fit.
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1 Introduction

Since last many years, cloud computing has become a popular computing platform
because of the benefits it offers. It is based on virtualization technology and provides
maximum usage of underlying resources. The cloud resources can be accessed at
any time and from anywhere by the users. With the increasing number of users and
requests of different sizes, many issues required to be addressed for efficient cloud
management. One of the most important issues is VM placement, which is to select
a suitable PM to deploy incoming VM.

The VM placement is an N-dimensional bin packing NP-hard problem. PM is
known as fully loaded if any type of resource is used up to its threshold mark, which
does not allow to accommodate additional VMs. Resource leak is an undesired
problem where some type of resource is mostly consumed while other types of
resource are still available. The available resource is called ‘wasted resource’ because
the PM is declared as fully loaded due to its exhausted resource.

In this paper, we consider the VM placement problem from the perspective of
load balancing in the cloud. The key contributions of our work are summarized as
follows:

(1) Weaddress the loadbalance aware virtualmachine placement problem in clouds.
(2) We present a novel approach to reduce the imbalance of cloud load to improve

resource utilization.
(3) We propose an algorithm with the principle of balancing a load of multiple

resources in the cluster of heterogeneous PMs.

The remainder of this paper is structured as follows: Related work of load balance
aware VM placement mechanisms in the cloud is outlined in Sect. 2. The details of
the proposed load balancing algorithm are discussed in Sect. 3. Simulation results
with comparative analysis are explained in Sect. 4. Concluding notes with the future
scope are mentioned in Sect. 5.

2 Related Work

In this section, we present relevant heuristic algorithms proposed in the literature for
load balance aware VM placement in the cloud.

Tian et al. [1] introduced a novel dynamic and integrated resource scheduling
algorithm (DAIRS) for cloud data centers. DAIRS integrates CPU, memory, net-
work bandwidth resources for both VMs and PMs instead of considering only CPU
resource in traditional algorithms. They developed an integrated measurement to cal-
culate the total imbalance level for the entire data center and the average imbalance
level for each server.

Li et al. [2] proposed a load balancing algorithm to avoid the problem of resource
leak and guarantees high resource utilization. PMs are divided into four different
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categories while handling VMs request, i.e., resource limited, fully loaded, resource
leak, and standby. If the remaining resource of PM is insufficient to host newly
created VM with its resource requirements, such PM is labeled as resource limited
PM. If PM becomes fully loaded after hosting VM requirements, it is labeled as fully
loaded PM. If resource utilization of PM is abnormal which may results in resource
leak if it hosts newly created VM, such PM is labeled as resource leak PM and PM
is labeled as standby PM, if its resource usage remains regular even after hosting
newly created VM. With this VM scheduling, they could minimize the number of
running PMs compared to greedy approach.

Huang et al. [3] proposed a novel VM placement algorithm, which balances
the utilization of multidimensional resources, reduces the number of PMs and thus
lower the consumption of energy. They introduced amultidimensional space partition
model to represent the current utilization of resources of each PM. They divide the
whole space into three domains (acceptance domain, forbidden domain, and safety
domain) and each dimension of space represents a one-dimensional resource.

Tian et al. [4] introduced a dynamic scheduling algorithm named Lowest Inte-
grated load First (LIF) to allocate and migrate multitype VMs on PMs with multi-
dimensional resources like CPU, memory, network bandwidth, etc. and thus opti-
mize the total imbalance of load. They developed various performance metrics like
average CPU utilization, average utilization of all CPUs, data center wide integrated
(CPU,RAM, and network bandwidth) imbalance value, imbalance value of all CPUs,
RAMs, network bandwidths individually and together, average imbalance value of
all PMs, average imbalance value of entire data center, and makespan of cloud data
center.

Hieu et al. [5] proposed Max-BRU algorithm, which optimizes the utilization of
resources and balances the use of multidimensional resources. Their algorithm uses
dth dimensional resource utilization ratio and resource balance ratio as allocation
metrics to select PMs for VMs. Use of combinedmetrics utilizes resources efficiently
and hence increases the utilization of resources, minimizes the number of running
PMs, and increases their profit.

Rathor et al. [6] proposed two dynamic virtual machine scheduling techniques,
i.e., Best Fit and Worst Fit. It outperformed vector based algorithm [7] in terms of
response time and balanced utilization of resources. To calculate the load of PM, an
average remaining capacity is used. All the hosts are classified according to their
availability of resources. If there are N different types of resources, hosts can be
divided into N! lists. They also proposed a Binary Search Tree-based Best Fit and
Worst Fit techniques to place VM to PM and effectively reduced the total number of
PMs.

Fang et al. [8] proposed multiobjective ant colony optimization algorithm to solve
the virtual machine placement problem, which balances the load among physical
machines and the internal load of physical machine simultaneously.

Xu et al. [9] proposedmultidimensional resource load balancing of all the physical
machines in the cloud computing platform to maximize the utilization of resources.
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They customized the ant colony optimization in the context of virtual machine allo-
cation and introduce an improved physical machine selection strategy to the basic
ant colony optimization in order to prevent the premature convergence or falling into
the local optima.

2.1 Open Issues and Challenges

In [1, 3–5, 7–9] algorithms shown in Table 1, the load on PM is measured using
resource utilization. But in a real cloud environment, resources of PMs can be of
different specifications and capacities. So here, a load of PM is measured based on
the remaining capacity of resources.

In [2, 3, 6], PMs are labeled in different groups based on available resources. By
which VMs request can be directed to an appropriate group which in turn reduces
resource leak, number of required PMs.

In [2], resource leak or load imbalance is calculated by considering all the PMs are
of the same capacity. But in a real cloud environment, it may have PMs of different
capacities and sizes.

PMs in [3] are categorized based on the utilization of hosts instead of resources
types, which may create the problem of resource leak.

Due to heterogeneous resources of VM and PM, VMmay not find its place in the
chosen PM list [6]. Also, authors have not mentioned about the creation of VM lists
and objective function to measure the imbalance of load, which are required to be
addressed for any VM placement problem.

In [7], the authors proposed a novel vector-based approach to remove anomalies
in existing approaches. This approach is not appropriate when there comes an equal
demand for different resources of VM.

Table 1 Comparison of load balance aware VM placement algorithms

Techniques Load measurement technique Scheduling objective

DAIRS [1] Based on the utilization of resources Min (imbalance level of data center)

Li et al. [2] Based on resource availability Min (number of PMs to host VMs)

Huang et al. [3] Based on the utilization of resources Min (number of PMs to reduce
energy consumption)

LIF [4] Based on the utilization of resources Min (total imbalance value of all
clusters)

Max-BRU [5] Based on the utilization of resources Min (number of active PMs)

Rathor et al. [6] Based on resource availability Min (imbalance level of the host)

Vector Dot [7] Based on the utilization of resources Min (total imbalance of the system)

Fang et al. [8] Based on the utilization of resources Min (outer and internal load
balancing degree)

Xu et al. [9] Based on the utilization of resources Min (global load imbalance degree)
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3 Proposed Algorithm

During VM placement, it is possible to have resource leak in the cloud along with
overutilization and underutilization of resources. To overcome such issues, Fair Fit,
a load balance aware VM placement algorithm is proposed for cloud computing
environment.

The proposed algorithm basically contains the simple algorithms like. (i)
Hosts/VMs categorization in which we categorize the hosts based on the availability
of resources and VMs are categorized based on resource demands. (ii) The cosine
similarity has been used for subjectingmultidimensional resource utilization. (iii) For
finding out the best possible host, both categorization algorithm and cosine algorithm
are used.

In proposed algorithm for finding out the best host for placing incoming VMbasic
steps are (i) categorize the hosts and then categorize the VM, (ii) find out the best
possible host from the categorized list using cosine similarity between host and VM.

For measuring the imbalance of data center, we use standard deviation [10] to
figure out resource utilization across the data center in which we calculate the aver-
age of multidimensional resources standard deviation of utilized host. We find the
standard deviation of various dimensions like remaining CPUs, remaining network
bandwidth, and remaining memory and then take an average of them. This measure-
ment gives an imbalance of data center. Lesser the value of imbalance better the
utilization of hosts across the data center.

3.1 Measurement of Load Imbalance

Consider M as the number of virtual machines (VMs) with resource requirements
RRVM (CPU, memory, NW bandwidth, storage), which are to be positioned on N
number of PMs with resource capacity RCPM (CPU, memory, NW bandwidth) and
scattered in total C number of clusters. Also, consider PM1, PM2, PM3 … PMn as
members of PM in the cluster of cloud, where n is the total number of PMs. Any PM
can be identified as PMi, where i represents the PM number with range 1 ≤ i ≤ n.

Likewise, the set of VMs on PMi is VMi1, VMi2….VMimwherem is the number
of VMs on PMi. If we place any VM to any PM, a load of the CPU, memory, NW
bandwidth has to be calculated individually. The CPU, memory, NW bandwidth
utilization of the PMi during time ‘td’ is denoted as below:

PMi(Rk, td) =
∑

j = 1 tomVMi j(Rk, td) (1)

Here, PMi indicates the ith physical machine of cluster C, VMij indicates the
jth VM of PMi, Rk denotes the utilization of system resource k, where k = CPU,
RAM, NW bandwidth, etc. of VMs in PMi. Hence, the average weighted workload
of cluster C during time ‘td’ can be calculated as below:
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PMCC(AWL, td) =
∑

j = 1 to n PMi(AWL, td) (2)

where PMCCdenotes theCth cluster of the cloud,AWLdenotes the averageweighted
load of cluster during time ‘td’ and PMi denotes the ith PM of cluster C. Also, a load
of all VMs of any PM should be less than the capacity of PM at any point in time.

When there are n physical machines in cluster C of cloud with m number of VMs
in each machine, we can calculate remaining resource capacity as below:

PMi(RemRk, td) = PMi(TotRk, td) −
∑

j = 1 tom VMi j(ReqRk, td) (3)

where PMi (RemRk, td) represents the remaining capacity of resource Rk of the
ith physical machine (PM) during time ‘td’, respectively. TotRk represents the total
capacity of resource Rk of ith PM, respectively. VMij (ReqRk, td) represents the
requested resource Rk of jth virtual machine (VM) of ith PM during time ‘td’.

PMCCμRemRk =
∑

x = 1 to n (PMi RemRk)/n (4)

where PMCC μRemRk denotes the mean value of the remaining resource Rk of
physical cluster C.

To calculate the imbalance of load (IoL) of a cloud cluster, following objective
function is used. By having IoL, the load differences of PMs with its mean are iden-
tified. This makes it easy to identify the type and size of VMs to be moved/migrated
to achieve load balancing and maintaining service-level agreement (SLA) standards.

IoLminimize = min

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

√√√√
n∑

i=1

1

n
(PMiRemCPU − PMCCμRemCPU)

2

+
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n∑

i=1

1

n
(PMiRemRAM − PMCCμRemRAM)

2

+
√√√√

n∑

i=1

1

n
(PMiRemNWB − PMCCμRemNWB)

2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5)

Here, the entire physical cluster is considered to calculate the workload instead
of the only number of VMs in PM.

3.2 Hosts and VM Categorization

Initially, hosts are categorized based on their available resources. If hosts are having
m types of different resources, it can be divided into m! lists. For example, if there
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exist three types of resources in hosts, i.e., CPU (C), memory (M) and network
bandwidth (N), hosts are divided into six different lists [6].

First host list will contain hosts which are having resource availability in order
of C ≥ N ≥ M, second will have C ≥ M ≥ N, third will have M ≥ N ≥ C, fourth
will have M ≥ C ≥ N, fifth will have N ≥ C ≥ M, and sixth will have N ≥ M ≥
C. Here, list C ≥ M ≥ N contains hosts which are having CPU availability greater
than or equal to memory availability and memory availability greater than or equal
to network bandwidth.

Algorithm 1: Hosts_Categorization
Input: Hosts

Output: Categorized HostLists

1. Get HostLists from data center broker (If type of resources = 3, then number of
host lists = 6)

2. for each host in data center
3. If available resources of host are in order of C ≥ N ≥ M then
4. add it to the HostList of C ≥ N ≥ M.
5. Else check for others (C ≥ M ≥ N, M ≥ N ≥ C, M ≥ C ≥ N, N ≥ M ≥ C, N ≥

C ≥ M)
6. End If
7. End for

Algorithm 2: VM_Categorization
Input: VM

Output: Appropriate_HostList (For VM)

1. Get HostLists from data center broker (If the type of resources = 3, then the
number of host lists = 6)

2. Calculate the requirement of different resources of VM with reference to any of
the host’s resources.

3. If the requested resources of VM are in order of C ≥ N ≥ M then
4. return (CNM)
5. Else check for others (C ≥ M ≥ N, M ≥ N ≥ C, M ≥ C ≥ N, N ≥ M ≥ C, N ≥

C ≥ M)
6. End If

3.3 Cosine Similarity

Cosine similarity gives the measure of the angle between two vectors. If the angle
between two vectors is small, then they are said to possess a similar alignment. The
cosine of two vectors lies between−1 and 1. If the vectors point in the same direction,
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the cosine between them is 1 and the value decreases and falls to−1 with an increase
in the angle between them.

Using the Euclidean dot product, the cosine of two vectors is defined as

a · b = ‖a‖‖b‖ cos θ

And the similarity is shown as follows

Similarity = A · B
‖A‖‖B‖ =

∑n
i=1 Ai × Bi√∑n

i=1 (Ai )2 ×
√∑n

i=1i=1 (Bi )
2

Here, this similaritymodel is usedwhich tries to allocate the incomingVMrequest
on to a physical machine based on the similarity measure between the resource
requirement of incoming VM and resource availability of physical machine.

Here,wecalculate cosine similarity between the resource requirement of incoming
VM (VMreq) and available resources of PM (PMfree)

Similarity = VMreq · PMfree∥∥VMreq

∥∥‖PMfree‖

Here, a running physical machine is selected which gives the maximum cosine
similarity measure with the incoming VM. The maximum cosine similarity value
implies that the incoming VM’s resource requirements are most compatible with the
free resources of the physical machine. The similarity value lies between 0 and 1.

Algorithm 3: COSINE_SIMILARITY (Host, VM)
Input: Host, VM (To be placed)

Output: Similarity Measure

1. Create vector of available resources of host
−−→
Host

2. Create vector of requested resources of VM
−→
VM

3. Find Cosine Similarity

Cosine Similarity =
−−→
Host · −→

VM∥∥∥
−−→
Host

∥∥∥
∥∥∥
−→
VM

∥∥∥

4. Return cosine similarity
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3.4 VM Placement

In this section, a novel VM placement algorithm is proposed which effectively uti-
lizes the cloud resources in a balanced manner. There exist various VM placement
algorithms to achieve a different kind of features in the cloud. Here, the cosine
similarity-basedmodel has been used to achieve load balanced awareVMplacement.

For every incoming VM, Host_Categorization algorithm is called first to get
updated hosts list based on available resources. Then after, VM_Categorization
is being called to find out appropriate HostList for VM requirements. If VM
requirements are in order of C ≥ N ≥ M, i.e., CPU intensive, CNM is chosen as
Appropriate_HostList for VM placement.

Then it comes to choose Appropriate_Host from Appropriate_HostList. For
that, cosine similarity between all hosts with available resources from Appropri-
ate_HostList and VM with requested resources is measured to finally chose the host
with the highest similarity value.

In case Appropriate_HostList is empty, we go for other host lists of cloud data
center to choose an appropriate host with highest cosine similarity measure.

Algorithm 4. Fair Fit algorithm
Input: Appropriate_HostList, VM

Output: Appropriate_Host

1. If (!Appropriate_HostList.isEmpty)
2. If (Appropriate_HostList.size()) == 1
3. Appropriate_Host = Appropriate_HostList[0]
4. Else
5. For each Host from HostList
6. COSINE_SIMILARITY (Host, VM)
7. Save Host with highest cosine similarity (except Hosts with cosine similarity

= 1)
8. End For
9. Appropriate_Host = Host with highest cosine similarity (except Hosts with

cosine similarity = 1)
10. Else
11. For each Host in the data center
12. COSINE_SIMILARITY (Host, VM)
13. SaveHost with highest cosine similarity (except Hosts with cosine similarity

= 1)
14. End For
15. Appropriate _Host = Host with highest cosine similarity (except Hosts with

cosine similarity = 1)
16. End If
17. return (Appropriate_Host)
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4 Simulation Results and Comparison

The proposed algorithms are simulated on CloudSim [11], which provides a simula-
tion environment for cloud applications. Proposed Fair Fit policy is compared with
algorithms BST Best Fit [6], BST Worst Fit [6], Round Robin, and default policy of
CloudSim, i.e., Worst Fit. Simulation results are carried out in the cloud of heteroge-
neous hosts of configuration presented in Table 2. Moreover, VMs are also created
of a random configuration of resources presented in Table 3.

4.1 Simulation Results

Figure 1 shows the hosts utilization in terms of number of VMs per hosts for Round
Robin, BST Best Fit, BST Worst Fit, Worst Fit, and Fair Fit. The more number of
VMs per hosts indicates better resource utilization of hosts. Our proposed Fair Fit
algorithm outperformed existing ones for heterogeneous hosts andVMs. Results also
indicate that relatively a less number of hosts are required for Fair Fit algorithm to
accommodate a certain number of VMs compared to others. Hence, in case of Fair
Fit, unutilized hosts can be turned OFF, which in turns support server consolidation
and reduce resource leak.

Figure 2 represents the imbalance measurement (Eq. 5) of the cloud data cen-
ter against various hosts for BST Best Fit, BST Worst Fit, and Fair Fit algorithms.
The lower value of load imbalance indicates a more balanced data center. Our pro-
posed Fair Fit algorithm outperformed existing ones against different numbers of
heterogeneous hosts for 1000 heterogeneous VMs and Cloudlets.

Figure 3 represents the imbalance measurement of the cloud data center against
VMs for BST Best Fit, BSTWorst Fit, and Fair Fit algorithms. Our proposed Fair Fit

Table 2 Specification of
heterogeneous hosts

Resource Capacity

RAM 1/2/4 GB

Network bandwidth 10 Gbps

MIPS 500/1000/1500

PES 1/2/4

Table 3 Specification of
heterogeneous VMs

Resource Capacity

RAM 512 MB/1 GB/1.5 GB

Network bandwidth 1.5/3/4.5 Gbps

MIPS 250/500/750

PES 1
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Fig. 1 Hosts utilization

Fig. 2 Number of hosts versus degree of imbalance

algorithm outperformed existing ones against different numbers of heterogeneous
VMs for 100 and 1000 heterogeneous hosts and Cloudlets, respectively.

Figure 4 represents the imbalance measurement of the cloud data center against
Cloudlets for BSTBest Fit, BSTWorst Fit, and Fair Fit algorithms.Our proposed Fair



448 B. N. Gohil et al.

Fig. 3 Number of VMs versus degree of imbalance

Fig. 4 Number of Cloudlets versus degree of imbalance

Fit algorithm outperformed existing ones against different numbers of heterogeneous
Cloudlets for 50 and 200 heterogeneous Hosts and VMs respectively.

Figure 5 represents the number of overutilizedhosts in the clouddata center against
hosts for BST Best Fit, BSTWorst Fit, and Fair Fit algorithms. Our proposed Fair Fit
algorithm outperformed existing ones against different numbers of heterogeneous
hosts for 700 and 1000 heterogeneous VMs and Cloudlets, respectively.

Figure 6 represents the number of overutilizedhosts in the clouddata center against
VMs for BST Best Fit, BSTWorst Fit, and Fair Fit algorithms. Our proposed Fair Fit
algorithm outperformed existing ones against different numbers of heterogeneous
VMs for 100 and 1000 heterogeneous hosts and Cloudlets, respectively.



Fair Fit—A Load Balance Aware VM Placement Algorithm in Cloud … 449

Fig. 5 Number of hosts versus overutilized hosts

Fig. 6 Number of VMs versus overutilized hosts

Figure 7 represents the number of overutilized hosts in the cloud data center
against Cloudlets for BST Best Fit, BST Worst Fit, and Fair Fit algorithms. Our
proposed Fair Fit algorithm outperformed existing ones against different numbers of
heterogeneous Cloudlets for 100 heterogeneous hosts and VMs.
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Fig. 7 Number of Cloudlets versus overutilized hosts

4.2 Contributions of Proposed Work

The proposed Fair Fit algorithm removes the flaws present in BST Best [6] and
Worst Fit [6] approaches and gives a new approach to improve resource utilization
and imbalance of cloud load.

BST Best and Worst Fit approaches have following flows which are removed in
the proposed algorithm.

• A new host is powered ON if the suitable host is not found for the incoming VM
from the chosen host list. Instead of starting new host, the nearly suitable host may
be selected to placeVM to achieve server consolidation and avoid underutilization
of the data center.

• Hosts are categorized into six different lists and arranged in ascending and
descending order for BST Best and Worst Fit, respectively. Binary Search Algo-
rithm is mainly used to find a suitable host which can accommodate incoming
VM with its requested resources. Sorting of hosts in the list is based on one type
of resource, i.e., CPU, memory, network bandwidth, etc. Hence, the case may be
possible where other types of resources are not in order of their sizes or capacities
which in turns select the inappropriate host in a host list.

5 Conclusion

This paper presents the importance of load balance aware VM placement in the
cloud. The proposed Fair Fit algorithm is cost saving and beneficial for cloud users
and providers. The simulation results show that the Fair Fit algorithm provides better
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improvements in resource utilization, resource leak, imbalance of cloud load, under
and over utilization of hosts, etc. with other existing algorithms.

Hosts categorization helps to find out the cluster of hosts for hosting incoming
VM in the best possible host using cosine similarity measure. Imbalance of average
remaining load calculation is based on standard deviation calculation of cloud which
provides a better understanding of performance for various algorithms. Simulation
results of our proposed work outperformed default Worst Fit, BST Worst Fit, BST
Best Fit, and Round Robin algorithms.

Our work can be further improved using efficient live VMmigration and host load
prediction methods.
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Computationally Efficient and Secure
Session Key Agreement Techniques for
Vehicular Cloud Computing

Saurabh Rana, Dheerendra Mishra, and Saurabh Gupta

Abstract Vehicular cloud computing (VCC) has emerged as a new technology to
present better and uninterrupted information to traffic management and road safety.
However, the exchange of information among all different vehicles, device and road-
side infrastructure over the public network presents a favorable scenario to the adver-
sary to perform active and passive attacks. Therefore, there is an organizing demand
for an efficient and secure architecture of the secure exchange of information inVCC.
In this direction, one of the big challenges is to mutually authenticate the legitimate
sources of the information provider and receiver, and then to manage secure session
among them. To ensure secure and authorized communication inVCC, this paper dis-
cusses the construction of the authenticated session key agreement protocol for VCC.
The proposed framework alsomaintains the anonymity of participating vehicles. The
proposed protocol requires fewer computations from the user side as compare to the
cloud server and roadside infrastructures. Moreover, the proposed scheme is theo-
retically proved secure in the random oracle model. Proposed scheme’s performance
analysis and comparison with related results on security and performance attributes
keep it ahead.
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1 Introduction

Vehicular cloud computing (VCC) is a rising and promising new technique inte-
grating cloud computing with the vehicular ad-hoc network (VANET) to support
an intelligent transport system. It is ameliorating transportation safety and also ful-
filling the administration requests through message broadcasting. VCC consists of
roadside infrastructures like roadside units(RSUs), onboard units (OBUs) [1]. There
are mainly three different types of vehicular networks such as vehicle to vehicle,
vehicle to infrastructure and vehicle to sensors. In-vehicle to vehicle communica-
tion, any two vehicles interact with each other by utilizing all onboard units and in
the vehicle to infrastructure, vehicles communicate with roadside units. In-vehicle
to sensors communication, vehicles directly interact with any sensing devices [2].
The new resource management has been proposed to provide maximum overall com-
putation and communication efficiency. The wide application of VCC depends on
secure and efficient message sharing, which is decisive in many situations. VCC can
be applied to all type of automobiles by utilizing the remote system for controlling
transport and traffic.

VCCworks on a principle in which portable hub allows to interface with different
automobiles in the system. VCC does not have the ability to break down and gathered
worldwide data. In many cases, VCCs are appropriate for transient applications for
little scale administrations, or crash avoidance administrations. Since, a few years
ago, a system pulled in consideration of numerous scientist to improve the traffic
screen, street security, and signs with proper clarity [8]. The VCC basic structure
has been demonstrated in Fig. 1. As of now, different techniques are invoked to find
difficulties in vehicular systems. Many researchers believe that VCC will be adopted

Fig. 1 Architecture of VCC
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with portability requirements, influenced by the number of associated vehicles and
other factors, for example, congested roads, tall structures, and terrible driver prac-
tices, which effects on its execution and use [10]. VCC does not have any limit to
take care of worldwide data. Automobiles basically rely upon to convey information
for all corresponding frameworks, onboard units, information gathering units and all
sensor devices on vehicles. VCC security administration has become a huge region
by some hardware and software applications, for example, traffic security administra-
tion to remove the congestion and information gathering institution. Authentication
and session key agreement play an important role in the enhancement of security and
authentication of resources [5, 13].

2 Related Work

Nicola et al. [19] proposed an unadulterated cloud-shaped protocol for vehicles. It
was another worldview sensor as a service(SaaS) for sensor automobile. At cor-
respondence stages, it makes vehicles accessible to outsider automobile checking
applications with involving some sensors and gadgets. That kind of cloud computing
assets called sensor service. The suggested idea came up short on the utilization
of the conventional cloud to improve the processing limit generally mentioned by
vehicles. Rangarajan et al. [15] managed the cloud security for vehicular systems.
And they also suggested another protected prerequisitemodel called vehicle-to-cloud
(V2C) model. V2C was made for provisioning foundation, which joins two different
dimensions such as client and framework supplier. To improve protection and secu-
rity for suggested framework, developers incorporated three types of security as a
validation phase, an access control arrangements phase, and a confirmation phase.
The verification phase overseeds personalities and verifies an appropriator in V2C.
Tomanage the problems of making dodge hindrances in vehicles, a cloud framework
for self-ruling driving was proposed by Kumar et al. [8]. This framework gave an
idea to empower the server and it gathered data from independent vehicle sensors.
Which made roadside units to automobiles enable to maintain a strategic distance
from hindrances. From this, those walking people and vehicles which cannot be
straightforwardly identified by vehicular sensors, thus, common vehicular and peo-
ple could be benefited. This framework compared with two different servers, namely,
a solicitation server and an organizer server. The first problem demands that comput-
erized data to the vehicle in which walking people or with different vehicles onto the
street. The second considers total sensible data acquired from different independent
vehicles and RSUs to recognize obstructions.

Lin et al. [9] proposed an issue of consistent access to the Internet by utilizing
VCC. They suggested a cloud-bolstered entryway display which called Gateway as
a Service (GaaS), so as to have a proficient gateway and improved the utilization of
the internet for experiencing vehicular systems. The suggested framework comprises
of four segments: door, customer vehicle, emergency responders vehicle, and cloud
server. The movable vehicle required to get a piece of access information to the
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Internet and solicitations GaaS. In Olariu et al. [14] proposed previous idea with
some improvisations called vehicular cloudwhichwas capable of utilizing unutilized
vehicular assets for framing a cloud by accumulating vehicular figuring assets. This
technique was significant because due to this suggestion, the framework did not
exploit the regular cloud and just founded on the automobile assets. Interestingly,
Vehicular cloud assets generally are exchanged, and regularly required for approval
of a vehicle’s proprietor. It would bemissed if automobiles are in a constant state (e.g.,
vehicles in a parking garage). Mershad and Artail suggested an issue of empowering
automobiles in a network called VCC to find their required administrations from
versatile servers which remains on the same place [12]. The proposed framework
called CROWN framework, which relies upon some infrastructure like RSUs that go
above as cloud registration. They gave protocol to make RSUs accessible to allow
vehicles to find their own vehicular cloud by collected information by the RSUs
and take the benefits inside the zone secured. Besides from the RSU infrastructure,
CROWN framework did not view the installed PC as a vehicular cloud computing
element which can be accessible by users. Doshi et al. [6] proposed a password based
authentication protocol. But, this schemewas not able to provide the security proof in
proper mathematical way and also not resist against many security threats. Azees et
al. [3] proposed an efficient anonymous authentication protocol for VANETs. They
claimed that mostly existing schemes suffer from high computation cost. But, the
proposed scheme also used the very high computation operations such as bilinear
pairing, elliptic curve, exponent modulo. So, the proposed scheme cannot preserve
the high efficiency in term of computation cost.

Islam et al. [7] proposed a password-based authentication and key management
protocol for VANETs. They claimed that the proposed protocol provides the join,
remove user, password update facilities efficiently. However, the password-based
protocol cannot resist against stolen or forgotten password attacks. Ahmed et al.
[2] proposed VCC technology which provides services to vehicles and capable of
managing road traffic efficiently by using the vehicular sources (such as internet)
to make decisions and for storage. But with not proper security handles, safety
and trust. This work was for road safety management, message sharing services by
introducing VCC.Maitra et al. [11] introduced a secure authentication protocol. But,
it’s protocol does not much computationally efficient. We proposed a framework in
which protocols compute efficiently with less costs and with less communication
overhead and give real life scenarios with mathematical proofs and assumptions of
security model.

Contribution: Firstly, we discuss a taxonomy of existing research with a major
focus on authenticated key management in VCC. The existing frameworks are either
have higher computation overhead or do not attain desirable security attributes. To
address the existing gap identify based on the existing literature, we design a session
key management protocol with the following merits:

• Proposed framework ensure mutual authentication before session key adoption.
• Formal proof of security is given in random oracle model.
• Security analysis indicates that proposed schemeattains desirable security attribute.
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• It is also found that proposed scheme is computationally efficient.
• Comparative study of the proposed scheme with existing protocols is presented
on desirable security and performance attributes.

3 Preliminaries

In this section, we briefly gives the description of required preliminaries. Table 1,
demonstrates the notations and symbol, which are used in throughout the paper.

3.1 Fuzzy Extractor

Fuzzy extractor is usually adopted in key authentication to control noisy biometric
imprint. It produces a string which is in the form of fixed binary length. Extractor
extract public information from imprint biometric template ω. It covers the origi-
nal key which is biometric with malicious key using string of binary length. It is
represented by Gen(·) and Rep(·) [11]. It has the following functionalities:

• Gen(ω) = (R, a), With the help of a string a which is uniform and random string
works as a output, algorithm uses a biometric imprint ω as input. If he information
changes then even R will be same with a.

Table 1 Notations used in the scheme

Notation Description

Ui User-i

S j Server- j

N j Vehicular node

� Adversary

VCC Vehicular cloud computing

VCi Vehicular cloud memory

IDUi Identity of Ui

IDN Vehicular node identity

N j Vehicular node

PWi Password of Ui

s Secret value of S j

h(·) A collision resistant hash function

Gen(·) Fuzzy extractor

⊕ Bitwise XOR

|| String concatenation
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• Rep(ω′, a) = R, It covers the original key which is biometric with malicious key
ω′ using string of binary length a and produces a new template ω. To produce the
same R with a, the distance between ω and ω′ have to give threshold verification.

3.2 Cryptographic One-Way Hash Function

Oneway hash function is mapping in which some random length stringmaps to some
fixed length string but it is not invertible. It can be represented as h: P → Q, where
P = (0, 1)∗ and Q = (0, 1)n . Here random length binary string is P and Q is fixed
length binary string. Hash function used in many applications like digital signature,
key agreement and authentication and many more cryptographic applications [11].
It has the following properties:

1. Preimage resistant: It is hard to find x ∈ P if y ∈ Q is given, where h(x) = y.
2. Second preimage resistant: It is hard to find x∗ ∈ P s.t., h(x) = h(x∗) if x is given

and x �= x∗.
3. Collision resistant: It is hard to find a (x, x∗) ∈ P × P s.t. h(x) = h(x∗) , where

x �= x∗.
4. Indistinguishable: For any input x , hashed value will be y = h(x), which is indis-

tinguishable form uniform binary string in interval (0, 2n), where n is the output
of hash.

4 Proposed Secure Session Key Management
Mechanism for VCC

In this section, we present authenticate key establishment mechanism for VCC envi-
ronment. It adopts password based mutual authentic mechanism and session key
agreement. The proposed scheme enhance the computational efficiency and improves
the security of existing framework for VCC. It has following two phases:

• Registration phase
• Session key establishment phase.

4.1 Registration Phase

Initially, Ui and N j will be to register in conventional clouds Sj . Ui will have to
register with Sj , then vehicular N j will be register for further authentication by his
personal unique identity.
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4.1.1 User Registration

Each Ui registers in cloud server with our credentials in which, Ui securely used
these at time of authentication. Following steps are taken byUi and Sj through secure
channel to complete the registration. Ui registration phase briefly demonstrated in
Fig. 2.

Step 1: Each Ui registers in conventional cloud to obtain an identity based pub-
lic and private authentication. Ui gives the identity IDUi and password
PWUi and then imprints ω. Then fuzzy extractor used to generate val-
ues Gen(ω) = (R, α) where R is a uniformly random value and a is a
helper string. Ui chooses a random number r1εZ∗

p. Then, Ui computes
G1 = h(PWUi ||r1), G2 = H(IDUi ||α) and sends G1 and G2 to the Sj via
secure channel.

Step 2: After receiving the request, Sj select secret parameter S and determine
G3 = h(G2||S),G4 = h(G1||s), where s is secret key of server Sj . Further
computes, G5 = G3 ⊕ G4. Sj sends G5, S to Ui through secure channel.

Step 3: After receivingG5, S,Ui computesG6 by computingG6 = h(IDUi ||PWUi ||
G4||G3) and store r1, S,G5 in memory smart device.

4.1.2 Vehicular Node Registration

In this phase, Gateway register in cloud server for further process provides the infor-
mation to user which is used for sharing the message between user and server by
vehicular nodes. The node registration phase demonstrated in Fig. 3. Nodes N j reg-
isters itself in server in steps listed below:

User (Ui) Secure channel Cloud Server (Sj)
Select IdUi

and PWUi
Gen(ω) = (R, α) Choose randomly
r1 ∈ Z∗

p

Compute
G1 = h(PWUi

||r1)
G2 = H(IDUi

||α)
< G1, G2 >−−−−−−−−−−−−−→ Select secret parameter S

Compute G3 = h(G2||S)
G4 = h(G1||s)
G5 = G3 ⊕ G4
StoreS

< G1, G5, S >←−−−−−−−−−−−−−−−
Compute
G6 = h(IDUi

||PWUi
||G4||G5)

Store r1, S, G5 credential
in V Ci memory

Fig. 2 Illustration of user’s registration mechanism with server
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Vehicular node (Nj) Secure channel Cloud Server (Sj)
Generate random nonce r2
Compute
G7 = h(r2||IDN )

< IDN , G7 >−−−−−−−−−−−−−−→ Compute

G10 = h(IDN ||s)
G11 = G10 ⊕ G7

< G10, G11 >←−−−−−−−−−−−−−−
Compute
G12 = h(G10||r2||IDN )
Store r2, G11

Fig. 3 Illustration of registration of IoT node with gateway of server node

Step 1: Now each gateway N j must have to register in Sj . Then, N j computes
random nonce r2 and computes G7 = h(r2||IDN ). N j sends IDN ,G7 to
Sj through secure channel.

Step 2: After receiving the request, Sj computes G10 = h(IDN ||s), G11 = G10 ⊕
G7, sends back to node G10,G11 through secure channel.

Step 3: After receiving the request by node side computesG12 = h(r2||IDN ||G10)

and store r2, G11 in memory.

4.2 Session Key Establishment Phase

After completing the registration phase Ui and N j . They must have to authenticate
to the Sj . This whole process of session key establishment phase demonstrated in
Fig. 4. To provides the real access time and essential information, Ui computes the
operations and share some credentials which is verified by Sj and N j in some steps
listed below:

Step 1: Initially Ui gives the input as IDUi , PWUi and ω. Then apply the fuzzy
extractor and determine G(ω) = (R, α). Select a random number r1 and
compute G2 = h(IDUi ||α), G3 = h(G2||S) and G4 = G5 ⊕ G3 and veri-
fiesG6 =?h(IDUi ||PWUi ||G3||G4). If it holds successfully then login suc-
cess.

Step 2: After the success of login phase, generate a random number r3 and fur-
ther computes G13 = r3 ⊕ h(G3||G4||Ti ), where Ti is a fresh time stamp,
G14 = h(r3||G3||G5||Ti ). Then choose a nearest node to connect with
them and sends M1 = (G5,G1,G13,G14, Ti ) to the node server via pub-
lic channel.

Step 3: After receiving the request from user side, firstly it verifies |Ti − Ti
′| <

�T . N j , Generates Tj time stamp. N j computes G15 = G7 ⊕ r4, G16 =
h(G15||r4||Tj ) andG17 = h(G16||G13||Ti ||Tj ). N j sendsM2 = {G16,G17,

G15, G1,G5,G11,G13,G14, IDN , Ti , Tj } to Sj .
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User Ui Vehicular node Nj Cloud server Sj

IDUi and PWUi

G(ω) = (R, α), imprints ω
Compute
G2 = h(IDUi ||α)
G3 = h(G2||S)
G4 = G5 ⊕ G3

G6 =?h(IDUi ||PWUi ||G3||G4)
If verification hold
Selects r3 ← Zq

∗

Generates a time stamp Ti

Compute
G13 = r3 ⊕ h(G3||G4||Ti)
G14 = h(r3||G3||G5||Ti)
M1 = {G5, G1, G13, G14, Ti}
· · · · · · · · · · · · · · · · · · · → Verify |Ti − Ti

′| < �T
Select r4 ← Zp

∗

Generates Tj time stamp
G15 = G7 ⊕ r4
G16 = h(G15||r4||Tj)
G17 = h(G16||G13||Ti||Tj)
M2 = {G16, G17, G15, G1, G5, G11, G13, G14, IDN , Ti, Tj}
· · · · · · · · · · · · · · · · · · ·· → Tj

′ − Tj ≤ �T
Computes
G4

∗ = h(G1||s)
G3

∗ = G4
∗ ⊕ G5

r3
∗ = G13 ⊕ h(G3

∗||G4
∗||Ti)

Check’s
G14

∗ = h(r3||G3
∗||G5||Ti)

G14
∗ =?G14

If hold’s
Compute G10

∗ = h(IDN ||s)
G7

∗ = G11 ⊕ G10
∗

r4
∗ = G15 ⊕ G7

∗

G16
∗ = h(G15||r4||Tj)

Checks G17 =?G17
∗

If hold’s then further compute
Choose r5 ← Zp

∗

Select time stamp Tk

Generates SK = h(r3||r4||r5)
V = r5 ⊕ h(r3||G4||Tk)
W = r5 ⊕ h(G10||r4||Tk)
G18 = SK ⊕ h(r5||G7||Tk)
G19 = SK ⊕ h(r5||G3||Tk)
G20 = h(r5||SK||G18||G19||V ||W ||Tk)
M3 = {G19, G20, G18, V, W, Tk}
← · · · · · · · · · · · · · · ··

Tk − Tk
′ ≤ �T

Computes
G10 = G7 ⊕ G11

r5
∗ = W ⊕ h(G10||r4||Tk)

SK = G18 ⊕ h(r5 ∗ ||G7||Tk)
If holds, Computes
G20

∗ = h(r5∗||SK ∗ ||G18||G19||V ||W )
G20 =?G20

∗

Generate Tl as fresh time stamp
G21 = h(SK||G19||V ||G20||Tl)
M4 = {G21, G19, G20V, Tk, Tl}
← · · · · · · · · · · · · · · ··

|Tl − Tl
′| ≤ �T

Computes
G3 = h(G2||S)
G4

∗ = G5 ⊕ G3

r5
∗ = V ⊕ h(r3||G4||Tk)

SK∗ = G19 ⊕ h(r5∗||G3||Tk)
G20∗ = h(r5∗||SK ∗ ||G18||G19||V ||W ||Tk)
G21 = h(SK||G19||V ||G20

∗||Tl)
G21

∗ =?G21 if holds
Store corresponding SK

Fig. 4 Illustration of session key establishment phase



462 S. Rana et al.

Step 4: After receiving the request, Sj first verifies |Tj − Tj
′| ≤ �T . If time

threshold value satisfies then Sj computesG4
∗ = h(G1||s),G3

∗ = G4
∗ ⊕

G5 r3∗ = G13 ⊕ h(G3
∗||G4

∗||Ti ). Check’s G14
∗ = h(r3||G3

∗||G5||Ti ),
G14

∗ =?G14. If hold’s Compute G10
∗ = h(IDN ||s), G7

∗ = G11 ⊕ G10
∗,

r4∗ = G15 ⊕ G7
∗ and G16

∗ = h(G15||r4||Tj ) verifies G17 =?G17
∗. If

hold’s then further compute and choose random number r5 ← Z p
∗. Then

select time stamp Tk . Generates the session key SK = h(r3||r4||r5), V =
r5 ⊕ h(r3||G4||Tk),W = r5 ⊕ h(G10||r4||Tk),G18 = SK ⊕ h(r5||G7||Tk),
G19 = SK ⊕ h(r5||G3||Tk), and G20 = h(r5||SK||G18||G19||V ||W ||Tk).
Finally, Sj sends back M3 = {G19,G20,G18, V,W, Tk} to N j via pub-
lic channel.

Step 5: After receiving G19,G20,G18, V,W, Tk from Sj . N j checkers |Tk −
Tk ′| ≤ �T and computes G10 = G7 ⊕ G11, r5∗ = W ⊕ h(G10||r4||Tk)
SK = G18 ⊕ h(r5 ∗ ||G7||Tk). If holds, Computes G20

∗ = h(r5∗||SK ∗
||G18||G19||V ||W ) G20 =?G20

∗. Generate Tl as fresh time stamp G21 =
h(SK||G19||V ||G20||Tl). N j sends back M4 = {G21,G19,G20V, Tk, Tl}
via public channel.

Step 6: After receiving the request, Ui verifies |Tl − Tl ′| ≤ �T . Ui computes
G3 = h(G2||S), G4

∗ = G5 ⊕ G3, r5∗ = V ⊕ h(r3||G4||Tk), SK∗ = G19

⊕ h(r5∗||G3||Tk),G20∗ = h(r5∗||SK ∗ ||G18||G19||V ||W ||Tk), and checks
either its holds or not. If holds correctly, then Ui computes G21 =
h(SK||G19||V ||G20

∗||Tl), G21
∗ =?G21 if holds, store corresponding SK.

5 Security Proof

In this phase, Initially introduce the security model P and then establishes the pro-
posed protocol under random oracle model (ROM).

Collision resistance attack (CRA) algorithm If any � finding a collision for a
one way hash function h(·), we have

Ad� = Pr[(x, x ′) R← Ad : x �= x ′ and h(x) = h(x ′)]

where probability of this event is Pr[E], and (x, x ′) is randomly selected by � and
h(·) is secure if Adv� ≤ ε, where ε is arbitrary small number ε > 0.

Theorem 1 In the random oracle model, if �Ad has negligible advantage ε against
CRA algorithm, then our proposed protocol Ps with stand against man in the middle
(MIM) attack.

Proof

• Ui gives the input as identity IDUi , password PWUi , and biometric ω in his device.
Then they use fuzzy extractor G(ω) = (R, α). Then Ui computes
G2 = h(IDUi ||α), G3 = h(G2||S), and G4 = G5 ⊕ G3. Then it verifies G6 =
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?h(IDUi ||PWDUi ||G3||G4). If this holds then generates r3 as random number from
Z p

∗. Ui computes G13 = r3 ⊕ (G3||G4||Ti ), G14 = h(r3||G3||G5||Ti ) and sends
<G1,G5,G13,G14, Ti> to the N j via insecure channel.

• If any �Ad have capability to impressions communication betweenUi and N j . It’s
try to transmit either G1 or G5. �Ad needs to generates random number r1′ and
try to generates G1

∗, and G5
∗. But, without knowing the PWUi , and IDUi , it is not

practical to retrieve G1
∗, and G5

∗. In the similar manner, G13
∗, G14

∗ can not be
trivial to getback without knowing actual G3, and G4.

• Upon receiving <G1,G5,G13,G14, Ti>, the N j verifies verifies time stamp,
N j generates a fresh random number r4, and computes G15 = G7 ⊕ r4, G16 =
h(G15||r4||Tj ) and G17 = h(G16||G13||Ti ||Tj ), and sends back <M2> to the Sj

via insecure channel.
• If an �Ad try to impersonate G15

∗, it generates random number r4∗. But, �Ad not
able to generate G7

∗. Because it is protected by secret key of Sj . So without
knowing G7, �Ad could not generates G15

∗ and G16
∗. So any type impersonation

is not possible.
• Upon receiving the M2 from N j , Sj computes the session key SK. By gener-
ating the random number r5. It’s computes SK = h(r3||r4||r5) and protect the
SK by computing G18 = SK ⊕ h(r5||G7||Tk), where Tk is the time stamp of
Sj . Further, Sj computes G19 = SK ⊕ h(r5||G3||Tk), V = r5 ⊕ h(r3||G4||Tk),
W = r5 ⊕ h(G10||r4||Tk). G20 = h(r5||SK||G18||G19||V ||W ||Tk).

• If �Ad intended to impersinate the message M3. Then it generates another random
number r5∗. After generating the random number, �Ad computes V ∗, W ∗. But
the �Ad do not have any information about the G4, G10 respectively and another
random number r3′, r4′. These credential are protected by the secret parameter
of respected authority. There are no way to extract hidden parameter. �Ad have a
negligible advantage to get them back. No impersination possible. Sj sends back
to the N j M3 = {G19,G20,G18, V,W, Tk} to N j via insecure channel.

• Upon receiving the G19,G20,G18, V,W, Tk parameters. N j verifies the session
key the sends to Ui with additional parameter G21. If any active �Ad came in the
middle and extract all the information from the insecure channel. It can not get
the r5∗ = V ⊕ h(r3||G4||Tk), r5∗ = W ⊕ h(G10||r4||Tk) because it will be pro-
tected by G4, r3, and G10, r4 which is not practical. If �Ad going to retrieve
the SK∗ = G18 ⊕ h(r5||G7||Tk), SK∗ = G19 ⊕ h(r5||G3||Tk). From here, �Ad get
nothingwithout knowing r5,G3,G7. Thus we claim that�Ad has negligible advan-
tage to break the proposed scheme in polynomial time.

• If �Ad guesses to be a Ui
th to rip off the information form the Sj , it must grant

for approach the biometric trait and personal information of Ui . Then, �Ad must
purchase a permit form the central authority. So there are no such �Ad exist, who
impersinate a Vehicular system with some particular information. In that manner,
the proposed scheme is secure against any �Ad with MIM.
Security analysis Security performance of MIM attack as below.

– If the �Ad attacks the model in a initialization phase. �Ad guess the correct IDUi

and password PWUi compiled with d and w bit length respectively.
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– Then probability of right guessing of IDUi and PWUi Pr[Rr (IDUi ,PWUi )] =
1

26d+w approximately [13]. In our scheme private key of Sj is based on hardness
of CRA problem.

– To reconstruct SK �Ad requires G7,G4, for SK we must know about r5 and
secret key of Sj . For G7,G4 we must requires the identity of Ui and N j . Then
probability

Pr[�Adsucc] = 1

26d + w + 256
≤ neg(n)

which is actually very negligible. Further, we can claim that proposed protocol
is secure against any kind impersonation.

6 Performance Analysis

In this section, we perform a complete performance analysis considering the com-
putation time and communication time for various authentication schemes Hang et
al. [18], Tsai et al. [17], Doshi et al. [6], Maitra et al. [11]. The symbols used for com-
parison are:Th for hash function, Te for elliptic curve operation, T f e fuzzy extractor
computation. The values for all these operations for comparison are taken from [4,
16, 17]. It is observed that Th is a very light weight operation as compared to other
operations such as T f e, Te, etc.

The approximate time for computation of the SHA-1 is Th ≈ 0.00032 s, T f e ≈
0.0171, and Te ≈ 0.0171. Using the above mentioned data, it is observed that Tsai
et al. [17] has the higher computational costs comparison with other schemes. The
total performs operations compute 5Th + Te + 5Th + 3Te. Then computes commu-
nication cost 10 × 0.00032 + 4 × 0.0171 ≈ 0.0716. Similarly, we computes with
the other existing scheme and demonstrated the efficiency of proposed scheme in
Fig. 5.

To evaluating the communication overhead in communication between the
involved parties, we demonstrate various scheme and examine them on behalf of
bit length in time of communication. In this process, we chooses accepted a com-
patible hash function which gives 160-bit of hash output. And timestamp will be
32-bit with 160-bit of elliptic curve output. Overhead in proposed scheme will be
computed as (160 + 160 + 160 + 32) bit = 512 bit where three 160 bit shows the
hash function costs and 32 bit shows the timestamp which is sending from user to
server and server sends backs to user overhead is (15 × 160) bit = 2400 bit where
three 160 bit shows the hash functions costs and last 160 bit shows by sending five
timestamp costs (10 × 32 = 320). Total communications overhead between user and
server will be computed as 2400 + 320 + 32 = 2752. The communication over head
of proposed model is much higher than some of existing scheme but on the security
prospective proposed scheme is much efficient and secure under the VCC architec-
ture. The comparative demonstration of communication overhead is given in Fig. 6
and total computation cost of related schemes is given in Table 2.
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Fig. 5 Comparison of computational costs

Fig. 6 Comparison of total communications overhead

Table 2 Computational overhead of related schemes

Schemes User side Server side Total computation cost

Tsai et al.’s [17] 5Th + Te 5Th + 3Te 0.0716

Doshi et al.’s [6] 2Te + 3Th 2Te + 3Th 0.07032

Zhang et al.’s [18] 2Th + 1Te + T f e 2Th + 2Te 0.08742

Liu et al.’s [10] 13Th + T f e 13Th 0.02542

Maitra et al.’s [11] 9Th + 5Te + T f e 6Th + 3Te 0.1587

Proposed 10Th+T f e 12Th 0.02414
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7 Conclusion

This paper has presents a brief overview of the VCC environment and recent devel-
opment. The basic idea of VCC is to utilized cloud resources properly and securely
in vehicular communication by offering access to cloud resources to different vehi-
cles and users. With an increasing number of vehicular edges, VCC brought better
opportunities, but increase security threat. To meet the requirement of VCC architec-
ture, we have designed a new security framework for VCC to ensure secure and effi-
cient communication. The proposed scheme supports securely information exchange
among vehicles and any infrastructures, and cloud infrastructure. It ensures mutual
authentication and secure session establishment among user and node and server.
Moreover, we have enhanced the computational efficiency to make it applicable to
real-life scenarios.
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Recent Trends in Image Processing Using
Granular Computing

Shankar Shambhu and Deepika Koundal

Abstract The purpose of this paper is to describe recent trends in image using gran-
ular computing.Granular computing is used to solve any typeof problemwith thehelp
of granules. Granules are the key of granular computing. This paper presents granular
computing view to solve problem of image processing. Hence, it discusses about
different parameters of granular computing, role of granular computing in image
processing, different techniques of image processing and how granular computing
helps to solve image processing problems, granular computing achievements, liter-
ature survey of granular computing and image processing techniques, how granular
computing is better than other image processing techniques, and at last discusses
about problem or challenges in granular computing and image processing.

Keywords Image processing · Granular · Computing

1 Introduction

Image processing is used to enhance the quality and extract any type of informa-
tion from an image [1]. In image processing, there are many different techniques to
solve these problems. Granular computing is an emerging field to solve multidisci-
plinary problems [2]. Granular computing provides conceptual theories, techniques,
tools, and models to solve any problem. In granular computing, granules are used
to solve problems. In this technique, granule is a method of granular computing in
image processing that divides an universe into different parts and organization is a
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method that performs action between two granules and integrates them in an universe
[3]. Granular computing techniques are very helpful in image processing to solve
problems.

2 Overview of Granular Computing

Granular computing (GrC) is a dynamic emerging field that provides conceptual
theories, techniques, tools, and models for solving problems [2]. Granule is a basic
element of GrC to solve complex problems. Common properties of patterns and
objects in data, i.e., equality, proximity, similarity, indiscernibility, reflexivity, etc.
are used to construct granules [4]. Granules construction is very important process;
because granular computing-based model success is totally depend on shape and size
of granules. Instead of size and shape of granules, granules inter- and intra-association
play very important role.

2.1 Granules

Granule is like an object, cluster, subset, or class in a universe in granular computing
[5]. In other words, granules can be considered as a combination of different elements
taken from the universe according to their similarities and property.

Every granule plays a very important role to solve specific problem on the basis
of granularity level, size, and shape of granule. Each granule and its granularity level
characterize the system in different way. For example, at first level of granularity,
a colored image can be categorized with three granules or standard colors green,
blue, and red. This is the broader level of image information categorized. At this
level, image regions may be reddish, bluish, or greenery. When moves to next level
of granularity with respect to these three colors or granules, then each granule can
be separated into several divisions. And, every granule division can be recognized
as an object in a particular color.

2.2 Granulation

Granulation is a natural aspect of human philosophy and reasoning system performed
in daily life. It is themethod of developing the biggest cluster (object) into smaller and
smaller cluster into biggest on the basis of problem.Granulationmeans breakdown of
an object into different parts. In opposite, organization is grouping of different parts of
an object into whole. As per these concepts, GrC has two central operations, granula-
tions, and organization. Granulation implemented on the whole problem space and at
this stage problem is divided into different subspaces or granules, and it constructs
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similar property granules. On the other hand, the organization puts every granule
together to create blocks and to construct granules at predictable levels.

2.3 Granular Relationships

Granular relationship between granules is a very important factor in granulation
development. Relationship of granular is divided into two parts; inter-relations rela-
tionship and intra-relation relationship [6]. The former is collecting small granules
together to develop a bigger granule on the basis of common properties, i.e., equality,
proximity, similarity, indiscernibility, reflexivity, etc. Granulation of a bigger granule
into smaller granule and the communications among different components of a
granule is the main objective of granular relationships.

2.4 Computation with Granules

InGrCprocess, computationwith granules is the last phase. Computingwith different
methods with different types of granules and their relationship and importance is the
origin for the computation process. These computationmethods are known as compu-
tation within granules and computation among granules. In computation within gran-
ules, finds the different properties of granules. It includes different rules for classifica-
tion that differentiate the objects of classes. Computation among granules generally
work on the inter-relations among granules, for transfer a granule to different granule,
grouping granules and partitioning granules.

2.5 Applications of Granular Computing

GrC is an extended version of data mining and it is use in multiple fields to solve
problems. There is a huge potential of GrC applications in knowledge discovery
and patter detections; machine learning; behavioral detection; information retrieval
from different types of images and data; human to computer interaction; medical
informatics; segmentation of an image; classification of an image, and much more
[7]. These are the some important applications area of GrC. In image processing, GrC
plays a very important role for image preprocessing, segmentation, classification,
fusion, and registration. Researchers developed many algorithms in last three to four
decades.
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3 Granular Computing in Imaging

In the field of image processing, GrC plays a very important role. In last three
to four decades, multiple techniques have been developed by researchers in image
processing using granular computing. Researchers applied different algorithms using
granular computing for image preprocessing, segmentation, classification, fusion,
and registration.

GrC is a conversion technique between universe and granule or parts and it is
mostly used in recognition of patterns, prediction in image processing. According
to Zadeh, “granulation, organization and causation are the three basics concepts
human cognition process” [8]. Granules is a method of GrC in image processing that
divides an universe into different parts and organization is a method that performs
action between two granules and integrate them in an universe. Effects and causes
that are involved in organization are causation. In image processing, integration of
different granules clusters and operations between them and measure between them
are most important research in GrC.

3.1 Introduction to Image Processing

To extract any important information and enhanced the quality of an image and to
perform the different operation on an image for some reasons or results is called
image processing. These different operations of image processing applied on raw
images those are coming from multiple sources like satellites, digital cameras,
aircrafts, sensors, medical image capturing devices and more different applications
and devices. Image processing is like a signal processing. In this image is an input
and output is features/characteristics connected with that image. Currently, image
processing is speedily rising technology. Different techniques have introduced by
many researchers during last three to four decades in the field of image processing.
Maximum techniques of image processing are developed by researcher for enhance-
ment and segmentation of images received by different sources. Various application
areas of image processing aremedical imaging, forensic studies, film industry, remote
sensing, document processing, textiles, military, graphic arts, etc.

In image processing, analogue and digital image processing are the two methods
that are used for image processing [9]. Analogue method is applied on images avail-
able in the form of hard copy. Digital methods help in apply different operations by
using computers on the images acquire by cameras and other devices.

Basic steps of image processing are importing image, analyzing or manipulating
image and output [9]. In first step, researchers import the image using different image
acquisition applications and tools. After successfully importing of image, researcher
applied different methods or algorithms on that image to analyze and manipulate
that image. And at last step, researcher gets output in form of results that may be
modified image or statistics based on image study.
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3.2 Image Processing Techniques

A digital image is a two-dimensional array that is arranged in multiple rows and
columns [1]. In this two-dimensional array, each pixel has a function F(x, y), where
x, y represent a spatial coordinate of an image and F represents pair of (x, y) image
coordinates. It is the intensity of a particular point of an image. An image is a group
of fixed number or pixels and each pixel has particular location and particular value
in two dimensional array of image. This pixel value depends on type of image. If an
image type is binary, then in two-dimensional array of that image, only two types of
pixel values 0 or 1 will exist. As same if an image type is 8-bit color format, then the
range of two-dimensional array pixels value varies from 0 to 255 and here 0 pixel
value means black and 255 means white and pixel value 127 stands for gray color. So
any type of image is a two-dimensional array on which different image processing
techniques are applied. Those techniques are as follows.

3.2.1 Preprocessing

Image preprocessing is a technique that removes errors associated to geometry and
pixels values of images those are recorded by different sources [10]. To remove these
types of errors in images, researchers used different types of statistical or definite
mathematical models. Image enhancement and denoising are two main subparts of
image preprocessing. Through image enhancement techniques, raw images can be
adjusted into digital images so that output imagesmore appropriate for image analysis
or display. To improve the visual impact of an image, researchers modify the bright-
ness values of pixels using different image enhancement algorithms or techniques
like contrast stretching, histogram modification, noise filtering, etc. Using these
techniques of image enhancement, an image can be converted into improved visual
appearance image which is best fit for interpretations. Many times images received
from different resources likemedical images, satellite images, digital camera images,
scanned imagehavemanyproblems like poor brightness and contrast.Reasonof these
problems in images is lighting conditions and imaging system while taking images.
Different types of noise are found in an image and to remove that noise, image sharp-
ening, edge enhancement, magnifying, contrast enhancement, noise filtering tech-
niques are used. These techniques are very helpful of researchers in image analysis,
feature extraction from an image and to display image.

3.2.2 Segmentation

Image segmentation is a very important and mostly used technique of image
processing. Image segmentation is used to identify a particular object from an image
it may be gray scale or colored image [11]. Object or area that needs to extract from
the image is called region of interest (ROI) or object of interest. Motive to apply



474 S. Shambhu and D. Koundal

segmentation on an image is visualize an object more clear and makes it mean-
ingful for analyze. It is a process in which a digital image is divided into different
subgroup of pixels (segments) of same properties [12]. The level of creating of these
subgroups depends on problem to solve. When region of interest from an image
isolated, then segmentation should stop. For example, from a medical image, to find
a tumor, measuring tumor size or volume of tumor, segmentation techniques are
used. Different segmentation techniques that are used by researcher are threshold
method, region-based method, clustering-based method, watershed-based method,
edge-based method, ANN-based and PDE-based methods.

3.2.3 Classification

Image classification is a technique that iswidely used in image processing for labeling
of groupof similar pixels on the basis of gray value to extract information from images
[13]. If a pixel satisfies all the rules that are defined to fit in a class, then that pixel
is assigned to a particular class. Type of classes can be unknown or known [14].
Known classes are those classes in which researcher can differentiate the classes on
the basis of training of data; otherwise, they are classes of unknown type. Depending
upon the prior knowledge of classes classification techniques are subdivided into two
categories, supervised classification and unsupervised classification. Different super-
vised classification techniques that are used by researchers are K-Nearest Neighbor
(KNN), Support Vector Machine (SVM), Decision Trees, Artificial Neural Network
(ANN), Naïve Bayes, Linear Regression, and unsupervised classification techniques
are K-Means clustering and Association Rules.

3.2.4 Image Fusion

Amain feature that is very important in an image is focus. Sharp images are better than
blurry images because sharp images provide all important information of an image.
Many times, it is very difficult to obtain sharp or focused images and received blurred
images of same scene due to several reasons. So, to solve this problem, various image
fusion techniques are used by researchers.

Image fusion is a technique of image processing in which extracts the important
data from the different images of same scene and converted them into single image
[15]. Single image which is received after applying image fusion technique is very
informative as compared to any other single image of same scene. Received single
image consists of all important information. Researcher motive for using image
fusion technique is build appropriate images that are easily understandable by a
human being or machine perception. Image fusion is a very important technique that
is widely used in different areas like remote sensing, medical imaging astronomy,
etc. Different image fusion techniques that are used by the researchers are principal
component analysis (PCA), high pass filtering technique, independent component
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analysis (ICA), IHS transform-based image fusion, discrete cosine transform (DCT),
and wavelet transform image fusion.

3.2.5 Image Registration

Image registration is an image processing technique that is used to align different
scenes images into a one integrated image with reference to a single image [16]. This
technique of image processing helps researcher to solve many problems of images
like skew, scale, and rotation that are very commonly found in overlaying images.
This technique ismostly used in satellite andmedical images to align different images
taken from different angles into single image. Different image registration techniques
that are used by the researchers are FFT-based image registration technique, corre-
lating and sequential technique, contour-based image registration technique,wavelet-
based technique, Harris–PCNN-based approach, Harris–Moment-based approach,
etc.

4 Granular Computing Achievements

In last two decades, researchers done many experiments on granular computing
techniques and achieved their goals. Wieclawek et al. [10] developed a nonlinear
granular filtering technique to remove the noise from ultrasound medical images of
breast. This granular computing filtering method achieved better results as compared
to other commonly used approaches and improve quality of ultrasound medical
images. Liu et al. [18] developed a granular computing based clustering algorithm
for segmentation of color images and researchers achieved good results. Developed
algorithm is fast as compared to FCM and K-means algorithms of segmentation.
Wang et al. [19] developed a granular computing-based algorithm for segmentation of
graymulti-texture CTmedical images. Developed algorithm by researchers achieved
good results on low contrast CT images. Instead of these achievements, granular
computing achieved many more achievements in the field of image processing.

5 Literature Review

Wojciech et al. [10] developed a granular filtering technique (nonlinear) to remove
noise from medical images. Researchers used ultra sound images of breast in which
2496 frames and 15 CT studies with 3396 slices are included in dataset. This tech-
nique improves the quality of ultra sound images that is very useful in spatial filtering
but granular filer frequency domain has yet to be explored. Performance metrics used
to evaluate technique are MSE, NMSE, PSNR, MAE, SNR, RMS, SSIM, and edge
preservation indexes.
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Juszczyk et al. [12] developed an image segmentation technique for automatically
extraction anatomical organ specific area. Researchers used 80 CT abdominal exam-
inations and DICOM images to test technique. This technique automatically extract
the initial region gives good result as compared to manual extraction on the initial
region of anatomical structures but specificity of the information granules for spleen
and kidneys needs to be increase. Performance metrics that is used to evaluate result
is SPEC.

Lalaoui et al. [17] developed a region-based MEM algorithm for segmentation
of a region of image. Researchers used IBSR image segmentation database which
include total 100 MRI images 50 real and 50 synthetic. Modified MEM methods
give good results by applying on real and synthetic images as compared to other
methods. This method minimizes the number of iterations and execution time but
purposed algorithm by researchers is not tested on color images in RGB and YUV
spaces as well as on videos. Need to be explored in this. SSIM, VIP, Martin, Inter
Intra performance metrics are used to evaluate results.

Hongbing Lie et al. [18] used a granular computing clustering algorithm for
segmentation of color images. As per experiment results, proposed algorithm is fast
as compared with FCM and K-means segmentation algorithms. It gives good result
from the aspects of RI, GCE, and VI.

Wang et al. [19] proposed a granular computing-based algorithm for segmentation
of medical image. Images used for segmentation are gray multi-texture CT images.
Researchers first perform rough segmentation and then perform lower-level analysis
and pattern recognition, etc. Given result of proposed algorithm on low contrast CT
images is good.

Golestani et al. [20] applied three image segmentation algorithms FCM, K-means
and region-based level set on 30 breast thermal images. Given results explain the
excellent performance of improved level set algorithm in efficiency, robustness, and
accuracy.

Sandhya et al. [21] purposed a modified K-means algorithm for segmentation
of mammogram images. Researchers extracted 14 Haralick features from images
with the help of gray -level co-occurrence matrix. MSE and RMSE measures are
used to evaluate the performance of modified K-means segmentation algorithm and
compare evaluated results with FCM and K-means algorithm. Purposed modified
K-means segmentation algorithm gives better results as compared to K-means and
FCM algorithm.

Rizzi et al. in [22] develops a classification technique using granular computing
approach to solve wide set of instance images problem of classification in F-
classification problem on structured data. F is a large group of images in which
many objects have same features. Number of classification functions that are used in
this technique is equal to the number of number of rules defined for label images. This
technique taking around 3 h to train the model it can be decrease by more efficient
search.

Bianchi et al. [23] developed a fully automated classification system using graph
mining techniquebasedon identificationof frequent subgraph and applied this system
on images. During training, relevant features are automatically identified.
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Stathakis et al. in [24] develop a technique to classify satellite images using gran-
ular neural network (GNN) implemented in the NEFCLASS-J software to classify
spectral and non-spectral information into land cover classes. Implemented technique
by researchers gave 1% less accuracy as compared to neural network classifier. But
GNN processing is done on a conceptual rather than numerical level; this is the actual
benefit of GNN.

6 Granular Computing Versus Other Image Processing
Methods

Granular computing is an intra-disciplinary and developing technique. In recent
years, it gives good and fast results in the field of image processing as compared to
other image processing techniques. Lie et al. in [18] proved that developed granular
computing clustering algorithm is fast as compared to FCM and K-means segmenta-
tion algorithms. Some other researchers in [10, 12, 19, 21, 23] proved that granular
computing-based image processing techniques give better results as compared to
other image processing techniques.

7 Challenges and Issues in Grc and Image Processing

Many aspects of human day-to-day life are affected by images. Because presence
of images plays a very important role in every field like medical, geographical,
security related, remote sensing, scientific imaging, or much more. For example,
medical images are used to detect human dieses. In same way, images are used in
every field. In every area, when a raw image is received from any source, then a
researcher needs to apply some technical operations on that image. Those operations
are image acquisition, enhancement, restoration, segmentation, classification, fusion,
registration, etc. Toperformdifferent operation of image processing fuzzy sets, neural
networks, rough sets, filtering techniques, region-basedmodifiedmethods of granular
computing are found successful to perform image processing operations. Research
challenges in image processing and granular computing come from different aspects.
Main challenge that comes is that data set of images takes large amount of space and
it takes large training time and required high configuration computer systems. Other
than this another challenge is sometimes images that received are partially images
and towork on partially images is very difficult task. As already knowsGrC is used to
extract information from an image, an image is subdivided intomultiple granules and
after that integrates those granules on the basis of their similarities and properties.
Performing this task on different images is very challenging for a researcher. Rather
than this applying GrC on moving clips instead of still images is very challenging.
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8 Conclusion

We present here recent trends of granular computing in image. GrC is a multidis-
ciplinary field. It provides conceptual theories, techniques, tools, and models for
solving problems. Using this, we can find solution of any type of problem as well
as image processing problems. We can solve those using granular computing tech-
niques. Here, we discuss about granular computing subparameters, how granular
computing works in imaging and challenges and issues in granular computing. After
discussion about all, we can conclude that granular computing and its different tech-
niques play a very important role in image processing to solve image problems. It
has some problem also but these problems can be solved in future.
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Enveloped Inverted Tree Recursive
Hashing: An Efficient Transformation
for Parallel Hashing

Neha Kishore and Priya Raina

Abstract Security and performance are two of the most important concerns for
cryptographic hashing algorithms, presenting a compelling challenge, since there
seems to be a trade-off between achieving high speed on one hand and robust secu-
rity on the other. However, with the advances in computer architecture and semicon-
ductor technology, it is possible to achieve both by adopting parallelism. This paper
presents a novel transformation based on the recursive tree hashing to parallelize and
speed up typical hashing algorithms. The proposed transformation, called Enveloped
Inverted Tree Recursive Hashing (EITRH), has three steps: “message expansion,”
“parallel reduction,” and “hash value generation.” It improves upon the accuracy
and the speed of hash code generation. Also proposed are some algorithms using
the EITRH transformation for high-speed hashing on multiple cores. The security
analysis of EITRH framework demonstrates its multi-property preservation capabil-
ities. Discussion of EITRH w.r.t. performance benchmarks suggests its potential to
achieve high speed in practical implementation.

Keywords Cryptography · Parallel hashing · Tree hashing · Multi-property
preservation

1 Introduction

Cryptographic hash functions (CHFs) [1] are a relatively recent addition to the cryp-
tographic toolbox. They are used in various application areas where the integrity of
data, the authenticity of the source, and the non-repudiation of delivery are impor-
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tant, including digital forensics, digital signatures, communication protocols like
SSL, crypto-currency, etc. They are critical for all cloud computing services which
require ensuring the integrity and correctness of the transmitted data, e.g. validation
of downloaded files. Security is considered to be the most critical aspect of all cryp-
tographic primitives and CHFs are no different. For a majority of the popular CHFs
like the SHA-x family [2], the idea of security is based on computational complexity.
This has adverse implications for performance, as the sequential nature of signature
calculations in most algorithms leads to unwanted delays. Due to their sequential
nature, the software performance of many hash functions on modern architectures,
while decent in terms of speed and the no. of cycles used, is not optimal, resulting
in wasted CPU cycles. The volume of data, easily running into terabytes, further
deteriorates the performance as the compute-intensive nature of these algorithms
makes the calculation of hash code for large files cumbersome and time-consuming.
In 2007, National Institute Standards and Technology (NIST) made an announce-
ment calling for suitable hash functions as candidates for the next standard SHA-3
[3], even though SHA-2 was still secure—because of the growing sophistication of
attacks since Wang et al. [4], resulting in reduced lifespan for hash functions. The
SHA-3 competition introduced parallelizability for increased performance as a desir-
able feature for the new hash function, suggesting that hashing algorithms need to be
fast and efficient, as much as they need to be secure. However, it is remarkable that
the focus was on parallelizable rather than parallel CHFs, implying that the design
approach continued to remain sequential. It is suggested that a parallel and distributed
approach toward CHFs would not only improve performance, but also enhance the
security of CHFs. This paper presents a new parallel framework for CHFs to deal
with the problem of long computations by lowering the computational complexity
through the use of parallel implementation on multi-core processors.

The paper is organized as follows: Sect. 2 provides a brief introduction to the
CHFs, followed by a detailed description of the proposed framework in Sect. 3.
Section4 presents the security analysis of the framework giving arguments in
support of pre-image resistance, weak collision resistance, collision resistance,
non-correlation resistance, parallel pre-image resistance, and pseudorandom oracle
preservation properties. Section5 discusses briefly the various performance bench-
marks for evaluation of the framework. The conclusions along with the scope for
future research work are given in Sect. 6.

2 Previous Work

A comprehensive study of the literature suggests that prior to the SHA-3 competi-
tion, parallelization of CHFs was not on the agenda of many researchers [5]. The
evolution of parallel CHFs should thus be viewed in the light of SHA-3 compe-
tition, dividing the timeline into three phases, namely pre-SHA3, the years of the
competition itself, and post-SHA3. In the initial stage, the efforts were concentrated
toward software performance analysis of existing CHFs on the newly arrived Pen-
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tium processors [6–8]. The focus was largely on fine-grained parallelism. Hardware
parallelism with FPGAs and ASICs was also prevalent and discussed in a few of
the papers [9–11]. The arrival of GPUs in 2006 was a real game-changer for paral-
lel CHFs as demonstrated by [12, 13]. The SHA-3 competition established paral-
lelism/parallelizability of algorithm designs as a criterion for evaluation leading to
the emergence of several promising designs like BLAKE [14], GR�STL [15], MD6
message-digest algorithm [16], skein [17, 18], Keccak [19], etc. These were subject
to rigorous tests and analyses and eventually in the year 2013, Keccak was declared
the winner of the SHA-3 competition because of its novel sponge construction [20].
The post-SHA-3 era saw the emergence of improved versions for SHA-3 candi-
dates like BLAKE-2 [21], SHAKE [22], ParallelHash [23], etc. Some of the work
was done in the domain of lightweight hash functions for resource-constrained envi-
ronments [24–27]. Presently, efforts are being made toward standardization of tree
modes for hash functions in order to achieve medium to coarse-grained parallelism
[28–30]. The efforts in the three phases should be seen in the continuation of one
other. The three-stage classification does not imply obsolescence of the techniques
in the previous stage(s), and it merely signifies a change in approach toward parallel
CHFs.

In 2014,Kishore andKapoor [31] proposed ITRH transformation for a faster,more
secure CHF, based on recursive tree hashing and presented its framework as well as
detailed analysis. An algorithm RSHA-1 was proposed too. Speedup upto 3.5× was
observed when large files were hashed using the proposed framework. Additionally,
linear speedup proportional to the no. of processing elementswas observed.However,
at the time of security analysis, it was observed that the proposed transformation was
vulnerable to certain attacks, a side-effect of removal of chain dependencies of the
underlying function.

In order to overcome these deficiencies, this paper proposes an improved parallel
transformation, Enveloped Inverted Tree Recursive Hashing (EITRH), which comes
with an enhanced security level. The design is modeled on the lines of ITRH, but
uses enveloping [32] as an additional measure for security.

3 The EITRH Transformation

Definition 1 Let a set of bit strings be denoted as {0, 1}∗, amessageM ∈ {0, 1}∗, and
k be the no. of blocks of size l, then keyless EITRH (H : {0, 1}∗ → {0, 1}n) accepts
a message M ∈ M and maps it to a unique n-bit digest as follows:

h(i) =
{

h(Mi, H0), 0 < i ≤ k − 1
h(Mi, H00), i = k
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and

Hi = h1 ‖ h2 . . . ‖ hk , M → Hi untilHi → {0, 1}n

Definition 2 Let a set of bit strings be denoted as {0, 1}∗, amessageM ∈ {0, 1}∗, and
k be the no. of blocks of size l, then a keyed EITRH (Hk : {0, 1}K x{0, 1}∗ → {0, 1}n)
accepts a message M ∈ M along with a fixed-length key K ∈ M and maps it to a
unique n-bit digest as follows:

h(i) =
{

h(Mi, H0), 0 < i ≤ k − 1
h(Mi, HK ), i = k

and
Hi = h1 ‖ h2 . . . ‖ hk−1 ‖ hk , M → Hi untilHi → {0, 1}n

Definitions 1 and 2 formally describe the keyless EITRH and keyed EITRH,
respectively [33]. The sub-sections of this section further explain the structure and
properties of the framework.

3.1 Describing the Framework

As depicted in Fig. 1, EITRH has an inverted tree structure. The transformation
comprises of three recursive steps: “message expansion,” “parallel reduction,” and
“hash value generation.” The process terminates when the size hn (of the final hash
value) is reached, where hn depends upon the EITRH variant being used.

Step 1: “Message Expansion” It is performed at every level of the inverted tree of
height ht (determined by the file size and EITRH variant being used). This step is
necessary for improving the sensitivity of the hashing process. The message Mi at
level hi (0 < i < ht) is divided into k blocks of size l (determined by the variant used),
where k = (|M |mod l) + 1. Padding is applied to the kth (last) block by appending
a string of 10* followed by the length of Mi at the end. The no. of 0s is adjusted to
make the padded block-length a multiple of l.

Mi = Mi || 10 . . . 0 || |Mi| for each level hi.

Parallelism is achieved by executing each block on a multi-core processor. For
enveloping, two distinct initial vectors of size hn are used: IV1(H0) for k − 1 blocks
and IV2(H00) for the kth block.
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Fig. 1 Enveloped Inverted Tree Recursive Hashing (EITRH) framework

Step 2: “Parallel Reduction” For each block reduction is done in a parallel mode,
using nonlinear compression function (f ()) and set of IVs ((H0) for k − 1 blocks
and IV2(H00) for the kth block). Once the hash values are computed for each of
the blocks, they become internal state hashes for the next level. These values are
concatenated to generate Hi, which acts as the message M for the next level of the
tree. Thus, a hn-bit collective hash Hi is obtained by recursive application of steps 1
and 2.

h(i) =
{

h(Mi, H0), 0 < i ≤ k − 1
h(Mi, H00), i = k

This step is uniform for each block of Mi and is performed independently, since
there is no chaining input from the previous blocks.

Step 3: “Hash Generation” Once all the blocks of level ht − 1 have been processed
using the steps 1 and 2, the final digest is generated by h = H (Mht−1, H00).

Algorithm 1 presents the pseudocode for the EITRH domain extender in a data
parallel model.



486 N. Kishore and P. Raina

Algorithm 1

3.2 Properties

As described in Sect. 2, EITRH is an improved construction designed to overcome
the security flaws in ITRH construction. Like ITRH, it is a recursion-based construc-
tion. Passing IV2(H0) to each block separately removed data dependencies, making
parallel reduction possible for both the constructions. However, unlike its predeces-
sor, EITRH is an enveloped construction. It uses an additional input IV2(H00) for
hashing the last block at each level of the tree. Enveloping the last block in this man-
ner improved the security level of the transformation, improving non-correlation,
making it resistant against multi-collision attacks and partial pre-image attacks, in
addition to the generic attacks. Also, due to IV2, it is possible to use EITRH as both
a keyless as well as a keyed construction; if H00 in Definition 1 is replaced with a
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Table 1 CHFs based on EITRH

Reference After EITRH Digest size

SHA-1 RSHA-1 160

SHA-224 RSHA-224 224

SHA-256 RSHA-256 256

SHA-384 RSHA-384 384

SHA-512 RSHA-512 512

fixed-length keyK , as defined in Definition 2. In this manner, a keyless hash func-
tion is transformed into a keyed variant simply by replacing IV2 in the compression
function withK , without the necessity of separate provision for handling the key.

3.3 EITRH Variants

Table1 indicates the CHF variants using EITRH construction and their internal state
sizes. The proposed variants are derived from the SHA family where application of
EITRH is done for enhancing security and parallelization. RSHA-1 [31], like SHA-
1, gives a digest of 160 bits. Similarly, the digest size in RSHA-224, RSHA-256,
RSHA-384, and RSHA-512 correspond to those in the SHA-2 standard.

This paper presents the analysis of EITRH based on the experiments done using
RSHA-1. The outcomes can be extended to other variants as well.

4 Security Analysis of EITRH

The EITRH transformation is designed to be a multi-property preserving domain
extension transformation which can preserve multiple properties in addition to the
ideal properties, viz. pre-image resistance (PIR), weak collision resistance (WCR),
and collision resistance (CR). The sub-sections of this section provide the security
analysis of the proposed framework.

4.1 Pre-image Resistance (PIR)

The pre-image resistant property refers to the one-wayness of the hash functions,
which means that inverting the hash value in order to retrieve the original message
should be computationally infeasible. The property of PIR is strongly preserved in
EITRH as compared to MD construction because of its recursive nature. The fact
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that the final digest itself is a hash of hashes makes the use of backtracking to deduce
the input message computationally difficult.

4.2 Weak Collision Resistance (WCR)

Weak collision resistance, also called second pre-image resistance, is the property
which ensures that given a message M , it is difficult for the adversary (A) to find M ′′
which generates an identical hash. Due to this property, attacks involving falsification
of the message may be thwarted by using encrypted hash. For a n-bit digest, the
effort required to find a second pre-image is proportional to 2n. In Sect. 4.4, it will be
proved that EITRH transformation supports the “avalanche effect.” Therefore, for
any message, it would be computationally infeasible for an adversary to find another
distinct message mapping to the same hash value, as the level of effort required for
this type of attack is 2n. As n increases, the level of effort increases exponentially.

4.3 Collision Resistance (CR)

Strong collision resistance property implies that it should be computationally difficult
for A to find two distinct messages M and M ′′ such that H (M ) = H (M ′′). For a n-bit
digest, attacking CR requires an effort of 2

n
2 , much less than pre-image and second

pre-image attacks, on account of the birthday paradox. Consider two inputs M and
M ′′ (where M �= M ′′) of the same size, differing by �. Let the difference be in only
half of the input blocks. Partial collision may happen, effecting the intermediate
hashes and/or input to the next stage. Due to recursion, a collision in one half of the
intermediate hashes ensures that the other half differs by �. Further, the colliding
values become input for the nonlinear compression function f () in the next stage,
which uses sub-key values that are distinct from those used in the previous stages.
As a result, in the succeeding stages, the internal collision is unlikely to persist.

4.4 Non-correlation Resistance (Confusion and Diffusion
Analysis)

The avalanche effect for CHFs, as in encryption, requires a complex correlation
between the input and hash value bits, such that a change in the former should cause
a drastic change in at least half of the output bits.

EITRH demonstrated the avalanche effect when it was subjected to tests for con-
fusion and diffusion on a simulator. A random text file from t5-corpus was used for
this purpose; its hash was calculated using EITRH variant (RSHA-1). A random bit
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Fig. 2 Testing EITRH for confusion and diffusion properties by measuring the distribution of
changed bits Li in a simulation. The algorithm used is RSHA-1 with digest size of 160 bit. values of
Li suggest a change in more than 50% of the output bits with every single-bit change in the input file

in the original input file was toggled and hash was re-calculated. The two hash val-
ues were XORed and the no. of set bits were counted, giving the no. of bits that had
changed. The test was repeated N times on the algorithm (where N = 128, 256, 512
or 1024) and the results shown in Fig. 2 were plotted after the following calculations.

Minimum no. of bits changed: Lmin = min({Li}N
i ) (1)

Maximum no. of bits changed: Lmax = max({Li}N
i ) (2)

Mean no. of bits changed: L = 1

N

N∑
i=1

Li (3)

Mean Changed Probability: Pr = L

Hash Size
× 100% (4)

Standard Deviation of bits changed: σL =
√√√√ 1

N − 1

N∑
i=1

(Li − L)2 (5)

Standard Deviation: σPr =
√√√√ 1

N − 1

N∑
i=1

(
Li

Hash Size
− Pr

)2

× 100% (6)
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Table 2 Statistics of no. of changed bit Li

Statistics No. of times test taken (N ) Mean

128 256 512 1024

Li 82.85156 84.60938 83.64453 84.66504 83.94263

Pr (%) 51.78223 52.88086 52.27783 52.91565 52.46414

σL 9.714094 9.934479 9.906738 9.662542 9.804463

σPr (%) 6.071309 6.209049 6.191711 6.039089 6.127789

Lmin 63 58 60 61 60.5

Lmin 100 98 103 115 104

Here, N is the total no. of statistics, Li is the no. of bits changed in the ith test, and
σPr, σL indicate the stability of confusion and diffusion.

Table2 records the statistics Lmin, Lmax, Li, Pr, σL, σPr calculated using Eqs. (1)–
(6), respectively. The table also shows the mean values for these statistics. It can be
noted that mean values of Li and Pr for EITRH-based RSHA-1 are 83.94 and 52.46%,
respectively. These are close to the benchmark values for the standard 160-bit CHF
SHA-1, i.e., 64 bits and 50%.σL andσPr indicate the stable capability of confusion and
diffusion of the algorithm. The results show that the proposed algorithm is resistant
to statistical attacks.

4.5 Partial Pre-image Resistance (PPR)

Partial pre-image resistance or local one-wayness is the computational difficulty in
retrieving themessage partially, given thatA knows a part of themessage. TheEITRH
transformation preserves PPR property. Since the final digest is a hash of hashes, it is
difficult for A to recover the message even partially. The no. of intermediate hashes
at each level is n and thus, can never lead to discovery of the original message even
partially.

4.6 Pseudorandom Oracle Preservation (PRO-Pr)

EITRH transformation is an inverted tree hash that is inspired by EMD transforma-
tion. EITRH, like EMD, uses two distinct initial vectors (IV). The second IV is used
as an input while hashing the last block of each level. This leads to a high probability
of the random oracle behaving independently at the last application . Since EMD is
proven to be PRO-Pr [32], EITRH using the same principle is PRO-Pr.
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5 Performance Evaluation

The sub-sections of this section present an evaluation of EITRH variants based on the
performance metrics for a parallel program, namely complexity, speedup, efficiency,
cost optimality and iso-efficiency, using some analytical tools [31].

5.1 Algorithm Complexity

For calculating the algorithmic complexity of EITRH, the following assumptions
were made.

Suppose the complexity of calculating the hash value H (M (i)) for each mes-
sage block M (i) is Cmplx(H (M (i))), and the no. of original blocks is b, then the
computational complexity for standard CHF model can be given by Eq. (7).

b · Cmplx(H (M (i))) (7)

The first phase of EITRH on p processors, where p ≥ 1 has the complexity,

b

p
· Cmplx(H (M (i))) (8)

For the parallel reduction phase of EITRH, the no. of message blocks determines
the no. of times H (M (i)) is called. After the first reduction, the remaining length
of the message is x

y of the length of the last message where x is the size of hash to
be generated and y is the block size. x and y depend upon the variant of EITRH.
Therefore, to achieve the x-bit hash value, 
log x

y
b� recursive reductions are required

and the no. of times it will be called, ncall, is calculated as follows:

ncall =
⌈(

x

y

)1

· b

p

⌉
+

⌈(
x

y

)2

· b

p

⌉
· · · +

⌈(
x

y

)z

· b

p

⌉

=
z∑

i=1

⌈(
x

y

)i

· b

p

⌉ (9)

where

z = 
log x
y
b�, x

y
= Hash Size

Block Size

Now, the complexity for the complete reduction process is given by:

O(rdc) = ncall · Cmplx(H (M (i))) (10)
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From Eqs. (8) and (10), the overall computational complexity f (rdc) of EITRH
transformation is given as:

f (rdc) = b

p
· Cmplx(H (M (i))) + ncall · Cmplx(H (M (i)))

=
(

b

p
+ ncall

)
· Cmplx(H (M (i)))

(11)

Therefore, from Eqs. (7) and (11), it may be concluded that even though the no. of
calculations required in EITRH transformation is more computations than that in the
Merkle-Damgård (MD) construction, in terms of computational complexity EITRH
is at par with MD construction.

5.2 Speedup

Suppose that the reference CHFmodel (SHA-1 in this case) is able to hash a message
block M (i) in the time T (M (i)), measured as the no. of elementary steps in the
computation (provided each step is completed in constant time).

Thus, for b message blocks, time = b · T (M (i))
Therefore, the sequential time can be given as:

Ts = b · T (M (i)) = �(b) (12)

From Fig. 1, we know that the process of calculating hash using EITRH involves
producing the intermediate hash of sub-blocks, concatenating these hashes and using
recursion to determine the final hash value. The computation of the time complexity
of EITRH on p processors, where p ≥ 1 is done as follows:

Let T (M (i)) be the time required to hash ith block.
Let tc be the constant time required for concatenating the intermediate hashes.
From Eq. (9), the no. of recursive calls (ncall) is calculated as:

ncall =
⌈(

x

y

)1

· b

p

⌉
+

⌈(
x

y

)2

· b

p

⌉
· · · +

⌈(
x

y

)z

· b

p

⌉

=
z∑

i=1

⌈(
x

y

)i

· b

p

⌉

where

z = 
log x
y
b� x

y
= Hash Size

Block Size

Time taken for reduction and recursive calls = ncall · T (M (i)).
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So, parallel time is given by:

Tp = b

p
· T (M (i)) + ncall · T (M (i)) + tc

= T (M (i)).

(
b

p
+ ncall

)
= �

(
b

p
+ ncall

)
(13)

Based on the above results, total parallel overhead is given by:

To = p · Tp − Ts (14)

= p · T (M (i)) ·
(

b

p
+ ncall

)
− b · T (M (i))

= p · ncall · T (M (i)) = �(p · ncall) (15)

Now, from Eqs. (12) and (13), speedup can be given as:

S(b) = Ts

Tp
= b(

b
p + ncall

) = b

b ·
(

1
p + ncall

b

)

= 1(
1
p + ncall

b

) = �

(
p

1 + p
b · ncall

)
(16)

The speedup S(b) (from Eq. (16)) is a function of both problem size b and the no.
of processing cores p. The growth of S(b) is sub-linear, with respect to b. Therefore,
if b is increased, keeping p fixed, there is no significant increase in speedup, as
observed in Fig. 3. However, there is a proportional increase in speedup, if both b
and p are increased, as shown in Fig. 4.

5.3 Efficiency

Efficiency is an indicator of resource utilization. It is measured as the fraction of
time for which the processor is usefully employed. Its value (E(b)) lies in the range
1
b ≤ E(b) ≤ 1.The efficiency of the EITRH variant on p processors can be calculated
as:

E(b) = Speedup

No. of processors
= Ts

p · Tp
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Fig. 3 Speedup versus file size (b): simulation results showing that speedup is almost constant
(around 26) if b is increased, but the no. of cores (p) is kept fixed

Fig. 4 Speedup versus the no. of processing elements (p) and problem size (b): simulation results
showing that speedup increases if both b and the no. of p are increased proportionally

E(b) can be expressed in terms of parallel overhead, as done in Eqs. (14) and (15):

E(b) = 1

1 + To
Ts

∴ E(b) = �

(
1

1 + p·ncall
b

)
(17)

Generally, b � p, so p·ncall
b and efficiency cannot be 1, due to the parallel overhead.

From Eq. (17), it is evident that, unlike speedup, efficiency increases if the problem
size is increased while keeping the no. of processing elements fixed. However, due
to Amdahl’s law, the speedup tends to saturate and correspondingly the efficiency
drops with the increase in p in the results shown in Figs. 4 and 5.
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Fig. 5 Efficiency versus no. of processors (p) and problem size (b): simulation results showing that
efficiency improves if b is increased by keeping p constant. The efficiency drops with increase in p

5.4 Cost Optimality

In parallel systems, cost optimality means that the cost of solving a problem, as a
function of input size, has the same asymptotic growth as the fastest known sequential
algorithm on a single core [34]. The cost of using EITRH framework for computing
hash value is:

Tcost = p · Tp

= p ·
(

b

p
+ ncall

)

= �(b + p · ncall) (18)

From Eq. (18), it may be concluded that as long as the input size b = �(p · ncall),
EITRH is cost optimal as the cost is�(b), which is the same as the cost for sequential
algorithm (see Eq. (12)).

5.5 Minimum Execution Time

For a problem of a fixed size, increasing the no. of processing cores does not always
lead to improvement in execution time of the program. Initially, it decreases asymp-
totically, till it reaches a minimum value. After achieving the minima, any further
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increase in p leads to an increase in run-time. Therefore, the minimum parallel exe-
cution time Tmin

p , given by Eq. (19), can be calculated as follows:

d

dp
Tp = 0

d

dp
Tp = d

dp

(
b

p
+ ncall

)
= b

p2
(−c)

where c is constant.
∴ b = p2 =⇒ p = √

b

Substituting p = √
b in Eq. (13), we get

Tmin
p = 2

√
b (19)

5.6 Scalability

Scalability is defined as the ability of a parallel system to maintain its efficiency
at a constant level, even as the size of the system is expanded by increasing, both,
the problem size as well as the no. of processing elements. It is measured using an
iso-efficiency function [34], defined as follows:

Problem size (W ) = E

1 − E
· To(Ts, p)

From Eq. (14), the parallel overhead function of EITRH is approximately p · ncall.
Therefore,

W = E

1 − E
· p · ncall (20)

Using the asymptotic notation, the iso-efficiency for EITRH framework is �(p ·
ncall). This suggests that, if the no. of processors/cores is increased by a factor of
p′
p (p′ being the increased no. of processors), then in order to achieve a gain in the
speedup by the same factor, the problem size (b) should be correspondingly increased
by a factor of p′ ·n′

call
p·ncall .

The discussion presented in this section evaluated the EITRH framework with
respect to various metrics for parallel programs. The results suggest that EITRH
framework is at par with its sequential counterparts in terms of scalablity, efficiency
as well as optimalty with respect to costs.
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6 Conclusion and Future Work

In this paper, a fast parallel recursive tree-based transformation, called EITRH, was
proposed. It can be used to design parallel algorithms from their sequential coun-
terparts. The proposed transformation combines the use of tree hashing and EMD
construction. It has three recursive steps, viz. “message expansion,” “parallel reduc-
tion,” and “hash value generation.” The envelope of the transform, provided by the
use of the second vector (IV2), makes it suitable for both keyed and keyless CHFs.
Further, this paper proved that EITRH satisfies all the essential security properties
for hash functions, namely PIR, WCR, CR, avalanche effect, PPR, and PRO-Pr, as
discussed in the previous sections. This suggests that EITRH is a secure and flexi-
ble hash transformation that is multi-property preserving. Performance evaluation of
the framework indicates its scalability for hashing long messages, implying poten-
tial application in digital forensics and parallelization of digital signatures. In the
future, the theoretical results presented in this paper shall be confirmed by practical
implementation of CHFs based on EITRH transformation.
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The Techniques of Vedic Mathematics
for ECC Over Weierstrass Elliptic Curve
Y2 = X3 + Ax + B

Ankur Kumar, Pratik Gupta, and Manoj Kumar

Abstract An analysis is presented to the study, the proficient implementation
of ancient mathematics formulae for multiplications and squares in the crypto-
graphic system. In this approach, we have used ancient mathematics techniques and
algorithms in the different projective coordinates system (Jacobian, Chudnovsky-
Jacobian, Modified Jacobian coordinates system) to get minimum steps in the calcu-
lation of addition algorithm, doubling algorithm and for improving the speed of
processing time in the operations of ECC (points addition, points doubling). The
coding and synthesis are done in MATLAB for 16-bit digit multiplications and
squares. The results proved that the Vedic mathematics-based scheme shows better
performance compared to the conventional method and total delay in computation
is reduced by Vedic mathematics Sutras (Urdhva-tiryagbhyam, Dvandva-yoga). The
results of some AVIM techniques over ECC were obtained and discussed in the form
of tables and graphs.
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1 Introduction

In the field of cryptography, elliptic curves are studied for more than three decades. It
is well known that the cryptosystem based on elliptic curves provides equal security
even using smaller key size as compared to conventional cryptosystem like RSA,
ElGamal, AES, etc.

Furthermore, they use lower power consumption and less memory resulting in
a faster speed of executions. For cryptography purpose, elliptic curves were inde-
pendently purposed by Miller and Koblitz [7]. Elliptic curves are comprehensively
described by Weierstrass equation as [5]

E(x, y) : y2 + α1xy + α3y = x3 + α2x
2 + α4x + α5 (1)

where α1, α2, α3, α4, α5 are the finite field and E(discriminates) are given below:

�1 = D2D8 − 8D4 − 27D6 + 9D2D4D6

D2 = α1 + 4α2

D4 = 2α4 + α1α3

D6 = α3 + 4α5

D8 = α1α6 + 4α2α5 − α1α3α4 + α2α3 − α4

To simplified forms of Weierstrass Eq. (1) which are commonly used for
cryptography purpose are given below [5]

y2 = x3 + ax + b , (2)

y2 + xy = x3 + ax2 + b (3)

The curve (2) is implemented over the field of prime numbers for software appli-
cations, whereas curve (3) is implemented over the binary field for hardware appli-
cations. The points on elliptic curves are represented by the pairs (x, y) satisfying
the elliptic curve Eq. (2).

In fact, the set

E = {(x, y) : y2 = x3 + ax + b (mod p) (4)

Represented all the points on an (EC) elliptic curve for a particular value of real
numbers a, b and a particular value of a prime number p. The above representation
(x, y) of the points on EC is generally termed as the affine coordinate system. Since
the algebraic equation for the addition of points (discussed in next session) on elliptic
curve consists inverse operation that is very expensive in term of computation time
andmemory; therefore, there became a need of another alternating coordinate system
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which is substantially cheaper than the affine coordinate system. A most useful
alternate operation for the (ACS) affine coordinate system is the (PCS) projective
coordinate system [5].

Since modern technology growing from complexity toward efficiency, therefore,
there is always a need for some efficient methods or techniques that make the existing
devices easier and faster. As we mentioned in the previous paragraph that the advan-
tages of ECC over conventional cryptosystem like RSA, including power consump-
tion, higher speed, and smaller certificates that are specifically so useful for many
applications of non-wireless or wireless connections.

The larger time-consuming arithmetic operations (point doubling and point addi-
tion) in ECC as exponentiation operations like multiplications, cubes, and squares
take place in these operations.

This approach expresses proficient algorithms for cryptographic operations (point
addition and points doubling) using algorithms for computation of multiplications,
cubes, and squares of numbers from AIVM techniques of many operations. Gener-
ally, in cryptosystems, the algorithm of points doubling and points addition contains
the number of cubes, squares, and multiplications. So for all these calculations, the
computational time is too high; to resolve this problem, we have used Vedic math-
ematics techniques to reduce the computational time. With the help of Vedic math-
ematics techniques, we can increase the processing speed of operations (encryption
and decryption) in ECC.

In the core work, we shall discuss ECC over the Jacobian projective coordi-
nate system and we have used some Ancient Indian Vedic Mathematics techniques
(AIVM) for reducing the steps in calculation and execution time of ECC oper-
ations. In conduct, ECC operations are found to be very complex and the most
time-consuming operations [5].

In the current approach, we have used two techniques of AIVM (Urdhva-
tiryagbhyam and Dvandva-yoga) to speed up the above-mentioned complex compu-
tations occurring in the projective coordinate system and Jacobian elliptic curve
cryptography (JECC). Our result shows that JECC-based schemes give better
performance compared to the conventional methods.

The selected projective coordinates system’s algorithms were tested and codded
by MATLAB tool. The objective of this approach is to reduce the computational
and processing time of cryptographic operations using Ancient Indian Vedic Math-
ematics (AIVM) techniques. This approach increases the algorithms processing
speed, decreases the area of chip circuits, achieves better efficiency in storage space,
processing power, power consumption or bandwidth and the average of reducing
time is 70% (appx.) less than conventional methods.

2 Literature Survey

In the last three decade Ancient Indian Vedic Mathematics (AIVM) branch of math-
ematics. These Sutras using so much in research across the world; it has a different
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computational technique in the comparison of other computational techniques for
solving any problem in mathematics. The AIVM techniques are used so well in the
doubling and addition algorithm of JECC. A. Nanda and S. Behera well explained
the AIVM techniques name is Urdhva Tiryakbhyam with the 8× 8 bit Vedic Binary
Multiplier and Dvandva-yoga for square any n digit number in 2014 [8]. These
AIVM techniques are so useful in the doubling and addition as well as in the blocks
of encryption and decryption of ECC.

In 2015, Ruchi Anchaliya and G.N Chiranjeevi proposed Dvandva-yoga Sutra
for squaring of a number, Urdhva Tiryakbhyam Sutra for multiplication, Dhvajanka
Sutra used for division [2]. This paper shows implementation in ECC by using Vedic
multiplication of n digits number and squaring of a number in the algorithms of
doubling and addition. This paper concludes that AIVM technique gives impressive
output in the minimization of memory and time in the ECC operations and it helps
to get speed in running time as compared to the implementation of conventional
multiplication techniques. In 2017, K. N. Palata et. al. have described the implemen-
tation of encryption and decryption algorithms with the help of AIVM algorithms
to improve performance of doubling of the points and addition of the points in ECC
[9].

T. Abdurahmonov et al. described the elliptic curve exponentiation include in
coordinate systems of ECC that coordinate systemswill be implemented in the global
smart card like digital signature and encryption in 2013 [1]. ECC has these kinds
of the coordinate system (Modified Jacobian, Jacobian, Jacobian-Chudnovsky and
Affine coordinate systems); they consist of a pair of points (point doubling, point
addition). It has been observed that ECC and AIVM techniques are giving better
result in running time, coat, and power than RSA and ElGamal cryptography. A
cryptographic system is maximally applied in security and networking areas because
ECC having small key size. It is using in many low storage memory devices. In the
current decade, ECC is using because it gives reliability and security in the banking
sector it makes more secure smart cards for credit and debit, also electronic tickets
and personal registration cards identification documents. In the above references
paper by the using of AIVM techniques and ECC’s small key size, we get the best
output in faster execution time in this cryptographic system [4–6, 10, 12].

3 Background of Elliptic Curve Cryptography

3.1 Encryption System [3, 11]

A cryptographic system or encryption system can be characterized by the tuple
(C, P, K , E, and D) with these five axioms.

• The elements of the set K (Keyspace) are termed as Keys.
• The set E = {Ek : k ∈ K } has functions Ek : P → C and all the members of

E is termed as encryption functions.
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• The members of the set C (Ciphertext space) are termed as Ciphertext.
• The members of the set P(Plaintext space) are termed as Plaintext.
• The set D = {Dk : k ∈ K } has functions Dk : C → P and all the members of

D is termed as decryption functions. For each, e ∈ K , there is d ∈ K , such that
Dd(Ee(p)) = p for all p ∈ P .

3.2 Properties of Elliptic Curve

See Figs. 1 and 2.

• P + O = O + P (Property of additive identity) where P ∈ E(Fp)
• (x, y) + (x,−y) = O (Property of additive inverse) where (x, y) ∈ E(Fp)

Fig. 1 (P + Q) point
addition

Fig. 2 (2P = R) point
doubling
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• For Addition, P(x1, y1) + Q(x2, y2) = R(x3, y3) where

value of x3 = (λ2 − x1 − x2),

value of y3 = (λ(x1 − x3) − y1),

and value of λ = (y2 − y1)/(x2 − x1)

• For doubling,

P(x1y1) + P(x1y1) = 2P(x1y1)

= R(x3y3)

where

value of x3 = (λ2 − 2x),

value of y3 = (λ(x − x1) − y),

value of and λ = (3x2 + a)/2y.

4 Ancient Indian Vedic Mathematics (AIVM)

In this part of AIVM, we will deliberate about some useful and efficient techniques
(Dvandva-yoga and Urdhva-tiryagbhyam) of Ancient Indian Vedic Mathematics
which will be used in a later section to improve the performance of cryptographic
operations [13].

4.1 Urdhva-triyagbhyam

Urdhva-tiryagbhyam has expressed as “urdhva” means “vertically” and tiragbhyam
means “crosswise”. The steps and examples of Urdhava-tiryagbhyam technique are
shown below [13] (Fig. 3).

Example 1 Evaluate the multiplication of 5498 × 2314 by Urdhva-tiragbhyam
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Fig. 3 Multiplication of 5498 × 2314 by Urdhva-tiragbhyam technique

4.2 Dvandva-yoga Sutra

This is also an ancient technique of mathematics for squaring a digit and its results
give the best output in all branches of mathematics. This sutra is used to get square
of any binary or decimal number [13].

Example 2 Evaluate the square of the number 234 by Dvandva-yoga technique.

2 22

D (4) | D (34) | D (234) | D (23) |  D (2)

4 | 2(3 4) | 2(2 4) 3 | 2(2 3) | 2
16 | 24 | 25 | 12 | 4

4 | 12 | 25 | 24 | 16
4 1 | 2 2 | 5 2 | 4 1 | 6
5 | 4 | 7 | 5 | 6

Answer is   54756.

Y Y Y Y Y

× × + ×

+ + + +
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5 Elliptic Curve Cryptosystem Using Urdhva-triyabhyam
and Dvanda-yoga Technique and Algorithem

This section describes a few imperative calculations of ECC (Elliptic Curve Cryp-
tography) using some effective algorithm and techniques of Ancient Mathematics.
Over a field Fp having finite elements, the term E(Fp) elliptic curve is explained by

E = {
( x and y ) : (y2 = x3 + ax + b ) mod p and 4a3 + 27b2 �= 0

} ∪ {O} In
this cryptosystem’s calculation, Urdhva-tiryagbhyam and Dvanda-yoga technique
can be applied in λ2 and λ(x1 − x3).

For the addition of two points (P, Q) on the elliptic curve and doubling of a point
(P) explain by:

if value of P = (x1, y1)

and value of Q = (x2, y2)

Case 1 P �= Q, then R(x3, y3) = P(x1, y1) + Q(x2, y2)

where

x3 = λ2 − x1 − x2,

y3 = λ(x1 − x3) − y1

and λ = (y2 − y1)

(x2 − x1)

Doubling of a point can be explained as:
If P = Q then the doubling of a point P = (x, y) is

R(x3, y3) = P(x1, y1) + P(x1, y1)

where

x3 = λ2 − 2x,

y3 = λ(x − x1) − y,

and λ =
(
3x2 + a

)

2y

By the using of Urdhva-tiryagbhyam and Dvanda-yoga technique, we can get the
values of the terms λ2, λ(x − x1) and 3x2.
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6 Background of Coordinate System for ECC [5]

The elliptic curve (EC) contains a pair of coordinate systems first is affine and other
is projective. For inversion, the affine coordinate system has needed the inversion
at the time of doubling and addition of the points, which are so expensive in terms
of time, area and speed. We have used the projective plane or coordinate system to
remove very demanding operating inversion operation [14, 15]. For better perfor-
mance in cryptosystem we can be applied Standard projective coordinates, Jacobean
projective coordinates, Chudnovsky coordinates all these various coordinate systems
in cryptography.

The affine plane A2
F = {(x, y) ∈ F × F} for coordinates (x, y) is mapped to

the projective plan P3
F = (X, Y, Z) these coordinates belongs to F × F × F .

The coordinates (x, y) of the affine plane A2
F = {(x, y) ∈ F × F} are mapped

to the coordinates (X,Y, Z) of the projective plane P3
F = {(X, Y, Z) ∈ F×F×F}

with this rule [13]: (X,Y, Z) = (x · Zc, y · Zd , 1) or X = x · Zc , Y = y · Zd .
A2
F = {(x, y) ∈ F × F} (The Affine plane) with (x, y) coordinate which is

mapped to the P3
F = (X, Y, Z) (The projective plan) with (X,Y, Z) coordinate.

The mapping will be explained by [5]:

P3
F = {(X, Y, Z) ∈ F × F × F}

(X,Y, Z) = (x .Zc, y.Zd , 1) or x = X/Zc and y = Y/Zd

6.1 The Jacobian Coordinate System (JCS)

If we take the values of c = 2, and d = 3 respectively then we get the Jacobian
projective coordinate system.

For the JCS the elliptic curve (EC)E can be express as:

E : Y 2 = X3 + aX Z4 + bZ6.

Addition of points: If we have the value of point P1 = (X1,Y1, Z1) and point
P2 = (X2,Y2, Z2) which are distinct on the projective plane. Then the point
P3 (X3,Y3, Z3) is termed addition of points.

P3 = P1 + P2 = (X3,Y3, Z3)

where

X3 = (Y2Z
3
1 − Y1Z

3
2)

2 − (X2Z
2
1 − X1Z

2
2)

2(X1Z
2
2 + X2Z

2
1)

Y3 = (X2Z
2
1 − X1Z

2
2)

2(Y2Z
3
1 − Y1Z

3
2)(2X1Z

2
2 + X2Z

2
1)
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− Y1Z
3
2(X2Z

2
1 − X1Z

2
2)

3 − (Y2Z
3
1 − Y1Z

3
2)

3

and Z3 = (X2Z
2
1 − X1Z

2
2)Z2Z1

Doubling of Point: If we have the value of point P1 = (X1,Y1, Z1) and
point P1 = (X1,Y1, Z1) which are same on the projective plane. Then the point
P3 (X3,Y3, Z3) = P1 + P1 = 2P1 is termed as point doubling.

X3 = (3X2
1 + aZ4

1)
2 − 8X1Y

2
1

Y3 = 12X1Y
2
1 (3X2

1 + aZ4
1) − (3X2

1 + aZ4
1)

3 − 8Y 4
1 and

Z3 = 2Z1Y1

6.2 Algorithm for Jacobian Projective Plane Using Urdhva
and Dvanda Technique

Addition of two points: Let P1 = (X1, Y 1, Z1) and P2 = (X2, Y 2, Z2), we can apply
the following calculation to get P3(X3, Y 3, Z3)(P3 = 2P1).

Algorithm

Input: Value of P1 point = (X1,Y1, Z1), and P2 = (X2,Y2, Z2)

Output: Value of P3 point = (X3,Y3, Z3) = P1 + P21. A = Z2
1

2. B = Z1 · A
3. C = Y2 · B
4. D = Z2

2

5. E = Z2 · D
6. F = Y1 · E
7. G = C − F

8. H = X1 · D
9. I = X2 · A
10. J = I + H

11. K = I − H

12. L = 2H + I

13. X3 = G2 − J · K 2

14. Y3 = K 2 · (G · L − F · K ) − G3

15. Z3 = Z1 · Z2 · K
16. Retun(X3 : Y3 : Z3).

In this algorithm, we can get the value of
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P3 = (X3,Y3, Z3) = P1 + P2

where

X3 = G2 − J · K 2 , Y3 = K 2 · (G · L − F · K ) − G3, and Z3 = Z1 · Z2 · K

using Urdhva-tiryagbhyam technique for multiplying and Dvandwa-yoga technique
for squaring.

Doubling of a point: Let a point P1 = (X1,Y1, Z1) we use the following
calculation to get

P3(X3,Y3, Z3) = 2P1(X1,Y1, Z1)

Algorithm

Input : Value of P1 point = (X1,Y1, Z1), and ‘a′

Output : Value of P3 point = (X3,Y3, Z3) = 2P1

1. A = Y 2
1

2. B = 4X1 · A
3. C = 8A2

4. D = 3X2
1 + a.Z4

1

5. X3 = D2 − 2B

6. Y3 = D · (3B − D2
) − C

7. Z3 = 2Y1 · Z1

8. Return (X : Y3 : Z3)
In this algorithm, we can get the value of

P3 = (X3,Y3, Z3) = 2P1

where

X3 = D2 − 2B , Y3 = D · (3B − D2
) − C , Z3 = 2Y1 · Z1

using Urdhva-tiryagbhyam technique for multiplying and Dvandwa-yoga technique
for squaring.
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6.3 The Chudnovsky-Jacobian Coordinate System

The Chudnovsky-Jacobian coordinate systems are based on Jacobian coordinates
system it is formula is the same for these coordinate systems. In the Jacobian coor-
dinate system, we observed that doubling is faster because the number of square and
multiplication operations is less than the Chudnovsky-Jacobian coordinate systems
and its addition is slower because the number of operations is one or more extra. For
improving and fast result in the addition we fixed a Jacobian point Z3

1 in P1 without
any loss in the elliptic curve. In its addition of two-point, we reduced one square and
one multiplication which makes an addition faster than Jacobian coordinate system
and doubling of a point one multiplication operation increased which is described in
results analysis Tables 1 and 2.

Addition of two points: The point Value of

P1 = (X1,Y1, Z1, Z2
1, Z

3
1) and P2 = (X2,Y2, Z2, Z

2
2, Z

3
2)

Then the sum of these values is P1 + P2 = P3 = (X3,Y3, Z3, Z2
3, Z

3
3).

The Chudnovsky-Jacobian coordinate system coordinates’ addition of two points
is the same as Jacobian coordinate system’s addition of two points where X3 =
G2 − J ·K 2 , Y3 = K 2 · (G · L − F · K )−G3, and Z3 = Z1 · Z2 ·K but these Z2

3 =
Z2
3 , Z3

3 = Z3
3 equations are different. Therefore, these B, C, E, F, G, and K

remain the same as Jacobian coordinate systems.
The point doubling of a point P1 = (X1,Y1, Z1, Z2

1, Z
3
1), is

P3 = P1 + P1 = 2P1 = (X3,Y3, Z3, Z
2
3, Z

3
3).

Table 1 No. of operation required for point addition and point doubling in projective coordinate
system of JECC with the conventional method

Point coordinate The points addition The points doubling

Mult. Squ. Cub. P4 P5 Tot. Mult. Squ. Cub. P4 P5 Tot.

Jacobian 25 15 9 0 0 49 4 6 1 4 0 15

Chudnovsky-Jacobian 24 14 9 0 0 47 5 6 1 4 0 16

Modified Jacobian 26 16 9 0 0 51 4 5 1 4 0 14

Table 2 Number of operation required in projective coordinate system of JECCwith the algorithm
of AIVM

Point coordinate system The POINTS addition The points doubling

Mult. Squ. Cub. P4 P5 Tot. Mult. Squ. Cub. P4 P5 Tot.

Jacobian 12 4 1 0 0 17 3 4 0 1 0 08

Chudnovsky-Jacobian 11 3 1 0 0 15 4 4 0 1 0 09

Modified Jacobian 13 6 1 0 0 20 3 3 0 1 0 07
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Doubling of a point: The Chudnovsky-Jacobian coordinate systems’s doubling
of a point same as the Jacobian coordinate system’s doubling of a point

value of X3 = D2 − 2B,

value of Y3 = D · (B − X3) − C,

and value of Z3 = 2Y1 · Z1

but these two equations Z2
3 = Z2

3 , Z3
3 = Z3

3 are different from the Jacobian coordi-
nate system. Therefore, these B, C, E, F, G, and K remain the same as Jacobian
coordinate systems.

6.4 Modified Jacobian Coordinate System

TheModified Jacobian coordinate systems are based on Jacobian coordinates system;
it is used to get more speed in doublings comparatively Jacobian projective and
Chudnovsky-Jacobian projective system. For addition p and Q, the formula is the
same as Jacobian coordinate systems but in the doubling of a point, it has little
bit different formula. In Modified Jacobian coordinate system, we observed that
doubling is faster because the number of all operation is extra than the Jacobian and
Chudnovsky-Jacobian coordinate systems and addition is slowest. For improving and
fast result in the doubling. we fixed a Jacobian point aZ3

1 in P1 without any loss in the
elliptic curve. In the doubling, we reduced two square and one multiplication opera-
tions which make a doubling faster than Jacobian coordinate, Chudnovsky-Jacobian
coordinate systems which are described in the analyses of the results Tables 1 and 2.

Addition of two points: The value of the point P1 = (X1,Y1, Z1, aZ4
1) and

P2 = (X2,Y2, Z2, aZ4
2) then the addition is P3 = P1 + P2 = (X3,Y3, Z3, aZ4

3).

The addition of two points in Modified Jacobian coordinates systems in addition
of two points is the same as the Jacobian coordinate system’s addition of two points,
where X3 = G2− J ·K 2 , Y3 = K 2 ·(G · L − F · K )−G3, and Z3 = Z1 ·Z2 ·K but
this one aZ4

3 = aZ4
3 equation is different. Therefore, these B, C, E, F, G, and K

remain the same as Jacobian coordinate systems.
Doubling of a point: The doubling of a point P1 = (X1,Y1, Z1, aZ4

1) is

P3 = P1 + P1 = 2P1 = (X3,Y3, Z3, aZ
4
3).

The Modified Jacobian coordinates’ doubling where

value of X3 = D2 − 2B,

value of Y3 = D · (B − X3) − C,

and value of Z3 = 2Y1 · Z1
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Table 3 Synthesis results for cryptographic operations

16 bits running time Running time
processed using
conventional methods

Running time
processed using Vedic
mathematics sutras

Average of reducing
time

Point addition 0.010880 (s) app. 0.0020300 (s) app. 80.00% (app.)

Point doubling 0.011010 (s) app. 0.0024800 (s) app. 75.00% (app.)

Table 4 Synthesis results for cryptographic operations

8 bits running time Running time
processed using
conventional methods

Running time
processed using Vedic
mathematics sutras

Average of reducing
time (%)

Point addition 0.01109 app. (s) 0.0025012 app. (s) 77.2803

Point doubling 0.01048 app. (s) 0.0030219 app. (s) 71.1643

but these equations aZ4
3 = 2C(aZ4

1) are different from the Jacobian coordinate system.
Therefore, these B, C, E, F, G, and K remain the same as Jacobian coordinate
systems.

7 Results Analysis and Comparison

The comparison is between ECC and VECC which are containing multiplications,
square, cube and fourth power in cryptographic operations (like as point doubling
and addition). Tables 1 and 2 showing the comparison of all arithmetic operations and
Table 2 shows the minimum number of arithmetic operations comparatively Table 2
of Jacobian Elliptic Curve Cryptography (JECC) based on AVIM algorithms. In
Table 3, we observed that running time process using Vedic mathematics takes 70%
(app.) less time than running time process using conventional methods for four bits,
eight bits, and sixteen bits (Table 4).

8 Conclusion

The speed of cryptographic operations such as encryption, decryption, point addition
and doubling is found to be quicker in term of running time. The work well displays
the enhanced performance of AIVM-based ECC, in the term of the small size of
the key, minimum time to develop the key and the full time which is required in
processing. To be achieved better efficiency in storage space, processing power,
power consumption or bandwidth are studded in the large scale.

Various Ancient Indian Vedic Mathematics sutras discussed above have been
implemented in MATLAB and are synthesized and simulated using MATLAB. The
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code is written for the square of the 16-bit and 8-bit binary number, multiplication
of the 16-bit and 8-bit binary numbers. For cryptographic operations using Vedic
mathematics, the average of reducing time is 70% (appx.) less than conventional
methods.
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EEHCR: Energy-Efficient Hierarchical
Cluster-Based Routing Protocol
for Wireless Sensor Networks

Sakshiwala and M. P. Singh

Abstract This paper proposes a new energy-efficient hierarchical cluster-based
routing protocol (EEHCR). It assures for inter-cluster communication between
cluster head to cluster head toward the base station irrespective of the deployment
strategy. The proposed protocolworks in two phases, namely cluster-formation phase
and hierarchy-formation phase. Intra-cluster communicationmay take place between
either member to cluster head directly or member to cluster head indirectly, through
proxy cluster head. Depending on the deployment of sensor nodes, inter-cluster
communications between clusters may take place in either of four ways: (i) cluster
head to cluster head or (ii) cluster head to a member or (iii) member to cluster head
or (iv) member to member, during the formation of hierarchy. The proposed protocol
provides a solution for all four cases of inter-cluster communication in order to
implement the proposed network model. The EEHCR is implemented in OMNeT++
network simulator. The result is compared with TL-LEACH and MR-LEACH hier-
archical routing protocols. Simulation results demonstrate that the proposed protocol
is effective in prolonging the network lifetime.

Keywords WSN · Clustering · Hierarchy · Routing · Network connectivity

1 Introduction

Wireless sensor network (WSN) consists of resource constraint tiny sensor nodes
(SNs) [1, 2]. Inmost of the scenarios, SNs are deployed in the hostile and unreachable
area for humanbeings in order tominutely observevarious phenomenonandactivities
of the environment [2]. It has diverse applications in various fields ranging from small
to a large area or sparse to dense deployment or dynamic and static deployment [3].
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For longer network lifetime, there is a need to save the battery power of SNs
irrespective of deployment strategy [4]. There are many routing protocols based on
clustering which claim for energy efficiency to maximize network lifetime [5]. In
clustering, WSN is logically divided into groups known as clusters. Each cluster
consists of one cluster head (CH) and one or more member nodes (MNs). Election of
CHs may be decided by MNs in collaboration (communication) or by doing compu-
tations [6]. The computation may save energy in comparison to communications
[6].

A CH may save energy either by data aggregation to avoid redundant data trans-
mission and reduce congestion [7] or by reducing delay latency in the packet trans-
mission or by load balancing [8]. Hence, clustering in WSN is still the topic of
research in WSN [9].

This paper presents a hierarchical clustering multi-hop communication approach
which tries to (i) cover the target area by means of connectivity of clusters by
inter-cluster and intra-cluster communications in the WSN (ii) prolong the network
lifetime.

The organization of this paper is as follows: Section 2 presents the related
work. Section 3 presents the proposed problem and solution. Section 4 analyses
the simulation results. Section 5 concludes the paper.

2 Related Work

This section presents related work on cluster-based routing protocols in WSN.
LEACH [10] declares CH based on the threshold value. CH election may have

high message overhead which may consume extra energy. In LEACH, CHs may
consumemore energy compared to the other nodes of the cluster asCHsdo single-hop
communication with the base station (BS).

TL-LEACH [11] is similar to LEACH with the two-level hierarchy of CHs. The
nodes send their data toward BS through secondary CHs and then primary CHs. The
two-hop communication in TL-LEACH effectively reduces the total energy usage.
A secondary CH has to be in transmission range to a primary CH and a primary CH
has to be in communication range to the BS. Then, it assures for successful delivery
of data to the BS.

LEACH-C [12] is a centralized clustering algorithmwhere each node sends infor-
mation about its location and residual energy to sink. For this, it needs GPS or other
tracking methods.

HEED [13] forms clusters and CHs based on two parameters, namely residual
energy and cluster density. HEED may take several iterations to form clusters which
increase the number of packets exchanged. EG LEACH [8] is the same as LEACH
which uses improved threshold condition to consider residual energy into account.
It ensures proper selection of CHs in every round.

TEEN [14] is a hierarchical clustering reactive protocolwhich is based onLEACH
protocol for CH selection and cluster formation. APTEEN [15] is the advancement
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of TEEN protocol; BS forms the cluster which exists for an interval called cluster
period. BS has the power to transmit directly to all the nodes in the network.

EECS [16] uses hop communication between CH and BS which may result in
longer delay ratio. In UCBR [17], BS through informer nodes knows the location
and initial energy of all SNs based on which it decides the radius and CH sequence
table for every cluster. A node determines its CH on the basis of received signal
strength of advertisement message from CHs. CHs uses location-based multi-hop
communication to forward data to BS.

In PEGASIS [18], all nodes form a single-chain structure where a single node
takes a turn to transmit data to the BS. Data from nodes is to be transmitted to the
nearest neighbor node saving larger transmission energy cost. Load on the cluster
memberwhich is closer toCH increases due to the chain.CCS [19] is amodificationof
PEGASIS protocol where thewhole network is divided into co-centric circular tracks
called clusters. The members of a cluster form a single-chain structure choosing one
of them as the head node. BS forms level-wise hierarchy. Data redundancy exists in
CCS because data from a node which is far away from its CH has to travel a large
distance in order to reach its CH.

TSC [20] is a hierarchical clustering based on the concept of tracks and sectors.
It breaks long chain formed in a single track of CCS into sectors, where each sector
now represents clusters that are a level may have more than one clusters. In [21],
the chain of PEGASIS protocol is logically divided into a layered transmission node
tree.

Authors [22] summarize different routing protocols based on clustering of WSNs
during the year 2000 to 2016. Authors [7] present existing hierarchical-based routing
protocols during the year 2000 to 2004. It concludes that the hierarchical routing helps
in declining the number of redundant messages transmitted to the BS.

Clustering hierarchy protocol based on PSO algorithm [23] is a centralized
approach in which BS uses location, residual energy, relay nodes to form clusters
and CHs. To reduce the transmission energy cost of CHs, relay nodes are used. CHs
send their data to relay nodes which forwards data to BS.

EECP-EI [24] is amulti-level protocol. Selection of CHs and formation of clusters
are based on the energy of sensor nodes. The minimum transmission range is set for
all nodes in order to form a hierarchy. The CHs are supposed to lie at a minimum
distance of ten meters from destination CH.

Authors [25] present a review on recent clustering solution based on machine
learning techniques. Concepts like fuzzy logic, swarm intelligence, etc., are used to
form clusters. In some of these protocols like ABC-SD, PSO-ECHS, PSO-C, etc.,
BS use location information of nodes in order to form clusters.

The above protocols do not guarantee connectivity among CHs as there may be a
possibility of selection of CHs which may not be in the direct communication range
of any other CH in the network. This may happen when the cluster formation is not
centralized. In such a case, the formation of the hierarchy is not possible. This paper
proposes a solution to establish intra-cluster and inter-cluster communications in the
hierarchy.
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3 Proposed Problem and Solution

3.1 Proposed Problem

Single-hop communication between CHs and BS is suitable in small-target areas. In
large-target areas, BS may use location data of SNs to build hierarchy among CHs.
It may not be possible to form hierarchy among CHs when clusters are formed inde-
pendently or clusters are formed based on local information. Some routing protocols
form a multi-hop communication hierarchy from BS, but they fail to describe how
the hierarchy will be formed when a CH is not in direct communication range of any
other CH in the network. This situation may result in the non-transmission of data
toward BS. This paper proposes an algorithm to solve these issues unless a hole is
present in the network during deployment itself.

3.2 Network Model

Figure 1 presents the network model of the proposed algorithm. The network model
is based on multi-hop hierarchical clustering approach. Communication between the
CHs to the BS can be in single or multiple hops. Member nodes communicate to
their CH directly or by way of proxy CH.

Fig. 1 Proposed network model
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3.3 Assumptions

(i) SNs are static.
(ii) Every SN has a unique ID.
(iii) Single BS is inside the network.

3.4 Proposed Algorithm

1. Cluster-formation phase (modified version [6])
2. Hierarchy-formation phase

(a) Case 1: Hierarchy formation between CHs if they are in communication
range of each other.

(b) Case 2: Hierarchy formation between CH (already joined in the hierarchy)
and a MN of another cluster whose CH is not in communication range to
any already joined CH in the hierarchy.

(c) Case 3: Hierarchy formation between a MN (whose CH has already joined
hierarchy) and CH which has not joined hierarchy.

(d) Case 4: Hierarchy formation between a MN (whose CH has already joined
hierarchy) and a MN whose CH has not joined hierarchy.

3. If a cluster is not able to join the hierarchy by above four cases of hierarchy
formation, then it is a hole in the network.

4. The algorithm terminates, after all, CHshave either joined hierarchyor is declared
as a hole.

3.5 Explanation of the Proposed Algorithm

Cluster-Formation Phase The proposed algorithm chooses CH based on computa-
tion [6]. Figure 2 describes the cluster-formation phase of the proposed algorithm.
Every node randomly takes a value 0 or 1 for variable p. If p = 0, then the node
generates a random value x.

Now holdback value will be xth random value. holdback value restricts SN to
either declare or not to declare itself as CH. If p = 1, then that particular node will
generate holdback value only once. This may decrease the probability of generating
the same holdback value for neighboring nodes.

Initially, every node has a cluster identity (CID) which is initialized as NULL. If
holdback = 0, then node declares itself as CH and broadcasts the clustering message
CLUSTER (CID, noh)where noh= 1 is the hop count. Upon receiving this message,
nodes check their CID value. If CID = NULL, then CID = cid to join the respective
cluster. The holdback value decreases after every time ‘t’ until the node joins a cluster
or declares itself as CH. After the cluster-formation phase, the entire network gets
divided into a group of clusters.
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Fig. 2 Cluster-formation phase a initialization b synthesis phase
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Hierarchy-Formation Phase. In this phase, BS starts the formation of hierarchy
among CHs. This assures for intercommunication between two clusters. This phase
may use the following cases: (i) Case 1: CH to CH (ii) Case 2: CH to Member (M)
(iii) Case 3: Member to CH (iv) Case 4: Member to Member. Figure 3 describes the
hierarchy-formation phase of the algorithm.

Case 1 CH1 to CH2 (CH–CH).In CH1 to CH2, the cluster heads of two different
clusters can directly communicate with each other. They join the partial hierarchy
tree as shown in Fig. 4. After joining the hierarchy, the respective CHs inform their

Fig. 3 Hierarchy-formation phase

Fig. 4 Case 1: CH–CH communication possibility in hierarchy formation



524 Sakshiwala and M. P. Singh

Fig. 5 Case 2: CH–M communication possibility in hierarchy formation

members that it has joined the hierarchy. And then, CHs broadcastmessages to search
for another CHs who has not yet joined the hierarchy.

Case 2 CH2 to M1 (CH–M). CHs after joining the hierarchy check for Case 2
possibility. There may be a case where some CHs are not in communication range to
any of the CHs that has already joined the partial hierarchy tree. But some members
of such clusters are reachable by a CH that has joined the partial hierarchy tree.
Figure 5 shows Case 2 where the proposed protocol implements reconstitution of
that cluster by electing the reachable member (M1) as new CH of that cluster. MNs
join their new CH and old CH becomes a member of new CH. Here, there may be a
possibility of intra-cluster communication through M11 to old CH (named as Proxy
CH) to new CH.

Case 3 M2 to CH1 (M–CH). A CH may not be able to join the partial hierarchy
tree by Case 1 and Case 2. Figure 6 shows Case 3 communication possibility. The
unjointed CH searches for a MN whose CH has joined the partial hierarchy tree.
It chooses any one such member (say, M2). M2 becomes CH and joins the partial
hierarchy tree through CH2. CH1 joins the partial hierarchy tree through M2.

Case 4 M1 to M2 (M–M). If the above three cases (Case 1, Case 2, and Case 3)
are not possible between two clusters, then Case 4 communication may be possible.
Figure 7 describes Case 4. The unjointed CHs (say, CH1) chooses anyone of its MN
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Fig. 6 Case 3: M–CH communication possibility in hierarchy formation

Fig. 7 Case 4: M–M communication possibility in hierarchy formation
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(M1) that is in communication range to aMN (M2) belonging to already joined CH in
the partial hierarchy tree.M2 becomes CH.M1 becomes newCH, CH1 becomesMN
of M1, and MNs join their new CH. Intra-cluster communication may be possible.
Both members M1 and M2 join the hierarchy tree through CH2.

In the end, the proposed algorithm synthesizes the hierarchy of clusters. If not,
there is a chance of hole in the network. The proposed algorithm detects the hole in
the network; if any, but, does not provide solution to remove the holes.

4 Implementation and Result Analysis

Theproposed algorithm (EEHCR),TL-LEACH[11], andMR-LEACH[26] are simu-
lated in OMNeT++ network simulator and results have been captured. The nodes are
deployed randomly in the target area. Table 1 lists parameters used for setting up the
simulation environment:

Figure 8 shows that on increasing the number of SNs, there is a greater number
of Case 1: CH–CH and probability of other three cases (Case 2: CH–M, Case 3:
M–CH and Case 4:M–M) of the proposed algorithm decreases. This will reduce the
number of communications for synthesizing hierarchy, resulting in saving of battery
power.

Figure 9 shows the total number of CHs formed in three different protocols, TL-
LEACH, MR-LEACH, and the proposed algorithm. It also shows how many CHs
have not joined in the hierarchy tree formed by the above protocols. Here, commu-
nication range of sensor nodes is considered the same for all the three protocols.

Table 1 Assumed parameters of the simulation

Parameter Value

Simulation area 200 × 200 m2

Base station location (50,175)

Total number of nodes ($N) Varies 20–300

Holdback value range 0–20

The initial energy of sensor node 2 Joules (J) considered for TL-LEACH [11] and proposed
algorithm

0.003 J considered for MR-LEACH [26] and proposed
algorithm

Data packet size 200 bits

Transceiver electronics 50 nJ/bit

Transmit amplifier 5 nJ/bit/m2 considered for TL-LEACH [11] and proposed
algorithm

100 pJ/bit/m2 considered for MR-LEACH [26] and proposed
algorithm
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Fig. 8 Count of all four cases of communication possibility in hierarchy-formation phase

Fig. 9 Comparison of network connectivity among protocols

The result shows that the proposed algorithm performs better than TL-LEACH and
MR-LEACH protocol. The proposed algorithm can connect 99.9% of formed CHs
of the network in the hierarchy tree.

Figure 10a shows that in the TL-LEACH, all nodes are dead by 220 s whereas
in the proposed algorithm, nodes are alive up to 475 s. Figure 10b shows that in the
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(a)

(b)

Fig. 10 Alive nodes with time. a TL-LEACH and the proposed algorithm bMR-LEACH and the
proposed algorithm



EEHCR: Energy-Efficient Hierarchical Cluster-Based Routing … 529

MR-LEACH, all nodes are dead by 90 s whereas in the proposed algorithm, nodes
are dead by 118 s. The proposed algorithm performs better than the TL-LEACH and
MR-LEACH.

Figure 11 illustrates the performance of the proposed algorithm with respect
to number of messages received at BS in comparison to TL-LEACH and MR-
LEACH. Figure 11a shows that 330 more number of messages are able to reach
the BS in the proposed algorithm compared to TL-LEACH while compared to MR-
LEACH in Fig. 11b, six more number of messages are received at the BS in the
proposed algorithm. The proposed algorithm performs better than TL-LEACH and
MR-LEACH.

Figure 12 shows the network lifetime of the proposed algorithm, TL-LEACH,
and MR-LEACH. This paper considers a network is alive until first CH is dead for
simulation purpose because when a CH node dies, messages to this node could not be
forwarded toward BS. A particular area of the network could not be communicated
now. But in case of a non-CH node dies in the current round, neighboring SNs to
this node could still sense the area. The proposed algorithm performs better than
TL-LEACH and MR-LEACH.

5 Conclusion

This paper proposed the EEHCR protocol forWSN. It is implemented in OMNeT++
simulator and is compared with two cluster-based hierarchical routing protocols,
TL-LEACH and MR-LEACH. The proposed algorithm achieves better connectivity
between clusters and shows an increase in network lifetime. A higher number of
messages are successfully able to reach the BS in the proposed algorithm compared
to TL-LEACH andMR-LEACH. The proposed algorithm performs best when all the
CHs join the hierarchy tree by Case 1: CH–CH because, then, new CH is not needed.
Simulation results show that the proposed protocol outperforms other comparative
clustering protocols.
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Fig. 11 A number of nodes alive to messages received at BS a TL-LEACH and the proposed
algorithm bMR-LEACH and the proposed algorithm
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Fig. 12 Network lifetime in high-density nodes a TL-LEACH and the proposed algorithm bMR-
LEACH and the proposed algorithm
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Current-Controlled Chaotic Chua’s
Circuit Using CCCII

Manoj Joshi and Ashish Ranjan

Abstract A simple electronically tunable current-controlled chaotic Chua’s circuit
using second-generation current-controlled current conveyor (CCCII) with 0.25 µm
CMOS technology is presented.An electronically control behavior of nonlinear resis-
tance (NR) produces significant change in voltage–current characteristics due to the
bias current present in CCCII. The nature of the chaotic circuit in terms of different
attractor can be achieved by controlling the variable resistor. The phase portraits of
the proposed design are well simulated in PSPICE. The proposed circuit has several
advantages viz. uses minimum number of passive components, low frequency oper-
ation, and tunable chaotic nature. Finally, a comparative study in terms of physical
parameter is tabulated in this scientific literature.

Keywords Nonlinear dynamics · Current-controlled current conveyor (CCCII) ·
Chaotic system · Negative resistance · Chua’s circuit · Double scroll attractor

1 Introduction

The chaotic system provides a new horizon in the world of chaos theory that facil-
itates security applications like secured communication system, data encryption,
adaptive control, cryptography [1], etc. These systems are generalized in terms of
their orientation and classification based on ordinary differential equations (ODEs),
namely Lorenz system [2], Rosller system [3], 2D oscillators [4], Chua’s circuit [5–
18], Wien Bridge chaotic oscillator [19], Duffing oscillators [20, 21], Chaotic Jerk
oscillator [22, 23], and few more. They have given a challenging ambience for the
researcher to design a high-performance dynamical system over the past few decades
with low power dissipation, bandwidth, chip area, and simple design.
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Over the past few decades, various implementations of chaotic systems are avail-
able in the literature using voltage-mode [4–8] and current-mode building blocks
[9–17, 23–25]. In addition, the introduction of an advanced current-mode analog
building block in chaotic circuits facilitates wide dynamic range, low power design,
and many more [9–17, 23–25] in comparison with op-amp-based circuitry [4–8]. In
recent time, considerable amount of conventional analog and digital signal processing
circuits are available but the unpredictable nature of chaotic waveform dominates
the chaos-based application in VLSI integration. An advance signal processing units
by utilizing the current-mode technique provides high performance analog circuit
design in comparison to voltage-mode technique.

The subsequent implementation of the basic chaotic system comes with extended
Chua’s circuit using different kinds of active block like current feedback operational
amplifier (CFOA) [9, 10], CCII [13], OTRA [16], and DVCCTA [17]. Recently,
some other chaotic circuit is also implemented by using advanced active block
like an advanced implementation of Sprott’s CFOA based oscillator [23], a chaotic
system realization using OTRA [24], and its extended implementation as hyper-
chaotic system by using single external capacitor, a simple chaotic and hyperchaotic
circuit using CFOA [25] and multi-scroll 2D chaotic oscillator using DVCC [26].

However, those implementations have an absence of electronic tenability and
utilized the more number of components (both active and passive). These problems
are effectively minimized in second-generation current-controlled current conveyor
(CCCII) [27] structure. This electrically bias current-based controllable CCCII
allows the design of numerous applications, like a filter [28, 29], oscillator [30],
Schmitt trigger [31], and many others.

In this research article, an implementation of chaotic oscillator current-controlled
current conveyor (CCCII) is presented with a current-controlled negative resis-
tance (NR). The proposed design requires six passive components and its behaviors
depending on the bias current of CCCII. It gives ultra-low frequency of oscillation.
The performance characteristics of the proposed design are evaluated by using circuit
simulator PSPICE and end with the comparative study.

2 Circuit Description

The modified version of the CCII is CCCII [27] which can provide electronic control
in various circuit parameters. The circuit symbol and CMOS-based internal structure
of the CCCII [32] are shown in Fig. 1. Its port relationships are given by the following
equation:

I Y = 0, VX = VY + IX Rx and IZ = IX (1)

where Rx is the intrinsic resistance developed at port X and electronically control by
I0 as:



Current-Controlled Chaotic Chua’s Circuit Using CCCII 537

Y

Z -

Z+

X
Ix

Iz+

Iz-

VY

Vx

I0

(a) 

(b) 

Fig. 1 CCCII a symbol b internal constituent

Rx = 1

gm2 + gm4
and gmi =

√
2β I0i (2)

The basic for the design of Chua’s circuit uses a negative resistance (NR) where
the voltage–current (V–I) ratio exhibits a nonlinear piecewise segment. The proposed
NR using two resistors and two CCCII as an active block are shown in Fig. 2.

Here, V in and I in represent input voltage and current. The value of nonlinear slope
and the breakpoint is also electronically adjusting by I0. The circuit operation for
NR1 exhibits the following slope:
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Fig. 2 Negative resistances (NR) using CCCII

m1i = − Iin
Vin

= − 1

Rx
andm0i = − Iin

Vin
= − 1

Ri
(3)

and the breakpoint for NR1 is defined by:

VBPi± =
(

Rx

Rx + Ri

)
(4)

where i = 1,2 represent for NR1 and NR2, respectively. The voltage–current (V–I)
characteristic of the nonlinear resistanceNR1 with different bias current I0 is shown in
Fig. 3a. To obtain them0 andm1, we have used the mathematical expression as given
in [16, 17] as:m0 = m11 +m02 and m1 = m12 +m02. The nonlinear voltage–current
(V–I) characteristic of the nonlinear resistance NR can be written as [5–11].

Iin = m0VIN + 1

2
(m1 − m0)[|VIN + BP | − |VIN − BP |] (5)

For absolute values of voltage less than breakpoint |Bp1|, the V–I characteristic
shows a linear segment with negative slope m0. Although, the absolute voltage in
between |Bp1| and |Bp2| allows two linear segments of negative slope m1 beside the
slopem0. The PWL behavior is valid in the range between (Bp1, Bp2) in which the NR
is worked as piecewise negative resistance. For voltages outside this range (greater
than |Bp2|) shows theV/I ratio increasesmonotonically. Figure 3b shows the nonlinear
five-segment V in–I in characteristic of the negative resistance, wherem0 =−0.46 ms,
m1 = −0.74 ms are sloped in the inner and outer regions for bias current value (I01
= 0.6 µA, I02 = 0.8 µA) with the resistor value (R1 = 200 �, R2 = 22 k�).

The next step for the design of Chua’s circuit has a traditional Chua’s circuit
reported as [15–17]. Figure 4 signifies proposed CCCII-based chaotic circuit with
the nonlinear element (NR) and active inductor (Leq).

The routine analysis provides an expression for the inductance as Leq = sC3R2
x .

It reveals that the value of Leq can be easily varied by changing the value of bias
current (I0) of CCCII. The inductance value (L = 1mH) is determined by putting
passive component value C3= 1 nF and Rx= 1 k� for I0= 1µA.
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Fig. 3 a Voltage–Current (V–I) characteristic of the nonlinear resistance NR1 with different bias
current I0 b 5-segment V in–I in characteristic (for I01 = 0.6 µA, I02 = 0.81 µA, R1 = 200 �, R2
= 22 k�)
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Fig. 4 Proposed current mode Chua’s circuit using CCCII
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To obtain the state equations, we may apply Kirchhoff’s law to the nodes above
C1 and C2 and the loop containing L and C1. Thus, the proposed state equations are
written as:

C1(dVC1/dt) = (VC2 − VC1)/R0 − Iin
C2(dVC2/dt) = (VC1 − VC2)/R0 + IL
L(dIL/dt) = −VC2 + ILr0 (6)

where IL represent current through the inductance L, r0 is a small parasitic resis-
tance added in series to account for the internal resistance of a physical inductor. It
reduces the effect of parasitic resistance. The above Eq. (6) may also be modified to
dimension-less equation as:

ẋ = α(y − x − f (x))

ẏ = x − y + z

ż = −βy + γ z (7)

Here, the symbol (.) denotes differentiation of respective stave variable with
respect time t, the scaled time (τ ), and (α, β and γ ) are dimension-less parameters
of state equation calculated by the mathematical relation τ = t/R0C2, α = C2/C1,
β = R2

0C2/L , γ = C2R0r0/L , respectively. The dimension-less variables and the
parameters are defined by:

ẋ = (dVC1/dt), ẏ = (dVC2/dt), ż = (dR0 IL/dt) (8)

The initial parameters (x0, y0, z0) are assigned as three minimum random values
to system working as an ideal solution for numerical analysis and given as:

x = VC1/Bp, y = VC2/Bp, and z = IL R0/Bp (9)

The Chua’s circuit with current-controlled nonlinear negative resistance (NR) is
very useful to reduce the number of resistors. The RLC parameters for the proposed
design are determined as C1= 10 nF, C2= 100 nF, R0= 1.79 k�, L = 1mH, and
slope m0 = −0.467 ms, m1 = −0.74 ms for parameter values α = 10, β = 330, and
γ = 1.8.

3 Simulation Results

To validate the proposed Chua’s model, a simulation setup by using PSPICE is
elaborated. An active block CCCII is integrated with 0.25 µm CMOS technology
[33].
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Fig. 5 Chaotic voltage waveform VC1 and VC2 verses time a R0= 1.65 k�; b R0= 1.88 k�

Figure 5 shows the chaotic voltage waveform VC2 and VC1 with respect to time
for different values of R0 (1.65 k� and 1.88 k�) with bias current (I0) as (0.5 µA &
0.7µA) and (0.4µA&0.8µA), respectively, forNR1 andNR2. The other fingerprint
of Chua’s circuit is phase portraits. Figure 6 shows different phase portraits, i.e., VC2

verses VC1 plot for the different values of R0 from 1.44 =to 1.95 k�. That results
show different chaotic nature with a variable resistor (R0). Also, the Fourier analysis
is shown in Fig. 7 with R0= 1.78 k �, L = 1 mH, C1 = 10 pF, C2 = 100 pF for
frequency13.04kHz, andmeasuredpeak–peakvoltageVC1 =7.8mV,VC2 =1.86mV.
Here, the frequency of oscillation obtained from proposed current-controlled chaotic
system is 13.04 kHz, which is may be useful for secure communication.

Finally, a brief comparative study of the chaotic circuit is investigated in Table 1 in
terms of component, technology used, and power. It reveals that the proposed circuit
uses an active inductor as that of implementations in [9–13, 16, 17]. Also, observed
that in comparison to literature, the proposed circuit uses a minimum number of
components and low power dissipation. Implementations in [5–7] and [16, 17] use
less active building block, but in [5–7], the inductor is a passive one. In addition, the
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Fig. 6 Computer
simulation: Chaotic nature
(VC1 vs. VC2 ) a R0=
1.44 k�; b R0= 1.75 k�;
c R0= 1.945 k�; d R0=
1.95 k�
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Fig. 7 Fourier analysis of current-controlled Chua’s circuit

Table 1 Comparative study of the different chaotic circuit

Ref. Active block CMOS
technology

Power
dissipation

Nonlinear
resistance

Active
inductor

Total
components

[5] Op-Amp – 120 mW 7 R No 11

[6] OTA 0.5 µm – 2 OTA No 4

[7] Op-Amp – – 6 R No 9

[9] CFOA – 270 mW 4 R 2 R, 1C 10

[10] Op-Amp – – CFO 4 R RC
network

13

[11] Op-Amp – 305 mW 6 R 4 R, 1C 14

[13] CCII 0.5 µm – 4 R 2 R, 1C 10

[14] CFOA – – 6 R, 2C No 12

[15] CFOA – 250 mW 4 R 2 R, 1C 11

[16] OTRA 0.5 µm 56.3 mW 6R 3 R, 2C 14

[17] DVCCTA 0.25 µm 17.5 mW 4 R 1 R, 1C 9

[24] OTRA 0.25 µm 23 mW 2 diode No 6

Proposed CCCII 0.25 µm 19 mW 2R 1C 6

C = Capacitor, R = Resistor

nonlinear resistance circuit uses a minimum number of passive components in the
count, only [6] uses two OTA block.
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4 Conclusion

A simple and robust current-controlled chaotic Chua’s circuit is designed by using
CCCII with standard passive components. The workability of the proposed design is
justified through the PSPICE simulation. A number of bifurcation sequences along
with its voltage–current characteristics for different bias current are well observed.
The proposed circuit offers (i) simple and versatile design, (ii) advance CMOS based
CCCII design for Chua’s Circuit (iii) uses minimum number of components, (iv) low
frequency operation,and (v) low power dissipation.
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Phishing URL Detection Using Machine
Learning

Preeti, Rainu Nandal, and Kamaldeep Joshi

Abstract Phishing attack is used to obtain the information like username, password,
bank account details, and credit card details. It is a most popular cybercrime today.
Phishing attacks also affect the online payment sector financial institution, file hosting
or cloud storage, and many others. Phishing attack always targets to these Web sites
which are related to the online payment sector and Web mail. Many techniques are
used to prevent the phishing attack like blacklist, Heuristic, visual similarity, and
machine learning. Blacklist technique is most commonly used because it is easy to
implement, but this technique cannot detect a new phishing attack. So, now, machine
learning is most efficient technique to detect the phishing attack and this technique is
able to detect all drawback of other phishing detect techniques. So this research work
is completely based on machine learning algorithms which are logistic regression,
decision tree, random forest, and SVM to detect phishing Web site. In this research
work, select the best model on the basis of six analysis factors.

Keywords Phishing detection · Feature extraction · Phishing Web site · Phishing
attack · Logistic regression · Decision tree · Random forest classifier and support
vector machine

1 Introduction

Nowadays, many people use the Internet for the purpose of online shopping, online
bill payment, online mobile recharge, and banking transaction. There are many
cybercrimes which happened on the Internet like spam, fraud, cyber terrorism,
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and phishing. Phishing is a cybercrime which is performed to obtain important
information of the user. A Fisher designsWeb sitewhich looks same as any legitimate
site and spoof user for obtaining private information of users such as username,
password, and banking details formiscellaneous reasons. This table shows theAPEG
RPORT base on phishing Web site detection.

Report Year Phish detected

APEG 3Q [1] 2017 190,942

APEG 2Q [1] 2018 233,040

APEG1Q [2] 2018 263,538

So, according to the APEG reports, phishingWweb site detection is increasing
day by day.

2 Background Theory

Phishing is used to obtain sensitive information such as user names, pass words
and credit card details, often for malicious reasons, by disguising as a trustworthy
entity in an electronic communication [2]. Phishing attacks can be implemented in
various forms like e-mail phishing, Web site phishing, spear phishing, Whaling, Tab
is napping, Evil twin phishing. Avoiding this phishing attack has many technologies
like Blacklist, heuristic, visual similarity, machine learning, which are described
below:

2.1 Blacklist Method

In this technology, phishing URL is stored in the database. So at the base of database,
detect phishing URL and give warning; otherwise, it is called legitimate sites. So this
technique is easy to implement becauseusingonlymaliciousULRcandetect phishing
Web site. But this technique is not able to detect a new phishing attack, because to
implement this technique with 90% efficient, we need to change the dataset time to
time.

2.2 Heuristic Based Method

This is extended version of Blacklist technology. It is able to detect new phishing
site. It is used for feature extraction to detect the phishing Web sites. This technique
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cannot detect all new attacks and easiest to bypass once attacker know algorithm or
features used. In addition, this has poor detection because site may or may not have
common features.

2.3 Visual Similarity

This technique is used to extract image from legitimate site. But limitation of this
is an image comparison takes more time as well as more space to store images. It
produces a high false negative rate and fails to detect when the visual appearance
slightly changes.

3 Machine Learning

This approach works efficiently in large dataset. This also removes drawback of
existing approaches and able to detect zero-day attack. Machine learning used clas-
sification algorithm and achieved accuracy more than 99%. The performance of
machine learning algorithm depends upon the size of training data as well as test data.
The limitation of this is it fails to detect when attacker use compromised domain for
hosting their site. Most research has worked on improving accuracy of phishingWeb
site detection using different classifiers. Various classifiers used are KNN, SVM,
decision tree, ANN, Naïve Bays, PART, ELM, and random forest. Among all of this,
tree-based classifiers and SVM are best as increase dataset as per in this research
work. Therefore, the proposed approach will be on phishingWeb site detection using
tree-based classifiers. Various performance measures used for analysis of best algo-
rithm are F-measure, precision, recall, accuracy, AUC, ROC curve, etc., and have 16
analysis factors for analysis the performance of machine learning model. Among of
16 analysis factors select only 6 factories which are mean absolute error, root mean
square error, sensitivity, training time, Cohen_Kappa_Score,Roc_auc_score. Then,
on the basis of these factors, select the best model to solve the problem of malicious
URL detection (Fig. 1).

4 Classification Techniques

4.1 Logistic Regression

It is most popular classification machine learning algorithm. The logistic regression
algorithm also uses linear equations for prediction. The predicted value exits between
positive to negative infinities. It is predicted 0 for bad URL and 1 for good URL. But
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Fig. 1 How many second take to train the models (LR, DT, RF, and SVM) to solve the problem of
phishing Web site detection

according to this research work, the performance of the logistic regression algorithm
depends upon the training data set. If the training data set is small or large, then
prediction becomes wrong. If the training data set is medium, the prediction becomes
right. Accuracy of this algorithm is 93%.

4.2 Decision Tree

The decision tree is supervised machine learning algorithm and used in solving the
classification as well as regression problem. It uses a tree structure to represent
the number of decision and selects the best decision on the basis of entropy and
information gain. In this research work used Python to implement the decision tree.
For import decision tree used from sklearn_tree import Decision Tree Classifier. It
is a most popular algorithm to solve phishing URL detection problem. On the basic
of 6 analysis factors, we can say it is the best algorithm to solve this problem.

4.3 Random Forest

Random forest (RF) is a more powerful full machine learning algorithm for clas-
sification. This model builds multiple decision tree and merges them together to
get a more accurate and stable prediction. This model gives more accuracy. But the
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performance of this method will be decreased when we take more training data set.
So we cannot say this model is well suited to solve the problem of phishing Web site
detection.

4.4 Support Vector Machine

This model is developed by Vladimir in 1963. SVM is the supervised machine
learning algorithm, and it is used for classification as well as regression problem. It
is also called support vector network and non-probabilistic, binary linear classifica-
tion. SVM is used to sort the data and perform grouping according to pattern. For
classification, it is used hyper planes. It required labeled data to be trained. According
to this research work, the working of SVM is good, but not for all analysis factors.
On the basis of 16 analysis factors, we can say it is better then logistic regression
and random forest model.

5 Literature Survey

Rao and Pais [3]: It proposed a novel classification approach that uses heuristic-
based feature extraction approach. For feature extraction, use third-party-based
features, hyperlink-based features, obfuscation features. This proposed technique
gives 99.55% accuracy. The drawback of this is that as this model uses third-party
features, classification of Web sites depends on speed of third-party services.

Liu and Lang[4]: For developing the classification model, combine the statistical
tool with a machine learning algorithm. This algorithm gives 99.7% efficiency.

Gautam et al. [5]: In this paper used association data mining approach to develop
the model. It Is based on a classification technique for phishing Web sites. This
technology gets 92.67% accuracy by extracting 16 features. But it is not up to mark
so proposed algorithm can be enhanced for efficient detection rate.

Pujara andChaudhari [6]: In this paper, performed a detailed literature survey
about phishing Web site detection. It describes various techniques to solve this
problem like heuristic-based method, visual similarity, blacklist method, machine
learning. According to this research paper, we can say that tree-based classifiers in
machine learning approach is best suitable than another.

Mohammad et al. [7]: The proposed model that automatically extracts important
features for phishing Web site detection without requiring any human intervention.
The author has concluded in this paper that the process of extracting feature by their
tool is much faster and reliable than any manual extraction.

Ahmad et al. [8]: In proposed model, use three new features for increase the
accuracy rate of phishingWeb site detection. In this research paper use both common
and new features to detect that particular Web site either phishing or not. At the end,
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author has concluded this work can be enhanced by using this novel feature with
decision tree machine learning classifiers.

Sampat et al. [9]: In this research paper, proposed work completely depends upon
the machine learning algorithmwith a wrapper feature selection method. This model
has given 98% accuracy. But have some drawback like wrapper feature selection
method take more space and more time. So we cannot say that this technology is
best to solve the problem of phishing Web site detection.

Ali [10]: Proposed work based on novel classification model. The proposed clas-
sification model builds on sophisticated machine learning methods that not only
take care about the syntactical nature of the URL but also the semantic and lexical
meaning of these dynamically changing URLs (Table 1).

6 Exprement Result

6.1 Dataset

Dataset has 12532 URL and feature set. For each model contains 10024 training data
as well as 2507 test data. Feature set A contains binary values either 0 for bad or 1
for good Web sites. Feature set B contains label either good or bad depending upon
the URL. For example

This dataset contains both types of URL, either good or bad. Rating factors are
used to calculate some analysis factor. On the basis of these factors we can analysis
the performance of LR, DT, RF, and SVM to solve the problem of phishing Web site
detection.

7 Method Comparison

To analysis the performance of machine learning models, we use different metrics
like confusion metrics, performance evolution metrics, and use 16 another analysis
factors for analyzing the performance of logistic regression, decision tree, random
forest classifier, and support vector machine. Shown in Table 2.
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Table 1 Final result of literature survey

Author Findings/methodology Research gap

Naveen et al. [11] In this paper, develop the hybrid
model for classification of
phishing Web site. To develop
this model, use 3 classification
model, then select the best one
on the basis of accuracy

They achieved 97.75%
accuracy on testing dataset.
There is a limitation of this
model that it requires more
time to build hybrid model

Tahir et al. [12] It developed the open-source
framework which is called
Fresh-Phish using a machine
learning classification algorithm

This framework gives more
accuracy, but take more time to
train the model

Shirazi et al. [13] In this paper, proposed the
model using decision tree. This
model detects the phishing
attack only from the client site

This model achieved 99.09%
efficiency. It can detect Web
page written in HTML. No
n-HTML Web page

Jain and Gupta [14] In this model, proposed the
model using data mining and
machine learning algorithm. In
this model used the dataset of
phishing Web sites

In this paper, Web-mining,
classification is used

Sananse and Sarode [15] In this paper, developed safer
framework for detecting
phishing Web site. To develop
the model, use machine
classification algorithm

Give only 96% efficiency

Mustafa and Nazife [16] In this paper, the author has
implemented two algorithms
Adaline and Backpropion along
with SVM for getting good
detection rate and classification
purpose

Give 99% efficiency

Singh et al. [17] In this paper, developed the
model base of tree-based
classifier is best and gives better
accuracy for phishing URL
detection

In this paper used lexical
features, URL-based feature,
network-based features, and
domain-based feature

Pradeepthi and Kannan [18] In the proposed method, author
used six heuristics that are
subdomain, path, domain, page
rank, and Alexa rank, primary
domain, Alexa reputation whose
weight and values are evaluated

This approach gives 97%
accuracy but still improvement
can be done by enhancing more
heuristics

Nguyen et al. [19] It is proposed three new features
to increase the accuracy of
phishing Web sites detection

At the end author has
concluded this work can be
enhanced by using this novel
feature with decision tree
machine learning classifiers

(continued)
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Table 1 (continued)

Author Findings/methodology Research gap

Abunadi et al. [21] It proposed the model which
automatically extracts important
features for phishing Web site
detection without requiring any
human intervention

In this paper the Author
concluding the process of
extracting feature by their tool
is much faster and reliable than
any manual extraction

Shirazi et al. [13] In this paper, proposed the
model using decision tree. This
model detects the phishing
attack only from the client site

This model achieved 99.09%
efficiency. It can detect Web
page written in HTML. No
n-HTML Web page

Jain and Gupta [14] In this model, proposed the
model using data mining and
machine learning algorithm. In
this model used the dataset of
phishing Web sites

In this paper, Web-mining,
classification is used

Sananse and Sarode [15] In this paper, developed safer
framework for detecting
phishing Web site. To develop
the model, use machine
classification algorithm

Give only 96% efficiency

Mustafa and Nazife [16] In this paper, the author has
implemented two algorithms
Adaline and Backpropion along
with SVM for getting good
detection rate and classification
purpose

Give 99% efficiency

Singh et al. [17] In this paper, developed the
model base of tree-based
classifier are best and gives
better accuracy for phishing
URL detection

In This paper used lexical
features, URL-based feature,
network-based features, and
domain-based feature

Pradeepthi and Kannan [18] In the proposed method, author
used six heuristics that are sub
domain, path, domain, page
rank, and Alexa rank, primary
domain, Alexa reputation whose
weight and values are evaluated

This approach gives 97%
accuracy but still improvement
can be done by enhancing more
heuristics

Nguyen et al. [19] It is proposed three new features
to increase the accuracy of
phishing Web sites detection

At the end, author has
concluded this work can be
enhanced by using this novel
feature with decision tree
machine learning classifiers

Abunadi et al. [20] It proposed the model which
automatically extracts important
features for phishing Web site
detection without requiring any
human intervention

In this paper, the author
concluding the process of
extracting feature by their tool
is much faster and reliable than
any manual extraction
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Fig. 2 Result after analyze sensitivity performance analysis factor

Among 16 analysis factors, select only 6 factors. On the basic of these factors,
select the best model to solve the problem of phishing Web site detection,
which are mean absolute error, root mean squared error, sensitivity, training time,
cohen_kappa_score, roc_auc_score and Show the comparison with the help of final
implementation.

Training time: Howmuch time taken to train themachine learningmodel. LG take
less time, but it gives wrong prediction. DT gives more accurate results as compared
to RF and SVM (Fig. 2).

After analysis, sensitivity factor can say that DT is better than LR, RF, and SVM.
Sensitivity = True Positives/(True Positives + False Negatives) (Fig. 3).

Mean absolute error is the average of the difference between the original values
and the predicted values. It gives us the measure of how far the predictions were from
the actual output. MSE takes the average of the square of the difference between the
original values and the predicted values. So, on the basis of this analysis factors, we
can say decision tree is better then other (Fig. 4).

It’s usefulness as ametric of comparison between observed and expected accuracy.
So the performance of the DT is better than other (Fig. 5).

A useful tool when predicting the probability of a binary outcome is the receiver
operating characteristic curve or ROC curve. After analyzed, this factor can say
decision tree is the best model to solve the problem of phishing Web site detection.

“So on the basis of sex analysis factors can say Decision tree is the best model to
solve the problem of phishing web site detection.” To implement this research work
used Python language. In which these are standard library has been used.

• “Python
• Pandas library Numpy library
• from sklearn.linear_model import LogisticRegression from sklearn.tree import

DecisionTreeClassifier
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Fig. 3 Result after analyzed RMSE (root mean squared error)

Fig. 4 Result after analysis Cohen_kappa_score performance analysis factor
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Fig. 5 Result after analysis ROC factor

• from sklearn.ensemble import RandomForestClassifier from sklearn.svm import
SVC

• from sklearn.feature_extraction.text import CountVectorizer
from sklearn.feature_extraction.text import TfidfVectorizer from
sklearn.model_selection import train_test_split

• from sklearn.metrics import classification_report, confusion_matrix from
sklearn.metrics import accuracy_score”

Pandas library: It is used for data analysis. It represents dataset in the form of
data frame after then performed various operations.

Numpy library: It is used for mathematical analysis. It provides various
mathematics functions which can be directly applied to the dataset.

From skyline.Linear: It provides various machine learning models. Each
machine learning algorithm can be imported directly using this library.

CountVectorizer and TfidfVectorizer: It is used to convert the data frame in the
form of numeric values. These numeric values used to train the machine learning
algorithms.

Confusion matrix: using this matrix, we can calculate accurately: Precision,
Recall, F-measure.
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By using these analysis factors can analysis the performance of classification
models.

Conclusion: Phishing attack is used to obtain the private information of the user
for malicious purpose. To prevent this attack, many techniques used. But each tech-
nique has some drawback. Machine learning is most popular technique to solve this
problem. In this research work, select four models to solve this problem. Which are
LR, DT, RF, and SV. On the basis of this research work, the performance of logistic
regression depends upon the URL dataset. If we take 1200 URL, then LR gives a
more accurate prediction, but in other case, if we take 12000 URL than LR give
wrong prediction. So the performance of LR depends upon the size of training data
set. We cannot say that this model is good to solve the problem to phishing Web site
detection. Among in these three models DT, RF and SVM give more accurate results
as compare to LG. According to this research work, on the basis of six analysis
factor like mean absolute error, root mean squared error, sensitivity, training, time,
cohen_kappa_score, roc_auc_score can say that the decision tree is the best model
to solve the problem of phishing Web site detection. In future research, we will use
deep learning algorithm and combine this problem with anomaly detection.
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Sybil-Free Hybrid Localization Scheme
in Wireless Sensor Networks

Narendra Dodwaria and Naveen Chauhan

Abstract Applications of wireless sensor networks such as target tracking, estimat-
ing the location of the fire in forests, tracking the enemy tanks in the battlefield and
geographical routing require the location of sensor nodes. There are various existing
range-free localization approaches to localize the sensor nodes like APIT, DV-hop,
centroid method, etc. But because of the wireless transmission medium of sensor
networks, security threats like Sybil attack, wormhole attack, selective forwarding,
sinkhole attack, etc., could happen more easily. Sybil attack is the most common and
vital security threat in WSN. Sybil attack-affected node can have multiple identities
which can affect the localization process and increase localization error. Recently,
Sybil-free localization scheme SF-APIT has been proposed to detect Sybil attack but
because of the exclusion of suspected nodes in the localization process, the number
of blind nodes or unresolved sensor nodes is increased significantly. In this paper, we
have proposed a novel lightweight secure hybrid localization scheme against Sybil
attack, named Sybil-Free Hybrid Localization Scheme (SFHL), to address Sybil
attack more efficiently and to localize blind or ghost nodes using a hybrid approach.
Firstly, the Sybil attack is detected while using the APIT localization scheme, and
then, Sybil nodes and blind nodes are identified. At last, unresolved nodes are local-
ized using a hybrid localization scheme. Simulation results depict that SFHL per-
formed better than existing localization approaches in the presence of Sybil attack,
in terms of minimizing the number of blind nodes and localization error.
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1 Introduction

Nowadays, application of wireless sensor networks is rapidly increasing because
WSNs are capable of dealing with challenging problems. A wireless sensor network
is a collection of a huge number of inexpensive and networked sensor nodes. These
sensor nodes can do limited tasks and have limited resources [1]. These sensor nodes
gather information from selective sensor nodes and forward toward the sink node as
per the requirement. Many applications of WSN like environment monitoring, target
tracking, determining the location of the fire in the forest, the location of enemy tanks
in the battlefield, geographical routing, military operations, etc., require the location
information of the sensor nodes, otherwise the information is meaningless [1–3].

Localization is the process to localize unknown sensor nodes. One straight-
forward solution of the localization problem is that equip each sensor node with
GPS technology but in real-life applications, there are thousands of sensor nodes and
enabling them with GPS is very costly and infeasible. The second solution is that
some of the sensor nodes are localized with the help of either GPS or manually; these
are identified as anchor or beacon nodes [1, 4]. Anchor nodes are capable of doing
heavy computation and have more storage than normal sensor nodes. Several local-
ization schemes have been proposed likeAPIT,DV-hop,MDS, SeRLoc, andHiRLoc.
Localization approaches can be grouped into two kinds, range free and range based.
Range-free schemes like APIT, DV-hop do not need any extra hardware, and these
are straightforward to understand and implement, whereas range-based localization
schemes need extra directional antennas to localize unknown nodes. Wireless sensor
networks have wireless communication medium because of that security threats are
higher in WSNs than wired networks [1]. Security attacks like Sybil attack, worm-
hole attacks, sinkhole attack, blackhole attack, selective, and jamming attacks are the
most common security threats in wireless sensor network [2]. These security threats
can affect the localization process which decreases the localization accuracy. Sybil
attack is one of the most challenging attacks in which normal anchor nodes can be
compromised and can forge multiple identities with different locations which can
affect the localization badly [3, 5, 6]. One standard solution is the encryption with
larger size key, but it requires more computational operations; sensor nodes have
limited power and computational resources so that it is not a feasible solution [7].

Recently, several Sybil-free localization approaches have been proposed that have
better accuracy like improved APIT, SF-APIT, etc.With SF-APIT, localization accu-
racy was improved, but the number of unknown nodes or blind nodes had increased
than compared to standard APIT localization scheme [3]. In this paper, we have
proposed a novel lightweight secure hybrid localization scheme against Sybil attack
that detects and excludes Sybil nodes from the network and increases the localization
accuracy in more than 70% experiments than compared to SF-APIT and standard
APIT localization scheme [2, 3]. Apart from that, the number of blind nodes is
narrowed down to zero which is very important in location-aware applications and
by minimizing localization error harmful disasters can be detected correctly so that
can be handled properly. Proposed secure hybrid localization scheme—SFHL—uses
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standard APIT to localize normal nodes, and then based on received signal strength
(RSS), Sybil attack is detected and resolved. Further to localize remaining unre-
solved sensor nodes DV-hop algorithm is used which is based on the connectivity
and hop distance of the network rather than on PIT test [2–4]. In this way, localization
accuracy is increased, and Sybil and unresolved nodes are handled properly which is
the significant improvement in the localization process in WSNs. Simulation results
depict that the proposed localization schemeperforms better than existing approaches
like APIT or DV-hop.

The rest of the paper is arranged as follows. In Sect. 2, the existing and related
work in secure localization is discussed. In Sect. 3, existing standard APIT and DV-
hop algorithms are included. Further, the influence of the Sybil attack on the APIT
approach is also discussed. Section4 elaborates on the network and Sybil attacks
model used in this paper. In Sect. 5, the proposed SFHL approach is given in detail.
Section6 includes a time complexity analysis. In Sect. 7, simulation results are exhib-
ited with the help of plotted graphs. In Sect. 8, the paper is concluded, and research
directions are provided for future research.

2 Related Work

Recently, several secure localizationmethods have been proposed. Lazos et al. [8–10]
proposed a robust location system (ROPE) in which a nanosecond precision counter
is required to check the sensors before the information gathering. But nanosecond
precision counter is infeasible at low cost in wireless sensor networks. Shin and
Park also proposed a secure location scheme which requires extra hardware and
uses signal strength, but it can only defend against simple attacks in which attacker
tries to alter the location of random sensor nodes. Further, Capkun et al. [11] and
Rasmussen et al. introduced a localization approach utilizing covert base stations
(CBS) and the mobile base station (MBS) which can defend against normal security
attacks. In convert base station, distances between nodes have been calculated by
using nodes recorded location information; then, it was compared with the actual
location of CBS, and if it exceeds a defined threshold, then such nodes marked as
compromised nodes. A secure location approach was proposed by Perazzo et al.
which uses multilateration method to localize sensor nodes by using the overlapped
areas by anchor nodes; further, fixed anchor nodes can be replacedwith singlemobile
node [11] that is cheaper than previous localization scheme.

A variety of secure localization schemes were proposed specifically to address
the Sybil attack. Paper [8] proposed a secure localization system that uses bidirec-
tional antennas to transmit the exact location of the locators. These locators transmit
their location information to unknown nodes; then, the approximate location is deter-
mined by using transmitted beacon information. Since this approach requires costly
antennas so that it is infeasible for a low-cost WSN [12]. The overlapped antenna
sector is measured by employing a majority vote scheme. In the last step, COG of the
overlapped area is computed to localize unknown nodes. However, SeRLoc [8] and
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HiRLoc [9] were proposed to secure the localization process, but SeRLoc requires
extra bidirectional antennas and HiRLoc provides additional capability to change
the orientation of locators antennas; but again these approaches also require costly
hardware resources which is infeasible for low-cost WSNs. Further, some range-
based secure localization approaches were proposed which were using the feature
of communication like RSSI-based [13], TDOA (time difference of arrival) [14],
AOA (angle of arrival), etc. In RSSI-based method, received signal strength was
shared between unknown nodes which are used to calculate the ratio of received
signal strength to detect the Sybil nodes [3, 6, 15]. In TDOA-based method, time
difference of arrival was monitored to calculate the exact location of unknown nodes
apart from that angle-of-arrival method was also proposed to estimate the location of
unknown nodes securely. But these range-based localization schemes needed addi-
tional costly hardware which made them infeasible for low-cost WSNs.

Recently, range-free secure localization schemes have been suggested that it does
not require any additional costly hardware and these are easy to understand and imple-
ment. APIT is one of the range-free localization approaches which uses approximate
point-in-triangle test to check whether an unknown node is inside or outside of the
triangle of anchor nodes; then, the location of unknown nodes is calculated by esti-
mating the center of gravity of overlapped areas. Further, DV-hop algorithm was
proposed which based on connectivity or topology of the network, and it uses hop
count to estimate the approximate location of unknown sensor nodes [2]. However,
the localization accuracy of the range-free scheme is less than range based but range
free does not need any costly hardware, so that they are feasible for low-cost WSNs.
Recently, SF-APIT was proposed that defend against Sybil attack, but it increases
the number of blind nodes which is not a good solution for the location-aware appli-
cations [3]. To address the problem of localization accuracy improvement and to
localize unresolved or blind nodes we have proposed a secure hybrid localization
system that performs better than existing ones.

3 Problem Statement

In this division, we have discussed the standard APIT and DV-hop localization
schemes. Also, the vulnerability of these schemes to security attacks like Sybil and
wormhole has described. It also includes the influence of Sybil attacks on localization
accuracy and the number of unresolved nodes.

3.1 Basic APIT Localization Scheme

Initially, the approximate point-in-triangle localization approach was introduced by
He et al. [16] in 2003. The basic APIT scheme is a lightweight and distributed local-
ization approach. APIT localization scheme is easy to understand and implement,
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and it also costs too little because it needs only RSS (Received Signal Strength)
values from anchor nodes to localize the unknown nodes. Later on, many revised
versions of the APIT had been proposed [5, 6, 15].

The basic APIT scheme includes four major steps. The first step includes the bea-
con exchange. All anchor nodes disseminate their beaconmessage to neighbor sensor
nodes [1]. This beacon information includes the ID and location of anchor nodes.
After receiving these beacons, each sensor node builds its neighbor list according
to the received beacon information. At last, after building individual neighbor lists,
each unknown nodes broadcast their neighbor list and all these neighbor lists are
merged into a single list and stored at each sensor node [3].

The second step makes use of the point-in-triangle test to check if an unknown
sensor node lies inside the triangle of selected anchor nodes or lies outside of the
triangle. In Fig. 1, M is an unknown sensor node to be localized. Based on below-
mentioned two conditions, it is decided whether node M lies inside or outside of
selected triangle �PQR. Node M lies inside �PQR if node M moves toward
closer or further from any selective anchor nodes. In most of the applications of
WSN, sensor nodes are static nodes which means it is not feasible to apply the PPIT
test so that approximate point in the triangle is applied in which neighbor nodes of
unknown node M are monitored to infer the sensor nodes M as shown in Fig. 2.

Fig. 1 An inside and outside scenario of perfect PIT test

Fig. 2 An inside and outside scenario of approximation PIT test
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Fig. 3 Illustration of Sybil
attack

The third step includes the APIT aggregation step in which all the results of PIT
testing are combined to find the maximum overlying region [5].

At last, the center of gravity of the maximum overlain region is measured to
determine the location of sensor nodes with an unknown location (Fig. 3).

3.2 Basic DV-hop Localization Scheme

DV-hop is a localization scheme that is used to localize the unknown sensor nodes
by using connectivity and topology of the wireless sensor network [2] as mentioned
in Fig. 4. It uses distance vector routing to build the neighbor node relationship list
(NNRL). DV-hop includes three major steps.

In the first step, the least hop counts between unknown nodes and anchor nodes
are calculated. Each anchor node broadcasts an information packet which carries the
ID of the anchor node and its location with the hop count field [2]. The structure of
the broadcasting data packet is (ID, xi , yi , hops). When an unknown node receives a
data packet, it increases the hop counts by 1 and stores the least hop counts [17, 18].

In the second step, after obtaining the location and hop information from all other
beacon nodes, average hop distance is computed from each beacon node [2]. The
average hop distance is estimated as

Fig. 4 Illustration of
DV-hop localization scheme
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dp =
∑

p �=q

√
((xp − xq)2(yp − yq)2)

∑
p �=q h pq

(1)

where (xp, yp) and (xq , yq ) are the position of anchor nodes X p and Xq . h pq is the
number of hops between the nearest anchor node, and d is the average hop distance.

In the last step of DV-hop algorithm, coordinates of unknown nodes are estimated,
if average hop distance of minimum three different anchor nodes has been estimated,
using trilateral or three-side measuring method [19].

3.3 Impact of Sybil Attack on APIT and DV-hop

In theAPIT localization scheme, Sybil attack is themost common security threat. It is
relatively easy to happen Sybil attack and difficult to resolve. In a Sybil attack, if the
anchor node is compromised it can forge multiple identities with different location
information but in reality, it is only one sensor node at one physical location. Such
Sybil nodes can affect the localization process badly. So that in the presence of Sybil
attack, localization of unknown nodes cannot be done precisely.

For example in Fig. 3, P, Q, and R are three anchor nodes and M is a unknown
node with the neighbor nodes 1, 2, 3, and 4. If anchor node P is compromised as a
malicious node, it can have two identities as shown in Fig. 6, P ′ and P ′′ with location
coordinates (X ′

p, Y
′
p) and (X

′′
p, Y

′′
p ). If the P

′ and P ′′ are considered while localizing,
thenM lies outside of the�P ′QR and�P ′′QR but inside the�PQR so the location
will not be the correct one. So that Sybil nodes must be detected and excluded
from the localization process [3, 14]. However, after removing the Sybil nodes, the
number of the triangle will be reduced that leads to an increase in the number of the
blind nodes, and fewer unknown nodes will be localized, but localization accuracy
will increase [4]. To maintain the same accuracy while addressing blind node, we
have proposed a secure hybrid localization scheme (SFHL) that also localizes blind
nodes and detects and excludes suspected Sybil nodes simultaneously. By simulation
results, it is concluded that the proposed algorithm performed better than existing
ones—SF-APIT and basic APIT.

4 System Model

System models used in the proposed approach are described. The network model
and the Sybil attack model are two system models included in this section.
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4.1 Network Model

In the proposed localization scheme (SFHL), sensor nodes are deployed in two
ways—first one is a random distribution of sensor nodes in a given square shape
area, and the second one is the regular distribution of sensor nodes in which sensor
nodes are placed on cross points of the square grids [1, 2]. These sensor nodes are
considered as static. Some anchor nodes are enabled with GPS to localize anchor
nodes. These nodes have a higher communication range, a high computational unit,
and large storage than compare to normal sensor nodes [7]. All the sensor nodes lie
inside the range of anchor nodes that can receive a broadcasted message by anchor
nodes [3]. The ratio of anchor nodes to the total number of sensor nodes is varied
from 0.1 to 0.4 in the proposed hybrid localization scheme.

4.2 Sybil Attack Model

One or multiple anchor nodes can be compromised by the attacker to affect the local-
ization process. Sybil nodes are physically at one place but can generate multiple
Sybil nodes with different identities and locations; in such cases, the location of
unknown nodes cannot be estimated precisely [13]. For example, in Fig. 3 anchor
node P generates two other Sybil nodes P ′ and P ′′ which are having different identi-
ties and locations, but physically there is only one node P . Such location of unknown
node M will not be calculated correctly, and to detect such type of nodes, RSS value
of these nodes can be used because RSS value depends on physical distance of the
node. Sybil attacks can take place in two ways [3, 4]. In the first type, the number of
Sybil node is one at a time, it could be with a different location at a different time,
and in the second type, there could be multiple Sybil nodes simultaneously as shown
in Fig. 3. In this paper, multiple Sybil nodes at the same time model are used.

5 Sybil-Free Hybrid Localization Scheme (SFHL)

In this section, the proposed secure localization scheme, called Sybil-Free Hybrid
Localization Scheme (SFHL), is illustrated. SFHL can localize sensor nodes with an
unknown location, even in the presence of Sybil attack and also localize blind or unre-
solved node which is not possible in existing basic APIT and SF-APIT localization
scheme [3, 17]. The goal of this paper is to decrease the localization error of basic
APIT in the presence of the Sybil attack and to localize blind or unresolved sensor
nodes. The suggested algorithm works way better than the existing one in terms of
localization error minimization and the number of nodes localized (Table 1).
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Table 1 Special symbols used in SFHL scheme

Symbol Meaning

{Na} Set of the anchor nodes

{Na} Set of the sensor nodes with unknown location

Lh The hth anchor node

RLh
M RSS reading of unknown node M from Lh

RLh
t RSS reading of unknown node t from Lh

SLh ,Lk The suspect counter of the pair of Lh and Lk

5.1 Sybil-Free APIT Detection Scheme

In Sect. 3.1, the major steps of the APIT are explained. Standard APIT includes four
major steps: Beacon information exchange, point-in-triangle (PIT) testing, APIT
aggregation, and center of gravity calculation of maximum overlapped area. Sybil
nodes are detected in the PIT phase in the proposed approach [3, 4]. In the PIT phase
after selecting the pair of three anchor nodes, each pair of two anchors from these
three anchor nodes is considered one by one if any pair satisfies condition of Eq. (1),
where RSS j i and RSSki are the RSS readings at ith unknown sensor node obtained
from the kth and j th sensor nodes (k �= j), will be suspected [20]. If the difference
of RSS value of the received signal at an unknown sensor node from two anchor
nodes is less than τ , then its count of the suspect will be increased by 1. If a pair
has suspected count more than three, then both the anchor nodes will be marked as
Sybil nodes and excluded from further localization process [20].We have considered
suspect counter at least 3 to mark as Sybil node because two unknown nodes are not
sufficient, as mentioned in Fig. 5, to identify a Sybil node [3, 21].

For example in Fig. 5 Eq. (1) at unknown nodes M and 1, having the value of
S = 1 for pair of anchor nodes P , Q but sensor node P and Q are not Sybil nodes.
After the detection of the Sybil nodes, the suspected node will be removed from
the network after that unknown sensor nodes will be localized. Since the removal
of Sybil nodes, a number of a triangle of anchor nodes will be decreased so that the
number of blind nodes may increase [16]. Further, DV-hop algorithm is applied to
localize blind node because DV-hop is based on the topology and connectivity of

Fig. 5 An example of
wrong judging
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the network rather than the PIT test [2]. Such that the accuracy of localization in
the presence of Sybil attack will be increased, and blind nodes will also be localized
efficiently.

S =
{
1, if

∣
∣RSS j i − RSSki

∣
∣ ≤ τ

0, else
(2)

f (s) =
p∑

p=1

Sp (3)

S =
{
sybil nodes, if | f (S)| ≥ 3
legitimate nodes, else

(4)

5.2 Steps in SFHL Detection Scheme

In this section, the major steps included in the proposed approach are explained with
the help of Fig. 3. SFHL consists of six phases which are as follows:

• Phase 1: In this phase beacon message “Hello” with the anchor node ID and
location (id, Xi , Yi ) are broadcasted within anchor nodes communication range
[20]. After receiving these data packets, each sensor node builds a neighbor anchor
node table with fields ID of beacon node, Position, and RSS reading as mentioned
in Fig. 3, nodes 1 and M builds Tables 2 and 3.

• Phase 2: All individual neighbor anchor tables are shared to build a common table
like Table 3, which includes information about all anchor nodes.

Table 2 Table of received beacons by node M

ID Location RSS

P locP RP
M

Q locQ RQ
M

R locR RR
M

P ′ locP ′ RP ′
M

Table 3 Combined table of sensor nodes M , 1, 2 and 3

ID Location RSSM RSS1 RSS2 RSS3

P locP RP
M RP

1 RP
2 RP

3

Q locQ RQ
M RQ

1 RQ
2 RQ

3

R locR RR
M RR

1 RR
2 RR

3

P ′ locP ′ RP ′
M RP ′

1 RP ′
2 RP ′

3



Sybil-Free Hybrid Localization Scheme in Wireless Sensor Networks 571

• Phase 3: SFHL selects three nodes from Table 3 to make a triangle, for example,
�PQR; then, possible pairs of selected beacon nodes like (P, Q), (Q, R) and
(P, R) operate on each column of Table 3 to identify the Sybil nodes by applying
Eq. (2). If any pair of beacon nodes having S = 1, then this pair is suspected and
suspect counter increased by one [3]. Each unknown sensor nodes are determined
whether it is outside or inside of the triangle based on RSS value in Table 3.

• Phase 4: Phase 3 executed repeatedly until every plausible combination of beacon
nodes in Table 3 is finished.

• Phase 5: Once every iteration executed completely, the maximum overlapped
region is calculated, and the center of gravity is determined for the overlapped
region to find the position of the unknown nodes [16].

• Phase 6: If the number of unresolved sensor nodes is nonzero, then further basic
DV-hop approach is applied on blind nodes only in such a way that all the blind
nodes will also be localized without affecting the complexity of the localization
scheme. It gives the performance results lies between the SF-APIT andAPIT, but it
alsominimizes the number of blind nodes that ismost important for location-aware
applications.

Figure6 is the flowchart of the purposed hybrid approach. As shown in the figure,
if an unknown node lies inside any triangle of anchor nodes, SF-APITwill be applied
to it; otherwise, at last, DV-hop will be applied on all remaining unknown nodes that
willminimize thenumber of blindnodes andmanage thedecent localization accuracy.

Algorithm 1 consists of the pseudocode of SFHL.

5.3 Calculating Error Range Threshold of RSS Values

Error range threshold of RSS values is needed while determining suspected nodes for
Sybil attack [14]. It is represented by ‘τ ’. Since RSS readings from the same physical
location cannot be the same because of random noises, multiple path effects, and
biased environment, we need to determine an error range threshold of RSS values
[3, 10]. This can be calculated with the help of Eqs. (5)–(7). Firstly, broadcast hello
message to its neighbor nodes; then, calculate d rss

j i by using equation (5). After that
calculate the actual distance by using location coordinates of anchor nodes using Eq.
(6) and estimate ε using Eq. (7) and get the value of τ by using τ = ε + e, where
e is a fluctuation value.

RSS j i = −10n log(d rss
j i ) + K (5)

d real
j i =

√
((x j − xi )2 − (y j − yi )2) (6)

ε =
∑N−1

i=1

∑N
j<i

∣
∣
∣d real

j i − d rss
j i

∣
∣
∣

C2
N

(7)
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Algorithm 1 Proposed SFH Localization
1: Input : {Ns},{Na} .
2: for Every beacon node in {Na} do
3: Disseminate ’Hello’ packet with beacon information.
4: end for
5: for Every unknown node in {Ns} do
6: Create the obtained neighbor beacon nodes table.
7: end for
8: for Every unknown sensor in {Ns} do
9: Build a combined list, named MAL, using the received anchor lists.
10: end for
11: for Every triangle Ti ε (N3 ) of the beacon nodes do
12: for Every pair beacon nodes in Ti f rom distinct columns of M AL do
13: if SLh ,Lk ≤ 2 then
14: if |(RLh

t − RLk
t )| < τ then

15: Increment suspect coefficient SLh ,Lk++.
16: end if
17: end if
18: end for
19: if SLh ,Lk ≥ 3 then
20: Both Lh and Lk detected as sybil nodes.
21: Remove them from connectivity and broadcast.
22: Continue.
23: end if
24: if AP IT (Ti ) == Out then
25: Add Ti as negative triangle, AddNegativeTriangle(Ti , -1).
26: end if
27: if AP IT (Ti ) == Out then
28: Add Ti as positive triangle, AddPositiveTriangle(Ti , 1).
29: end if
30: end for
31: Find the maximum overlapped area.
32: Find the location, (xi , yi ), of the unknown node by employing the Center of Gravity(COG)

method.
33: if Number of blind nodes > 0 then
34: Apply shortest path algorithm to find nearest anchor node to blind nodes.
35: Determine avg. hop distance for each anchor node.
36: for Each blind node Bi do
37: Find location (xBi , yBi ) of Bi using three side measuring method.
38: end for
39: end if
40: Output: Estimated location of sensor nodes, (x, y).

6 Complexity Analysis

In this section, storage and computational cost are analyzed and compared to the
localization scheme APIT. The set of sensor nodes and anchor nodes is represented
by Ns and Na . In the proposed localization scheme SFHL, only RSS value is used
in the PIT testing phase to detect suspected nodes so that additional storage and
communication cost are negligible.
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Fig. 6 Flowchart of SFHL

6.1 Computational Cost

The computational cost of the proposed approach can be analyzed with the help of
Sect. 5.3 in which major steps of SFHL are included. As we see that upper bound of
computational cost is in phase 3 because of selecting possible triangle of anchor nodes
than further considering possible pair of two anchor nodes from chosen triangle,
approximately CK

3 × C3
2 , where C

K
3 is required to select three anchor nodes from K

neighbor anchor nodes; then, further C3
2 is needed to choose two out of three anchor

nodes. But since this is already included in the APIT algorithm, there is no additional
cost in this PIT phase of the proposed algorithm but in phase 6, DV-hop is applied
on only blind nodes so that it will increase the computational cost slightly [3, 22].
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6.2 Storage Requirement

Storage cost of proposed algorithm (SFHL) is slightly high than existing basic APIT
approach because we need to store flag for suspected nodes, and in addition, we also
require shortest paths between sensor nodes to implement DV-hop, to store these
we need a 2D vector additionally that will require little more storage than existing
localization scheme. Since Sybil-free APIT only needed 4KB of RAM and 512kB
of flashmemory [6] for one sensor node and it will approximately the same for SFHL
also, the storage requirement is very less for SFHL [3].

7 Simulation Results

The simulation of the proposed approach, SFHL, is performed inMATLABR2018a.
The simulation area is considered of 500m × 500m, and the communication range
of the beacon node and unknown nodes is varied from 100 to 200m. The proportion
of beacon nodes to the total number of sensor nodes is varied from 0.1 to 0.3, but in
most of the experiments, it is considered 0.2. Sybil attack simulated by generating two
Sybil nodes by an anchor node with different ID and locations but having RSS value
difference less than defined threshold τ [22]. Results of simulation are obtained by
running the proposed approach SFHL around 30–40 times with the different number
of sensors and Sybil nodes. Simulation is performed on an HP Pavilion G series
laptop with 2GB RAM and AMD A4 graphics.

7.1 Performance Evaluation of Simulations

The simulation results evaluated based on average localization estimated error (LEE)
(Eq. 8) and detection rate (Eq. 9) which helps to study the number of blind nodes
after the completion of the SFHL [3]. The detection rate in existing Sybil-free APIT
is around 90% with around 100 sensor nodes, and in the proposed approach, SFHL
it is improved up to 95%. Above matrices can be determined as follows:

Detection rate = |No. of identified sybil nodes|
|Total no. of sybil nodes| × 100% (8)

LEE =
√

((x − xi )2 − (y − yi )2)

R
(9)
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7.2 Results and Analysis

The simulation results are analyzed, and comparison graphs were plotted. Further,
simulation is performed with different parameters to analyze the influence of the
Sybil nodes and the performance of the proposed approach.

Figure7 shows the random node deployment in the squared area. In square regular
deployment, sensor nodes are placed on cross points of the grid but in real-life
application like in military operation, square regular deployment is not feasible so
that in most of simulation experiment, square random deployment is used.

1. Illustration of Localization Process of SFHL: Fig. 8 illustrates the localization
process of SFHL. Sensor nodes are disposed of randomly in the 500m×500m
area. The total number of sensor nodes and beacon nodes is considered 100 and
30. The position of unknown nodes is determined using SFHL and represented
by blue circles, and localization errors are represented by plotting lines between
the actual and estimated location of sensor nodes. Anchor nodes are represented
by red stars.

2. Comparison of No. of Blind Nodes: In Figs. 9 and 10, the number of blind
nodes is compared with different localization schemes. Blind nodes are depicted
by the black-colored small circle, and Sybil nodes are denoted by using red-
colored cross symbols. From Fig. 9, it is clear to see that the number of blind
nodes is approximately zero using SFHL and higher using APIT and SF-APIT.

3. Localization Error Versus No. of Sensor Nodes: Fig. 11 describes the compar-
ative analysis of estimated localization error with the varying number of sensor
nodes. The number of sensor nodes varies from 20 to 150, and localization error
is estimated with three different approaches APIT, SF-APIT, and SFHL. The
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average localization error using the APIT approach, SF-APIT, and SFHL are
0.38, 0.35, and 0.36, respectively. In the proposed approach, SFHL, to localize
blind nodes, hybrid approach is used because of that localization error increased
than compared to SF-APIT but less than the basic APIT localization approach.

4. Localization Error Versus Communication Range: In Fig. 12, the communi-
cation range of anchor nodes is varied from 50 to 200m and localization error
is estimated with different localization schemes and compared to plot analysis
graph. The estimated localization error is higher with a large communication
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range. But with a low communication, range number of blind nodes would be
higher so that the communication range should not be too small and large.

5. Detection Rate Versus No. of Sybil Nodes: Fig. 13 represents the comparison
between the count of Sybil nodes that are identified versus the total number of
Sybil nodes in WSNs. The number of Sybil nodes is varied from 2 to 16. The
number of beacon nodes is considered from 10 to 30. From the plotted graph, it is
easy to conclude that with more anchors and Sybil nodes, detection rate is more
than 90%. Because a higher number of beacon nodes lead to a more number of
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triangles of beacon nodes which affect the Sybil nodes detection step of SFHL
and with the low number of beacons, the detection rate will also be lesser.

6. Localization Error Versus No. of Beacon Nodes: In Fig. 14, the estimated local-
ization error is monitored with a varied number of beacon nodes. The number
of beacon nodes is changed from 10 to 30. From Fig. 14, it is clear to see that
with more no. of beacon nodes, avg. localization error of proposed localization
scheme SFHL is approximately 0.37 which is higher than SF-APIT but bet-
ter than APIT. Thus, proposed approach SFHL performed better than existing
localization schemes in terms of minimizing the number of blind nodes and
localization error.
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8 Conclusion and Future Scope

Wireless sensor networks are vital to a variety of security threats because of its wire-
less communication medium. Sybil attack has a significant effect on the localization
schemes like APIT and DV-hop, etc. Since many applications of WSNs are criti-
cally depended on the location of sensor nodes, Sybil attacks should be resolved. In
this paper, we have proposed a lightweight and less complex secure hybrid local-
ization which is easy to understand and implement. From the simulation results, it
is concluded that the suggested approach, SFHL, performs beneficial than the APIT
approach. SFHL detects the Sybil attack and removes suspected node apart from
that it also localizes the remaining unresolved sensor nodes or blind nodes. SFHL
efficiently detects the Sybil attack and localizes all legitimate sensor nodes which is
a significant improvement in the localization. In future research, the proposed algo-
rithm can be extended to detect and resolve multiple security attacks and should be
tested in real WSN environment.
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Hybrid-RPL: A Step Toward Ensuring
Scalable Routing in Internet of Things

K. V. Amal , J. Jaisooraj , Priya Chandran , and S. D. Madhu Kumar

Abstract The complete realization of Internet of Things (IoT) paradigm comes
with its own share of challenges. Scalability, which is one among these challenges,
can be addressed through efficient routing protocols developed for low power and
lossy networks (LLNs). The paper proposes an LLN routing protocol, hybrid-RPL
(H-RPL), which allows the nodes to efficiently and adaptively switch\storing and
non-storing modes of operation. H-RPL takes into account the network resources
like node memory and node battery while performing the switch operations. Also,
the proposed routing protocol performs the dual role of reducing traffic surrounding
the root node, as well as preventing the routing table overflow. H-RPL has been
simulated and tested, and the results show considerable improvements compared to
the storing and non-storing modes of traditional RPL.

Keywords Internet of things · Low power and lossy networks · RPL · Scalability

1 Introduction

Internet of Things (IoT) has become a reality. With that, more and more ‘things’ have
found their place in the global Internet platform. A constructive fusion of various
computing and communication technologies can rightly be termed as the backbone of
such a compelling paradigm. Considering the enormous possibilities associated with
such a paradigm, the current surge in the development of various socially relevant
applications (on the top of IoT paradigm) seems justifiable. Such a path-breaking
consequent undoubtedly requires a combination ofmore than one antecedents. Seam-
less connectivity among the ‘things’ is one such antecedent and in all probability,
the most important too.

It is quite obvious that networking protocols play an important role in ensuring
such a persistent connectivity among ‘things’/sensors.Lowpower and lossy networks
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(LLNs) can quite correctly be addressed as an enabling technology for the realization
of IoT paradigm. If we are to define LLNs using a single feature, it will be the
resource-constrained nature of LLN nodes. LLNs consist of a significant portion
of constrained nodes, thereby making it a resource-constrained network [1]. As a
consequence, low throughput, high packet loss (and thereby low packet delivery
ratio), and increased delay characterize low power and lossy networks (LLNs). LLNs
being such an important enabling technology, seamless connectivity among ‘things’
weighs heavily on LLN routing protocols.

Routing in LLNs has always attracted an active attention of the researchers, ever
since the inception of routing protocol for LLNs (RPL) by the Internet Engineering
Task Force (IETF) in 2012 [2]. Subsequent years saw a lot of works being taken up
in this area, so as to improve the efficiency of core RPL protocol (both in static as
well as mobile versions of LLNs). In addition to RPL, which is a proactive routing
protocol, works have also been undertaken by the IETF as well as other eminent
researchers to develop on-demand as well as opportunistic LLN routing protocols.
A brief analysis on such existing LLN routing protocols will be discussed in Sect. 2.
Here, we have developed an enhanced version of RPL known as the hybrid-RPL
(H-RPL).

To be more specific, H-RPL has been designed and developed as a step to address
the scalability issues put forward by the IoT paradigm. We claim this by completely
acknowledging the fact that solutions from different viewpoints are required to
completely answer the scalability challenges. Here, we propose a solution concen-
trating on the two modes of operation allowed in RPL, i.e., the non-storing and
storing modes of operation. Non-storing mode requires only the root node to store
the routing information about the entire network. In contrast, storing mode requires
each and every node to store the routing information. Both these modes have their
own share of advantages and disadvantages.While the non-storingmode of operation
has an advantage that it allows the resource-constrained LLN nodes to be free from
storing the routing information, it is also exposed to the concern of an increased
traffic surrounding the root node. It is highly inefficient considering the fact that,
even if the source and destination are in the same network, the network traffic will
have to pass through the root. On the other hand, storing mode of operation tackles
the risk of an increased traffic surrounding the root by compromising the memory
capacity of nodes. Unlike the most common versions of RPL, where all the nodes are
either storing or non-storing, H-RPL allows the nodes to switch between these two
modes depending on the network conditions. By an efficient and adaptive mixing of
these two modes of operation, it bypasses the risk of an increased traffic surrounding
the root as the network size increases. The periodic switching allows this to be done
without overly exhausting the node memory. Further, H-RPL is interoperable with
the nodes running on standard RPL, i.e., backward compatibility is ensured.

The paper is structured as follows: Sect. 2 explains the state-of-the-art routing in
LLNs, Sect. 3 discusses the proposed routing protocol, H-RPL, Sect. 4 provides the
performance analysis of H-RPL, and Sect. 5 concludes the paper.
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2 Related Work

Routing in low power and lossy networks (LLNs) puts forward a lot of challenges, be
it either scalability, mobility, resource management, or interoperability. Being an IoT
enabling technology, LLN has received considerable attention of the researchers. A
working group namedRouting over LowPower and LossyNetworks (ROLL) has been
created by the IETF, with a specific objective of developing efficient LLN routing
protocols. This section provides a brief review regarding the most important works
in the area of LLN routing.

Routing protocol for LLNs (RPL), developed by the IETF in 2012, is quite often
referred to as the de facto IoT routing protocol [2]. RPL, being a proactive routing
protocol, operates by constructing a Destination Oriented Directed Acyclic Graph
(DODAG) pointing toward the root. The root node could either be a gateway or
a node connected to the gateway. In either case, the root node has a consistent
power supply. Further, RPL maintains the topology through periodic transmission of
control messages, governed by a trickle timer. DODAG Information Object (DIO)
aids in the initial construction of the topology as well in the periodic maintenance,
DODAG Information Solicitation (DIS) helps the new/disconnected nodes to get
attached/reattached to the topology, and Destination Advertisement Object (DAO)
expresses the willingness of a node to act as destination. Even though on-demand [3]
and opportunistic [4, 5] routing protocols have been developed for LLNs, we focus
on the important variants of RPL in this paper.

RPL was designed primarily for static networks. But, with advancements like
Industrial IoT (IIoT), mobility and scalability have become quintessential in the
design of LLN routing protocols. Hence, a lot of developments have been incor-
porated over the core RPL protocol in order to make it more efficient. Now, let us
categorize the most important RPL variants into two—those focusing on mobility,
and those focusing on mixing of the two modes of operation (i.e., storing and non-
storing modes). Coming to the first category, [6–9] focus on incorporating mobility
into RPL. Fotouhi et al. [6] successfully employ the concept of smart hop, which
allows the mobile nodes to switch their parents as per the topology changes. The
authors in [7] attempt to develop an enhanced version of the RPL by setting up
multiple paths to the destination and then distributing the traffic uniformly among
them. Sanshi et al. [8] and [9] put forward the usage of different routing metrics for
static and mobile nodes, in order to make the protocol more efficient. Coming to the
second category of protocols, there are interesting attempts to mix both storing and
non-storing nodes in a single network [10–12]. However, these solutions incur addi-
tional overhead to the entire process. The solutions proposed in [10] and [11] involve
a combination of source routing as well as hop-by-hop routing, thereby increasing
the complexity. On the other hand, solution proposed in [12] requires a parent node to
store the operating modes of nodes present in its sub-DODAG. Also, these proposed
solutions do not allow a node to switch its mode of operation from storing to non-
storing and vice versa. However, Kunal Vyas et al. in [13] do propose a solution
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which allows the switching of modes. But, it does not consider highly significant
networking resources like battery capacity, while performing a switch.

Hybrid-RPL (H-RPL), which we propose in this paper, falls into the second cate-
gory mentioned above. Even though similar to [13], H-RPL considers the residual
battery capacity of nodes while performing the switch. It efficiently allows the indi-
vidual nodes to switch between storing and non-storing modes of operation, by
considering vital network resources like memory capacity of a node and the energy
consumed by it. Such a measure prevents the obvious performance degradation as
the network size increases. In more technical terms, we can say that it enhances
the scalability of LLNs with respect to routing. A detailed account of the proposed
routing protocol has been provided in Sect. 3.

3 Hybrid-RPL

This section discusses in detail the proposed routing protocol, hybrid-RPL (H-RPL).
As already mentioned in Sect. 1 and Sect. 2, H-RPL allows the nodes in an LLN
to switch between storing and non-storing modes of operation, where the nodes are
static in nature. Such a decision to switch between these twomodes is taken based on
the routing table overflow and residual battery of the node. H-RPL operates in two
phases: DODAG construction phase (Algorithm 1) and routing phase (Algorithm 2).
Each of the above two phases is explained in the following subsections.

3.1 DODAG Construction and Maintenance

Destination-Oriented Directed Acyclic Graph (DODAG) construction is similar to
the procedure followed in the storing mode of standard routing protocol for LLNs
(RPL). To start with, all the nodes in the network are assumed to follow the storing
mode of operation, i.e., each and every node should store the routing information
regarding its sub-DODAG. Contrary to standard RPL, there is a significant difference
in the DODAGmaintenance phase of H-RPL. H-RPL allows the individual nodes in
LLN to switch from storing to non-storing mode.

As alreadymentioned in Sect. 1, a node operating in storingmode requires to store
the routing information of its sub-DODAG, whereas a node operating in non-storing
mode does not store any routing information. A non-storing node simply forwards
the packet to its parent node, until it reaches the root node. Hence, it is quite obvious
to interpret an increased traffic surrounding the root node, if there is an increased
number of non-storing node in the network. Storing nodes, on the other hand, possess
the risk of both routing table overflow (memory) as well as battery depletion. Hence,
H-RPL takes into account both these parameters (i.e., memory and residual battery
of nodes) while performing the switch operation. In H-RPL, a node changes its mode
from storing to non-storing owing to either a routing table overflow or the residual
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battery going below a threshold. This is unlike [13], where the residual battery is
not considered. The switching from storing to non-storing mode is marked by the
flushing of routing table of that node. If a node is operating in the storing mode, it
adds the corresponding routing table entry on receiving aDAOmessage. On the other
hand, if it is operating in non-storing mode, the DAO message will be forwarded to
its preferred parent, without adding a new routing information in its table. Such an
adaptive switching of modes ensures that the count of non-storing nodes does not
cross a limit at any instant in the network.

Algorithm 1: DODAG Maintenance 
Input: DAO messages from child nodes 
Output: Mode = Storing/ Non-storing 
(Runs on all nodes except the root) 
Begin 
if (mode==”Storing”) then

if (is_present (entry)!=TRUE) then
Add (entry) // Add the corresponding routing entry 
if (overflow (table) == TRUE OR residual_battery < threshold) then

mode = “Non-storing”
Delete (entries)                      // Delete all routing entries 

End if 
End if 

else 
Forward (preferred_parent) 

End 

3.2 Routing Procedure

A node operating in the non-storing mode does not store any routing entries. Conse-
quently, such a node always forwards the received data packet to its preferred parent.
In contrast, a storing node, on receiving a data packet, checks whether it has a routing
table entry pointing toward the intended destination. If so, it will forward the packet
to the next hop in that route. Else, the packet will be forwarded to its preferred parent,
which in turn does the same operation. In either case, if all the en-route nodes fail
to find a path to the destination, the data packet will eventually reach the root. The
root will surely contain routing information of the entire network, and thus, the data
packet will be forwarded to the destination. Thus, in H-RPL, a packet passes through
the root if either all the intermediate nodes are non-storing or if none of the interme-
diate storing nodes have a path toward the destination [13]. As per our simulation
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Fig. 1 H-RPL topology

Table 1 Routing entries

Node Parent Routing entry (destination, parent)

A Nil (B, A), (C, A), (D, B), (E, B), (F, C), (G, C), (H, D), (I, D), (J,
F), (K, F)

B A (D, B), (E, B), (H, D), (I, D)

D B (H, D), (I, D)

C, F A, C Nil (non-storing)

E, G, H, I, J, K B, C, D, D, F, F Nil (leaf nodes)

results, such a probability is very less. Hence, there is a reduced traffic surrounding
the root, and there is an increase in packet delivery ratio. Figure 1 shows an instance
of the H-RPL topology consisting of both storing and non-storing nodes. Table 1
shows the corresponding routing entries of each node in that topology.

For instance, suppose node H wants to send a packet to node E. On receiving the
packet from H, node D checks whether it has a routing entry so as to reach E. Since
D does not have a route to E, the data packet is forwarded to its preferred parent, B.
B consists of a routing entry to E, and hence, the packet will be directly forwarded to
E, without going to A, i.e., root. A data packet will have to traverse the root only in
worst cases. Even as the network scales up in size, occurrence of such instances will
be less. This has been justified using the results we have obtained and is discussed
in Sect. 4.
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Algorithm 2: Routing 
Input: Data packet 
Output: Forwards the packet 
(Runs on all nodes) 
Begin 
if (mode == “Storing”) then

if (is_reachable (destination) == TRUE) then
Forward (next_hop)                     // if path to the destination is available 

else 
Forward (preferred_parent)         // if path to the destination is not available  

else 
Forward (preferred_parent)                 // if non-storing mode 

End 

3.3 Interoperability with RPL

It is always desirable for a routing protocol to be compatible with the previous
versions. The case of H-RPL is also not different. H-RPL can interoperate with
nodes running on standard RPL. H-RPL does not make any alteration on various
control messages used in RPL, be it DIS, DIO, or DAO. Mode switching performed
in H-RPL is solely based on the characteristics of individual nodes. Hence, even if
a node running on RPL does not have the ability to switch between modes, it can
operate in its own inherent mode (be it either storing or non-storing) along with other
H-RPL nodes.

4 Performance Analysis

This section provides a detailed account on the performance analysis of H-RPL. A
series of simulations were conducted using Cooja simulator within the Contiki oper-
ating system. Various parameters used for the simulations, along with their values,
are summarized in Table 2.

4.1 Observations

The proposed routing protocol, H-RPL, has been simulated and tested against stan-
dard performance metrics. Comparisons were made with standard RPL operating
in storing and non-storing modes separately. Simulation results have shown better
results for H-RPL in packet delivery ratio, packet loss, and end-to-end delay. Such an
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Table 2 Simulation
environment

Parameters Value

Area 2500 m2

Number of nodes 10, 20, 30, …, 900

Objective function ETX

Transmission range 50 m

Network protocol RPL

Transmission mode Storing, non-storing, mixed

Topology Random

Radio medium Unit disk graph (UDG)

Contiki mote type Tmote Sky, Wismote, z1

Mote startup delay 1000 ms

enhancement in performance of H-RPL has been obtained by maintaining compa-
rable levels of convergence time and average power consumption of nodes with
standard RPL. The details of these observations have been given below:

• Packet Delivery Ratio—It finds its definition as the ratio of total number of
packets received correctly at the destination, over the total number of packets
sent. As shown in Fig. 2, H-RPL shows a considerable increase in packet delivery
ratio, as compared to standard RPL. Even if the network size scales up to 900,
H-RPL quite decisively outperforms RPL in terms of packet delivery ratio.

Fig. 2 Packet delivery ratio versus number of nodes
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Fig. 3 Packets lost versus number of nodes

• PacketLoss—It signifies the total number of packets that fail to reach the intended
destination over a given period of time. In order to measure the packet loss for
RPL–storing, RPL–non-storing, and H-RPL, we have performed the simulation
for 20min. The values captured for packet loss, usingWireshark network analyzer,
in each of the three cases are plotted as a graph in Fig. 3. The reduction in number
of packets lost for H-RPL can be attributed to a less traffic surrounding the root
node, as well as the periodic mode switching.

• End-to-end Delay—This is termed as the total time elapsed between sending and
receiving of a data packet. Figure 4 shows the graphical representation of results
which we have obtained while calculating end-to-end delay. As it can be inferred
from the graph, H-RPL outperforms the other two as the size of network increases.
In all other cases, the value remains comparable without any degradation.

• Convergence Time—In simple terms, convergence time can be defined as the
time taken for setting up the DODAG topology. More technically, it is the time
elapsedbetween thefirstDIOsent by the root and the last node joining the topology
[13]. In spite of the additional functionality of mode switching, the convergence
time of H-RPL remains almost similar compared to the other two RPL versions
(Fig. 5).

• Average Power Consumption—Since the nodes in storing mode have to handle
routing functionalities, the average power consumption of individual nodes will
be higher when compared to the nodes in non-storing mode. As depicted in Fig. 6,
the average power consumption of nodes in H-RPL is less compared to storing
mode and comparable with non-storing mode.

• Mode switching—Fig. 7 shows the number of nodes which got switched from
storing to non-storingmode of operation.We can see that there aremore number of
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Fig. 4 End-to-end delay versus number of nodes

Fig. 5 Convergence time versus number of nodes

switches as the network grows in size. But still, the storing nodes constitute a huge
majority of the entire network, thereby ensuring a reduced traffic surrounding the
root.
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Fig. 6 Energy consumed versus number of nodes

Fig. 7 Number of nodes switched to non-storing mode
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In the above depicted evaluations, we have not included network lifetime and
control overhead. Network lifetime is termed as the time at which the first node dies
out of battery. Since we are immediately switching to non-storing mode on an event
of either routing table overflow or battery drain out, no node has died out of battery
in our simulation which extends up to 900 nodes. Also, the additional operation
of mode switching in H-RPL does not require any control messages. As a result,
additional control overhead is not incurred in H-RPL as compared to the storing and
non-storing modes of RPL. In all other cases, H-RPL outperforms the other two in a
large-sized network. Hence, it is safe to assume that as the network scales up in size,
H-RPL performs better. Therefore, even though there are other issues to be tackled,
we can say this as a step to improve the scalability of routing in Internet of Things
(IoT).

5 Conclusion

In this paper, we have proposed a novel low power and lossy network (LLN) routing
protocol, hybrid-RPL (H-RPL). H-RPL has been designed so as to allow the indi-
vidual nodes in a network to switch between storing and non-storing modes of oper-
ation. The protocol facilitates switching of modes from storing to non-storing on
the basis of vital network resources like memory and residual battery capacity of a
node. Such a periodic switching ensures that the number of non-storing nodes does
not go beyond a limit, thereby mitigating the risk of an increased traffic surrounding
the root. Also, the protocol ensures, through a check on routing table overflow,
that the resource-constrained nodes do not overly exhaust their memory. The paper
also provides sufficient simulation results, which indicate that the proposed routing
protocol is scalable. As part of the future work, H-RPL can be extended so as to
operate with mobile nodes.
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Linear Interpolation-Based Fuzzy
Clustering Approach for Missing Data
Handling

Sonia Goel and Meena Tushir

Abstract Clustering of incomplete data set containing missing values is a common
problem in the literature. Methods to handle this problem have vast variations,
including several imputation as well as non-imputation techniques for clustering.
In this work, we have described the analysis of different approaches explored for
handling missing data in clustering. The aim of this paper is to compare several FCM
clustering approaches based on imputation and non-imputation strategies. Experi-
mental results on one artificial and four real-world data sets from UCI repository
show that linear interpolation-based FCM clustering approach performs significantly
better than other techniques for these data sets.

Keywords FCM clustering · Missing data · Imputation · Non-imputation ·
Incomplete data sets · Interpolation

1 Introduction

Fuzzy c-means clustering is a most commonly used clustering technique to partition
a data into different clusters based on some similarity metric [1]. One of the major
restrictions of this clustering is that it cannot be applicable on data with missing
attributes. However, in many research domains such as data mining, environmental
research and medical sciences [2–6], the data sets with missing features are common
problems. The cause for missing attributes may be numerous; inaccuracy in data
attainment, machine malfunctioning and human error in tabulating the data. Hence,
incomplete data is a very common problem in many research areas. Two techniques
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have been explored in the literature for incomplete data handling in cluster anal-
ysis: (1) imputation based preprocessing of data and then application of clustering
approach (2) handling incomplete data in clustering process itself.

Various approaches are explored for imputation of missing attributes where
missing values are replaced by some imputed value [7, 8]. After the imputation, stan-
dard clustering algorithm may be used. Hathway and Bezdek [9] presented different
approaches for clustering of incomplete data. Several researches explored different
clustering approaches in which the missing features are treated throughout clus-
tering. Himmalspach and Conrad [10] proposed fuzzy clustering for incomplete
data considering dispersion of clusters. Jinhua et al. [11] presented robust fuzzy c-
mean clustering in which incomplete features are filled by intervals using k-nearest
neighbormethod.GautamandRavi [12] explore hybrid data imputationmethodusing
particle swarm optimization and neural network. Zhunga et al. [13] presented adap-
tive imputation of missing values using self-organizing map and k-nearest neighbor
techniques. Loai and IIan [14] explored a mean shift clustering algorithm in which
a weighted distance function is used to analyze missing features. Heiko et al. [15]
extended Geth and Geva algorithm in which class-specific probability for handling
missing data is explored

In this work, we examine the effect of various imputation as well as non-
imputation approaches for incomplete data handling in clustering. Section 2 presents
the proposed interpolation-based FCM clustering of incomplete data. Section 3
reports the results of the proposed work on artificial and real data sets. Conclusion
is drawn in Sect. 4.

2 Proposed Interpolation Based FCM Clustering

Various techniques are explored in statistics for the analysis of incomplete data [7,
8]. The simplest approach is removal strategy that deletes the missing data and
then considers the remaining complete data for analysis. Another commonly used
approach is imputation, which replaces a missing attribute by an “imputed” value.
Imputation-based approaches are broadly categorized as: single imputation and
multiple imputations. Single imputation techniques involve imputation of missing
features by a specific value calculated using mean, median and nearest neighbor
approaches, whereas multiple imputation approach assigns several imputed values
to missing features. Hathway and Bezdek [9] explored non-imputation-based clus-
tering techniques inwhichmissing data points are analyzed in clustering itself.Whole
data strategy (WDS), a technique based on list-wise removal approach, first deletes
all the data points with missing attributes, and then, conventional FCM is applied on
remaining data points. Partial distance strategy (PDS) is based on distance calculation
method suggested byDixon [16], inwhichmissing attributes are ignoredwhile calcu-
lating distance between data points and cluster centers. In optimal control strategy
(OCS), missing attributes are estimated as special variables during clustering process
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in an iterative manner, whereas nearest prototype strategy (NPS) assigns specific
values to missing features by nearest prototype.

The fuzzy c-means algorithm minimizes the objective function, which is defined
as:

(1)

where Y = {y1, y2, . . . ys} is sample data set and c = {c1, c2, . . . , cn} describe fuzzy
clusters. ui j is the fuzzy partition matrix.

ui j ∈ [0, 1],
n∑

i=1

ui j = 1 for j = {1, 2, . . . , s}

Fuzzy partition matrix is updated as follows:

ui j =
⎡

⎣
n∑

i=1

(
ys − cn
ys − ci

)
(
2/m − 1

)⎤

⎦
−1

(2)

Finally, cluster centers are updated as follows:

cn =
∑s

j=1

(
ui j

)m
Ys

∑s
j=1

(
ui j

)m (3)

We have considered linear interpolation imputation technique that assumes the
non-missing attribute and missing variable which are linearly related as shown in
Fig. 1. If x1, x2 and x3 represents three data points where point x2 contains missing
feature, (x11, x12), (x21, x22) and x31, x32) are the coordinates of points x1, x2 and x3,
respectively. Missing value x22 at x21 for x2 observation is calculated as:

x22 = x12 + (x32 − x12)

(x31 − x11)
(x21 − x11) (4)

The proposed work can be formulated as:

Step 1: Input number of clusters n, fuzzification constant m.
Step 2: Set the iteration count = 1 and the initialize cluster center c0n .
Step 3: Replace incomplete data points with imputed values as calculated by linear

interpolation Imp method in Eq. (4)

Repeat

Step 4: Update ui j using Eq. (2)
Step 5: Update cn using Eq. (3)
Until the given stopping criterion, i.e., � = 0.0001,, is satisfied
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Fig. 1 Linear relationship between available features and missing feature

3 Numerical Analysis

We now present the comparison of our proposed work with several other approaches
used for clustering involving incomplete data on different data sets. We have consid-
ered Iris, Glass and Wine data sets [17] that are real data sets without any missing
features. Iris data set comprises three groups with 150 samples, and each sample
has four distinct features. Glass data set contains 214 samples, nine features and two
clusters. Wine data set with 178 data points and 13 features illustrates three different
varieties of wine, whereas Stone flake data set [17] with missing values naturally
present in data itself consists of 79 objects, eight features and three classes.

An artificial data, namely NC200C2, is generated to validate the proposed work.
This 2-D complete data set consists of two clusters with equal data points having

mean (m1,m2) and covariance vectors (σ1, σ2) as m1 =
[−50

−50

]
, m2 =

[
50
50

]

σ1 = σ2 =
[
3600 0
0 3600

]
is altered by randomly removing some of the features

resulting in incomplete data. The missing features may be from any attribute, and
one feature of every attribute must be present.

3.1 Results and Discussion

We have checked the performance of the proposed algorithm with different missing
ratios varying from 10 to 30% with step size of 10% using three different evaluation
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indices, namely misclassification error (Mis), cluster prototype error and random
index. Misclassification error is an evaluation index used to determine clustering
accuracy considering ratio of clusters assigned to correct class. Random index (RI)
is considered to check the dissimilarity between clustering algorithms. Cluster proto-
type error (Err) is the difference between known cluster center and cluster centers
calculated by a specific algorithm. We have reiterated 10 trials on similar set of data
for all the algorithms to analyze and compare the proposed algorithm properly. For
all clustering approaches using single imputation (SI), we first filled the missing
values by mean imputation (mean), nearest neighbor (NN) approach, regression
(REG) technique and expectation maximization (EM) algorithm. Standard fuzzy
c-means clustering algorithm is then implemented. Multiple imputation technique
(MI_Fuzzy) involved 10 different tests of imputation process for assigning values to
missing data. Each test consists of five different measurements of imputed values for
each missing attribute. Missing attribute is then filled by average of all sets, and then,
conventional fuzzy clustering algorithm is incorporated. Cluster centers of all real
data sets are initialized using standard FCM clustering algorithm when applied on
whole data sets, whereas mean vector used to generate artificial data set is considered
as cluster center.

Table 1 presents the performance of all algorithms on real complete data sets
considering missing ratio of 10%. It is noticed that the proposed LIFCM clustering
algorithm gives least number of misclassifications and highest value for RI, which
proves the efficiency of the proposed algorithm. No clustering algorithm is said to be
best in terms of cluster prototype error as cluster center is calculated using standard
clustering algorithms when applied on whole data set. Next, the proposed algorithm
is applied on artificial data, and results in Table 2 show that the proposed algorithm
is giving best results for all evaluation indices. Even cluster prototype error is least
because for artificial data set, actual cluster center is known. To check the validity

Table 1 Experimental results on real complete data sets with missing rate of 10%

Algorithm Real complete data sets

IRIS data set Glass data set Wine data set

MIS ERR RI MIS ERR RI MIS ERR RI

Mean 16.6 0.006 0.705 26.6 0.225 0.522 11.2 0.402 0.815

NN 14 0.001 0.757 18.2 0.109 0.667 6.8 0.049 0.885

EM 16.75 0.001 0.712 22 0.046 0.601 10 0.038 0.833

REG 17.5 0.001 0.701 24.4 0.064 0.564 10.8 0.076 0.823

MI Fuzzy 17 0.006 0.701 51 5.241 0.053 15.8 0.637 0.745

WDS 16 0.001 0.723 24.2 0.403 0.565 11.3 0.501 0.811

PDS 18 0.0001 0.696 21.8 0.143 0.606 10 0.075 0.835

OCS 17 0.001 0.684 22 0.148 0.602 10 0.667 0.833

NPS 17 0.0001 0.709 21.2 0.059 0.616 10.4 0.039 0.827

LI FCM 13.4 0.002 0.766 17.8 0.13 0.674 5.7 0.049 0.903
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Table 2 Experimental results on real incomplete data set and artificial data set with missing rate
of 10%

Algorithm Stone flake data set (real incomplete
data Set)

Artificial data set

MIS ERR RI MIS ERR RI

Mean 17 N/A 0.464 26.8 161.25 0.537

NN 18 0.421 23.2 143.22 0.59

EM 17 0.437 28.2 144.6 0.517

REG 17 0.464 28.8 147.41 0.509

MI Fuzzy 17 0.435 31.8 192.2 0.464

WDS 18 0.425 26 136.04 0.548

PDS 18 0.421 26.2 187.48 0.546

OCS 17 0.458 26.4 186.65 0.543

NPS 17 0.437 26.6 189.27 0.54

LI FCM 16 0.467 16 76.731 0.649

of the proposed algorithm, all algorithms are applied on Stone flake data set which
naturally contains 10 missing features. Table 2 represents the numerical values in
terms of all performance indices, which indicate the robustness of LIFCM.

Now, the proposed algorithm is compared with all the other algorithms in terms
of misclassification error on real complete data sets and artificially generated data
considering all missing ratios. Experimental results in Fig. 2 show that the proposed
algorithm gives least number of misclassifications with all the data sets.

4 Conclusion

In this paper, we have explored various imputation and non-imputation methods for
incomplete data handling in clustering. For all imputation methods, conventional
fuzzy c-means clustering is used for clustering of incomplete data. The missing
values are introduced by removing certain features, and three different missing rates
are used for analysis. We have compared the results on one artificial and four real
data sets and found that linear interpolation-based fuzzy c-means clustering gives
the best results among all the tested algorithms.
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Fig. 2 Number of misclassifications with percentage increases in missing ratio on different data
sets
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Dynamic Web View Materialization

Akshay Kumar and T. V. Vijay Kumar

Abstract Dynamic Web applications, such as e-commerce Web application, exten-
sively use databases as backend servers. TheseWeb applications are highly dependent
on the efficiency with which the Web databases can be accessed. A dynamic Web
page consists of many small fragments of scripting languages, called Web views,
which may require access to data in disparate databases. These Web views when
materialized can enhance the efficiency of database access. An e-commerce Web
application has large number of users involved in various personalized interactive
activities. These generate a stream of Web page accesses and modification requests
that necessitate taking dynamic decisions for selecting Web views for materializa-
tion, whichminimize the average access time ofWeb views. In this paper, aWeb view
selection algorithm (WVSA) that selects Web views for materialization is proposed.
Experimental results suggest that materializing Web views using WVSA increases
the efficiency of Web view accesses.

Keywords View materialization · Web views · Big Data

1 Introduction

Database systems constitute a vast organized reservoir of integrated and shared data
of an organization that caters to a number of applications. Database technologies
have shown remarkable enhancements since the inception of the relational model [4].
The advancements of database technologies resulted in the deployment of database
systems in organizations that result in an increase in the volume of structured data.
Though database systems supported transaction processing, they were not capable of
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supporting analytical processing, due to unavailability of historical and time variant
data required for decision making. In order to support analytical queries, a central
repository, such as data warehouse, was created [23]. A data warehouse contains
subject-specific, integrated, non-volatile, and time variant data needed for providing
answers to analytical queries in order to facilitate decision making [9].

In addition to rise in the volumeof structured data, emergence ofWeb2.0 technolo-
gies resulted in the development of applications like social networking, healthcare
management, online education, scientific measurements, meteorological modeling,
sensor networks, e-commerce, etc. These applications generated large volume of
heterogeneous streaming data having low trustworthiness or veracity [6, 10, 19],
which is a key characteristic of Big Data [10]. What makes data big, is not just
the volume of data but its dynamic nature and heterogeneity. Thus, Big Data poses
many challenges during the entire life cycle of analytics, viz acquiring raw data from
dynamic or continuous data streams, cleaning, aggregating, processing, and storing
the required data in a structured format; data integration from heterogeneous sources;
transforming data for analytics, and the designing of models for data analytics [10].

With the introduction of Web 2.0 and Web 3.0 technologies, importance of
databases, as backend to Web sites and Web applications, has grown multifold. An
interactive Web application, such as B2C e-commerce application, irrespective of
technology, involves large number of transactions and interactions among applica-
tion users. Since e-commerce applications have a large number of users, it results in
large number of access, insert, and update requests to the database servers. Accord-
ingly, such applications can be categorized in the domain of Big Data [10]. These
applications, being dynamic in nature, require efficient access to such data. View
materialization provides an alternate way to provide such efficient access to data.

View materialization has been studied in the context of databases and data ware-
houses. Database views provide a window to data which facilitates logical data inde-
pendence, security, and privacy of data. View materialization concerns the storing of
data corresponding to a view, with the aim of reducing the response time for analyt-
ical queries [20]. All views cannot be materialized due to storage space constraints,
and optimal view selection is a NP-hard problem [3, 8]. Alternatively, an appropriate
subset of views needs to be materialized that improves the response time for analyt-
ical queries. This is referred to as the view selection problem [3]. View selection
problem has been defined for a specific query workload with the aim to minimize the
cost of query processing under the constraints of handling view updates and optimum
resource utilization [3, 17].

View selection in the context of databases and data warehouse is a widely
researched problem [8, 11, 21, 22]. However, limited research has gone into the
selection of views for materialization in the context of the dynamic Web applica-
tions. The first attempt in the related context is given in [1], where the need to move
database research to address the issues relating to online database systems were
discussed. [1] suggested the creation of newer database models, as large volumes of
unstructured data are available on the WWW, exploring possibilities of direct data
capture and storage and performing analysis on such data to create summary reports
and presentations using advanced techniques and technologies. The challenge still
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lies in providing efficient access to data on the Web. This data, which is voluminous,
heterogeneous, dynamic, and has a certain level of trust associated with it, is complex
and Big in nature.

This paper focuses on the issue of selection of Web views for materialization that
can improve the efficiency of accessing such data on theWeb. The paper is organized
as follows: Sect. 2 discusses Web view materialization followed by Web access
architecture used for it in Sect. 3. In Sect. 4, Web view selection for materialization
is discussed. Experimental results are discussed in Sect. 5. Section 6 is the conclusion.

2 Web View Materialization

Dynamic Web applications, in general, use database servers as the backend to Web
servers. A dynamic Web page consists of several components. Each of these compo-
nents may require database access from different relations or different databases.
Therefore, a single Web page generation of a database-driven Web application may
require several database accesses from different database servers [15]. For example,
an e-commerce Web application may involve database accesses for components like
login of users, display of product features, search of specific items, information
on previous purchases, review of items, related advertisements, etc. These interac-
tive components may be a part of the same Web page or of different Web pages.
For example, the home page of a user may consist of components such as the last
searched product, the last purchased product information, related advertisements,
and a review of items. Thus, dynamic Web applications require efficient models for
faster data access from databases that serve as a backend to the Web sites. In this
context, [12] proposed the concept of Web views. AWeb view is defined in [12] and
[14] as a fragment of aWeb page that may be created by the data retrieved from aWeb
database query. AWeb view is directly created through database accesses or can also
be created from another Web view. Further, a Web view can be part of several Web
pages and a Web page may comprise of many Web views. In [18], materialization
of Web pages of an e-commerce application using measures like quality of response
time and quality of data have been discussed. [7] highlighted the interdependence
and reuse of Web page fragments, referred to as Web views in [14], and addressed
the problem of view materialization by proposing an algorithm that can adapt to the
system load and the interdependencies among the data usage. [13] used two param-
eters, viz quality of data and response time, and highlighted how updates can be
propagated to Web views, so that a high level of quality of data is maintained.

Ceri et al. [2] discusses issues relating to data-intensiveWeb page design, wherein
it mentions that a data-intensive Web site must support a data model, a hypertext
model, and a content management model. The Data model describes the structure of
data and identifies data requirements and the functional association of data elements.
Further, [2] also defines the concept of a data access unit that can be identified by
metadata such as name, source, selection condition and global parameters that can
contextualize database access. A Web page display requires evaluation of all the
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units of that page under the constraint of input parameters identified by the Web link
through which it is accessed. Thus, the data access units as described by [2] can be
compared to Web view access as defined in [14].

Materializing a Web view is a much more complex problem than materializing
views over structured data, since the Web comprise of semi-structured and unstruc-
tured data that hasBigData characteristics, as discussed earlier, and this canmisguide
the analysis. This makes selecting Web views a complex problem. Further, this
complexity increases, since the queries of aWeb view can be personalized and aWeb
view access for the same web page may involve additional parameters. The param-
eterized query requires query modification using attributes that may not be part of
the query but are required for personalization. For example, on an e-commerce Web
site, the list of recommended items for a customer would be created on using the
credit rating, which is not a part of the query. Such queries would require the values
of additional attributes for query evaluation. This increases the number of views to
be materialized, resulting in an increased complexity of materialized view selection.

AWeb application, which usesWeb views, should follow an access mechanism of
data, such that a request to a Web page can be answered in the most efficient manner.
In this regard, a Web access architecture for accessing relations and Web views is
discussed next.

3 Web Access Architecture

A Web application has a definitive architecture, which can mostly be characterized
as three-tier or multi-tier architecture, and in some applications, as model-view-
controller (MVC) architecture [16]. With the advancement of mobile technologies
and cloud computing, newer architecture models have emerged. [5] presents a survey
of the mobile cloud computing architectures. The mobile devices are part of the
client-side, whereas cloud computing becomes the infrastructure for the server-side
applications. Thus, irrespective of the architecture, a data-intensive Web application
requires an interaction with the database server through the Web server.

A database access operation can be a relational operation, which involves rela-
tional operators such as selection, projection, join, while parameters are required
for creating query conditions. A database query evaluation uses a query optimization
model, which develops an optimal query evaluation plan, based on database statistics
and indexes. In order to further optimize the data access time, materialized views
can be used for a given query workload [21]. The proposed Web access architecture
(Fig. 1) suggests that any database access query either can be answered by a mate-
rialized view or by a query cache or both. In case if the query cannot be answered
using these, the query would need to be processed directly against the database.

After a query has been answered, the resultant data is transformed to Web views
by using a scripting language. TheseWeb views can be stored either in the application
servers or the Web servers, along with the necessary metadata related to the query
definition of the Web view. A Web page access is directed to its constituent Web
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Fig. 1 Web data access process

views. If a Web view is materialized or is available in Web cache, it can be accessed
directly; else, the Web view is computed from the database and the processed data
stored in the Web cache [14]. Materialized Web views andWeb caches can be stored
on any of the servers, viz the web server, the application server, or the database server
[15]. Therefore, the architecturemay have a separateWeb cache and a query cache. A
largeWeb application can have access to many database servers, application servers,
and Web servers, which would further enhance its complexity. Figure 1 illustrates
the Web data access process for Web view materialization.

In order to ensure consistent data in materialized views and Web views, all the
updates to databases must be propagated to materialized views andmaterializedWeb
views. [15] has defined these data consistency models under constant updates. This
paper uses the data consistency model that invalidates all the materialized views
and materialized Web views while updating a database. An algorithm for selection
of Web views for materialization is discussed next.

4 Materialized Web View Selection

A data-intensive web application contains a large number of users generating large
numbers of access and update requests. These requests are answered using mate-
rialized Web views or database relations. As Web views can be personalized, the
number of Web views is larger than the number of views over relations. Therefore,
the problem of materialized Web view selection is a complex problem, similar to
the materialized view selection problem, which is NP-hard [3, 8]. In addition, mate-
rialized Web views selection has to be dynamic to handle a large number of user
requests. The selection of Web views for materialization may require parameters
like ratio of size of Web view to the total size of Web views, update operations on
data, expected number of queries that can be answered using the selectedWeb views,
and the quality of data, with the aim to minimize the access time. The followingWeb
view selection algorithm (WVSA) is proposed to dynamically select Web views for
materialization.
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Input:

MWPV : Web page to Web view mapping,
MWVR: Web view to relation mapping,
ASWP: Web page access sequence (with timestamp; Zipf distribution),
UR: Relational updates (with timestamp; uniform distribution),
SRWV : Size ratio of size of Web view to total Web view size

Output:

LMV : List of materialized views and
ATAvg: Average access time for every Web view

Procedure:

Initialization:
Initialize:  
ATR = 100      // Time to access a relation (milliseconds (assumed)), 
ATMWV = 10     // Time to access a materialized Web View (milliseconds) 
ATWC = 10      // Time to access a Web Cache (milliseconds) 
AFWV=0        // frequency of access of each web view 
Method: 
For each Access and Update in the sequence of timestamp in ASWP and UR

 if Web page Access: 
  Use MWPV to determine list of Web Views being accessed (Vp)
   for each element WV in the list (Vp)
    Increment AFWV(WV)
    re-calculate ATAvg(WV)
    if (status (WV) = Non-Materialized  
     status (WV) = Web-Cache;  ATWV =ATWC;
    if (status (WV) = Web-Cache No change in status (WV)
   for each element WNA NOT in (Vp)
    if (status(WNA)= Web-Cache) then status(WNA)= Non-Materialized

ATWNA =ATR

 if Relation Ri updates in UR:
  for every WA in(MWVR) of Ri

   if status(WA) = Materialized or Web-Cache 
      status(WA)=Non-Materialized 

ATWA =ATR
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 Dynamic Materialization:  
After every access operation: 
 for each web view WV
  if status = Materialized or Web-Cache,  put web view in List (LM)
  Sort LM in order of ATAvg  // changes due to Access and update 
   For every WV in LM in order of ATAvg

    if ((incremental sum of SRWV for WV) < Available Size for  
                  materialization)  
     Status(WV)= Materialized 

ATWA =ATMWV

 Terminate once the condition is fulfilled or complete list is checked 
return LMV and  ATAvg: for every Web page Access.    

The algorithm WVSA, which is based on the greedy approach, assumes that any
update to a database is communicated to the views, in order to ensure consistency
among theWeb views and the database. Input to the proposed algorithm areWeb page
to Web view mapping (MWPV ), Web view to database relation mapping (MWVR), the
sequence of Web page access operation in the order of the timestamp of the access
operation (ASWP), update operation on the relations in the order of the timestamp
(UR), and the ratio of size of the Web view to the total size of Web views (SRWV ).
The update operations have uniform distribution over the relations, whereas access
operations have Zipf distribution over the Web pages [14]. In addition, variables
like the time to access a relation (ATR), the time to access a materialized Web view
(ATMWV ), and time to accessWeb cache (ATWC) are kept similar as in [14]. The output
of the algorithm are the two lists namely the list of materialized views (LMV ) and
the average access time of each Web view (ATAvg). Both these lists are updated after
each access operation.WVSA dynamically updates the average access time (ATAvg) in
accordance with the changing trends in accesses and updates.

A dynamic decision is taken to identify the possible cluster of Web views for
materialization. Every Web page access operation requires the computation of Web
views using MWPV . All these Web views are required to be computed either using
the materialized Web view or the Web cache or directly from the database. There-
fore, WVSA defines three states for every Web view namely Non-materialized Web
view, web-cachedWeb view, and a materializedWeb view. These states are related to
ATR, ATWC , ATMWV, respectively. WVSA computes the frequency of access (AFWV )
and average access time (ATAvg) for each Web view after accessing each Web page.
The state of a Web view can be changed in three situations—first, when a Web
page is accessed, where those Web views in Web cache, which are not accessed
become non-materialized; second, when a relation is updated, where all the materi-
alized and cached Web views are non-materialized; and third, when materialization
is performed, where a materialized view is selected using the materialized views and
Web-cached views. The decision to select a Web view depends on its average access
time (ATAvg) and the size of the Web views (SRWV ). A list of candidate Web views
sorted in increasing order of average access time (ATAvg) is created. Web views are
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selected for materialization from this sorted list of candidate Web views. These Web
views should conform with the storage space constraint.

5 Experimental Results

The proposed algorithmWVSA is implemented using GNU Octave 4.4.1 on an Intel
dual core I5, 2.5 GHz, 64 bit processor having 6 GB RAM. WVSA uses a random
framework of 30 Web pages sharing 12 Web views, which are derived from five
relations. Every Web page consists of 1–5 Web views, selected randomly for exper-
iment, having an overall average of 2.5 Web views per Web page. Similarly, each
relation is part of about 3–4 Web views. This experiment studies the selection of
Web views for 1001Web page accesses and 300 relational updates over a time frame
of 15,000 ms. The distribution of Web page accesses have been selected using Zipf
distribution, and the distribution of relation updates follows the uniform distribution,
as suggested in [14]. This experiment uses similar values of the basic parameters
like number of Web views, number of relations, number of Web pages, and access
time of objects, as used in [14]. However, this experiment uses a different structure
of Web pages and Web views from the ones used in [14]. Figure 2 shows Web page
accesses with respect to time, and Fig. 3 shows the relation updates with respect to
time. In Fig. 2, the y-axis shows the Web page that is being accessed, with each Web
page being recognized by its number. Thus, each number 1, 2, 3 …30 represents an
individual Web page. The y-axis in Fig. 3 represents a relation that is being updated.
Thus, Figs. 2 and 3 show the sequence of Web pages that are being accessed, and the
relations that are being updated, respectively.

The distribution of access operations and update operations can also be visualized
in Figs. 2 and 3. It can be noted from Fig. 2 that all the Web pages are not accessed

Fig. 2 Web page access versus time chart
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Fig. 3 Relation update versus time chart

with the same frequency, since some pages have very high frequency of access while
others have lower frequency of access. This is due to Zipf distribution. However,
in Fig. 3, the accesses to relations for updates are relatively uniform. The algorithm
WVSA was run on the same data under two situations—first using only Web-cached
Web views, without view materialization; and second using both materialized Web
views andWeb-cachedWeb views. The results after completion of all the access and
update operations are given in Table 1.

Table 1 Average access time using only Web-cachedWeb views and materializedWeb views with
Web-cached Web views

WebView # Only Web-cached Web
views

Materialized Web view with
Web-cached Web views

Change in percentage

V1 70.29 35.12 −35.17

V2 63.04 63.04 0.00

V3 93.68 92.89 −0.79

V4 87.07 73.67 −13.40

V5 90.71 86.43 −4.29

V6 87.26 83.02 −4.25

V7 89.41 86.39 −3.03

V8 90.66 90.66 0.00

V9 93.57 93.57 0.00

V10 96.40 96.40 0.00

V11 88.06 83.47 −4.59

V12 85.90 41.57 −44.33

Overall 80.06 67.66 −12.40
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Fig. 4 Average access time output by WVSA

Table 1 clearly shows that there is an overall change of 12.4%when bothmaterial-
izedWeb views andWeb-cachedWeb views are used. This change is most significant
for Web view V1 and Web view V12, though the most accessed Web view was Web
view V2 followed by Web view V1. Web view V12 has comparatively less number
of accesses than Web view V1 and Web view V2. Thus, it is not just the number of
accesses, but other factors like size and updates on data also affect the optimization
of the average access time. Further, it was noted that theWeb views, already available
in the Web cache, show less than 5% change in access time.

Figure 4 shows the graph of average access times of each Web view, as produced
byWVSA, with respect to Web page accesses. The graph shows that there is a major
reduction in the average access time for two Web views V1 and V12. This was not
the case (see Table 1) when only Web cache was used. Thus, the reduction in the
average access time is due to Web view materialization. Figure 4 also illustrates the
clustering of Web views into two basic categories—Web views with major average
access time improvement, andWeb viewswithminor improvements in access time. It
also shows that the Web view V1 has the lowest average access time, which remains
below 40 ms after accessing about 150 Web pages. Similarly, Web view V12 has
an average access time around 40 ms. Thus, these two Web views V1 and V12 are
selected for materialization. Further, the average access time for most of the Web
views after some iterations becomes almost linear, and therefore, the average access
time can be reset periodically, so that all Web view get a chance for materialization
for a long Web access sequence.

Even thoughWVSAperforms dynamicWebviewmaterialization, yet it has reason-
able space and time complexity. For a Web application having W Web pages, WV
Web views, andR relations, sinceW >WV �R, the space complexity will bemainly
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determined byMWPV , as it is the largest matrix of sizeW × WV. All other input and
output variables are either linear in size or are much smaller than MWPV . It may be
noted that the size of variables ASWP and UR can be changed in accordance with the
available space, as they represent a stream of input, for which the window size can
vary without compromising the efficiency of the algorithm. This is due to the fact
that the decision for materialization is taken dynamically after eachWeb access. The
space complexity of WVSA can be reduced further as MWPV is a sparse matrix.

Time complexity of WVSA for every Web page access is dependent on MWPV ,
which will be restricted to a single row corresponding to the accessedWeb page, and
the number of Web views (NWV ) in an accessed Web page, which are significantly
less than the total number of Web views (WV ). The algorithm requires sorting on
the average access time for NWV Web views. Thus, the time complexity of the algo-
rithm is low for every Web page access. These operations can be performed as a part
of a metadata collection process for every Web page access.

6 Conclusion

Data-intensive Web sites, which are highly dependent on databases, seek reduction
in the average Web access time. One way to reduce this Web access time is by
materializing Web views. This paper proposes an algorithmWVSA that dynamically
select Web views for materialization that aims to minimize the average access time
for a given workload of Web page accesses. In general, large Web applications,
which use the database as backend, require a number of database servers. TheWVSA
algorithm can be used independently on each Web server by selecting Web views,
based on the query workload of each server. Further, to ensure dynamic selection of
Web views for materialization, periodically, the average access time for every Web
view can be reset to maximum. The time complexity ofWVSA for every web access
is dependent on the number ofWeb views in aWeb page, which are significantly less
than the total number of web pages. Thus, materializing selected Web views using
WVSA reduces the Web access time resulting in efficient decision making.
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AMulti-Hop Bit-Map-Assisted
Energy-Efficient MAC Protocol
for Wireless Sensor Networks

Kumar Debasis, M. P. Singh, and Rajat Gupta

Abstract The proposed model is a cluster-based multi-hop routing protocol which
employs a time-divisionmultiple access (TDMA)-basedmediumaccessmethod. The
model employs a centralized cluster head (CH) selection scheme in which the base
station (BS) appoints the node with the highest residual energy (RE) as the CH in
each cluster. A centralized CH selection scheme ensures that all the CHs are evenly
distributed in the network. The BS also sets up multi-hop paths to communicate
with the CHs. This ensures that none of the CHs make long-range transmissions to
communicate with the BS. If a non-cluster-head (non-CH) node wants to claim one
or more data slots in a frame, it sends a control message to its CH in the allocated
control slot. However, the node has to turn its radio ON from the beginning of the
control period. This is so because before claiming any data slot(s), it should know
which data slots have already been claimed. The experimental results show that the
proposed model saves a considerable amount of energy in sensor nodes.

Keywords Data slot · Control slot · Energy · Radio · Communication

1 Introduction

A wireless sensor network (WSN) is a network of small autonomous devices that
coordinate with each other to send the sensed data to the BS [1, 2]. Some applications
require the sensor nodes to operate for a very long duration, for example, a couple
of months/years. Nonetheless, these devices may be equipped with low capacity
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batteries.Moreover, it may not be feasible to recharge or replace the batteries of these
devices once they have been deployed. Both these issues signify the importance of
energy conservation in sensor nodes.

Usually, the radio/transceiver of a sensor node consumes the maximum amount
of energy in the lifetime of the node. It has been found that the radio drains a consid-
erable amount of energy even when it is idle (neither transmitting nor receiving) [3].
Therefore, most of the medium access control (MAC) protocols turn OFF the radio
when it is not working. In TDMA based MAC protocols, each node is allotted one
or more slots in a time frame during which it may send/receive data. At all other
times, a sensor node keeps its radio OFF. This helps in minimizing overhearing, idle
listening, and collision.

Clustering is also an energy conservation technique in which sensor nodes are
grouped into separate clusters. In each cluster, one node is appointed as the CH
[4]. The function of a CH is to collect data from its member nodes and forward
the aggregate data toward the BS. Clustering ensures that all the non-CH nodes are
involved in short-range communications only.

This paper proposes a cluster-based multi-hop routing protocol named multi-
hop bit-map-assisted energy-efficientMAC (MBEE-MAC) which employs a TDMA
channel access scheme.MBEE-MAC assumes that the deployment area is composed
of n equal-sized grids. Sensor nodes lying within a grid are considered to be the part
of the same cluster. The BS appoints the node with the highest RE as the CH in
each cluster. The BS also sets up multi-hop paths to communicate with the CHs.
MBEE-MAC employs a centralized CH selection scheme which results in uniform
distribution of CHs in the network. An efficient CH rotation scheme (based on the
RE of nodes in a cluster) ensures even distribution of load among the nodes in the
network.

The rest of the paper has the following structure. Section 2 describes some existing
MAC protocols. Section 3 describes the proposed model in detail. Section 4 presents
the simulation results. Section 5 concludes the paper.

2 Related Work

BMA-MAC [5] divides a round into a set-up phase and a steady-state phase. In
the set-up phase, sensor nodes are grouped into separate clusters as in LEACH [6].
The steady-state phase is composed of k equal-sized sessions/frames. Each frame
is divided into three parts—(i) contention period, (ii) data transmission period, and
(iii) idle period. The contention period comprises small time slots called control
slots. A CH allocates one control slot to each of its member nodes. A source node
(node that has data) sends a control message to its CH in the allocated control slot. It
stays idle during the other control slots. A non-source node is idle for the complete
duration of the contention period. Each CH broadcasts a transmission schedule in its
cluster on the basis of the control messages received. Each source node is allocated
one data slot. A source node’s radio is ON only during the allotted data slot (to
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transmit the data). A non-source node’s radio is OFF for the complete duration of
the data transmission period. When a CH receives data from all the source nodes, it
computes the aggregate and sends it to the BS. One of the drawbacks of BMA-MAC
is that sensor nodes lose a considerable amount of energy in idle listening during the
contention period.

In BMA-RR [7], a source node may claim multiple data slots. After receiving
control messages from all the source nodes, a CH broadcasts a transmission schedule
in its cluster. A one-bit S/R flag informs each source node whether it should go into
the sending mode or the receiving mode during the allocated slots. Data slots are
allotted on the basis of the round-robin algorithm. Each source node’s radio is ON
during the allocated data slot(s) to perform the assigned task (send or receive data).
If a source node has data for a member node, then the data is sent to the CH in the
current session, and to the destination in the next session. In BMA-RR, a node with
multiple data slots has to toggle its radio between ON and OFF numerous times
within a frame duration.

In BS-MAC [8], each CH broadcasts a CS_ALLOC (control slot allocation)
message at the end of the set-up phase. The purpose of this announcement is to
assign one control slot to each member node. The message contains a unique one-
byte address each for the CH and its members. These short addresses are used by
the CH and its member nodes to exchange messages. The steady-state phase starts
with a control period that consists of control slots. Each source node sends a data
request in the allocated control slot. In the announcement period that follows, each
source node’s radio is ON to check if the CH has allocated any data slot(s) to it. A
source node may be allotted one or more data slots to transmit/receive data to/from
the CH. Such a node wakes up in its allotted slot(s) to perform the assigned task. If
the number of slots needed is more than that is available, then some of the nodes are
not allotted data slots in the current frame. In BS-MAC, data slots are allocated on
the basis of the shortest job first (SJF) algorithm. In other words, nodes that require
less data slots are given preference over the nodes that require more data slots. A
node can also send data to another member via the CH. One of the drawbacks of
BS-MAC is that it uses shorter data slots which may lead to frequent reservation and
scheduling.

BEST-MAC [9] is a modification of BS-MAC in which a contention access period
(CAP) is introduced after the control period. During the CAP, non-CH nodes that
could not join the network send join-request messages to their selected CHs. A CH
acknowledges the receipt of all these messages. However, it does not allocate control
slots to such nodes instantly. They are allocated control slots in the announcement
period (when data slots are allocated to existing member nodes). Data slots are allo-
cated on the basis of the knapsack optimization algorithm in which the optimal solu-
tion is themaximumnumber of nodeswith themaximumslot utilization. BEST-MAC
also uses shorter time slots which may lead to frequent reservation and scheduling.
The CAP may lead to idle listening in CHs after a few sessions. This is so because
all the left-out nodes may have joined the network by then.

In LDC-MAC [10], each CH broadcasts a transmission schedule at the end of the
set-up phase. Each member node is allotted one control slot and one data slot. A
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source node transmits a control message and a data message in the allocated control
slot and data slot, respectively. A non-source node’s radio is OFF for the entire frame
duration. A CH can identify the source nodes from the control messages received.
It stays awake during the corresponding data slots to receive data from the source
nodes. In LDC-MAC, a CH may have to toggle its radio between ON and OFF
numerous times within a frame duration. Moreover, if a member node does not use
its data slot, it is wasted.

BEE-MAC [11] is a modification of LDC-MAC in which a member node may
claim multiple data slots. A source node turns its radio ON from the beginning of
the control period. The purpose is to know how many data slots have already been
claimed. This information is used to successfully claim one or more subsequent data
slots in the current frame. In BEE-MAC, the radio of a CH is continuously ON for
the period during which it is receiving data from source nodes. All the unused slots
appear together toward the end of a frame. During this period, each node keeps its
radio OFF to save energy. The downside of this protocol is that a source node may
lose a significant amount of energy in idle listening and receiving control messages
from other source nodes in its cluster.

The proposed model is a modification of BEE-MAC in which CHs are appointed
by the BS. This ensures that all the CHs are evenly distributed in the network. The
BS also sets up multi-hop paths to communicate with the CHs. This ensures that
none of the CHs makes long-range transmissions to communicate with the BS. In
the next section, the proposed model is discussed in detail.

3 Proposed Model

The proposed model assumes that the deployment area is composed of n equal-
sized grids. Sensor nodes lying within a grid are considered to be the part of the
same cluster. All the sensor nodes are homogenous, stationary, and fitted with GPS
devices that can be used to know their locations. Each node can transmit to the BS
directly. All the nodes are time synchronized. This can be achieved by having the
BS broadcast periodic synchronization pulses.

The proposed model divides a round into two phases: (i) set-up phase and (ii)
steady-state phase. In the first phase, the BS appoints CHs and sets up multi-hop
paths to communicate with them. In the second phase, each CH collects data from
the source nodes and forwards it toward the BS.

3.1 Set-up Phase

After deployment, each sensor node transmits a HELLO message to the BS. This
message contains information in the following format—(SNid, SNloc, SNre). Here,
SNid represents the sensor node ID, SNloc represents its location, and SNre represents
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its RE.When the BS receives HELLOmessages from all the sensor nodes, it chooses
the node with the highest RE as the CH in each cluster. If two or more nodes fulfill
this criterion, any node can be elected CH randomly. A node whose SNre is below a
predefined threshold is not considered in the CH election process.

After CH election, BS broadcasts a duty allocation (DUTY)message that contains
information tuples in the following format—(SNid, CHid, SNloc). Here, CHid repre-
sents the ID of the node’s CH. If the CHid matches the SNid, then the node is a CH
itself. The location information of a node can be used to adjust the transmission
power of the source while communicating with the node. Figure 1 shows a network
which consists of nine clusters. Each cluster is composed of four/five sensor nodes.
The clusters are numbered from left to right and top to bottom. This means that the
grid in the first row and first column represents the first cluster, the grid in the first
row and second column represents the second cluster, and so on.

In Fig. 1, nodes numbered 1–5 belong to the first cluster. Suppose, BS decides to
appoint node 4 (node 4 has the highest SNre) as the CH of this cluster. The DUTY
message should contain the information tuples (4, 4, 4loc) and (2, 4, 2loc) among
others. Node 4 learns from the first tuple that it is a CH itself. It learns from the
second tuple that node 2 is a member node and the location of node 2 is 2loc. Node 4
records the information of node 2 in a table maintained for its member nodes. Node
2 learns from the second tuple that node 4 is its CH. It learns from the first tuple that
the location of node 4 is 4loc. Node 2 records the information of node 4 in a table
maintained for its CH. In this way, each CH records the information of its member
nodes, and each non-CH node records the information of its CH.

Fig. 1 Network connectivity after the establishment of multi-hop paths
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After a timeout period, BS broadcasts a schedule for the inter-cluster communica-
tion (SCHbs) in the network. This message contains information about the locations
and sizes of control slots as well as data slots within a frame. The message also
contains information tuples in the following format—(SNid, UCHid, DSnum, UCHloc).
Here, SNid represents the ID of a CH, UCHid represents the ID of the upstream CH,
DSnum represents the slot in which the CH can communicate with its upstream CH,
and UCHloc represents the location of the upstream CH. In Fig. 1, node 15 is the
upstream CH of node 30, node 4 is the upstream CH of node 15, and node 0 (BS)
is the upstream CH of node 4. The schedule message (SCHbs) should contain the
information tuple (30, 15, 9, 15loc) among others. Node 30 learns from this tuple that
node 15 is the upstream CH, the slot allocated for communicating with node 15 is
slot 9, and the location of node 15 is 15loc. Node 30 records all this information in
a separate table maintained for the upstream CH. In this way, each CH retrieves the
necessary information from the corresponding tuple.

After receiving the SCHbs message, each CH broadcasts a schedule for the intra-
cluster communication (SCHch) in its cluster. This message contains information
tuples in the following format—(SNid, CSnum). Here, CSnum represents the control
slot that is allocated to the member node. The SCHch message from node 4 should
contain the information tuple (1, 1) among others. Node 1 learns from this tuple that
it has been allocated slot 1 to send its control message. In this way, each member
node learns about the allocated control slot from the corresponding tuple.

A frame consists of two parts: (i) intra-cluster communication period (for commu-
nication between a CH and its members) and (ii) inter-cluster communication period
(for communication in between CHs). The intra-cluster communication period is a
combination of control slots and data slots. The inter-cluster communication period
is a combination of data slots only. The number of control slots in the intra-cluster
communication period is same as the maximum number of non-CH nodes in any
cluster. For the network shown in Fig. 1, the number of control slots in the intra-
cluster communication period is four. The number of data slots in the intra-cluster
communication period ism times the number of control slots.Here,m is themaximum
number of data slots that a source node can claim. If m = 1, then the number of data
slots in the intra-cluster communication period is also four. The number of data slots
in the inter-cluster communication period depends on two factors: (i) number of
communications needed for the data originating at the farthest CH to reach the BS
and (ii) number of CHs that are directly communicating with the BS. For the network
shown in Fig. 1, the inter-cluster communication period should contain five data slots.
In Fig. 2, the first row shows the slots used for intra-cluster as well as inter-cluster
communications in the seventh cluster. The second row shows the slots used for
intra-cluster as well as inter-cluster communications in the fourth cluster. The third
row shows the slots used for intra-cluster as well as inter-cluster communications in
the first cluster.

In Fig. 2, the first three slots of the first row represent the control slots that
node 30 has allocated to member nodes 29, 31, and 32, respectively. The fourth slot
(gray-shaded) is an unused control slot. The ninth slot is allocated for communication
between node 30 and node 15. The tenth slot is allocated for communication between



A Multi-Hop Bit-Map-Assisted Energy-Efficient MAC Protocol … 623

Fig. 2 Intra-cluster and inter-cluster communications in a frame

node 15 and node 4. The eleventh slot is allocated for communication between node
4 and the BS. The twelfth and thirteenth slots are allocated to node 6 and node 13,
respectively, to communicate with the BS. As Fig. 2 shows the slot allocations in the
clusters of the first column only, the twelfth and thirteenth slots are shown as unused
slots.

3.2 Steady-State Phase

This phase consists of k frames of equal size. If a member node wants to claim one or
more data slots in a frame, it sends a control message to its CH in the allocated control
slot. However, the node has to turn its radio ON from the beginning of the control
period. This is so because before claiming any data slot(s), it should know which
data slots have already been claimed. Figure 3 shows the working of MBEE-MAC
protocol through a flowchart.

The controlmessage has the following format—(SNid,DSnum).Here,DSnum repre-
sents the last data slot that a source node claims (among all the data slots claimed).
After sending the control message, the node turns its radio OFF. It turns the radio
ON in its data slot(s) to send data to the CH. After collecting data from all the source
nodes, the CH calculates the aggregate and sends the aggregate data to the upstream
CH/BS. A new round begins after k frames in which each node sends a HELLO
message, and the whole process is repeated.

As shown in Fig. 2, node 4 has allocated slot 1, slot 2, slot 3, and slot 4 to node 1,
node 2, node 3, and node 5, respectively. Node 2 and node 3 want to claim data slots.
So, they keep their radios ON from the beginning of the control period. Node 1 does
not claim slot 5 (first data slot in the intra-cluster communication period). Hence,
node 2 claims this slot. It sends a control message which is (2, 5). Node 3 receives
this message. It claims slot 6 (second data slot in the intra-cluster communication
period). Node 4 keeps its radio ON in slot 5 and slot 6 to receive data from node 2
and node 3, respectively. Each node (including the CH) keeps its radio OFF in slot
7, slot 8, and slot 9. Node 4 turns its radio ON in slot 10 to receive data from node
15. Node 4 sends the aggregate data to the BS in slot 11.
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Fig. 3 Working of
MBEE-MAC protocol

4 Results and Analysis

The simulation results of MBEE-MAC are compared with the simulation results
of BEE-MAC and BMA-MAC. All the protocols are simulated using the Python
programming language. In all the simulations, the first-order radio model [6] is used
to calculate the energy consumption in sensor nodes. Table 1 shows the parameters
that are used in the simulations.

For the first simulation, a 50 × 50 m2 area is considered, and the total number
of nodes in the deployment area is 100. The percentage of CHs (P) that is desired is
25%. The BS is located outside the deployment area, but very close to it. Figure 4
shows the graph that is generated after the first simulation. Table 2 shows when the
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Table 1 Simulation parameters

Parameter Value

Deployment area size (A) 50 × 50 m2, 100 × 100 m2

Sensor node’s initial energy 5 J

Eelec (energy spent in running the transmitter or receiver circuitry) 50 nJ/bit

Eidle (energy spent in idle mode) 40 nJ/bit

εamp (energy spent in running the transmit amplifier) 100 pJ/bit/m2

Data/schedule message size 250 Bytes

Control message size 20 Bytes

Number of frames in a round 20

Number of nodes (N) 100, 200

Fig. 4 First simulation: N = 100 nodes, A = 50 × 50 m2, and P = 25%

Table 2 First simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 515 852

BEE-MAC 733 1596

MBEE-MAC 1878 2243
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first node and the last node of each protocol dies in the first simulation. RF represents
the round in which the first node dies, and RL represents the round in which the last
node dies.

For the second simulation, a 100× 100m2 area is considered, and the total number
of nodes in the deployment area is 100. The desired percentage of CHs is set to 25%.
Figure 5 shows the graph that is generated after the second simulation. Table 3 shows
when the first node and the last node of each protocol dies in the second simulation.

The RF value for a protocol is assumed to be the network lifetime in the protocol.
Hence, the percentage increase/decrease in the network lifetime can be calculated
by comparing the RF value for MBEE-MAC with the RF values for BMA-MAC
and BEE-MAC. It is observed that MBEE-MAC increases the network lifetime by
156% compared with BEE-MAC and 265% compared with BMA-MAC in the first
simulation. In the second simulation, MBEE-MAC increases the network lifetime
by 105% compared with BEE-MAC and 172% compared with BMA-MAC. MBEE-
MAC performs relatively better when 100 nodes are placed in a 50 × 50 m2 area
than when they are placed in a 100 × 100 m2 area.

Fig. 5 Second simulation: N = 100 nodes, A = 100 × 100 m2, and P = 25%

Table 3 Second simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 459 704

BEE-MAC 607 1116

MBEE-MAC 1247 2247
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Fig. 6 Third simulation: N = 200 nodes, A = 50 × 50 m2, and P = 12.5%

Table 4 Third simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 449 593

BEE-MAC 681 915

MBEE-MAC 1873 2243

For the third simulation, a 50× 50 m2 area is considered, and the total number of
nodes in the deployment area is 200. The percentage of CHs that is desired is 12.5%.
Figure 6 shows the graph that is generated after the third simulation. Table 4 shows
when the first node and the last node of each protocol dies in the third simulation.

For the fourth simulation, a 100× 100m2 area is considered, and the total number
of nodes in the deployment area is 200.ThepercentageofCHs that is desired is 12.5%.
Figure 7 shows the graph that is generated after the fourth simulation. Table 5 shows
when the first node and the last node of each protocol dies in the fourth simulation.

It is observed thatMBEE-MAC increases the network lifetime by 175%compared
with BEE-MAC and 317% compared with BMA-MAC in the third simulation. In
the fourth simulation,MBEE-MAC increases the network lifetime by 97% compared
with BEE-MAC and 181% compared with BMA-MAC.MBEE-MAC performs rela-
tively better when 200 nodes are placed in a 50 × 50 m2 area than when they are
placed in a 100 × 100 m2 area.

For the fifth simulation, a 100 × 100 m2 area is considered, and the total number
of nodes in the deployment area is 100. The number of CHs (C) is fixed at 16. Figure 8
shows the graph that is generated after the fifth simulation. Table 6 shows when the
first node and the last node of each protocol dies in the fifth simulation.
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Fig. 7 Fourth simulation: N = 200 nodes, A = 100 × 100 m2, and P = 12.5%

Table 5 Fourth simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 430 600

BEE-MAC 612 913

MBEE-MAC 1207 2226

Fig. 8 Fifth simulation: N = 100 nodes, A = 100 × 100 m2, and C = 16 CHs
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Table 6 Fifth simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 381 557

BEE-MAC 687 1125

MBEE-MAC 1224 2241

Fig. 9 Sixth Simulation: N = 200 nodes, A = 100 × 100 m2, and C = 16 CHs

For the sixth simulation, a 100× 100 m2 area is considered, and the total number
of nodes in the deployment area is 200. The number of CHs is fixed at 16. Figure 9
shows the graph that is generated after the sixth simulation. Table 7 shows when the
first node and the last node of each protocol dies in the sixth simulation.

It is observed that MBEE-MAC increases the network lifetime by 78% compared
with BEE-MAC and 221% compared with BMA-MAC in the fifth simulation. In the
sixth simulation,MBEE-MAC increases the network lifetime by 29% comparedwith
BEE-MAC and 94% compared with BMA-MAC. MBEE-MAC performs relatively

Table 7 Sixth simulation:
results in terms of RF and RL

Protocol RF RL

BMA-MAC 629 928

BEE-MAC 947 1675

MBEE-MAC 1222 2219
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better when the total number of nodes is 100 than when it is 200 (keeping the number
of CHs fixed at 16).

5 Conclusion

MBEE-MAC has a centralized approach toward CH election unlike BMA-MAC and
BEE-MAC. In MBEE-MAC, the BS is responsible for electing CHs in the network.
This ensures that the CHs are evenly distributed in the network. MBEE-MAC estab-
lishes multi-hop paths between CHs and the BS. This eliminates the requirement
of long-range communications that are inevitable in BMA-MAC and BEE-MAC.
Each CH communicates with its upstream CH that lies above it in the same column.
This prevents any CH from being overloaded with traffic coming from multiple CHs
belonging to the lower layers. The simulation results show that MBEE-MAC saves
more energy in comparison with BMA-MAC and BEE-MAC.
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PID Control of a Quadrotor

Ritika Thusoo , Sheilza Jain, and Sakshi Bangia

Abstract A Quadrotor comes under the rotor-type category of Unmanned Aerial
Systems (UAS) which has four rotors. They are non-linear multivariable system that
is highly underactuated. The Quadrotors have the capability to hover at one place
during their flight and to take-off and land at any place vertically with the help of the
vertical thrust produced by four rotors. They do not require a track to lift-off and land
like fixed-wing UASs. They have three rotational motions, i.e. roll, pitch and yaw.
These are obtained by changing the speed of the rotors. The model of a Quadrotor is
simulated using MATLAB and Simulink and a PID control action is used to sustain
its roll, pitch, yaw and altitude.

Keywords Quadrotor · UAS · VTOL

1 Introduction

Unmanned Aerial Systems (UAS) [1] can be categorized as rotor-type, heavier-
than-air and lighter-than-air vehicles [2]. A Quadrotors is a rotor-type Unmanned
Aerial Vehicle which has four rotors [3]. It can be used in areas where there is
a risk to human life or in areas where mobility is very low [4]. The increase in
the popularity of the Quadrotors is due to the progress in the motor and sensor
technology, computation systems and communication systems. This has led to a
decrease in the manufacturing costs of UAVs such as Quadrotors [5]. The availability
of newmicrocontrollers likeBeagleBone [6],Arduino [7], Raspberry Pi [8] andTexas
Instrument’s CC3200 [9] give Quadrotors a chance to be smaller in size with higher
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performance capability than the existing systems [10]. This makes Quadrotors very
famous among the researchers and they are being studied at various universities and
organizations. The applications ofQuadrotors include inspectionof agricultural fields
[11], search and rescue operations [12], remote sensing and geographical mapping
[13], recreational photography and drone racing [14]. Some companies are even
trying to build UAVs that can deliver products to their customers like Amazon Prime
Air [15].

Multirotors such as a Quadrotor have four rotors [16]. The voltages of these rotors
act as the control variables. There are six motions of a Quadrotor which comprises of
three rotational motions and three translational motions [17]. The rotational motion
includes roll motion, pitchmotion and yawmotion. The translationalmotion includes
motion along the x-direction, motion along the y-direction and motion along the z-
direction. This makes the Quadrotor system an underactuated multivariable system
[18]. They have the capability to hover in one place, and they can vertically take-off
and land without any runway [19]. Different mathematical techniques have been
used over the years to model the Quadrotor. Force moment approach [20] was used
to design an algorithm that could control the attitude as well as the altitude of the
Quadrotor system. A non-linear algorithm [21] was also developed which was based
on the backstepping methodology [22] and adaptation schemes [21]. An intelligent
fuzzy controller was designed using force moment approach [23] and the simu-
lation results obtained were quite promising. However, the control technique had
to compromise with the exactness and speed of the system response. A Quadrotor
system was designed to manage roll angle, pitch angle and yaw angle employing
a stability enhancement system [24]. A unique contact force control approach was
used to design a Quadrotor to collaborate with the surroundings in a strained space
[25]. A definite trajectory tracking control for a Quadrotor using slidingmode control
technique was designed [26]. The model was assumed to be in the ubiety of extra-
neous disturbance and model framework ambiguity. The simulation outputs indicate
the expertise of the system. LQR technique was tested on a micro Quadrotor [27]
and various simulations performed on the OS4 bench, validated the results.

This paper uses voltage-based approach to model a Quadrotor. The voltage-
based approach uses Newton–Euler equations. The input voltages supplied to the
quadrotor’s rotors act as the control variable whereas the altitude and attitude are
to be controlled. Proportional-Integral-Derivative (PID) [28] controller is used to
stabilize the attitude, i.e. roll (phi), pitch (theta), yaw (psi) angles and altitude (force
along z-axis). The outline of the paper is as follows: The modelling of a Quadrotor
is presented in Sect. 2. The Control of the Quadrotor is given in Sect. 3. The results
and discussion are presented in Sect. 4 and the conclusion and future scope are given
in Sect. 5.
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2 Modelling of Quadrotor

AQuadrotor is a non-linear, strongly coupled [18], underactuated [29], multivariable
[30] and unstable system [31]. These characteristics of the Quadrotors are evident
because of their six Degrees of Freedom (DoF) [32] and the fact that there are only
four actuators [18], i.e. the four rotor voltages to control them.

The Quadrotor structure has four rotors that are affixed at the ends of the arms of a
balanced frame [33]. The quadrotor’s rotors can be divided into two pairs: motor R1
and R3 and motor R2 and R4 as shown in Fig. 1. The rotors (R1, R3) have clockwise
rotation and rotors (R2, R4) have anti-clockwise rotation. The domineering forces
and moments delegating on the Quadrotor are produced by rotors that are run by
motors, for example, a Brushless DC (BLDC) motor [18]. The thrust force generated
by rotor R1, R2, R3 and R4 can be denoted by F1, F2, F3 and F4, respectively, as
shown in Fig. 1.

There are two coordinate systems that are used to design a Quadrotor system, as
shown in Fig. 1. The first frame is the earth’s inertial frame [34] or E-frame. The
other frame is imagined to be affixed to the body of the Quadrotor and is known as
B-frame [35].

There are four elemental movements of a Quadrotor: roll, pitch, yaw and force
along z-axis, i.e. altitude of the Quadrotor [36]. In Fig. 1, roll angle is denoted by ϕ

(phi) angle in x-direction [22]; pitch angle is denoted by θ (theta) angle in y-direction
and yaw angle is denoted by ψ (psi) angle in z-direction.

Quadrotor configurations can be classified as plus and cross-configuration [18].
These configurations are based on the location of the rotors in aQuadrotor frame [37].
Cross-configuration of a Quadrotor is shown in Fig. 1, with respect to inertial and

Fig. 1 Quadrotor structure
with earth and body-fixed
frames [53]
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body-fixed frame. The plus configuration schematic is shown in Fig. 2 whereas Fig. 3
shows the cross-configuration schematic for a Quadrotor. The cross-configuration is
preferred because the speed of all four rotors is varied whereas in plus configuration
only two rotor speeds are varied to obtain the rotational and translational motion.
This ensures that the quadrotor’s engine does not saturate, and thus ensures the
Quadrotor’s safety [38].

The equations of motion for a Quadrotor are derived from the force moment
balance equations and can be represented by Eq. (1) [39]:

θ ′′ Ixx = (−F1 − F2 + F3 + F4)d

ϕ′′ Iyy = (−F1 + F2 + F3 − F4)d

Fig. 2 Plus configuration
[54]

Fig. 3 Cross-configuration
[54]
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ψ ′′ Izz = (τm1 − τm2 + τm3 − τm4)d

x ′′ = 1

m

4∑

1

Fi [sin ϕ sinψ + cosϕ cosψ sin θ ]

y′′ = 1

m

4∑

1

Fi [sinψ sin θ cosϕ − cosψ sin ϕ]

z′′ = 1

m

4∑

1

Fi [cosϕ cos θ ] − g (1)

where the thrust force caused bymotor i= 1, 2, 3, 4 is Fi, d represents the Quadrotor-
arm length [40], τmi denoted the torque generated across all four motors, Ii ’s are the
moments of inertia and m the mass of the Quadrotor [39].

Equation (1) can be modified to obtain the respective equations for roll motion,
pitch motion, yaw motion and equations for forces in x-direction, y-direction and
z-direction.

2.1 Roll

The roll motion or roll angle is obtained with respect to the x-axis. It occurs due to
the difference between the voltages of rotors R2 and R4 that move in a clockwise
direction. The differential equation for roll angle can be defined as [39]:

ϕ′′ = 1

Iyy

[(
2ρAd

[
η f Kt

Ka

]2(
V 2
2 − V 2

4

)
)]

(2)

where ρ is the air density, voltage of the rotors is denoted by V, rotor efficiency is η,
f is the figure of merit [33], rotor’s torque constant is denoted by Ka.

2.2 Pitch

The pitch angle is obtained with respect to the y-direction and is caused due to the
rotation of rotors R1 and R3 in the anti-clockwise direction [41]. The voltage of rotor
R3 is greater than the voltage of rotor R1 which indicates the speed of the rotor R3
is greater than that of rotor R1. This creates a pitch moment and it can be defined as
[39]:
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θ ′′ = 1

Ixx

[(
2ρAd

[
η f Kt

Ka

]2(
V 2
3 − V 2

1

)
)]

(3)

where ρ is the air density, voltage of the rotors is denoted by V, rotor efficiency is η,
Ka is the rotor’s torque constant.

2.3 Yaw

The yaw angle is obtained with respect to the z-direction and is produced due to
the torque inequality between the torque generated by the clockwise rotors and anti-
clockwise moving rotors [42]. The differential equation for yaw can be defined as
[39]:

ψ ′′ = J

Izz

(
�′

1 + �′
3 − �′

2 − �′
4

) + D
(
�2

1 + �2
3 − �2

2 − �2
4

)
(4)

where � is the speed of the propeller.

2.4 Differential Equation for Force Along z-Direction

The force along the z-axis can be given by Eq. (5) which is the result of the net forces
that occur due to the rotor R1, R2, R3 and R4 [39]:

z′′ = 2ρA

m

[[
η f Kt

Ka

]2(
V2

1 + V2
2 + V2

3 + V2
4

)
]
(cos θ cosϕ) − g (5)

where V is the voltage of the rotors, ρ is the air density, η is rotor efficiency, f is
propeller’s figure of merit, Ka is the rotor’s torque constant and g is acceleration due
to gravity.

2.5 Differential Equation for Force Along x-Direction

The forces that operate along the x-direction is given in Eq. (6) and this occurs due
to the actuator action [39]:

x ′′ = 2ρA

m

[[
η f Kt

Ka

]2(
V2

1 + V2
2 + V2

3 + V2
4

)
]
(sϕsψ + cψcϕsθ) (6)
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where ρ is the air density, voltage of the rotors is denoted by V, rotor efficiency is η,
f is the figure of merit, Ka is the rotor’s torque constant and c stands for cosine and
s stands for sine angle.

2.6 Differential Equation for Force Along y-Direction

The forces that operate along the y-direction is given in Eq. (7) and this occurs due
to the actuator action [39]:

y′′ = 2ρA

m

[[
η f Kt

Ka

]2(
V2

1 + V2
2 + V2

3 + V2
4

)
]
(sinψ sin θ cosϕ − cosψ sin ϕ)

(7)

where ρ is the air density, voltage of the rotors is denoted by V, rotor efficiency is η,
f is figure of merit, Ka is the rotor’s torque constant.

2.7 Model of the Quadrotor System

In Fig. 4, themodel of theQuadrotor system is shown. The Phid represents the desired
roll or phi angle, Thetad denotes the desired theta angle or the desired pitch angle, Psid
denotes the desired psi or yaw angle and the desired Z motion, i.e. altitude is denoted
by Zd. A proportional-differential-integrator (PID) controller [43] is employed to
manipulate the roll, pitch, yaw angles and the altitude of the system.

Fig. 4 The model of Quadrotor system developed using Simulink
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Fig. 5 Schematic diagram of a closed-loop control system

3 Control of the Quadrotor

A closed-loop control compensates for any changes in the input with the help of
a feedback controller. The schematic diagram of a closed-loop control system is
displayed in Fig. 5. A Proportional-Integral-Derivative (PID) [43, 44] control action
is used to control roll (phi), pitch (theta) and yaw (psi) angles and altitude(force along
z-axis) of the Quadrotor.

The control function for the closed-loop system is given by Eq. (8):

u(t) = Gpe(t) + Gi

t∫
0
e(t)dt + Gd

de(t)

dt
(8)

where Gp, Gi and Gd are the proportional, integral and differential gain of the
controller [44].

A PID Tuner that is a part of the Simulink Control Design product is used to tune
thePIDcontroller for phi, theta, psi and altitude. ThePIDTuner computes a linearized
approximation of the model. In this model, PID controller is used separately for phi,
theta and psi and the altitude. All the PID controllers are tuned using this PID Tuner.
This uses a propriety algorithmdeveloped byMATLAB.The robustness and response
time of the system can be adjusted by using this PID Tuner [45].

4 Results and Discussion

The Quadrotor model denoted by Eqs. (2), (3), (4), (5), (6) and (7) is simulated
using MATLAB and Simulink. A Proportional-Integral-Derivative (PID) controller
[44] is employed to control the roll (phi) angle, pitch (theta) angle, yaw (psi) angle
and altitude (force along z-axis) of the Quadrotor. A step input is given to test the
designed model. The results obtained are shown in Figs. 6, 7, 8 and 9.

Figure 6 shows the response for the roll (phi) angle to the step input change
when a PID control action is used to stabilize the roll angle. The response has little
undershoot but it becomes stable after 5 s. However, there is a little offset in the
output.
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Fig. 6 Response of Roll
angle (phi) versus time

Fig. 7 Response of Yaw
angle (psi) output versus
time

Fig. 8 Response of Theta
angle (pitch) output versus
time

Fig. 9 Response of force
along z-axis output versus
time

Figure 7 shows the response for the yaw (psi) angle when a PID controller is used
to compensate for the change in the input. The output shows a little overshoot and
becomes stable after 5 s. The offset is zero.

Figure 8 shows the pitch (theta) angle response. The output has an overshoot at
the beginning. The settling time is 6 s whereas the offset is zero.
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Table 1 PID controller gains

Phi angle (Roll) Theta angle (Pitch) Psi angle (Yaw) Force along z-axis

Gp 0.017733 0.03143 0.013693 5.6074

Gi 0.0012492 0.003984 0.0004754 1.44260

Gd 0.034088 0.05383 0.032586 5.35209

Figure 9 shows the response of the force along z-axis. The output becomes stable
at 8 s and there is no offset from the setpoint input given.

The PID controller parameters for the control of roll (phi) angle, pitch (theta)
angle, yaw (psi) angle and force along z-axis are summarized in Table 1.

5 Conclusion and Future Scope

The quadrotor modelling is done using voltage-based approach. The model is simu-
lated using Simulink and PID control action is applied to stabilize the roll(phi) angle,
pitch(theta) angle, yaw(psi) angle and altitude (force along z-axis) of the quadrotor.
The responses are obtained for a step input and are quite satisfactory. However, other
control techniques would be implemented in the future like integral backstepping
[46], fuzzy control to the quadrotor. Optimization of the controller action would be
the future scope of this paper [47–50]. Model-based control techniques like model
reference adaptive control (MRAC) [51] and Internal Model Control (IMC) [52]
would also be implemented in the future.
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Levy Flight-Based White Wolf Algorithm
for Solving Optimal Reactive Power
Problem

Kanagasabai Lenin

Abstract In this work, reactive power problem is solved by levy flight-based white
wolf (LFW) algorithm. White wolf actions such as hunting, encircling the prey
are imitated to design the algorithm. Mainly population of white wolf will be in
stagnation mode in leader wolves. In the projected algorithm, levy flight has been
applied in the white wolf algorithm to improve the global search very effectively.
Predominantly stagnation of leader white wolf will be evaded, and candidate solution
will be enhanced during all phases of the search system. In standard IEEE 14, 30
bus test system levy flight-based white wolf (LFW) algorithm is evaluated. LFW
approach reduced the loss efficiently.

Keywords Optimal reactive power · Transmission loss · Levy flight-based white
wolf algorithm

1 Introduction

Power loss minimization is the main objective of this work. Optimal reactive power
problem is solved by applying numerous techniques [1–6], and many evolutionary
computation approaches [7–16] are utilized for minimization of power loss. In this
work, levy flight-based white wolf (LFW) algorithm is proposed. Deeds of white
wolf are imitated to formulate the algorithm. Population of white wolf is inclined
to stagnation, and problem of immature convergence will occur. In the projected
algorithm, levy flight has been applied in the white wolf algorithm such that global
searching can be done more efficiently. Candidate solution is improved in all phases
of the exploration procedure. Alpha, beta, and delta states are projected in levy flight-
based white wolf (LFW) algorithm to modernize the ability of hunting procedure. In
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standard IEEE 14, 30, bus test system proposed levy flight-based white wolf (LFW)
algorithm is evaluated. Simulation study shows that the projected algorithm reduced
the power loss efficiently.

2 Problem Formulation

Active power loss is the key objective and defined by,

PL =
∑

k∈Nbr

gk
(
V2

i + V2
j − 2ViV j cos θi j

)
(1)

Objective function = Power loss + weight(ωv) × Deviation ofVolatge (2)

Deviation of volatge =
Npq∑

i=1

|Vi − 1| (3)

Equal and inequal constraints are as follows:

Generation (PG) = Demand (PD) + Load (PL) (4)

Pminiumum
g slack ≤ Pg slack ≤ Pmaximum

g slack (5)

Qminimum
g i ≤ Qg i ≤ Qmaximum

g i , i ∈ Ng (6)

Vminimum
i ≤ Vi ≤ Vmaximum

i , i ∈ NB (7)

Tmin
i ≤ Ti ≤ Tmax

i , i ∈ NT (8)

Qmin
c ≤ Qc ≤ Qmax

C , i ∈ NC (9)

3 Levy Flight-Based White Wolf Algorithm

In the proposed levy flight-based white wolf (LFW) algorithm, deeds of the white
wolf are emulated to design the algorithm. In white wolf algorithm, the motion of
wolf during hunting and encircling is described by,
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U = ∣∣I R p(t.) − R(t.)
∣∣ (10)

R(t + 1) = Rp(t) − �M ·U (11)

−→
M = 2m · r1 − m (12)

−→
I = 2 · r2 (13)

m = 2 − 2t./t.max (14)

The state of wolves is adjusted by,

−→
Uα =

∣∣∣
−→
I1 ,

−→
Rα − �R

∣∣∣ (15)

−→
Uβ =

∣∣∣
−→
I2 ,

−→
Rβ − �R

∣∣∣ (16)

−→
Uγ =

∣∣∣
−→
I3 ,

−→
Rδ − �R

∣∣∣ (17)

−→
R1 = −→

Rα − −→
M1 ·

(−→
Uα

)
(18)

−→
R2 = �R − −→

M2 ·
(−→
Uβ

)
(19)

−→
R3 = −→

Rδ − −→
M3 ·

(−→
Uδ

)
(20)

R(t. + 1) = −−→
0.33

(−→
R1 + −→

R2 + −→
R3

)
(21)

Alpha, beta, and delta states projected levy flight-based white wolf (LFW) algo-
rithm modernize its ability of hunting. The position of the wolf can be described
by,

−→
R (t) = 0.5 ×

(−→
R α − −→

M 1 �Uα + −→
R β − −→

M 2 �Uβ

)
(22)

Levy distribution [17];

L(s, γ, μ) =
{√

γ

2π

0 if s ≤ 0
exp

[
− γ

2(s − μ)

]
1

(s − μ)3/2
if 0 < μ < s < ∞

(23)



650 K. Lenin

F(k) = exp
[−α|k|β]

, 0 < β ≤ 2, (24)

Rt+1 = Rt + α ⊕ Levy(β) (25)

Rt+1 = Rt + random(size(D)) ⊕ Levy(β) (26)

−→
R new(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0.5 ×
(−→
R α − −→

A 1
−→
D α + −→

R β − −→
M 2

−→
U β

)
+ α

⊕Levy (β) |M | > 0.5−→
R (t) = 0.5 ×

(−→
R α − −→

R 1
−→
U α + −→

R β − −→
M 2

−→
U β

)

|M | < 0.5

(27)

−→
R new(t) = 0.5 ×

(−→
R α − �M1

−→
U α + −→

R β − −→
M 2

−→
U β

)
+ random(size(U ))

⊕ Levy(β) (28)

�Rt+1 = −→
R t + random(size(D)) ⊕ Levy(β) ∼ 0.010

u

|v|1/β
(−→
R (t.) − −→

Rα(t.)
)

(29)

u ∼ N
(
0, σ 2

u

)
v ∼ N

(
0, σ 2

v

)
(30)

σu =
{

Γ (1 + β) sin(πβ/2)

Γ [(1 + β)/2]β2(β−1)/2

}1/β
, σv = 1 (31)

The worst positions will be disregarded by, otherwise

−→
R (t. + 1) =

{−→
R (t.) f

(−→
R new(t.)

)
> f

−→
R (t.) and rnew < P

−→
R new(t.) otherwise

(32)

(a) Define the preliminary swarm size
(b) Capriciously engender the preliminary population of wolves
(c) “a”, “p”, “A”, “C” values are initialized
(d) Fitness of each white wolf will be computed
(e) “Xα” is chosen as most excellent white wolf
(f) “Xβ” is chosen as second to the most excellent white wolf
(g) While (t < T)
(h) For each wolf
(i) modernize the position of existing white wolves by Eqs. 27 and 28
(k) End for
(l) “a”, “p”, “A”, “C” values are modernized
(m) fitness of white wolves are computed
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Table 1 Control variables limits

Minimum (PU) Maximum (PU)

Generator voltage 0.950 1.100

Transformer tap 0.900 1.100

VAR source 0.000 0.200

Table 2 Reactive power generators limits

Variables Q Minimum (PU) Q Maximum (PU)

1 0 10

2 −40 50

3 0 40

6 −6 24

8 −6 24

(n) “Xα” and “Xβ” are modernized
(o) iteration = iteration + 1
(p) End while
(q) Revert to “Xα”

4 Simulation Results

Levy flight-based white wolf (LFW) algorithm is tested in IEEE 14 bus system [18].
Table 1 shows control variable limits, and Table 2 provides limits of reactive power
generators. Table 3 shows the comparison results.

Then, the proposed levy flight-based white wolf (LFW) algorithm tested in IEEE
30 bus system. Table 4 and Table 5 give control variable limits and limits of reactive
power generators. In Table 6, power loss comparisons have been given.

5 Conclusion

In this paper, levy flight-based white wolf (LFW) algorithm solved the optimal
reactive power problem effectively. Population of white wolf is in stagnation mode
in leader wolves. Consequently, problem of immature convergence will occur and
is unable to perform flawless changeover from exploration to exploitation phase.
Updates of hunters are based on the state of alpha, beta, and delta in projected levy
flight-based white wolf (LFW) algorithm. The proposed levy flight-based white wolf
(LFW) algorithm is tested IEEE 14, 30 bus systems. Power loss is reduced efficiently.
Mainly percentage of power loss reduction has been improved.
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Table 3 Simulation results of IEEE—14 system

Control variables Base case MPSO [19] PSO [19] EP [19] SARGA [19] LFW

Generator voltage-1 1.060 1.100 1.100 NR* NR* 1.024

Generator voltage-2 1.045 1.085 1.086 1.029 1.060 1.029

Generator voltage-3 1.010 1.055 1.056 1.016 1.036 1.027

Generator voltage-6 1.070 1.069 1.067 1.097 1.099 1.020

Generator voltage-8 1.090 1.074 1.060 1.053 1.078 1.031

Tap 8 0.978 1.018 1.019 1.04 0.95 0.948

Tap 9 0.969 0.975 0.988 0.94 0.95 0.939

Tap10 0.932 1.024 1.008 1.03 0.96 0.937

QC − 9 0.19 14.64 0.185 0.18 0.06 0.136

PG 272.39 271.32 271.32 NR* NR* 271.87

QG (Mvar) 82.44 75.79 76.79 NR* NR* 75.92

Reduction in PLoss
(%)

0 9.2 9.1 1.5 2.5 25.85

Total PLoss (Mw) 13.550 12.293 12.315 13.346 13.216 10.046

NR* Not reported

Table 4 Control variables

Variables Minimum (PU) Maximum (PU)

Generator voltage 0.950 1.100

Transformer tap 0.900 1.100

VAR source 0.000 0.200

Table 5 Constraints of reactive power generators

Variables Q Minimum (PU) Q Maximum (PU)

1 0 10

2 −40 50

5 −40 40

8 −10 40

11 −6 24

13 −6 24
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Table 6 Simulation results of IEEE—30 system

Control
variables

Values of base
case

MPSO [19] PSO [19] EP [19] SARGA [19] LFW

Generator
voltage-1

1.06 1.101 1.100 NR* NR* 1.026

Generator
voltage-2

1.045 1.086 1.072 1.097 1.094 1.031

Generator
voltage-5

1.010 1.047 1.038 1.049 1.053 1.027

Generator
voltage-8

1.010 1.057 1.048 1.033 1.059 1.042

Generator
voltage-12

1.082 1.048 1.058 1.092 1.099 1.047

Generator
voltage-13

1.071 1.068 1.080 1.091 1.099 1.036

Tap11 0.978 0.983 0.987 1.01 0.99 0.948

Tap12 0.969 1.023 1.015 1.03 1.03 0.939

Tap15 0.932 1.020 1.020 1.07 0.98 0.931

Tap36 0.968 0.988 1.012 0.99 0.96 0.940

QC10 0.19 0.077 0.077 0.19 0.19 0.090

QC24 0.043 0.119 0.12 0.04 0.04 0.124

PG (MW) 300.9 299.54 299.54 NR* NR* 297.72

QG (Mvar) 133.9 130.83 130.94 NR* NR* 131.48

Reduction in
PLoss (%)

0 8.4 7.4 6.6 8.3 20.06

Total PLoss
(Megawatts)

17.55 16.07 16.25 16.38 16.09 14.029

NR* indicates Not Reported
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Abstract The present communication system demands high data rate, spectral effi-
ciency, and reliability. By employing numerous antennas in transmitter and receiver
sides of a wireless channel, the spatial multiplexing or diversity gains can be
explored. The modern communication network can be designed to attain a high data
rate, enhanced link reliability, and improved range. MIMO technique can increase
spectral efficiency without using extra bandwidth. This paper reviews recently
published results on MIMO—Multiple Input Multiple Output. This paper describes
the BER performance usingAlamouti Space-Time Block Code andAverage Channel
Capacity has been discussed for different antenna system, i.e., SISO—Single Input
Single Output, SIMO—Single InputMultiple Output, MISO—Multiple Input Single
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1 Introduction

The rapid growth of the next-generation of wireless mobile communication systems
demands high-speed facilities by a large number of potential users [1]. Because
of three particular limitations of wireless mobile communication systems, such as
compounded and bleak channels, deficient usable radio spectrum, and limitation of
the power and size of hand-held terminals [2], makes a challenging issue to fulfill
the demand of high-speed facility. Therefore, to reduce those constraints [2], effi-
cient spectral, and power fading alleviation techniques are required. MIMO antenna
techniques provide the required spectral efficiency and communication reliability
[3]. However, the MIMO system implementation increased the cost and hardware
requirements [4]. To solve the implementation complexity of MIMO antenna system
with retaining all its benefits, there are practical and effective antenna techniques
used called antenna selection (AS) approach [3, 4]. The basic concept of AS is to
choose an optimal set of well-organized transmit and/or receive antennas [5]. This is
accomplished by using channel state information (CSI) feedback which maximizes
spectral efficiency and improves the error performance in wireless mobile system
networks [5]. By utilizing a number of antennas at both the transmitter and receiver
ends of wireless mobile channels is to explore and analyses the spatial multiplexing
or diversity gain, today mobile communication system can be designed to attain a
high data rate, improved channel reliability, and range [6]. One important feature
of MIMO technique is to provide increased spectral efficiency without using extra
bandwidth. In fact, MIMO technique is compulsory by many wireless communica-
tion standards like IEEE 802.11n (WLAN), 802.16e (WiMAX), LTE (cellular), and
other emerging applications [4].

InFig. 1,MIMOsystem is shownwithMT transmitting antennas andMR receiving
antennas. After applying appropriate operation on the transmitter side, the input data
is sent by using MT antennas. The applied operation may include channel coding,
modulation, space-time-encoding, spatial mapping [3]. Wireless mobile channel is
used by each antenna to sends a signal. All antennas at left-hand side of Fig. 1 used

Fig. 1 A typical MIMO
antenna configuration
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as an entire transmitter. The radiated signals are shown by the column vector (x)
that has MT × 1 dimensions. These radiated are collected by signals, MR receiving
antennas after passing through the wireless mobile channels [6].

The reminder of this paper is organized as follows. In Sect. 1.1, MIMO system is
discussed. In Sect. 1.2, a different antenna configuration is defined. In Sect. 1.3, STC
inMIMO system is defined.Whereas in Sect. 1.4, Alamouti Scheme for 2× 1MISO
system, 2 × 2 MIMO system, BER performance, and Channel Capacity are derived
and analyzed. Finally, the result analysis has been carried out and the conclusion has
been drawn.

1.1 MIMO System Model

A typical MIMO configuration is shown below in Fig. 2. MIMO configuration is
represented in space domain [6]. Let us suppose that aMIMOcommunication system
has Nt transmit antennas and Nr receive antennas. This results in Nt × Nr different
channels in between transmitter in receiver. A wireless channel in multipath environ-
ment may correspond to a complex Gaussian random variable. The MIMO system
channel between Nt transmit and Nr receive antennas can be depicted as a Nr × Nt

complex Gaussian random matrix, indicated by H [5]. A complete understanding of
MIMO system channel model is essential to appropriately design and estimate the
working of a wireless communication system using MIMO. Practically the MIMO
channels are triply selective, i.e., a MIMO channel may exhibit fading across space,
time, and frequency [7].

Fig. 2 A typical MIMO configuration



658 S. Sanwal et al.

The input and output relation of a MIMO structure, assuming a time-invariant
channel can be represented in vector notation as:

y = H + n (1)

Here x is (Nt × 1) transmit vector, y is (Nr × 1) receiving vector, H is (Nr × Nr )
channel gainmatrix, and n(Nr ×1) is calledAdditiveWhiteGaussianNoise (AWGN)
vector. Assuming frequency flat fading (which implies that the MIMO channel is
static and deterministic for the given time interval), a MIMO channel gain matrix for
Nt transmit and Nr receive antennas could be represented as [6]:

H =
⎡
⎢⎣

h11 · · · h1Nt

...
. . .

...

hNr1 · · · hNr Nt

⎤
⎥⎦Nr receive antennas

Nt transmit antennas (2)

Generally, a single element of (Nr × Nt ) channel matrix is represented by hi j
(i = 1, 2 . . . Nr and j = 1, 2 . . . Nt ) which represents a complex channel gain
between the j th sending and i th collecting antenna. The channel gains of Nr ×
Nt elements in MIMO channel matrix H are the function of characteristics of the
propagation environment and antenna spacing in the transmitter and receiver (i.e.,
array characteristics) [5].

Let us say all the transmitter has an average power constraintP, overall the transmit
antennas, andnoise power is supposedunity (makingpower equivalent toSNR).After
passing via theMIMO channel, at each receiver antenna, the signal that is received is
a superposition of the Nt received signals (product of transmitted signals and channel
gain coefficients), in addition to noise introduced in the channel. Then the received
signal at antenna i can be written as [5]:

yi =
Nt∑
j=1

hi j x j + ni i = 1, 2, . . . Nr and j = 1, 2, . . . Nr (3)

The term ni denotes the additive complex channel noise added by the channel.
Following the discrete-time model, it can be illustrated in matrix notation as:

⎡
⎢⎣

y1
...

yNr

⎤
⎥⎦ =

⎡
⎢⎣

h11 · · · h1Nt

...
. . .

...

hNr1 · · · hNr Nt

⎤
⎥⎦

⎡
⎢⎣

x1
...

xNr

⎤
⎥⎦ +

⎡
⎢⎣

n1
...

nNr

⎤
⎥⎦ (4)

The above matrix can be written in vector notation as Eq. (1).
After reception, the signal is decoded to estimate the sent data. Generally, the

maximum likelihood (ML) decoding algorithm is applied, which uses a decision
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metric that is based on the squared Euclidean distance between the received sequence
and the actual sequence. It selects a code with a minimum value of the metric to
determine the transmitted data. This concept is discussed previously in the paper of
Sivash M. Alamouti [8].

1.2 Different Antenna Configurations

There are various antenna layouts can be applied to define space-time systems. Tradi-
tionally, a transmitter and a receiver have a sole antenna (i.e., Nt = Nr = 1), recog-
nized as Single Input Single Output (SISO) system [6]. Another system, known as
Single-Input-Multiple-Outputs (SIMO) has a sole antenna at the transmitter (Nt =
1) and Nr , a number of antennas at the receiver [6]. In the Multiple Input Single
Output (MISO) system, the transmitter has Nt antennas, and receiver have a sole
antenna (Nr = 1). On the other hand, MIMO uses multiple antennas at both ends [6].
Figure 3 shows four different antenna configurations. SISO is severely affected by
multipath propagation, which increases error probability [6]. SIMO enables receiver
diversity, where a suitable combining technique is used at the receiver to combat
signal fading [6]. Use of combining technique requires the concept of the Channel
State Information (CSI) at the receiver. MISO enables beamforming, which aims
to focus transmission powers from different antennas in the desired direction [6].
Beamforming requires knowledge of the CSI at the transmitter [6].

Fig. 3 Different antenna configuration
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1.3 Space-Time Coding (STC) in MIMO

MIMO system offers a much higher capacity than a conventional system. The
capacity increase in MIMO is obtained by appropriate coding in space and time
domain before transmission, called time coding (STC) [9]. In STC, at first, the input
data stream (i.e., source data bits and error correction bits) is split into a number of
sub-streams, and then each sub-stream is mapped onto a sender antenna [6, 9]. In
this way, a signal is encoded in space and time.

In STC, at each instant, a block of m data bits are given into the space-time
encoder. The m data bits make a set of M = 2m symbols [9]. The space-time
encoder maps these symbols on Nt transmitting antennas. Say the symbol in each
antenna is denoted by as x j , where j = 1, 2 …. Nt then the transmission code vector
is x = [x1, x2, . . . , xNt ]. A serial to parallel converter, i.e., Multiplexer converts the
incoming data stream to Nt × 1 column vector, to be transmitted simultaneously
by Nt transmit antennas [9]. These parallel data streams pass through the MIMO
channel matrix, where each individual channel may have an independent channel
gain coefficient [9].

In STC, the codematrix is designed such that the rows and columns are orthogonal
to each other [9]. This yields that the inner product of each row with any other row
results to zero, and therefore the rows of the matrix are independent eigenvalues,
helping to realize full transmit diversity [9]. Full transmit diversity implies that each
transmit antenna contributes to one row in the matrix (this is called full rank matrix)
[10]. The orthogonality enables the decoupling of the various signals transmitted
from different antennas at the receiver [10, 11]. This permit using simple ML-based
decoding, using linear processing at the receiver, which simplifies the reception
process [10, 11].

CSI is not required by STC at the transmitter, thus simplifies the transmission
process. STC can be easily combined with channel coding, offering coding gain
furthermore spatial diversity gain [9]. STC facilitates MIMO to realize significant
improvements in error rate performance (Compared to SISO), and therefore enables
to minimize outage probability (or equivalently maximize outage capacity) [9]. As a
result, in a few years only, STC has progressed from invention to adoption in major
wireless standards [9]. Figure 4 shows a MIMO communication system where STC
is used as a part of it [9].

Fig. 4 STC in MIMO
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1.4 STC and Pre-coding

STC and pre-coding are two different encoding concepts in MIMO. STC assumes
no knowledge of CSI at the transmitter; on the other hand, pre-coding essentially
needs knowledge of CSI at the transmitter side [6]. In fact, knowledge about CSI
at the transmitter antenna makes a significant difference in system performance,
by enabling the transmitter to adapt appropriately the power and rate of data in
accordance with channel states [9, 10]. This concept is used in pre-coding [9, 10].
However, STC simplifies implementation by avoiding the need for CSI [9, 10]. The
STC is an open-loop approach, whereas pre-coding is a closed-loop approach [9, 10].

Pre-coding is different from beamforming also; however, both require knowledge
of CSI at the transmitter [10]. Beamforming offers a well-defined directional beam
pattern, which maximizes the received signal power [10]. However, just as multiple
antennas are present at the receiver, the received signal power cannot be maximized
by beamforming at all the receiver antennas simultaneously [10]. Then pre-coding
is required. Pre-coding can be combined along with spatial multiplexing to increase
the rate of data performance [11]. It can be mixed with spatial diversity to enhance
the reliability of decoding [11]. Pre-coding has been successfully implemented in
the IEEE 802.16e standard for broadband WMAN networks [11].

1.5 Spatial Multiplexing and Spatial Diversity

STC uses two different approaches to improve MIMO system performance, which
are the spatial multiplexing (SM) and spatial diversity (SD) [5]. SM aims to
enhance transmission data rate (in fact, spectral efficiency) and SD aims to enhance
transmission reliability [5]. These are two important motivations for using MIMO
[5].

1.5.1 Spatial Multiplexing (SM)

Intuitively, if a receiver can differentiate between two streams (using STC), then
it can also differentiate between two streams carrying different data [6]. In SM,
various data signals are sent over Nt transmitting antennas [6]. It may correspond
to a situation, where a high rate of data stream is bifurcated into several lower rate
of data streams, and then are sent parallelly through different antennas [6]. At the
receiver, these parallel streams are combined to acquire the indigenous rate of data
[6]. Therefore, it makes it possible to realize a high data rate performance [8]. The
SM gain obtained, simply indicates the increased data rate over the entire given
bandwidth (i.e., the upgraded spectral efficiency) and is represented as a function of
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SNR (at a specified BER) [8]. The maximum SM gain (rmax) is represented as a ratio
between the spectral efficiency (S) at given SNR to the logarithmic value of SNR
when the SNR is assumed to be asymptotically high, as given below [8]:

rmax = lim
SNR→∞

S(SNR)

log2 SNR
(5)

It is essential that to reliably separate the streams of data received, the number of
collecting antennas must be at least same as the number of transmitting antennas (Nr

≥ Nt ) [6]. SM is considered to be a powerful technique to enhance Channel Capacity
in high SNR conditions [6]. It can be utilized to offer a high rate of data to the users
near the base station (where SNR is high). SM could be utilized with or without CSI
at the transmitter [6].

1.5.2 Spatial Diversity (SD)

SD does not aim to enhance data rate; rather it aims to enhance the reliability of
communication made across the fading channel [10]. In SD, a stream of data is sent
through all the transmitter antennas [10]. This contrasts with SM, where different
data streams are sent through different antennas [10]. SD employs orthogonal or near
orthogonal coding using STC [10]. At the receiver end, duplicate of the same stream
of data are collected andmixed to yield improved SNR [10]. This improves reliability
and the gain so realized is called SD gain [10]. The negative of the maximum SD
gain (−dmax) is a ratio of the log of the probability of error (Pe at a given SNR) to
the log of SNR when the SNR is assumed to be asymptotically high, as given below
[10]:

−dmax = lim
SNR→∞

log Pe(SNR)

log SNR
(6)

In the above expression, the log can be of any base (since it cancels out as the
ratio of the two logs having the same base). SD is used when CSI is not present at
the transmitter.

1.6 STTC and STBC

STC (Space-Time Coding) can be classified into two parts which depend on the way
of transmission of signal in the wireless channel [6]:

• STTC (Space-Time Trellis Coding)
• STBC (Space-Time Block Coding).
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Fig. 5 STTC in MIMO

1.6.1 STTC

It is an extended version of conventional Trellis codes to MIMO systems [11]. In
STTC, the symbols are transmitted serially, encoding is done in the transmitter end
and the processing of signal is done in the receiver end [11]. Significant diversity and
coding gains over fading channels are realized by STTC [11]. The delay diversity
can be considered as a simple form of STTC because in delay diversity same code is
transmitted from Nt transmit antennas and viewed as 1/Nt repetition code [11]. To
combat fading, error control coding, and diversity scheme (joint design ofmodulation
scheme) are performed in STTC to outline an effective signaling scheme [11]. ML
sequence estimation is used by STTC via the Viterbi algorithm for decoding at the
receiver end. Figure 5 shows STTC in MIMO [11].

1.6.2 STBC

It transmits data in blocks and involves three design parameters [6]:

• Nt (number of transmitter antennas which defines the transmission matrix size).
• K (number of transmitted symbols per time slot).
• T (number of time slots used to transmit one block of data or encoded symbols).

In STBC, blocks are nothing but the divided data streams [10]. A block is trans-
mitted over T time slots in STBC [10]. During each and every time slot K symbols
are encoded and then transmitted parallelly using Nt transmitters which develops a
transmission matrix S of size Nt × T as [10]:

⎡
⎢⎣
s11 · · · s1Nt

...
. . .

...

sT1 · · · sT Nt

⎤
⎥⎦

Here si j is encoded symbol which is sent in time slot “i” from “ j” transmitter
antenna where i = 1, 2, 3, …T and j = 1, 2, … Nt [10]. STBC assumes Nr receiver
antennas and can be designed to exploit full diversity order (Nr x Nt ), but it is not
designed for full diversity order, rather be able to reduce fading effectively it is
designed for a sufficiently high diversity order [10, 11]. Channel State Information
(CSI) is not required at transmitter [10].

STBC could use a square transmissionmatrix (complex orthogonal design) which
satisfies the conditions of orthogonality both in time and space [10]. It can also
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Fig. 6 STBC in MIMO

use non-orthogonal design which has a non-square transmission matrix that satisfies
orthogonality only in time, not in space [10]. Using simple linear processing symbols
can be detected at the receiver in STBC [6]. In STBC same data is transmitted through
different antennas so it can be viewed as repetition code over space and time. Figure 6
shows STBC in MIMO [6].

1.6.3 Comparison Between STBC and STTC

STTC offers both diversity as well as coding gain whereas STBC provides only
diversity gain [6]. STBC gives a lower performance as compared to STTC [6]. STBC
is less complex in implementing [6]. STBC requires simple decoding at the receiver
end to retrieve data whereas STTC requires complex decoding techniques to retrieve
data at the receiver end [6].

1.7 Alamouti Scheme

The Alamouti scheme provides a simple transmit diversity technique that uses space-
time coding [8]. Two transmit antennas and a single receiver antenna are used to
achieve transmit diversity when CSI is not available at the transmitter [8]. This is the
simplest formofSTBC.Complexorthogonality is satisfiedwith a square transmission
matrix in the space domain as well as time domain [8]. Alamouti STBC gives STBC
with rate one and offers full diversity gain without compromising with data rate
performance. The Alamouti code matrix is [8]:

S =
[

s1 s2
−s∗

2 s∗
1

]
space →

Time ↓ (7)

S is a complex orthogonal matrix known as transmission matrix, where * denotes
complex conjugate [8]. There are two-time slots used to send two symbols s1 and s2
using two antennas [8]. Since, there are two-time slots that are needed for sending
two symbols, using two antennas, thus k = 2 and T = 2. Hence, the code rate is 1. It
is supposed that the gain of channel remains unchanged over the same time interval
[8].
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Fig. 7 An illustration of the Alamouti scheme

In code matrix, row at the first represents the first transmission period, where
s1 is sent by first antenna and s2 is sent by second antenna [8]. Row at the second
represents second transmission period, where−s∗

2 is sent by first antenna and the s
∗
1 is

sent by second antenna. This implies that the transmission takes place in space (using
two antennas) as well as time (at two-time instant) [8]. The information sequence
received by first antenna is [s1,−s∗

2 ] and by second antenna is [s2, s∗
1 ] [8]. This

satisfies the condition of orthogonality, both in space and time domain [8, 12]. It
is inferred that the two completely orthogonal streams are collected by the receiver
[12], giving transmit diversity of two. The approach used in the Alamouti scheme is
shown in Fig. 7.

Let us assume, h1(t) and h2(t) represents the fading coefficients, respectively
from antenna 1 and antenna 2. It is supposed that the fading coefficients are constant
during the symbol interval, then [12]:

h1(t) = h1(t + T ) = h1 = |h1|e jθ1 (8)

And

h2(t) = h2(t + T ) = h2 = |h2|e jθ2 (9)

Here, T denotes the symbol duration, amplitude gains, and phase shifts, respec-
tively, are |hi | and θi (for i = 1, 2). During the first and the second symbol periods the
received signals are r1 and r2 after passing through the channel that can be expressed
as [12]:

r1 = h1s1 + h2s2 + n1 (10)

r2 = −h1s
∗
2 + h2s

∗
1 + n2 (11)

where n1 and n2 are independent complex variableAWGNsamples having zeromean
and unit variance that are being added to the transmitted signal during the interval of
transmission [12]. Euclidian distance between the received symbol and the possible
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transmitted symbol are estimated after which the received signals are passed through
the ML detector [12]. The decision rule is used to identify the symbol which is
detected is the symbol which has the minimum Euclidian distance is identified as the
transmitted symbol [12].

1.8 Alamouti STBC (2 × 1 System Model)

A simple method for achieving spatial diversity with two transmit antennas which
are described as A simple transmit diversity presented in the paper of Alamouti [7]
and in [13]. For the channel model, refer to Sect. 1.4. The channel gain matrix is
shown in Table 1. And the antenna configuration is shown in Fig. 8.

1.8.1 Alamouti STBC Receiver

The signal received in the first time slot is:

y1 = h1x1 + h2x2 + n1 = [
h1 h2

][ x1
x2

]
+ n1 (12)

The signal received in the second time slot is:

y2 = −h1x
∗
2 + h2x

∗
1 + n2 = [

h1 h2
][−x∗

2

x∗
1

]
+ n2 (13)

where:

1. y1, y2 is the symbol received, respectively, in the first and second time slot.

Table 1 2 × 1 Alamouti
channel model

Time t Time t + T

Antenna 1 x1 −x∗
2

Antenna 2 x2 x∗
1

Fig. 8 2 × 1 Alamouti
STBC
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2. h1, h2 is the gain of channel by first and second transmitting antennas.
3. x1, x2 are the transmitted symbols.
4. n1, n2 is the noise in 1st and 2nd-time slots, noise terms are identically and

identically distributed.

E

{[
n1
n∗
2

][
n∗
1 n2

]} =
[ |n1|2 0

0 |n2|2
]

(14)

Equation 15 can be depicted in matrix as:

[
y1
y∗
2

]
=

[
h1 h2
h∗
2 −h∗

1

][
x1
x2

]
+

[
n1
n∗
2

]
(15)

where, H =
[
h1 h2
h∗
2 −h∗

1

]
, then we want to solve for

[
x1
x2

]
, for this the inverse of H

would be found.
And the pseudo-inverse for a m × n matrix is:

H+ = (
HH H

)−1
HH (16)

(
HH H

) =
[
h∗
1 h2

h∗
2 −h1

][
h1 h2
h∗
2 −h∗

1

]
=

[ |h1|2 + |h2|2 0
0 |h1|2 + |h2|2

]
(17)

Since, inverse of a diagonal matrix (Eq. 17) is just the inverse of diagonal elements
that is:

(
HH H

)−1 =
[

1
|h1|2+|h2|2 0

0 1
|h1|2+|h2|2

]
(18)

Approximately, the transmitted symbol is:

[
x1
x2

]
= (

HH H
)−1

HH

[
y1
y∗
2

]
(19)

= (
HH H

)−1
HH

(
H

[
x1
x2

]
+

[
n1
n∗
2

])

=
[
x1
x2

]
+ (

HH H
)−1

HH

[
n1
n∗
2

]
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1.9 Alamouti STBC (2 × 2 System Model)

By getting some motivation from Alamouti 2× 1 channel model, our further work is
on2×2 (a simple transmit and receiver diversity)whichprovides spatial diversity and
less BER [14, 15]. For the channel model, refer to Sect. 1.4. The channel gain matrix
is same as the 2 × 1 model and is shown in Table 1. And the antenna configuration
is shown in Fig. 9.

1.9.1 Receiver in Alamouti 2 × 2

The signal received in the first time slot,

[
y11
y12

]
=

[
h11 h12
h21 h22

][
x1
x2

]
+

[
n11
n12

]
(20)

The signal received in the second time slot,

[
y21
y22

]
=

[
h11 h12
h21 h22

][−x∗
2

x∗
1

]
+

[
n21
n22

]
(21)

where

yi j = received signal in i th time slot by jth antennasx1, x2 = modulated symbolshi j
= channel gainni j = AWGN noise during i th time slot.

Fig. 9 Alamouti 2 × 2
STBC
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H =

⎡
⎢⎢⎣

h11
h21
h∗
12

h12
h22

−h∗
11

h∗
22 −h∗

21

⎤
⎥⎥⎦

Then, we want to solve for

[
x1
x2

]
, for this, we would have to get H inverse. It is

known that the pseudo-inverse for a m × n matrix is:

H+ = (HH H)−1HH (22)

(HH H) =
[ |h11|2 + |h21|2 + |h12|2 + |h22|2 0
0 |h11|2 + |h21|2 + |h12|2 + |h22|2

]

(23)

Since, inverse of a diagonal matrix (Eq. 23) is just the inverse of diagonal elements
that is:

(
HH H

)−1 =
[

1
|h11|2+|h21|2+|h12|2+|h22|2 0

0 1
|h11|2+|h21|2+|h12|2+|h22|2

]
(24)

Approximately, the transmitted symbol is:

[
x1
x2

]
= (

HH H
)−1

HH

⎡
⎢⎢⎣

y11
y12
y∗
21

y∗
22

⎤
⎥⎥⎦ (25)

1.10 BER Calculation

In this paper, simulation of BER performance of MISO (2 × 1 Model) and MIMO
(2 × 2 Model) has been brought for BPSK modulation under Rayleigh as well as
Rician channel.

The theoretical BER of MRC system [15, 16] is given below:

Pe,MRC = p2MRC[1 + 2(1 − pMRC)] (26)

where,
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pMRC = 1

2
− 1

2

(
1 + 1

Eb/N0

)−1/2
(27)

And BER for STBC case, i.e., two transmitters with two receivers or one receiver
is given below:

Pe,STBC = p2STBC[1 + 2(1 − pSTBC)] (28)

where,

pMRC = 1

2
− 1

2

(
1 + 1

Eb/N0

)−1/2
(29)

1.11 Channel Capacity Calculation

1.11.1 SISO Channel Capacity

The SISO systemhas gain of channel h, therefore, signal to noise ratio at the receiving
antenna, then without knowing the CSI the capacity is [17]:

C = log2
(
1 + SNR|h|2) Bits (30)

And the theoretical capacity of this system will be:

CTheoritical = log2
(
1 + SNR · E(|h|2)) (31)

Or E
(|h|2) = 1

Thus:

CTheoritical = log2(1 + SNR) (32)

1.11.2 SIMO Channel Capacity

SIMO system has a transmitting antenna and M receiving antenna. the complex gain
between the transmit antenna is hi and the ith receiver, then the Channel Capacity
of the system is [17]:
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C = log2

(
1 + SNR ·

M∑
i=1

|h|2
)

(33)

And
M∑
i=1

|h|2 = M2, its Shannon capacity is given by:

CTheoritical = log2
(
1 + SNR · M2

)
(34)

1.11.3 MISO Channel Capacity

Channel Capacity of MISO system having MT transmitting antenna and a receiver
antenna is given by:

C = log2
(
1 + SNR|h|2/MT

)
(35)

1.11.4 MIMO Channel Capacity

In theMIMO system, multiple transmitting and receiving antennae are used.N trans-
mitting and M receiving antennas are connected using a wireless link called MIMO
channel. It contains N × M MIMO channel coefficients. For MIMO system matrix
is H (refer Eqs. (4) and (5)) [17].

Where the complex gain of channel is hi j between the jth transmitting antenna
and ith receiving antenna:

C = log2

(
det

[
IM + SNR

N
HHH

])
(36)

where “det” is determinant, IM depicts N ×M identity matrix and HH is transposed
conjugate of a matrix [17].

2 Numerical and Result Analysis

In this part, we have discussed the simulation result for BER performance of 2
× 1 Alamouti scheme model with the theoretical 2 × 1 Alamouti model, 1 × 1
model (with no diversity) and 1 × 2 theoretical MRC system under Rayleigh as
well as Rician Fading Channels. Then, the simulation result for BER performance
of 2 × 2 system model with the theoretical 2 × 1 Alamouti model, 1 × 1 model
(with no diversity) and 1 × 2 theoretical MRC system under Rayleigh as well as
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Rician Fading Channels. This simulation is being done in MATLAB using a digital
modulation scheme called as BPSK (Binary Phase Shift Keying) with Zero Forcing
(ZF) Equalizer using MATLAB. The values of BER as a function of Eb/No (dB) has
been found for all other antenna configuration models and compared with each other
under Rayleigh as well as Rician Fading Channels.

Finally, the Channel Capacity of all antenna configuration systems (SISO, SIMO,
MISO, MIMO) has been determined. The Average Channel Capacity per unit Band-
width values as a function of SNR—Signal to Noise Ratio in dB scale has been
determined and compared under Rayleigh as well as Rician Fading Channels.

In Figs. 10 and 11, we have simulated the BER curve for 2 × 1 system model,
and the rest curves were plotted using the theoretical values of BER. 1 × 2 MRC
system has the very lowest BER with respect to other system models. Alamouti 2
× 1 model has a slightly higher BER than of 1 × 2 MRC system. 1 × 1 system
model with no diversity has very poor BER performance. It can be found that BER
of simulated Alamouti 2 × 1 model is better at higher average SNR (dB) in Rician
condition than in Rayleigh condition.

In Figs. 12 and 13, we have simulated the BER curve for the 2 × 2 system model
and the rest curves were plotted using the theoretical values of BER, where the ratio
of bit energy to the noise power density is called as Eb/No. We can see that the 2 ×
2 system model has the best BER performance than the other model. 1 × 2 MRC
system has lower BER performance than that of the 2 × 2 model. 2 × 1 Alamouti
scheme has lower BER performance than that of 1 × 2 MRC system. Finally, the 1
× 1 system has the poorest BER performance.

Fig. 10 Bit error rate versus Eb/No (dB) curve for simulation of 2 × 1 Alamouti Scheme under
Rayleigh condition
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Fig. 11 Bit error rate versus Eb/No (dB) curve for simulation of 2 × 1 Alamouti scheme under
Rician condition

Fig. 12 Bit error rate versus Eb/No (dB) curve for simulation of 2× 2 systemmodel under Rayleigh
condition

In Figs. 14 and 15, for various antenna configuration, i.e., SISO—one transmitter
one receiver, SIMO—one transmitter and two receivers, MISO—two transmitters
and one receiver and MIMO—two transmitters and two receivers, Average Channel
Capacity per unit Bandwidth as a function of SNR is plotted under Rayleigh as well
Rician condition. It can be found that the 2 × 2 system, i.e., MIMO has the highest
capacity and 1 × 1 SISO has lowest Channel Capacity in both fading conditions. 1×
2 SIMO system has better capacity than the 2 × 1 system, i.e., MISO.
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Fig. 13 Bit error rate versus Eb/No (dB) curve for simulation of 2 × 2 system model under Rician
condition

Fig. 14 Channel capacity curve for SISO, SIMO, MISO andMIMO system under Rayleigh fading
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Fig. 15 Channel capacity curve for SISO, SIMO, MISO and MIMO system under Rician fading

As expected capacity inRician fading condition is found to be better thanRayleigh
fading condition as Rician has one line of sight signal. In Fig. 15, the plot is plotted
for k = 5, where, k is Rician Factor which is defined by the ratio of the power of
LOS components to the power of NLOS components.

On comparing Figs. 13 and 14, It was found that Average Channel Capacity per
unit Bandwidth of 2 × 2 system, i.e., MIMO is 14.46 bits/s/hz and 15.39 bits/s/hz
under Rayleigh and Rician fading respectively.

3 Conclusions

Through the BER performance of different antenna configuration systems, we found
that the BER performance 1 × 1 system is worst. 1 × 2 theoretical MRC system has
better BER performance than 2 × 1 system (Both simulated and theoretical) and 1
× 1 system in Rayleigh fading. At the same moment, in Rician fading all antenna
configuration system has better performance than in Rayleigh fading condition. And
when we move towards more antenna in the transmitter and receiver side, i.e., 2 ×
2 MIMO system, it has better BER performance in comparison to 1 × 2 theoretical
MRC system.

In terms ofChannelCapacity, it increases ifwe increase the number of transmitting
and receiving antenna. Thus, 2× 2MIMO has the best Channel Capacity. It can also
be found that the Channel Capacity is more in Rician fading condition than Rayleigh
fading condition.
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Incremental Weighted Linear
Discriminant Analysis for Face
Recognition

Nitin Kumar and Suresh Madhavan

Abstract Face recognition has been a popular research area with several real-world
applications. Linear discriminant analysis (LDA) is a well-known method for face
recognition in literature. However, one of the requirements of LDA is the availability
of all data samples available before training. In this paper, we have proposed a novel
variant of LDA method based on incremental learning and is called incremental
weighted linear discriminant analysis (IWLDA). In IWLDA, a weighted pairwise
Fischer criterion is suggested to efficiently separate all class data homogeneously in
the transformed subspace. IWLDA is developed in such a manner that the distance
between nearby classes is increased and simultaneously the distance between farther
classes is reduced and the overall distance is preserved. This results in improved
classification accuracy. Experimental results on 5 publicly available datasets, viz.
AR, CACD, YaleB, FERET, and ORL show that the proposed method outperforms
the popular methods, i.e., principal component analysis (PCA), LDA, incremental
principal component analysis (IPCA), and incremental linear discriminant analysis
(ILDA)on all the datasets in terms ofK-fold (K = 2, 3, 4, 5) cross-validation. Further,
it is also found that the training time of IWLDA is better than the batch methods,
i.e., PCA and LDA.

Keywords Fisher criterion · Pairwise · Datasets · Training time

1 Introduction

Human face has been the primary identity of a human and has been used as one of the
important aspects of recognition in human–machine interactions. Face recognition
is a research area where the identity of an individual is established using digital face
images of people. It has played a critical role in several industrial applications [1] such
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as personal security, mobile security, government ID verification, and video games.
With the advent of machine learning, face recognition has quickly adapted the meth-
ods available in literature. However, there are some challenges in face recognition
such as illumination, expression, and pose changes that can affect the accuracy of
these methods. One interesting aspect is that model development may not be possible
if we do not have all the data available with us beforehand.

Incremental learning [2] methods have been suggested to address the problem of
non-availability of all the data samples beforehand. In incremental learning, model
is developed with initial training data and then can be further updated with incoming
data as and when necessary using updating algorithms as specified in the literature.
Over the past few decades, incremental learning methods have made significant
improvements in performance. Additionally, these methods offer various advantages
in terms of privacy and security. Data from various geographic locations can be
updated into themodel therebymaintaining data privacy and security by sending only
themodel parameters instead of the real data. A comprehensive survey of incremental
methods in face recognition has been given by Madhavan and Kumar [3].

1.1 Motivation

Supervised learning approach has been among themost popular approaches for better
performances in classification-related applications such as face recognition. Pang et
al. [4] had proposed incremental linear discriminant analysis (ILDA) which was
one of the earliest incremental supervised algorithms. Subsequently, several other
approaches have been proposed in literature to improve the performance of ILDA
such as a generalized singular value decomposition (SVD)-based incremental LDA
by Zhao and Yuen [5], Wang et al. [6] who have given incremental two-dimensional
LDA, a fast updation algorithm for incremental LDA by James and Annadurai [7],
to name a few.

Weighted linear discriminant analysis (WLDA) is suggested by Chen et al. [8] and
improves the classification accuracy of LDA. An incremental version of WLDA can
be much more efficient in terms of space and time complexity and can achieve better
classification accuracy. A variant of WLDA is proposed by Liang et al. [9] which
uses weighted pairwise Fischer criterion to improve the performance of LDA. In this
paper, we propose a novel method which combines the advantages of incremental
learning and weighted linear discriminant analysis suggested by Liang et al. [9].

The rest of the paper is organized as: Sect. 2 describes the relatedwork in literature
while Sect. 3 describes the proposed method. Experimental setup and results along
with discussion are given in Sect. 4. Lastly, conclusion and future work are given in
Sect. 5.
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2 Related Work

2.1 Incremental Linear Discriminant Analysis (ILDA)

Pang et al. [4] have proposed an incremental linear discriminant analysis based on
other incremental algorithms in literaturewhich is among the earliest variant of incre-
mental LDA. The authors have proposed update algorithms to central tendencies and
scatter matrices, and eigendecomposition of the updated scatter matrices formulae
gives the updated subspace. The updation formulae of mean and scatter matrices, as
specified by the authors, are given below [4].
Mean updation:

x̄′ = (N x̄ + y)
N + 1

(1)

where x̄′ is updated mean, x̄ is previous mean, N is the total number of samples, and
y is the new sample.
Between-class scatter matrix updation [4]:

S′
b =

M∑

c=1

nc(x̄c − x̄′)(x̄c − x̄′)T + (y − x̄′)(y − x̄′)T

=
M+1∑

c=1

n′
c(x̄c − x̄′)(x̄c − x̄′)T

(2)

where M is the previous total number of classes, nc is the previous total number of
samples in class c, n′

c represents the updated number of samples in class c, and x̄c is
the sample mean.

Within-class scatter matrix updation [4]:

S′
w =

∑

c=1,c �=k

�c + �′
k (3)

�′
k = �k + nk

nk + 1
(y − x̄k)(y − x̄k)T (4)

where �c is the within-class scatter matrix of class c, k is the class with the new
sample, �′

k represents the updated within-class scatter matrix of class k, nk denotes
the total number of samples in class k, x̄k is the prior mean of class k, and y is the
new sample.

Further, an LDA criterion [4] is used to obtain the subspacing vectors which is
given below:

J (W) = WTS′
bW

WTS′
wW

(5)
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Using these formulae, the authors have proposed to update the scatter matrices
and the LDA criteria are reduced to an eigendecomposition of S′−1

w S′
b matrix gives

the eigenvectors that are the updated subspace vectors. This effectively utilizes the
incoming sample to update the model without a knowledge of prior data but only
model parameters such as number of samples, number of samples per class, sample
mean, class means, between-class, and within-class scatter matrices.

2.2 Weighted Linear Discriminant Analysis

Liang et al. [9] proposed a variant of weighted linear discriminant analysis (WLDA)
called uncorrelated linear discriminant analysis which is based on weighted pairwise
Fischer criterion. In this variant, LDA is performed by improving the worst case
class separation using aweighted pairwise Fischer criterion, proportional to themean
distances between class samples, to compute the between-class scatter matrix. This
effectively improves the distance between classes with low class mean distances
and hence separates them in a much better way in the subspace to improve the
classification accuracy. The weighted pairwise Fischer criterion for the weighted
between class scatter matrix (Ŝb), as proposed by the authors, is specified in equation
below [9]:

Ŝb =
M−1∑

i=1

M∑

j=i+1

pipjw(dij) (x̄i − x̄j)(x̄i − x̄j)T (6)

whereM is the total number of classes, pc is the prior probability of class c in general,
x̄c denotes the mean of class c in general, w(dij) is the Fischer criterion, and dij is
the distance between the means of class i and class j.

Fisher criterion w(dij) [9] is computed as given in the equations below:

w(dij) = 1

2d2
ij

erf

(
dij

2
√
2

)
(7)

where erf() represents the Gaussian error function and is computed as:

erf(x) = 2√
π

x∫

0

e−t2dt (8)

The mean distance dij in the computation of the Fischer criterion according to the
equation below [9]:

dij =
√

(x̄i − x̄j)TS−1
w (x̄i − x̄j) (9)

The resulting Fischer criterion w(dij), is referred to as weighted pairwise Fischer
criterion. This criterion efficiently handles the weights of various classes based on
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their class mean differences and the within-class scatter matrix. It can be observed
that this criterion is almost inversely proportional to the square of mean distances of
the two classes. If any two classes have lowmean distances, their subsequent Fischer
criterion is a very high value while if themean distances are high the Fischer criterion
shall be relatively low. This efficiently preserves the mean distances of the classes.

The proposed model, incremental weighted linear discriminant analysis, is based
on this weighted pairwise Fischer criterion and is aimed to improve the accuracy
over LDA, ILDA, and other popular algorithms for face recognition.

3 Incremental Weighted Linear Discriminant Analysis

The primary disadvantage in LDA and its several variants are that the subspace
aims to directly separate the samples of different classes while bringing the samples
of same classes closer. The disadvantage of this approach is that the classes with
insignificant separation or with low class mean difference are not well-separated.
This leads to a drop in classification accuracy as the samples of these classes can be
misclassified in either of the classes. To overcome this, weights are introduced to the
between-class scatter matrix as specified in the weighted pairwise Fischer criterion
in the previous section. The incremental version of WLDA (IWLDA) proposed is as
follows:

If x1, x2, . . . , xN are N training samples, then their mean is computed as:

x̄ =
∑N

i=1 xi
N

(10)

where x̄ is the mean of the samples.
Mean can be updated with incoming sample y as:

x̄′ = (N x̄ + y)
N + 1

(11)

where x̄′ is the updated mean of the samples.
The within-class scatter matrix is updated before the between-class scatter matrix

and its formulation is as specified below:

S′
w =

∑

c=1,c �=k

�c + �′
k (12)

�′
k = �k + nk

nk + 1
(y − x̄k)(y − x̄k)T (13)

Using the updatedwithin-class scattermatrix, theweighted pairwise Fischer crite-
rion is updated for every possible class combinations. This updated Fischer criterion
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is then used to compute the updated weighted between-class scatter matrix. The for-
mulae for the updated weighted pairwise Fischer criterion and the updated weighted
between-class scatter matrix are as follows:

dij =
√

(x̄i − x̄j)TS
′−1
w (x̄i − x̄j) (14)

Ŝ′
b =

M−1∑

i=1

M∑

j=i+1

pipjw(dij)(x̄′
i − x̄′

j)(x̄
′
i − x̄′

j)
T (15)

w(dij) = 1

2d2
ij

erf

(
dij

2
√
2

)
(16)

Thus, the proposed criterion of IWLDA is given by:

J (W′) = W′T Ŝ′
bW

′

W′TS′
wW′ (17)

At every iteration, when a new sample arrives, the mean is initially updated using
Eq.11, following which the within-class scatter matrix is updated as specified in
Eq.12. Further, the weighted pairwise Fischer criterion is updated as given in Eq. 14
and is used to update the between-class scatter matrix of Eq.15. The new updated
subspace is obtained from the LDA criterion in Eq.17 which can further be reduced
to the eigendecomposition of the updated within-class and between-class scatter
matrices (S′−1

w Ŝ′
b).

3.1 Classification

Once the transformation matrix (W′) is generated, all the training samples are pro-
jected onto the subspace. Similarly, the probe image is also transformed using (W′).
Afterward, the nearest samples to the probe are found using K-nearest neighbor in
which K neighbors that are closest to the data sample are chosen in the subspace.
The class label that is most common, i.e., with maximum occurrence, among these
K neighbors is chosen as the class label for the probe. For our experimentation, we
have used K = 5 in K-nearest neighbor classifier with Euclidean distance metric.

4 Experimental Setup and Results

To compare the performance of the proposed method IWLDA, we have performed
experiments on five publicly available face datasets, viz. AR [10], CACD [11], Yale
B [12], FERET [13], andORL [14]. A summary of these datasets are given in Table 1.
Sample images from these datasets are given in Fig. 1 for reference.
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Table 1 Summary of the datasets used in experiments

Dataset # of images # of identities Image size Face variations

AR [10] 4000 126 768 × 576 Occlusion, illumination,
expression

CACD [11] 163,446 2000 250 × 250 Occlusion, illumination,
expression, pose, unconstrained
background

Yale B [12] 5760 10 640 × 480 Illumination, pose

FERET [13] 14,126 1199 N/A Illumination, expression, pose

ORL [14] 400 40 92 × 112 Occlusion, illumination,
expression

Fig. 1 Samples images frompublicly available face datasets aAR [10],bCACD [11], cYaleB [12],
d FERET [13], and e ORL [14]
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For the performance evaluation of the proposed IWLDA, aK-fold cross-validation
technique has been employed. In K-fold cross-validation, the data is randomly split
into K different blocks in which K − 1 blocks are used for training the model while
the final block is reserved for testing the classification accuracy of the model trained.
For the K-fold cross-validation, we have chosen several K values: 2, 3, 4, 5, which
splits the training and testing data in different proportions for an effective testing. To
avail incrementation, the first two samples of the training data are used to generate
the model while the rest of the training data are fed into the model one after another.
As every sample arrives, the model is updated using the proposed method IWLDA.
This experimentation is performedwith random splits over 40 times for eachK-value
and the average classification accuracy is noted down.

Further other popularmethods such as PCAas given in [15], LDAspecified in [16],
IPCAmentioned in [17] and ILDAproposed by Pang et al. [4] were implemented and
evaluated over the same datasets. The PCA, LDA, and IPCA are from the standard
library for Python, sklearn [18]. The non-incremental versions, PCA and LDA, were
evaluated by utilizing the entire training data for the training while the incremental
versions, IPCA and ILDA, were evaluated in a similar fashion to that of IWLDA,
i.e., the first two samples in training data are used to generate a model while the
rest of the samples in training data are used to incrementally update the model. The
experimentation is similarly repeated over 40 times with different K values (2, 3, 4,
5) and the average classification accuracy is noted. Figure2 summarizes the results
of the proposed method over popular methods for the face recognition by plotting
the average classification accuracy over various K values chosen.

In every dataset and at every K value chosen, the proposed IWLDA has shown
significant improvement in average classification accuracy over the popular methods
of face recognition, viz. PCA [15], LDA [16], IPCA [17], and ILDA [4]. The classifi-
cation accuracy over ORL dataset of the proposedmodel has reached a 90%maximal
value while the rest of the datasets have registered relatively lesser accuracy. This can
be inferenced from the lesser face variation and lesser number of images available
in the ORL dataset in comparison with the remaining dataset as can be deducted
from Table1. It can be further noted that among the remaining methods, other than
the proposed method, the incremental methods (IPCA, ILDA) have been dominant
in performance over the batch methods (PCA, LDA). Furthermore, in datasets with
very high number of images and identities (CACD [11]), IPCA has shown better per-
formance than ILDA which can be attributed to efficient subspacing of large volume
of data, while ILDA has shown significantly better performance in the remaining
datasets (AR [10], Yale B [12], FERET [13], and ORL [14]).

Further, from Table2, it can also be concluded that the incremental methods
require less training time than the batch methods, although the proposed IWLDA
shows a slightly higher time complexity which is a mild trade-off for better classifi-
cation accuracy. To summarize, incremental variants have shown better performance
in face recognition than batch counterparts and the proposed method IWLDA, have
been dominant in classification accuracy, and have less training time than the batch
methods on all 5 datasets.
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Fig. 2 Results of the proposed method (IWLDA) in comparison to popular methods (PCA, LDA,
IPCA, ILDA) plotted with average classification accuracy over various K values chosen (2, 3, 4, 5)

Table 2 Time taken per image for each dataset for the methods (in ms)

K values Datasets PCA LDA IPCA ILDA IWLDA

K = 2 AR 20.84 20.3 18.72 18.8 19.97

CACD 2.99 2.77 2.62 2.65 2.68

Yale B 15.09 14.15 12.85 13.07 13.96

FERET 2.95 2.86 2.75 2.77 2.8

ORL 0.48 0.48 0.43 0.43 0.45

K = 3 AR 20.9 20.57 19.66 19.87 20.23

CACD 3.16 3.06 2.85 2.86 3.03

Yale B 15.22 14.76 13.82 14.21 14.58

FERET 3.08 3.01 2.78 2.87 2.9

ORL 0.48 0.48 0.43 0.45 0.48

(continued)
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Table 2 (continued)

K values Datasets PCA LDA IPCA ILDA IWLDA

K = 4 AR 22.73 21.66 20.91 21.16 21.34

CACD 3.18 3.03 2.86 2.98 2.98

Yale B 15.78 14.72 13.82 13.83 14.39

FERET 3.13 3.09 2.9 2.96 2.99

ORL 0.5 0.48 0.45 0.45 0.45

K = 5 AR 23.43 22.26 20.86 21.09 21.74

CACD 3.24 3.09 2.87 3.01 3.09

Yale B 15.48 14.9 14.08 14.3 14.43

FERET 3.28 3.15 2.92 3 3.14

ORL 0.5 0.48 0.45 0.45 0.45

5 Conclusion and Future Work

In this paper, we have presented a novel incremental version of weighted linear dis-
criminant analysis called IWLDA using weighted pairwise Fischer criterion. The
proposed method possess the advantages of incremental learning as well as per-
formance of weighted linear discriminant analysis. The proposed method performs
better than popular methods in literature such as PCA, LDA, IPCA, and ILDA. To
support our claim,we have performed experiments onfive publicly available datasets,
i.e., AR, ORL, CACD, YaleB, and FERET which include small, medium, and large
datasets. The performance of the methods is determined in terms of average classifi-
cation accuracy and time taken per image of each dataset. The experimental results
have clearly shown a dominance of the proposed method over aforementioned tech-
niques in terms of both average classification accuracy and time complexity, despite
a minor trade-off for time complexity.
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Capacity Using L-Branch Channel MRC
System Over Weibull Fading
Channels—A Review

Adarsh Joshi, Aditya Narayan, Mohammad Irfanul Hasan,
and Shalini Singh

Abstract Weibull distribution is a befitting prototype for explaining fading channels
that consist of multipath environment in radio propagation surrounding it in indoor
or outdoor. This work shows a review on the expression of channel capacity with
L-branch maximal ratio combining system and over uncorrelated Weibull fading
channel using optimum rate adaptation with constant transmit power scheme. An
expression for the probability of outage has been also deduced in this paper. In this
paper, an expression for a relation between the fading parameter of Rayleigh fading
and Weibull fading has been also established.

Keywords Channel capacity · Dual-branch · Fading parameters · MRC · Optimal
rate adaptation with constant transmit power

1 Introduction

In today’s scenario, the requirement for the wireless communication assistance like
the high speed of data transmission and VoLTE, etc., is expanding rapidly [1]. These
facilities require a high data transfer rate with stable transmission, which is a difficult
undertaking as the wireless setup works over mediums having multiple replicas of
the message. Channel capacity is crucial in creating a wireless transmission setup as
it indicates the best attainable data transfer rate [1]. The channel capacity, in general,
is also called average channel capacity as it is attained by averaging the Shannon
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capacity of an additivewhiteGaussian noise (AWGN)medium [1, 2]. The capacity of
a band-limitedAWGNmediumwhich is an anti-fadingmedium is known as Shannon
capacity and is expressed as [1, 2].

C = B × log2(1 + γ ) (1)

where γ is the instantaneous accepted SNR and the bandwidth of the channel is
denoted by B expressed in Hz.

Shannon capacity of an AWGNmedium denotes an upper bound for transmitting
message stably [1, 2]. The channel capacity of an AWGNmedium is certainly higher
in respect of the fading environment [1–3]. Enhancement in the channel capacity can
be attained just by incrementing the transmission power of signal in order tominimize
the enactment of fading, and still, it leads in an increment in the interference level
[1–3]. Approaches like adaptive transmission scheme or combining scheme are other
approaches used in fading environment to enhance the capacitywithout incrementing
the transmit power and bandwidth [1–3].

1.1 Diversity Combining Techniques

Diversity combining approach is used in fading medium to enhance the system
performance with minimizing the problems of fading [1]. It contains multiple copies
of message bearing signal over multiple branches, and then, those branches are
combined in order to attain an increment in the general instantaneous or mean
received SNR [1–3]. For attaining the benefit of diversity scheme, it is required to
bind the independently faded signals that were accepted from the diversity divisions.
Subsequent are some best combining methods [1–3].

(i) Selection combining
(ii) Equal gain combining
(iii) Maximal ratio combining.

(i) Selection Combining (SC)

The diversity branch with the biggest instantaneous SNR relatively to the rest of the
branch is picked up in SC [1]. The fundamental phenomenon of SC is to choose
the replica having the biggest SNR among all signals at the receiver’s section [1, 2].
To check all the diversity branches and select the best one, i.e., the one which has
highest spontaneous SNR, the conventional process of selection combining approach
is detected [1–3]. Therefore, SC is not a combining approach but a kind of selection
approach from the different accepted signals [1–3]. But, determining SNR value is
quite difficult as the selection has to be achieved in an extremely diminutive time
[1, 4]. But when mean power of the noise is the same for every branch, picking the
branch with the biggest SNR is similar to pick the branch with paramount received
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power [1, 4]. Because of this, it is practical to select the branch which is having the
highest SNR [1, 4].

(ii) Maximal Ratio Combining (MRC)

In the case of the MRC, replicas are firstly co-phased, then separately weighted,
and finally aggregated. For maximizing the aggregate SNR, the weights are selected
proportionally to the solitary signal level [1, 4]. The weighting employed to the
branches must be equivocal with respect of the SNR. The MRC is identified as the
optimum diversity techniques to mitigate faded signal issues [1, 4, 5].

But, the disadvantage ofMRC lies in its complexity, since it consists of knowledge
of all branch factors like fading amplitude levels, phase shift, and delay factor [1, 4,
5].

(iii) Equal Gain Combining (EGC)

EGC is a special analogous to MRC, but the fact is that here every branch weights
are made unity or equal; however, the signals from every branch are co-phased prior
to aggregation [1, 5, 6]. The increase in level of performance is little deprived in this
in comparison with MRC as there is a chance of joining the signal of low strength
and high strength in terms of noise and interference levels [1, 4, 6]. But, EGC is less
difficult to perform in comparison with MRC as there is no need to calculate fading
amplitudes [1, 4, 6].

1.2 Adaptive Transmission Schemes

Adaptive transmissions are of four types [1, 2, 4, 6].

(a) Optimal rate adaptation with constant transmission power (ORA)
(b) Optimal power and rate adaptation
(c) Channel inversion with fixed rate
(d) Truncated channel inversion with fixed rate.

Here, we have focused on optimal rate adaptation with constant transmit power
method.

(a) Optimal rate adaptation with constant transmission power (ORA): In this
approach, the transmitter power is being unchanged, but the data rate is adapted by
the transmitter in accordance to the fading conditions of the medium [2, 3, 6]. The
capacity is obtained by averaging the Shannon capacity of an AWGN channel [2, 3,
6].

〈c〉ORA = B

∞∫

0

log2(1 + γ )pγ (γ )dγ
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where the probability density function (PDF) of the instantaneous is received.
SNR (γ ) [1, 2] is denoted as pγ (γ ).

1.3 Rayleigh Fading Model

Rayleigh fadingdistribution is characterized by the absence of the line-of-sight (LOS)
component at the receiver [1, 2]. During the multipath propagation of the signal, no
line-of-sight path is there in between of the transmitter and the receiver, only the
reflected, diffracted, and scattered multipath components are present [1]. The line-
of-sight path is defined as the candid path by the transmitter to the receiver which is
not reflected, diffracted, or scattered [1–3]. In Rayleigh fading, there is a possibility
in which the signal may go in deep fade [3, 4].

PDF under no diversity is as given in [2]:

Pγ (γ ) = e
−γ

γ ′

γ ′ γ ≥ 0 (2)

where γ is alias for spontaneously received SNR and γ ′ is the alias for average
received SNR.

PDF under MRC diversity is as given in [1, 2]:

PMRC
γ (γ ) = γ L−1e−γ

γ ′

(L − 1)!(γ ′)L
(3)

where γ is the alias for spontaneously receivedSNR,L indicates the count of diversity
branches, and γ ′ indicates the average received SNR.

1.3.1 Channel Capacity with no Diversity

By using optimum data rate adaptation with constant transmit power, the channel
capacity (in bps) is stated by [1, 2]

〈C〉ORA = B

∞∫

0

log2(1 + γ )
e− γ

γ ′

γ ′ dγ (4)

where B denotes the bandwidth of the channel and γ denotes the instantaneous
received SNR.

Now after putting Eq. 2 in Eq. 4, we get [2]
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〈C〉ORA = B

∞∫

0

log2(1 + γ )
e− γ

γ ′

γ ′ dγ

where γ denotes the spontaneously received SNR, γ ′ denotes the mean received
SNR, and channel bandwidth is indicated by B [1, 2].

After rearranging the equation above, we get [2]

〈C〉ORA = B log2 e
∫ ∞
0 In(1 + γ )e

−γ

γ ′ dy

γ ′

The integral of the above equation is evaluated using partial integration given as
[2]

∞∫

0

udv = lim(uv) − lim(uv) −
∞∫

0

vdu

Now first, let

u = In(1 + γ )

Thus

du = dγ

1 + γ

And let

dv = e
−γ

γ

Thus, we get

v =
∫

e
−γ/γ ′

dy

= e
−γ/γ ′

− 1
γ ′

Substituting the above equation in the partial integration above, we see that the
first the term goes to zero; hence, result becomes as in [2]
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〈C〉ORA
B

= log2 e

∞∫

0

e
−γ/γ ′

1 + γ
dγ

The integral in the above equation can be stated as a closed form expression with
the help of [2, 4] as:

= e
1/γ ′

�

(
0,

1

γ ′

)
× log2 e

Here, � ( ) is the complementary gamma function which is defined in [1, 2].
We know from [2]:

�

(
0,

1

γ ′

)
= E1

(
1

γ ′

)

where E1(.) is exponential integral explained in [2].

〈C〉ORA
B

= e
1/γ ′

E1

(
1

γ ′

)
log2 e (5)

1.3.2 Channel Capacity with Diversity

By using optimum data transfer rate adaptation with stable transmission power,
medium capacity (in bps) is stated as [1, 2]

〈c〉ORA = B

∞∫

0

log2(1 + γ )pγ (γ )dγ (6)

where the channel bandwidth and the spontaneous received SNR are denoted by B
and γ , respectively.

Now putting Eq. 3 in Eq. 6, we get [2]:

〈C〉ORA = B

∞∫

0

log2(1 + γ )
γ L−1e

−γ/γ ′

(L − 1)!(γ ′)L

where L denotes the count for number of diversity branches and γ ′ indicates the
average received.

In SNR, γ is the spontaneously received SNR, and B indicates the medium
bandwidth [1, 2].
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After rearranging the equation above equation, we get [2]

〈C〉ORA = B log2 e

(L − 1)! ×
(
1

γ ′

)L
∞∫

0

I n(1 + γ )γ L−1e
−y/γ ′

dγ

The integral in the above equation is evaluated using partial integration given as
[2]

∞∫

0

udv = lim(uv) − lim(uv) −
∞∫

0

vdu

Now first, let

u = In(1 + γ )

Thus

du = dγ

1 + γ

And let

dv = γ L−1e−γ /γ ′

Thus, we get [2]:

v =
∫

γ L−1e
−γ/γ ′

dγ

After performing successive integration on the above equation of dv, we get [2,
9]

v = e
−γ/γ ′

⎛
⎜⎜⎜⎝

L−1∑
k=0

(−1)kk!
(
L − 1
K

)

(
−1
γ ′

)k+1 × γ L−1−k

⎞
⎟⎟⎟⎠

After rearranging the terms given in the equation above, we get [2]

v = −
L−1∑

K=0K=0

e
−γ/γ ′ (L − 1)!γ L−1−K

(L − 1 − K )!
(

−1
γ ′

)K+1
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Hence, we get [2]:

IL

(
1

γ ′

)
=

L−1∑
K=0

(L − 1)!
(L − 1 − K )!

(
1
γ ′

)K+1

∞∫

0

γ L−1−K e
−γ/γ ′

1 + γ
dγ

The integral in the above equation can be modified as a closed form using [2, 9]
as

∞∫

0

e
−γ/γ ′

γ L−K−1dγ

1 + γ
= (1)L−K−1 × e

1/γ ′�(L−K )×�
(
1−L+K , 1

γ ′
)

= e
1/γ ′

(L − K − 1)!�
(
1 − L + K ,

1

γ ′

)

After solving the above equation, the result we get is [2]

∞∫

0

e
−γ/γ ′

γ L−K−1dγ

1 + γ
= (1)L−K−1 × e

1/γ ′�(L−K )×�
(
1−L+K , 1

γ ′
)

= e
1/γ ′

(L − K − 1)!�
(
1 − L + K ,

1

γ ′

)

Here, let z = L − k − 1
As k = 0, z = (L − 1)
And k = L − 1, z = L − L + 1 − 1 = 0
Thus, we get:

〈C〉MRC,ORA

B
= (

log2 e
)
e
1/γ ′ L−1∑

z=0

�
(
−z, 1

γ ′

)

(γ ′)z

Thefinal equation formediumcapacity per unit bandwidth forORA in the scenario
of MRC diversity using [2, 8]:

〈C〉MRC,ORA

B
= (

log2 e
) L−1∑
z=0

(−1)z

z!
(
1

γ ′

)z

×
⎛
⎜⎝e

1/γ ′
E1

(
1

γ ′

)
−

z−1∑
y=0

(−1)y y!(
1
γ ′

)y+1

⎞
⎟⎠
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1.4 Weibull Fading Model

TheWeibull distribution is a general model for explaining multipath fadingmediums
in both outdoor and indoor radio mode surroundings [2, 7, 8]. Weibull-type distri-
bution is helpful for modeling multiple path faded signal amplitude [2, 7, 8]. The
Weibull-type distribution is a generalizedmodel, i.e., for the different results of shape
parameter (β), it reduces into different other distributions. Let us assume that when β

= 1, it converges to exponential distribution, for β = 2, its distribution type becomes
Rayleigh, and for β = 2.5, it becomes lognormal distribution [2, 7, 8].

The PDF under no diversity is as given in [2, 7, 8]:

Pγ (γ ) = β

2aγ ′

(
γ

aγ

)β−2/2
e
−

(
γ/aγ ′

)β/2
(7)

where γ denotes the spontaneous SNR at the receiver end, β denotes the shape
parameter in case of Weibull fading, and γ ′ denotes the overall SNR at the receiver
end.

PDF under MRC diversity scheme is as given in [2, 7, 8]:

PMRC
γ (γ ) = βγ

Lβ

2 −1

2�(L)(Ξγ )
Lβ

2

e
−

(
γ

Ξγ ′
) β

2

(8)

where Weibull power factor is given as [7, 8]

Ξ = �(L)

�
(
L + 2/

β

)

Here, L denotes the count for diversity branches, β indicates the shape parameter
for Weibull fading, γ denotes the spontaneously received SNR at the receiver end,
and γ ′ is the mean received SNR [7, 8].

1.4.1 Mapping the Weibull Fading and Nakagami-m Parameter

Using reference [2, 7], we know that the fading amount (AF):

AF = var
(
R2

)
(
E

{
R2

})2 = E
{
R2

} − (
E

{
R2

})2
(
E

{
R2

})2

where AF is the fading amount [2, 7].
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�
(
1 + 4

β

)
− �2

(
1 + 2

β

)

�
(
1 + 2

β

) =
�

(
1 + 4

β

)

�2
(
1 + 2

β

) − 1

Here, AF = 1/m and putting m = 2, we calculate the value of β = 2.85 which is
one of the case of the Rician fading.

where m denotes the fading parameter for Nakagami-m and β denotes theWeibull
fading parameter [2, 8].

1.4.2 Channel Capacity with no Diversity

Byusing optimum rate adaptation keeping the stable transmission power, themedium
capacity (in bps) is denoted as [1, 2, 7]:

〈c〉ORA = B

∞∫

0

log2(1 + γ )pγ (γ )dγ (9)

where channel bandwidth is denoted by B and γ is the spontaneous SNR at the
receiver end.

Now after putting Eq. 7 in Eq. 9, we get [7, 8]

〈C〉ORA = βB log2 e

2aγ ′

∞∫

0

(
γ

aγ ′
)(β/2)−1

e−(γ /aγ ′)β/2 In(1 + γ )dγ

where channel bandwidth is denoted by B, γ is the spontaneous SNR at the receiver
end, and γ ′ denotes mean received SNR and is the Weibull power factor which is
given as [7]

a = 1

�
(
1 + 2

β

)

Here, let us take the following assumptions:
Thus

t = (
γ
/
aγ ′)

γ = aγ ′t

After performing the substitution in Eq. (10), we get [7, 8]
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〈C〉ORA
B

= β

2

(
log2 e

) ∞∫

0

In
(
1 + aγ ′t

)
t (β/2)−1e(−β/2)dt

The integral in the above equation is evaluated using partial integration given as
[2, 7, 8]:

∞∫

0

udv = lim(uv)−
γ → 0

lim(uv)−
γ → ∞

∞∫

0

vdu

Now first, let

u = In
(
1 + aγ ′t

)

Thus,

du = 1

1 + aγ ′t
× aγ ′dt

Further, let

dv = t (β/2)−1e−tβ/2
dt

Therefore, after integrating the equation above by using [7–9], we get

v = e−tβ/2

−β/2

Substituting the above assumptions in Eq. (11), we see that the first term goes to
zero; hence, the result using [3] is finally written in the closed form expression as [7,
8]

∞∫

0

e−tβ/2

(
1
aγ ′ + t

)dt = �(1)e1/aγ ′
�

(
0,

1

aγ ′

)
log2 e

Here, �(.,.) is the complementary function of type gamma explained by [2, 7].
We know from [2, 7]:

�

(
0,

1

aγ ′

)
= E1

(
1

aγ ′

)

where E1(.) is exponential integral explained in [2, 7].
Therefore, the final equation for channel capacity under no diversity is [2, 7, 8]
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〈C〉ORA
B

= (
log2 e

)
e1/aγ ′

E1

(
1

aγ ′

)

1.4.3 Channel Capacity with Diversity

By using optimum rate adaptation having stable transmission power, the medium
capacity (in bps) is stated in the form [1, 2, 7]:

〈c〉ORA = B

∞∫

0

log2(1 + γ )Pγ (γ )dγ (10)

Here, B denotes the bandwidth associated with the channel, and γ is the
spontaneous SNR at the receiver end.

Now after putting (10) in (7), we get as in [7]

〈C〉ORA
B

= β

2�(L)(Ξγ ′)LβIn2

∞∫

0

γ Lβ/2In(1 + γ )e−(γ/Ξγ ′)
β/2

dγ

Here, L indicates the count of diversity branches and γ denotes the spontaneously
received signal-to-noise ratio, β denotes shape parameter for Weibull fading, and γ ′
is themean received SNR. By changing the logarithmic and exponential integrands in
terms of the Meijer’s G-functions [9, 10] and using [7, 8], integral in above equation
becomes as Fox-H function [9, 10]:

〈C〉ORA
B

= β

2�(L)(�γ ′)
Lβ

2 In2
H 3.1

2.3

(
(�γ )

−β/2|(−Lβ/2, β/2)|, (1 − Lβ/2, β/2)
(0, 1), (−Lβ/2, β/2), (−Lβ/2, β/2)

)

1.4.4 Outage Probability for Weibull Fading Model

Outage probability is given as [2, 3]

Pout =
γ th∫

0

Pγ (γ )dγ (11)

where γ is the spontaneously received SNR.
Now putting Eq. 11 in Eq. 7, we get outage probability [2, 3]
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Pout =
γ th∫

0

∫
pγ (γ )dγ =

γ th∫

0

β

2aγ ′

(
γ

aγ ′

)β−2/2
e
−

(
γ

aγ ′
)β/2

dy

where γ ′ and γ denotes the mean received SNR and spontaneous SNR at receiver
end.

Now first, let [7, 8]

t =
(

γ

aγ ′

)β/2

Thus,

t
2/β =

(
γ

aγ ′

)

Therefore,

γ = aγ ′t
2/β

dγ = aγ ′ × (2/β) × (t)(2/β)−1dt

Now when γ = 0, then aγ ′t2/β = 0, i.e., t = 0
And when γ = γth, then t = (

γth/aγ ′)β/2

After performing the substitution in Eq. (12), we get [3, 7, 8]

(γth/aγ ′)
β/2∫

0

β

2aγ ′ (t)
2
β
−1e−1aγ ′ 2

β
(t)

2
β
−1dt

After rearranging the equation above, we get [3, 7, 8]

(γth/aγ ′)
β/2∫

0

etdt (12)

On solving integral in the above equation, we get [3, 7, 8]

= 1 − e−(γth/aγ ′)
β/2

Therefore, the final equation for outage probability is [3, 7, 8]
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= 1 − e−(γth/aγ ′)
β/2

1.4.5 Numerical and Result Analysis

The segment expresses the calculation part associated for finding the mean channel
capacity per unit bandwidth. Here, it uses only dual-branch MRC and without diver-
sity case working for uncorrelated Weibull and Rayleigh fading channel. The work
has been presented and analyzed. In this section, we have also presented and analyzed
mapping between fading parameter, m, and Weibull fading parameter, β, and outage
probability is also presented and analyzed.

In Fig. 1, the overall channel capacity per unit bandwidth beneath ORA method
is drawn as an expression of the overall accepted SNR per division. As predicted,
by incrementing SNR under the case of without diversity, channel capacity per unit
bandwidth enhances.

InFig. 2, the channel capacity per unit bandwidth beneathORAmethod is drawnas
an expression of the overall accepted SNR per branch. As predicted, by incrementing
γ with MRC, channel capacity by unit bandwidth enhances.

In Fig. 3, relation between the fading parameter, m, and Weibull parameter, β, is

Fig. 1 Channel capacity by unit bandwidth versus overall SNR at the receiver under ORA without
diversity for Rayleigh fading channel
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Fig. 2 Channel capacity by unit bandwidth versus mean overall SNR under ORA with MRC
diversity for Rayleigh fading channel

Fig. 3 Mapping between fading parameter, m, and Weibull fading parameter β
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Fig. 4 Channel capacity per unit bandwidth versus overall received SNR under ORA without
diversity for Weibull fading channel

plotted, and here, if fading parameter value, m = 2, then we get the value of one of
the Rician fading under Weibull distribution, i.e., β = 2.85.

In Fig. 4, the channel capacity by unit bandwidth beneath ORA method with no
diversity is plotted as a function of the overall accepted SNRper branch.We predicted
that by increasing γ , the overall medium capacity unit bandwidth enhances.

In Fig. 5, the overall medium capacity by unit bandwidth beneath ORA method
with MRC diversity is drawn as a function of the overall accepted SNR per branch.
As predicted, by incrementing γ , the channel capacity by unit bandwidth enhances.
For lower value of γ , and the curve at L = 2 and L = 3 overlap for comparable
values of fading parameter, this shows that for worst channel scenario incrementing
the number of branches only incrementing the complexity, so instead of this, we can
increase the value of fading parameter.

In Fig. 6, the probability of outage is drawn versus threshold SNR. As expected,
by incrementing threshold SNR, the probability of outage decreases. It has been also
seen that outage probability decreases as we move from Rayleigh to Rician fading
channel.
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Fig. 5 Channel capacity by unit bandwidth versus overall received SNR’s under ORA with MRC
diversity for fading channel of type Weibull

Fig. 6 Probability of outage versus threshold SNR for Weibull-type faded channel
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2 Conclusion

This review paper derives and analyzes the channel capacity expression over uncor-
related Weibull fading channel under ORA scheme with balanced average received
SNR of dual-branchMRC system. Through numerical calculations, it has been found
that the channel capacity enhances by incrementing mean SNR and/or by employing
MRC diversity. In this review paper, the relation between the Rayleigh fading param-
eter, m, and Weibull fading parameter, β, has been plotted through which we got to
know that for m = 2 the Weibull parameter β = 2.85 which is the value for Rician
fading channel. This review paper also observed that channel capacity for β = 2 is
same as that of Rayleigh fading channel, and at β = 2.85, the channel capacity is
same as Rician fading channel. It has been observed that at a low value of mean
received SNR, the channel capacity overlaps different for the different number of
branch. It has been also observed that by increasing threshold SNR, the probability
of outage decreases. It has been also observed that outage probability decreases as
we move from Rayleigh to Rician fading channel.
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Classification of Static Signature Based
on Distance Measure Using
Feature Selection

Subhash Chandra and Priyanka

Abstract In this paper, eigenvector-based moments are proposed for offline
signature validation. Here, principal component analysis (PCA) and linear discrim-
inant analysis (LDA) techniques are used for dimension reduction and generated
eigenvector which is calculated using Euclidean distance. It measured the distance
between two vectors having an equal size in 2-D space. A newly suggested approach
to generate the eigenvector from training and testing samples of signatures, which is
calculated through Euclidean distance as a classifier. In which, it has shown high ver-
ification accuracy of 91.07% on the MCYT-75 corpus and GPDS synthetic signature
database.

Keywords Biometric · Signature · Linear discriminant analysis · Principal
component analysis · Euclidean distance

1 Introduction

Biometric traits have become well established in commerce and forensics. Biomet-
rics such as fingerprint, face, voice, iris are the major challenges to researcher in last
decades [1–3]. In the field of security at the airport and financial transaction, biomet-
ric techniques are used immensely for authentication purposes [4, 5]. Handwritten
signature is behavioral biometric technique which means for personal authentica-
tion. In signature verification, it is to know whether the test signature is belonging
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to individual or someone else. It is used in the field of bank cheque authentication,
certificates, credit card validation, etc.

Signature classification is categorized into two types, namely online and offline
signature [4, 6, 7]. In an offline signature verification technique, signature is signed
on a paper and we use a scanner or camera for the acquisition of the signature image.
Verification is usually done on the local, geometrical, global, or statistical features
which are extracted from the signature [8, 9]. In case of online signature verification,
the dynamic feature of signature images is extracted using digitizing tablet [10]. In
which, signature is done on a digitizer pad and captured dynamic feature like speed,
velocity, and pressure. Due to the different types of data involved, online and offline
methods differ a lot. In case of online method, data analysis is performed on 1-D [5,
11] while offline data analysis is performed on 2-D [12, 13].

Variation occurred in signature images are inter- and intra-class variation. Inter-
class variation occurred due to the forged signatures from a different writer being
claimed to be genuine while intra-class variation occurred when a person may not
always oppose his signature exactly the same. Here, inter- and intra-class variations
are considered during the verification stage of signature. The efficiency of signature
recognition is measured in terms of two error rates, i.e., false acceptance rate (FAR)
and false rejection rate (FRR) [14, 15]. Random, simple, and skilled forgeries are
found in validation of signature [16]. A random forgery is signed randomly, without
having any information about the pattern of signature. However, in simple forgery,
individuals know the pattern of the signature but not well-practiced. While in skilled
forgeries, individuals know the pattern of the signature and are well-practiced.

This paper is organized as follows: Sect. 2 dealswith preprocessing, feature extrac-
tion, and classifiers are explained. Section3 focuses on the experiment demonstrated
on distance measure approach. Section4 concludes the paper.

2 Methodology

In this section, four stages are discussed, namely signature database, signature
database, feature extraction, and classification. The detail description is discussed
separately:

2.1 Signature Dataset

Here, two databases MCYT and GPDS are used for experimental purposes. These
are scanned at 600 dpi [17]. In theMCYT database, all individuals put their signature
having a similar pen and surface. However, in the GPDS dataset, all individuals put
their signature having different pen and surface. Figure1 shows dataset of genuine
and forgery signature.
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Fig. 1 Signature used in
MCYT and GPDS dataset

2.2 Signature Preprocessing

Preprocessing is the stage in which quality of signature is enhanced as signature
contain noise [18]. To enhance the quality of signature, we perform signature bina-
rization, cropping, and normalization [19, 20]. Figure2a is the original signature
before preprocessing.

2.2.1 Signature Binarization

OTSU method is used for signature binarization and removes noise in the boundary
region of the image. Figure2b shows the binary image of the original signature.

2.2.2 Cropped Signature

After binarization of the image, traverse the signature image in all four directions
to fetch 0 of value pixel. After fetching pixel having 0, the area enclosed by it is
the bounded region of cropped signature. Figure2c shows the portion of cropped
signature.

2.2.3 Normalization

The cropped signatures are normalized. X and Y are new value corresponding to Xi

and Yi . Figure2d shows the normalized image of the cropped signature.

X = (Xi − Xmin)

(Xmax − Xmin)
× length (1)

Y = (Yi − Ymin)

(Ymax − Ymin)
× height (2)
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Fig. 2 Binarized signature images

2.3 Feature Extraction

Feature extraction is done in two ways, viz. PCA and LDA [21, 22]. Each of these
is explained in detail given below.

2.3.1 PCA Algorithm

It is used to analyze data of high dimension by reducing the size without any loss of
information [23–25].
1: Input the dataset
2: Mean value is subtracted from original data

µx = (x1 + x2 + x3 + · · · + xn)

n
(3)

µy = (y1 + y2 + y3 + · · · + yn)

n
(4)

3: Find covariance matrix

Cov(x, y) =
∑n

i=1(xi − µx )(yi − µy)

n − 1
(5)
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Cn×n = cov(dimi , dim j ) (6)

The covariance matrix C of the n × n matrix is

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

cov(x1, y1) cov(x1, y2) cov(x1, y3) . . cov(x1, yn)
cov(x2, y1) cov(x2, y2) cov(x2, y3) . . cov(x2, yn)
cov(x3, y1) cov(x3, y2) cov(x3, y3) . . cov(x3, yn)

. . . . . .

. . . . . .

cov(xn, y1) cov(xn, y2) cov(xn, y3) . . cov(xn, yn)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

Since cov(x1, y2) = cov(x2, y1), the matrix is symmetrical about the main diagonal.
4: From covariance matrix finds eigenvectors and eigenvalues
5: With different components, form feature vector

FeatureV ector = (eig1eig2eig3 . . . eign) (7)

6: Form new dataset

FinalData = (RowFeatureV ector) × (RawDataAd just) (8)

7: Get back old dataset

RawDataAd just = (RowFeatureV ector)−1 × (FinalData) (9)

RawDataAd just = (RowFeatureV ector)T × (FinalData) (10)

RawOriginalData = (RowFeatureV ector)T × (FinalData)

+ (originalMean)
(11)

2.3.2 LDA Algorithm

Used for dimensionality reduction and preserve the information. The predicted y
obtained by:

y = WT X (12)

where X =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

x1
x2
x3
.

.

xn

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

and W =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

w1

w2

w3

.

.

wn

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠
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Mean vector of each class in x and y feature space is

µi = 1

ni

∑

x∈Wi

x (13)

µi = 1

ni

∑

y∈Wi

y = 1

Ni
=

∑

x∈Wi

WT x = WTµi (14)

J (W ) = µ1 − µ2 = WT (µ1 − µ2) (15)

S2i =
∑

y∈Wi

(y − µi )
2 (16)

J (W ) = (µ1 − µ2)
2

S21 + S22
(17)

Si =
∑

x∈wi

(X − µi )(X − µi )
T (18)

S1 + S2 = SW (19)

S2i =
∑

y∈Wi

(Y − µi )
2 =

∑

x∈Wi

(WT − WTµi )
2 =

∑

x∈Wi

(WT X − WTµi )
2 = WT SiW

(20)
S21 + S22 = WT SWW (21)

The original feature space which is shown in Fig. 3.

(µ1 − µ2)
2 = (WTµ1 − WTµ2)

2 = WT (µ1 − µ2)(µ1 − µ2)
TW = WT SBW

(22)

J (W ) = WT SBW

WT SWW
(23)

2.4 Verification

In this section, Euclidean distance is used tomeasure distance between two vectors in
2-D space. Here, Ftrain is the feature vector of train data and Ftest is the feature vector
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Fig. 3 Distance between
projected mean

of test data [26, 27]. The distance between Ftrain and Ftest1 is obtained by Euclidean
distance d.

d = √
(Ftrain + Ftest) (24)

3 Results and Discussion

3.1 Performance Measure

FAR and FRR are used for performance measure. They are defined in the following
terms

FRR = No. of genuine signature rejected

No. of genuine signature tested
× 100 (25)

FAR = No. of forgeries signature accepted

No. of forgery signature tested
× 100 (26)

Accuracy = (100 − FRR) + (100 − FAR)

2
(27)

3.2 Experimental Results

In this segment, features are extracted through PCA and LDA.
Table1 represents acceptance and rejection on different samples of static signa-

tures using PCA on MCYT Corpus dataset. The FAR and FRR are 18.25 and 18.76
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Table 1 Results using PCA on MCYT Corpus dataset

No. of users Skilled forgery Genuine FAR FRR

5 75 75 10.28 20.11

10 150 150 19.04 19.59

15 225 225 18.91 19.04

20 300 300 18.25 18.76

Table 2 Results using PCA on GPDS synthetic dataset

No. of users Skilled forgery Genuine FAR FRR

3 90 72 21.74 20.14

6 180 144 21.06 19.84

10 300 240 19.95 19.61

Table 3 Results using LDA on MCYT Corpus dataset

No. of users Skilled forgery Genuine FAR FRR

5 75 75 18.81 20.54

10 150 150 18.04 19.86

15 225 225 17.62 19.94

20 300 300 16.54 18.82

on the sample of 20 users, respectively. Here, experimentation is performed on 300
signature each for genuine and forged signatures. However, in Table2 gives the per-
formance of rejection and acceptance on different samples of signatures using PCA
on GPDS synthetic dataset. The FAR and FRR are 19.95 and 19.61 on the sample of
10 users, respectively. Here, experimentation is done on 240 genuine and 300 forged
signature.

Table3 shows the overall acceptance and rejection on different samples of signa-
tures using LDAonMCYTCorpus dataset. The FARand FRR are 16.54 and 18.82 on
the sample of 20 users, respectively, which is better than the experiment demonstrated
on PCA. Here, experimentation is performed on 300 signature each for genuine and
forged signatures. However, in Table4 gives the performance of rejection and accep-
tance on different samples of signatures using LDA on GPDS synthetic dataset. The
FAR and FRR are 18.24 and 17.07 on the sample of 10 users, respectively, which is
better than the experiment demonstrated on PCA. Here, experimentation is done on
240 genuine and 300 forged signature.

Table5 shows the performance of overall acceptance and rejection on different
samples of signature using PCA+LDAonMCYTCorpus dataset. The FAR and FRR
are 8.54 and 8.02 on the sample of 20 users, respectively, which is better than the
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Table 4 Results using LDA on GPDS synthetic dataset

No. of users Skilled forgery Genuine FAR FRR

3 90 72 21.11 18.66

6 180 144 19.66 17.14

10 300 240 18.24 17.07

Table 5 Results using PCA+LDA on MCYT Corpus dataset

No. of users Skilled forgery Genuine FAR FRR

5 75 75 11.07 10.66

10 150 150 9.86 9.81

15 225 225 9.14 8.11

20 300 300 8.54 8.02

Table 6 Results using PCA+LDA on GPDS synthetic dataset

No. of users Skilled forgery Genuine FAR FRR

3 90 72 11.04 9.19

6 180 144 10.91 9.46

10 300 240 9.11 7.86

experiment demonstrated on PCA and LDA independently. Here, experimentation
is performed on 300 signature each for genuine and forged signatures. However, in
Table6 gives the performance of rejection and acceptance on different samples of
signatures using PCA+LDA on GPDS synthetic dataset. The FAR and FRR are 9.11
and 7.86 on the sample of 10 users, respectively, which is better than the experiment
demonstrated on PCA and LDA independently. Here, experimentation is done on
240 genuine and 300 forged signature.

Table7 shows extracted feature compared with the existing technique (grid, mor-
phology, and local interest point).

4 Conclusion

In this paper, a novel approach based on distance measure using feature selection
is proposed for static signature validation. The feature extraction of signature is
performed by PCA and LDA on MCYT-75 and GPDS offline signature subcorpus
dataset. Our experimentation is performed using distance measure approach. PCA +
LDA results FAR and FRR of 8.54 and 8.02 on MCYT Corpus dataset which gives
a far better result than the experiment performed independently. The combination of
PCA and LDA on GPDS dataset gives FAR and FRR of 9.11 and 7.66, respectively,
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Table 7 Proposed technique compared with the previous method

Method Performance

Local interest point [23] Results 16.40% rejection rate of genuine

Morphology-based [26] FRR of 12.39% is achieved through
morphology-based feature extraction

Proposed scheme
(PCA and LDA parametric features)

FAR and FRR are 8.54 and 8.02 on the sample
of 20 users, respectively, using PCA+LDA on
MCYT Corpus dataset. However, overall
acceptance and rejection on different samples
of signatures using PCA+LDA on GPDS
synthetic dataset are 9.11 and 7.86 on the
sample of 10 users, respectively, which is better
than the experiment demonstrated on PCA and
LDA independently

which is a far better result than the experiment performed independently. Here,
comparison between different number of users is performed by PCA and LDA using
distance measure.
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Computational Technique for Fractional
Model of Electrical Circuits

Amit Prakash and Vijay Verma

Abstract In this chapter, we have tried to compose a user-friendly method primarily
for expansion of q-homotopy analysis method (q-HAM) among Laplace transform
(LT), especially q-homotopy analysis transform method (q-HATM) to resolve frac-
tional model of electrical circuits in equation with Caputo sense. Thereafter, the
analytical solution of fractional model of electrical circuits is compared with the
exact solution. The results attained by q-HATM may be hypothesized as a different
and effective method for solving fractional model. Two test examples demonstrate
the correctness as well as effectiveness of the present technique.

Keywords Caputo fractional derivative · Fractional electrical circuits · q-HATM

1 Introduction

Fractional calculus (FC) [1–6] is a field of empirical mathematics was introduced
by Guillaume de I’Hopital as the conventional calculus around 300 years ago. The
curiosity of FC is to examine that fractional derivative is not a local property. Through
this appraisal, the history and non-local appropriated influence interpret the FC to
the reality of the universe which is superior as well as charming. Consequently, it
would build FC as a well-liked subject in science and technology. In current year,
fractional differential equation has been promoted in varied areas of engineering
and technology such as diffusion equation, biology, control theory viscoelasticity,
biomedical engineering and finance and many others physical processes.

Many authors have described various techniques to reach the objective of most
correct solution [7–19], and recently Singh et al. have suggested HPSTM [20] also.
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Here, we are analysing the two basic models, inductor–capacitor circuit (LC
circuit) and resistor–capacitor circuit (RC circuit)model of electrical circuits which
contain resistors, capacitors, inductors with the aids of efficient numerical technique
q-HATM and two basic model of electrical circuits which are given as:

I ′′(t) + 1

LC
I (t) = 0 (1)

CV
′
(t) + 1

R
V (t) = 0 (2)

where I (t), L ,C, R and V represent the current at time t, and inductance, capaci-
tance, resistance, and voltage across the circuit, respectively.

Now, fractional model of electrical circuits which represent inductor–capacitor
circuit (LC circuit) and resistor–capacitor circuit (RC circuit) are given as:

I 2αt (t) + 1

LC
I (t) = 0, t > 0, 0 < α ≤ 1 (3)

V α
t (t) + 1

RC
V (t) = 0, t > 0, 0 < α ≤ 1 (4)

Recently, A. Atangana et al. found numeric results of RLCmodel [21]. A. Ahmed
et al. studied the fractional electric circuit model [22], W. K. Zahra et al. found
numeric results of RC, RL, and RLC model by Laplace transform method [23], and
F. Gomez et al. studied the fractional RLCmodel [24], for more analysis of fractional
electric circuit which refers to Kaczorek [25]. H. Ertik et al. experimentally studied
the behaviour of capacitor in RC electric circuit model [26], A. M. A. EI-Sayed
et al. found numeric results of RLC circuit model [27], and Tadeusz Kazorekv found
numeric result of electric circuit RC and RL model [28].

Quite differently, here we have used q-HATM to find the approximate result of
fractional electrical circuit model. The q-HATM is a amalgamation of dual efficient
methods of q-HAM and LT. Also, q-HATM is an modification of the insert parameter
q ∈ [0, 1], studied by Liao also in HAM [29–31] to q ∈ [

0, 1
n

]
, which provide result

like a convergent series.
The framework of this chapter has been outlined as follows: Introductory part

explained in section first, the key classification of fractional calculus is explained
in Sect. 2, solution process of proposed q-homotopy analysis transform method is
explained in Sect. 3, the proposed method q-HATM examined by two test examples
of fractional model of electrical circuits equation is in Sect. 4, and in Sect. 5 outcome
of the effort is drawn.
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2 Preliminaries

The present section explains the key definitions of FC used to discuss the suggested
numerical technique.

Definition 2.1. Let g(t), g ∈ Cn
−1, n ∈ N , n > 0, be a given function, then

fractional derivative of g(t) in Caputo sense is explained as follows

Dαg(t) = I n−αDng(t) = 1

�(n − α)

t∫

0

(t − x)n−α−1gn(x)dx,

where n − 1 < α ≤ n,

having properties

(1) (1) Dα I αg(t) = g(t),
(2) I αDαg(t) = g(t) − ∑n−1

k=0 g
(k)

(
0+)

t
�(k+1) , n > 0.

Definition 2.2. We can explain the Laplace transform (LT) of a given function
g(t) as

L[g(t)] = g(s) =
∞∫

0

e−stg(t)dt.

Definition 2.3.We can explain LT of the fractional derivative in Caputo sense as
follows

L
[
Dβ

t g(t)
]

= sβg(s) −
n−1∑

k=0

s(β−k−1)g(k)(0), n − 1 < β ≤ n.

3 Key Objective of q-Homotopy Analysis Transform
Method

Here, we analyse a nonlinear fractional-order basic PDE of the form:

Dα
t v(x, t) + Rv(x, t) + Nv(x, t) = g(x, t), n − 1 < α ≤ n, (5)

where Dα
t v(x, t), R, N and g(x, t) represent the fractional derivative in Caputo

sense, linear differential operator, nonlinear differential operator, and source term
of the function v(x, t), respectively. After, operating the LT operator on Eq. (5), we
obtain
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L
[
Dα

t v(x, t)
] + L[Rv(x, t)] + L[Nv(x, t)] = L[g(x, t)].

After, applying the LT differentiation property, it gives

sαL[v] −
n−1∑

k=0

sα−k−1v(k)(x, 0) + L[Rv] + L[Nv] = L[g(x, t)].

After, simplifying the earlier equation, we get

L[v] − 1

sα

n−1∑

k=0

sα−k−1v(k)(x, 0) + 1

sα
(L[Rv] + L[Nv] − L[g(x, t)]) = 0.

Now, nonlinear differential operator is explained as

N [ϕ(x, t; τ )] = L[ϕ(x, t, τ )] − 1

sα

n−1∑

k=0

sα−k−1ϕ(k)(x, t, τ )
(
0+)

+ 1

sα
(L[Rϕ(x, t, τ )] + L[Nϕ(x, t, τ )] − L[g(x, t)]),

where parameter τ ∈ [
0, 1

n

]
and ϕ(x, t, τ ) represent the real functions depend on

the parameter x, t and τ . Next formulate a homotopy as follows:

(1 − nτ)L[ϕ(x, t; τ ) − v0[x, t]] = hτH(x, t)N [ϕ(x, t; τ )], (6)

where n ≥ 1, τ ∈ [
0, 1

n

]
denote the insert parameter,L , H(x, t) and h �= 0 represent

the Laplace transform, and a nonzero auxiliary function and an auxiliary param-
eter, respectively.v0(x, t) is an initial approximation of v(x, t) and ϕ(x, t; τ) is an
unspecified function. Clearly, when the insert parameter τ = 0 and τ = 1

n , it carries
the solution ϕ(x, t; 0) = v0(x, t) and ϕ

(
x, t; 1

n

) = v(x, t) respectively. Hence, as τ

rises from 0 to 1, the result ϕ(x, t; τ) extend from initial approximation v0(x, t) to
the result v(x, t), extend from the function ϕ(x, t; τ ) we attain

ϕ(x, t; τ) = v0(x, t) +
∞∑

m=1

vm(x, t)τm, (7)

where vm(x, t) = 1
m!

∂mϕ(x,t;τ)

∂τm .

After suitable choice of the preliminary guess, auxiliary function H, auxiliary
parameter n; h, and auxiliary linear operator, the series (7) converges at τ = 1

n and
then we have solution of the form

v(x, t) = v0(x, t) +
∞∑

m=1

vm(x, t)

(
1

n

)m

.
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After applying, definition to Eq. (6), vectors can be defined in the following pattern
�vm = {v0(x, t), v1(x, t), . . . , vm(x, t)}. Later, zeroth-order deformation of Eq. (5)
differentiatingm-timeswith respect to τ ; we acquiremth-order deformation equation
as follows:

L[vm(x, t) − kmvm(x, t)] = hH(x, t)Rm(�vm−1).

Lastly, when we operate the inverse Laplace transform, we attain

vm(x, t) = kmvm(x, t) + hL−1
[
H(x, t)Rm(vm−1)

]
,

where km =
{
0,m ≤ 1
n,m > 1

.

4 Numerical Examples

In present segment, we implemented the present scheme q-HATM on two examples
of electrical circuit.

Example 1 Consider the fractional model of LC circuit which contains only charge
capacitor, inductor, and differential equation which illustrate the LC circuit are as
follows:

I 2αt + 1

LC
I (t) = 0, t > 0, 0 < α ≤ 1, (8)

with

I (0) = I0 and
1

LC
= ω2

0 (9)

The exact solution of fractional model of LC circuit (8), when α = 1 and subject
to the initial condition (9) is given as: I (t) = I0 cos(ω0t). We use Caputo fractional
derivative to analyse the fractional model of LC circuit.

After applying the suggested technique q-HATM to fractionalmodel of LC circuit,
we attain the following successive approximations

I0 = I(0)

I1 = hω2
0 I0

t2α

�(2α + 1)
,
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I2 = h2ω4
0 I0

t4α

�(4α + 1)
+ h(n + h)ω2

0 I0
t2α

�(2α + 1)
,

I3 = h3ω6
0 I0

t6α

�(6α + 1)
+ 2h2(n + h)ω4

0 I0
t4α

�(4α + 1)

+h(n + h)2ω2
0 I0

t2α

�(2α + 1)
,

I4 = h4ω8
0 I0

t8α

�(8α + 1)
+ 3h3(n + h)ω6

0 I0
t6α

�(6α + 1)

+3h2(n + h)2ω4
0 I0

t4α

�(4α + 1)

+h(n + h)3ω2
0 I0

t2α

�(2α + 1)
,

Figures 1 and 2 represent the h-curve for distinct value of α = 0.8, 0.9, 1 and n =
1, 2, 3 for Example 1, respectively, and horizontal straight line in Figs. 1 and 2
represent the range of convergence. It is observed from Figs. 1 and 2 that the range of
convergence grows with rise of the value of α and n. Fig. 3 presents the asymptotic
n-curve for distinct values of α = 0.8, 0.9, 1, and Fig. 4 represents the q-HATM
results for distinct values of α = 0.8, 0.9, 1, and results acquired by q-HATM are
nearly similar to exact solution. Presently, fourth-order approximation is worn to

Fig. 1 q-HATM sol. h-curve
for distinct values of α at
t = 0.2, I0 = 0.01, L =
1,C = 1 and n = 1, for
Example 1
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Fig. 2 q-HATM sol. h-curve
for distinct values of n at
t = 0.2, I0 = 0.01, L =
1,C = 1 andα = 1, for
Example 1

Fig. 3 q-HATM sol. n-curve
for distinct values of α at
t = 0.2, I0 = 0.01, L =
1,C = 1 and h = −1, for
Example 1

depict Figs. 1, 2, 3 and 4. Numerical solution and structured of q-HATM can be
magnified by evaluating higher-order approximations.
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Fig. 4 q-HATM sol. t-curve
for distinct values of α at
I0 = 0.01, L = 1,C =
1, h = −1 and n = 1, for
Example 1

Example 2 Consider the fractional model of RC circuit which contains only charge
capacitor, resistor and differential equation which illustrate the RC circuit are as
follows:

V α
t + 1

RC
V (t) = 0, t > 0, 0 < α ≤ 1, (10)

with

V (0) = V0 (11)

The exact solution of fractional model of RC circuit (10), when α = 1 and subject
to the initial condition (11) is given as: V (t) = V0e− 1

RC t . We use Caputo fractional
derivative to analyse the fractional model of RC circuit.

After, applying the suggested technique q-HATM to fractional model of RC
circuit, we attain the following successive approximations

V0 = V0

V1 = h
V0

RC

tα

�(α + 1)
,

V2 = h2
V0

(RC)2
t2α

�(2α + 1)
+ h(n + h)

V0

RC

tα

�(α + 1)
,
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V3 = h3
V0

(RC)3
t3α

�(3α + 1)
+ 2h2(n + h)

V0

(RC)2
t2α

�(2α + 1)

+h(n + h)2
V0

RC

tα

�(α + 1)
,

V4 = h4
V0

(RC)4
t4α

�(4α + 1)
+ 3h3(n + h)

V0

(RC)3
t3α

�(3α + 1)

+3h2(n + h)2
V0

(RC)2
t2α

�(2α + 1)

+h(n + h)3
V0

RC

tα

�(α + 1)
,

Figures 5 and 6 represent the h-curve for distinct value of α = 0.8, 0.9, 1 and n =
1, 2, 3 for Example 2, respectively, and horizontal straight line in Figs. 5 and 6
present the range of convergence. It is observed from Figs. 5 and 6 that the range of
convergence grows with rise in the value of α and n. Figure 7 presents the asymptotic
n-curve for distinct values of α = 0.8, 0.9, 1, and Fig. 8 represents the q-HATM
results for distinct values of α = 0.8, 0.9, 1, and results acquired by q-HATM are
nearly similar to exact solution. Presently, fourth-order approximation is worn to
depict Figs. 5, 6, 7, and 8. Numerical solution and structure of q-HATM can be
magnified by evaluating higher-order approximations

Fig. 5 q-HATM sol. h-curve
for distinct values of α at
t = 0.2,C = 1, R =
10, V0 = 20 and n = 1, for
Example 2
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Fig. 6 q-HATM sol. h-curve
for distinct values of n at
t = 0.2,C = 1, R =
10, V0 = 20 andα = 1, for
Example 2

Fig. 7 q-HATM sol. n-curve
for distinct values of α at
t = 0.2,C = 1, R =
10, V0 = 20 and h = −1, for
Example 2

5 Conclusions

In the existing effort, analytical result of fractional model of electrical circuits is
attained with the aids of effective technique called q-HATM. The represented figure
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Fig. 8 q-HATM sol. t-curve
for distinct values of α at
h = −1,C = 1, R =
10, V0 = 20 and n = 1, for
Example 2

and analytical solution depict the validity as well as accuracy of the proposed tech-
niques q-HATM, and solution is converged towards the exact solution very rapidly
which has been demonstrated numerically. We perceived the wonderful coincidence
among q-HATM and the exact solution. Moreover, efficient techniques of q-HATM
can be further tested to construct the exact result of nonlinear fractional model.
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Steganographic Method Based
on Interpolation and Cyclic LSB
Substitution of Digital Images

Jyoti Pandey, Kamaldeep Joshi, Mangal Sain, Gurdiyal Singh,
and Mohit Jangra

Abstract In the era of the Internet, many files (text, image, audio, and video) are
shared through the Internet. Security is the main issue, during sharing information.
To resolve the security problem, two techniques are used to make our information
secure, i.e., cryptography and steganography.Cryptography is used for encryption but
does not hide the information. So, it is not too much secure. The emerging Internet
technology has led to the need for a high level of security which is provided by
steganography. Steganography is used to hide the existence of a secret message. As
a result, unauthorized users cannot access secret information in different multimedia
files. This paper gives a brief overview of steganography, type of steganography,
insertion technique used in image steganography search such as LSB, GLM, parity
checking, and interpolation. It also includes the application and a set of parame-
ters to test the imperceptibility of an algorithm. In image steganography, the cover
medium used for hiding data is an image. The most common technique for image
steganography involves the least significant bits (LSBs) of image pixels which are
altered with the bits of secret message. There are a lot of limitations in the LSB
techniques, due to which many new image steganography techniques are developed.
The cyclic LSB technique is such a technique. In this paper, an altered version of
the cyclic LSB technique is presented. The advantage of this method is that RGB
channels of the image are rotated into the cycle, i.e., red channel is used for hiding
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first bit, the green channel is used for hiding the second bit, the blue channel is used
for hiding third bits, and then this cycle is repeated. In this method, no separate
key is used for encryption and decryption, thus avoiding any overhead of managing
key. This technique provides enhanced capacity and security over any other image
steganography techniques.

Keywords Steganography · Type of steganography LSB · GSM · Interpolation ·
Cyclic LSB algorithm · Information security · Histograms · PSNR · MSE

1 Introduction

Steganography is the art that hides the secret data in a suitable multimedia carrier.
Cryptography only encrypts the data, but steganography also hides the existence of
secure data. The chances of the attack are less in steganography as compared to
cryptography because steganography is used to hide the data into the multimedia
files [1] (Figs. 1 and 2).

Fig. 1 Information hiding
Information 

Hiding

SteganographyWatermarking

Text Image Video Audio

Spatial Domain Frequency Domain

LSB

GLM DCT

DWT
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Fig. 2 Block diagram of a steganography system

Some important terms used in steganography are:

Cover image—The image used for hiding the information.
Stego image—The image obtained after hiding the secret message into the image
using steganography.
Message—By using the cover image, hide the secret message.
Key—It is used for hiding and extracting hidden data.

In the insertion process, first, select a cover file that contains the cover image.
In this file, hiding data use a secret key which is only known to the sender and the
receiver. In the retrieval process, using the stage image as an input and the same
secret key this is used to hide the message and message retrieval algorithm [2].

2 Types of Steganography

2.1 Text Steganography

Text steganography is a subpart of steganography that hides themessage behind other
cover text files. In this technique, the first position of the words is changed and then
formatting is done in order to conceal the data into the file.
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2.2 Audio Steganography

Audio steganography is used to transmit hidden information by modifying an audio
signal which cannot be audible to the human. Different techniques are used for this
purpose like echo hiding, tone insertion phase coding, etc.

2.3 Video Steganography

In this technique, the different types of data can be hidden because it has a complex
structure and high capacity of frames. In videos, more amounts of data can be hidden
as compared to image files.

3 Kinds of Steganography

3.1 Spatial Domain Steganography

In this technique, secret message is embedded by direct manipulation in the intensity
of pixels of an image in which some pixel values of the image are changed directly
during hiding data using logarithmic transform, power-law transforms, and histogram
equalization [3].

3.2 Transform Domain

In this technique, instead of changing the image itself, orthogonal transform on the
image is performed. This steganography technique is appropriate for images which
are needed to be processed according to their frequency [3].

The principle involved in this transform domain is:

i. Enhancing the image using the computation of a 2D DFT.
ii. Then, the transform coefficient is changed by operator M.
iii. Finally, the inverse of the transform is performed.

3.3 Discrete Cosine Transformations

DCT method is used to hide the message in which the original image is divided into
8 * 8 blocks of pixels. The result of this is 64 DCT coefficients of each sub-block,
in which the image has three frequency domains low, medium, and high frequency.
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If any change occurs in a single coefficient, then it can affect all the 64 blocks of
pixels. It is used for image compression [4].

3.4 Discrete Wavelet Transform

DWT used wavelet function, and it has its own space–frequency property. It provides
spatial and frequency spread of watermark in the cover image and divides the signal
into two frequency domains: One is high frequency, and another is low frequency.
The first part which is high contains a component, and the second part is again divided
into the low and high parts. In high part, frequency change in edges is invisible to the
human. It performs DWT in two directions: First is vertical direction, and the second
is horizontal direction [5]. To perform the second-level decomposition, it divides the
frequency into four sub-bands, in which LL1 band is divided into four sub-bands:
LL11, LH11, HL11, and HH11 (Fig. 3).

4 Digital Era of Steganography

Steganography can be applied by simply using the command in the Windows
Command Prompt. In a carrier, this image is needed in order to hide themessage. The
message is stored in a text file. Stego image can be generated using this command:

C:>cvr.jpg/k+msg. text/kstg.jpg. This code will generate a stage image that will
append the secret data from the text file into the cover file [6].

When this stego file is opened in any photograph editing application, it just
displays the picture so that no one can retrieve the secret data. As shown in Fig. 4,
data can be retrieved by opening the stego file in notepad.

Fig. 3 a One-level
decomposition. b Two-level
decomposition

(a)                         (b)

LL HL

LH HH

LL HL HL

LH HH

LH HH
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Fig. 4 Stego file when opened in notepad

5 Literature Survey

N. F. Johnson, Z. Duric, and S. Jajodia introduced the first method which is least
significant bit (LSB) method. According to this method, the least significant bits of
the cover image would be used to hide the secret message for security intent. The
last bit of every data value is changed according to the message bit, which is to be
hidden [7].

Shilpa Gupta, Neha Aggarwal, and Geeta Gujral proposed an appreciated least
significant bit (LSB) method which gives extra features as compared to the existing
LSB method. Here, data will be stored in the blue channel of the cover image since
it can only be stored in the one-color channel [8].

AbikoyeOluwakemi,C.AdewoleKayode, andS.OladipupoAyotunde introduced
a new method for security objectives. In this, a data hiding system based on audio
steganography and cryptography is used to protect data and transfer between the
source and the destination [9].

Ki-Hyun Jung suggests amethod that uses two techniques: interpolation and LSB.
Interposition is used before hiding, and LSB is used to expending the secret data.
Firstly, the input image is scaled down and interposition pixels are generated; then,
hide the data in these interposition pixels and send this to the receiver.

Mamta Juneja and Parvinder Singh Sandhu introduced improved LSB-based
steganography techniques for the color image in the structural domain.Using a hybrid
feature detection technique, a new method was devised in the RGB color images for
information security. The approach achieved improved gradually and capacity than
the many existing techniques [10].

6 Different Methods of Image Steganography

In image steganography, a lot of techniques have been formulated for hiding data in
them; some of them are:
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6.1 Least Significant Bit Method

In this technology, the LSB values of the pixels of the cover image are used to inhibit
the information. In this, the last bit of data value is replaced by the message bit,
which can inhibit all the information of the message which needs to be hidden in the
cover medium.

Let us just take an example: Suppose you have to hide the alphabet “w” in the
image, value of the pixel (0–255) is given. First, convert them in binary form. Suppose
the values of pixels are the following [11]

150 − 10010110 160 − 10100000
170 − 10101010 180 − 10110100
200 − 11001000 230 − 11100110
240 − 11110000 250 − 11111010

ASCII value of “w” = 119 and in binary = 01110111. Now, check the last pixel
value; if it is the same as message bit, then there is no need to change the value. If
not, then try to convert it in message bit by adding or subtracting “1” and send it to
the receiver. After applying the algorithm, pixel values become:

150 → 10001100. No need to change the value of a pixel as the last bit of the
pixel is the same as the message bit.

160 → 10100001 → by add 1

170 → 10101011 → by add 1

180 → 10110101 → by add 1

The remaining values are

11001000 111000111 11110001 11111011

At the receiver end or retrieval of the message, it checks the last pixel value of
the image. This is simply the retrieval algorithm. The receiver gets 01110111 when
he extracts the last bit from each pixel.

Advantages:

• It is more effective and efficient.
• It provides less distortion after the embedding process.
• In the original image, it is hard to detect the alterations.

Disadvantages:

• When a translation or rotation is applied to image, then the message cannot be
recovered.

• In the original images not vulnerable to different attacks, it causes any distortion.
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Fig. 5 a Embedding of data in GLM. b Retrieval of data in GLM

6.2 Gray-Level Modification (GLM) Method

In this method of the gray images, first, the gray-level value of the selected pixels is
checked. After this, it is compared to the byte stream. If the pixel value is odd, then
convert it into even by changing its value by one unit. If the pixel value is even, then
there is no need to change the value. For example, if bitstream has eight elements,
then only eight pixels are needed to hide the data [12].

If a bitstream is 10100101, then the pixel value will be decremented since the first
element of this bitstream is even (Fig. 5).

Algorithm for embedding data in GLM

1. Using a function f (x, y) selects the pixel.
2. If the value of the pixel is odd, then decrement by one and make it even.
3. If the value is 0, then we do not need to change.
4. If the value is 1, the pixel value is decremented by 1.
5. According to the value of the pixel, both 1 and 0 can be represented.

Algorithm for retrieval of data in GLM

1. Apply the secret function of the stego image to identify the pixels in which the
message is hidden.

2. The receiver knows that even the value of the gray-level pixel represents 0 while
1 is represented by odd values.

3. Then, the receiver will select the pixel and map the binary data with it.
4. Collect this binary data to generate a secret.

Advantages:

• In this method, chances of insertion in a message can be done easily.
• Here, the chances of attacks are less.

Disadvantages:

• It is vulnerable in steganalysis technique.

Here, if the image is distorted, message cannot be extracted.
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(a) (b) (c)
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Fig. 6 a Original image, b the original image after upsampling, c the cover image after generating
interpolated pixels

7 Interpolation

Interpolation techniques are divided into two categories: One is deterministic inter-
polation technique, and the second is statistical interpolation technique. Image inter-
polation is used to convert high-resolution images using a low-resolution image
[13].

Jung and Yoo proposed a new method which uses the two adjacent know pixels
to find out a value between these two pixels; the newly generated pixel is known
as an interpolated pixel. These interpolated pixels are now used to hide the secret
message. Here, secret message A is enclosed inside a cover image D. The cover
image is generated from the original image by using the nearest mean interpolation
(NMI)method. If the size of a cover image is anM xN pixel, then after the scaling-up
process, the scaled-up image is of size (2M − 1) × (2N − 1) pixels (Fig. 6).

Advantages:

• The chance of insertion of hiding a message is increased.
• Here in steganalysis, new interpolated pixel is used for data hiding instead of old

pixels that is why it is difficult in interpolation.

Disadvantages:

• Different attacks cause some distortion in the original image that is not vulnerable.
• If the image is distorted, message cannot be recovered.

8 The Proposed Method

The original quality of the cover image is retained in LSB-based techniques. The
quality of the stego image is nearly equal to the cover image. But information hiding
using LSB can be easily detected by attackers because these techniques are simple
and straightforward. In order to increase the security of the secret message, it has
to be scattered into the whole cover image. Therefore, a new LSB technique was
developed which allows data dispersion in the whole image [14].



740 J. Pandey et al.

This method is called cyclic because RGB channels are rotated into the cycle, i.e.,
red channel is used for hiding first bit, the green channel is used for hiding the second
bit, the blue channel is used for hiding the third bit, and then this cycle is rotated.

An algorithm for hiding the data:

1. Select the cover image as well as a secret message.
2. Then, the conversion of this secret message is to be done in a 1D array.
3. From the cover image, separate different planes into red, green, and blue channels.
4. Create a flag named Channel Flag which will be used for determining which

channel will be used for information hiding. Initialize Channel Flag with value
1.

5. Check the value of Channel Flag.

5.1 If Channel Flag==1, red channel will be used for embedding the secret
message.

5.2 If Channel Flag==2, the green channel will be used for embedding the secret
message.

5.3 If Channel Flag==3, the blue channel will be used for embedding the secret
message.

6. Increase the value of Channel Flag in 1.
7. If the value of Channel Flag is 3, then set Channel Flag=1.
8. Repeat steps 5–7 until the complete secret message is embedded into the cover

image.
9. Combine all the channels to form the stego image.

An algorithm for extracting the hidden data:

1. Select the stego image.
2. From the cover image, separate different planes into red, green, and blue channels.
4. Initialize Channel Flag with value 1.
5. Check the value of Channel Flag.

5.1 If Channel Flag==1, extract the secret information from the red channel.
5.2 If Channel Flag==2, extract the secret information from the green channel.
5.3 If Channel Flag==3, extract the secret information from the blue channel.

6. Increase the value of Channel Flag in 1.
7. If the value of Channel Flag is 3, then set Channel Flag=1.
8. Repeat steps 5–7 until all information is extracted from the stego image.
9. Combine all the extracted bits to form the secret message.

9 Result Analysis

In the cyclic LSB technique, security and capacity are of utmost importance. In
security, it is assumed that the steganography system cannot be broken easily.
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When analyzing security, the original image is compared with the stego image.
This comparison is done based on the histogram of the images. In a steganography
technique, the level of the security depends on how much the cover medium is
different from the stego medium after the message has been embedded in it. If the
stego image is very much different than that of the original image, then the technique
is not secure. The histogram of the images can easily tell the difference between
both the images. For a better steganography system, this change should be least
or minimal as possible. The stego image should not be so visually different that
it can be identified easily. The histogram of various channels of the original and
stego images is shown in the figure. The histograms of the respective channels have
minimal differences indicating the better steganography system.

Figure 7a, b shows the cover image of Lena with its stego image.
Figure 8a, b shows the cover image of peppers with its stego image.
Figure 9a, b shows the cover image of pink flower with its stego image.

Fig. 7 a Original Lena image. b Stego Lena image

Fig. 8 a Original peppers image. b Stego peppers image
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Fig. 9 a Original pink flower. b Stego pink flower image

Table 1 Comparison
between proposed work and
existing methods

Technique Image Image size PSNR

LSB Lena 512 * 512 53.6442

LSB Baboon 512 * 512 53.3499

Chaotic approach Lena 512 * 512 38.6432

Chaotic approach Baboon 512 * 512 34.1444

Braille method Lena 512 * 512 60.415

Braille method Baboon 512 * 512 58.456

Proposed method Lena 512 * 512 62.2488

Proposed method Baboon 512 * 512 61.1474

Evolution Result

Ascompared to various steganography techniques likeLSB, the cyclicLSB technique
has a higher capacity. This capacity can be increased by changing the number of bits.
But if the same numbers of bits are hidden and then this technique is compared
with other techniques, then the cyclic LSB technique is more secure too, mainly
because it is a keyless technique, i.e., no key is required. Therefore, there is no fear of
detection of keymidway by third-party users. Compared to traditional steganography
techniques, the cyclic LSB technique is much faster and secure having much more
capacity than those techniques (Tables 1 and 2).

10 Conclusion and Future Work

This technique uses RGB channels that are rotated into the cycle, i.e., the first bit of
secret message is hidden into the red channel of first pixel, second is hidden in the
green channel of the next bit, third bit is hidden into the blue channel of next pixel,
and then this cycle is repeated. At the receiver’s end, the reverse process is used to
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Table 2 Comparison
between different sizes of
images using proposed work
methods

Image Image size PSNR

Beans 256 * 256 58.4521

Trees 256 * 256 55.4215

House 256 * 256 50.4012

Ca2 320 * 432 61.5059

Peppers 512 * 512 60.4512

Ice age 444 * 300 64.5547

Penguins 768 * 1024 73.0843

Building 1024 * 1024 72.4514

Flower 1920 * 1080 71.9901

Sound waves 2560 * 1440 72.4221

Average of 100 images 62.4512

decrypt the media and to obtain the secret message. After that, the PSNR and MSE
values are calculated based on different sizes of data in an image.

Cyclic LSB is still a new technique as compared to other image steganography
techniques. But still, it provides better security and capacity than other techniques.
By controlling the secret message length, its security may be further improved. The
biggest advantage of this technique is its keyless feature as there is no key needed
for encryption and decryption. So, there is no need for transferring key over a secure
channel. Also, this technique tries to take less amount of time in data embedding as
compared to other techniques making it faster than other techniques.
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Ensuring Food Safety Through
Blockchain

Ashish Singh, Vineet Kumar, Alok Kumar Ravi, and Kakali Chatterjee

Abstract Food safety is a most highlighted area in today’s fast-food world as many
health problems such as diarrhea, vomiting, typhoid, and food poisoning can be
happened by consuming those contaminated packed foods. Hence, every possible
detail of a packed food item must be placed in a supply chain management (SCM) to
trace the path of the food item before delivery. Blockchain technology can be used
to track the records of the journey of a packed food item from the manufactured time
to the delivery time of the packet. In this paper, we have proposed a model based
on blockchain technology (BT) to trace food items through various stages of supply
chain management. Security analysis discussed in the paper proved that this chain
will achieve the desired level of security in this area.

Keywords Blockchain · Food traceability · Hashing · Food safety

1 Introduction

With the rise in global markets, there is a need to build trust among the food producer
and the consumers in the food supply chain (FSC) because nowadays food is origi-
nated from one part of the globe and it is consumed in another part of the globe. A
FSC refers to the system through which all the records of the journey of food items
from the day of its origin are being listed. The processes include in this journey are
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production, processing, distribution, and consumption. The FSC binds three primary
industries: agriculture, food processing, and distribution industries. Traceability or
the ability to track the food product and many details about the processes through
all stages of the supply chain is now more in demand among the consumer. Many
consumers nowwant to know fromwhere the food item is originated, and what alter-
ations the item has gone throughout the journey of the item. This can be possible by
introducing a higher level of transparency in the FSC which exposes all stages in the
supply chain management and various processes that their food has been followed.
In order to improve food safety with brand dignity and increase customer retention,
it is necessary to share product data at each stage of the FSC [1, 2]. Also, it has to
ensure that there is no possibility of data modification or alteration in the FSC. In this
case, blockchain is the most suitable solution to build a secure supply chain. It will
keep a record of all the details which will bring transparency and aid in customer’s
trust to improved food quality and security.
In this paper, our contribution is as follows:

• We have proposed a food traceability system which traces the food material at
every stage in the supply chain.

• The concept of food traceability is developed by using blockchain technology.
• The security analysis part of the work demonstrated that the model is secured and
transparent.

This paper is structured as follows: In Sect. 2, we have discussed the background
and existing literature work. In Sect. 3, we demonstrate our proposed architecture
of food blockchain. In Sect. 4, we have briefly explained the implementation of our
blockchain. In Sect. 5, the security analysis of the system is discussed. Finally, in
Sect. 6, we have concluded the work.

2 Background and Related Works

2.1 Blockchain Technology

Satoshi Nakamoto was the first to introduce the blockchain technology [3]. Firstly, it
was implemented on a peer-to-peer payment system without a centralized authority.
It is an ordered data structure that includes a block-shaped growing list of records
(transaction). Eachblock is connected to the prior block to preserve the chain structure
[4]. The entire chain structure is secured using the cryptographic algorithm, encryp-
tion technique, and hash algorithm. The first block of the chain (genesis block) is the
basis of the blockchain. The SHA-256 hash algorithm will take any size of plaintext
as an input and produce a hashed output which is 256-byte binary value. Each block
header includes the prior block’s hash data, Merkle root hash, and signature. The
complete structure of the blockchain is shown in Fig. 1.
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Fig. 1: Blockchain structure [5]

2.1.1 Features of Blockchain

• Cannot be corrupted—In the network, every node has a digital copy of complete
data. Each node validates it to add a transaction, and if the majority believes it
is valid, then it is added to the ledger. This makes it hard to corrupt, and data is
transparent to the whole network.

• Decentralized technology—The nature of the blockchain network is decentral-
ized. It does not have any ruling authority or individual that manages the network.
For decentralization, the network is maintained by a group of nodes.

• Improved security—The need of a central authority is eliminated by this technol-
ogy. Thus, no single authority can tamper the block and cryptographic technique
ensures another layer of security.

• Distributed ledgers—All other users in the system maintain the ledger in the
network. To guarantee a better result, this ledger distributes the computing energy
throughout the other devices.

• Consensus There is consensus algorithm which enables all of them to agree on a
state.

• Faster settlement—Compared to conventional banking system, blockchain pro-
vides quicker resolution.

2.2 Related Works

The conventional food chain is not sufficient enough to take care of food safety
and win the trust of its consumers due to expensive and less decentralized private
blockchain processes. Most of the supply chain systems are inefficient due to the
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present of several problems such as food fraud, foodborne illness, illegal production,
and food recalls. We have explained several earlier works in this section that are used
to fix the issues mentioned.
Lin et al. [6] proposed a food chain traceability model which uses blockchain and
Internet of things (IoT) technologies. IoT devices are used to overcome the man-
ual process. The low-power wide-area network (LPWAN) IoT model uses a trusted
blockchain validation and tamperproof mechanism to make IoT-based smart agricul-
ture system.
Tian [7] proposed an agri-FSC traceability model which uses the concept of RFID
and BT. This model reduces the losses during the logistics process as well as enhance
food safety and quality of the agriculture system.
Tse et al. [8] discussed an idea of FSC management using BT. The presented
blockchain application, authentication model for supply chain management, and the
aspect of information security are to provide a direction to develop a new application
for the safety of food.
Lin et al. [9] developed a prototype for the tracing of food safety. This prototype
composed of blockchain and EPC Information Services (EPCIS). On-chain and off-
chain architecture for information leadership are designed to remove the problem of
information explosion. Tampering data and sensitive information disclosure issues
are solved during communication using a smart contract at the enterprise level that
can ensure the tamperproof feature of sensitive information.
Kamilaris [10] discussed several challenges, social impact, and issues present in the
management of the FSC. They also present an overview of existing BT present in the
FSC. The provided directions, ongoing projects, research, and initiatives are benefi-
cial for further research in this area.
In [11], Walmart discussed their projects and investment plan which is established
in 2016 to provide food security and maintain transparency in the FSC. They used
IBMs BT which is based on Hyperledger Fabric for reducing the tracking time of
mango origin from seven days to 2.2 s.
In [12] present an AgriBlockIoT model which is based on a combination of the BT
and IoT devices. This decentralized traceability technique provides an ideal solution
to trace the food from origin to customer end. Ethereum and Hyperledger Sawtooth
blockchain are used to design the food traceability model.

Feng [13] proposed a FSC traceability model for real-time analysis and moni-
toring of the food. The model uses the BT and hazard analysis and critical control
points (HACCP) approach to achieve transparency, openness, trust, and food safety.
BigchainDB approach is proposed for removing the problem present in the decen-
tralized systems.
Saberi et al. [14] categorized the barrier of adoption of BT and discussed each cat-
egory in details. They also present blockchain future, smart contracts [15, 16], and
management of the supply chain to enhance the system tracing ability.
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3 Proposed Architecture of Food Chain

In this section, we have discussed our proposed food chain in Fig. 2 which is based
on BT. This is a permissionless blockchain network where the users do not have
place their trust in a third party to use blockchain.

Stakeholders have to connect to the network by using their public and private key
pair when they are going to upload their product information. The products will be
given a unique identity at provenance, and it will remain the same throughout the
supply chain. It is used to track the food item in the blockchain. Others details of
sender and receiver can also be attached along with product ID. On receiving the
product the customer can see the complete history of the product with the help of
the unique id of the product. Algorithm [1] is used for tracking of the food items at
various stage of the supply chain.

Algorithm 1 Food traceability system

1: procedure Input:(Product)
2: if product ID == Used product ID then
3: Scan product ID.
4: else
5: Generate product ID
6: endif
7: Enter details and sign it with public and private key pair.
8: if Details are valid then
9: Update blockchain
10: else
11: Blockchain not updated
12: endif

Fig. 2: Proposed food chain for food traceability
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4 Implementation of Blockchain Operations

In the proposed food chain, we have performed six different operations for different
activities for traceability of the food items. All the transactions are done using two
methods “GET” and “POST”.

We have implemented all the above operations in python using various libraries
like urlparse, datetime, hashlib, json. We have used flask Web Server Gateway Inter-
face (WSGI) micro-web framework using the python library flask. Our transaction
details fetched through the POST method on the web server are in the form of
JavaScript Object Notation (JSON), and requests made through GET are also sent
in JSON format. After using these operations, the created blockchain structure is
shown in Fig. 3. In this, blockchain is 0.5 MB which contains index number, times-
tamp, proof of work, previous hash, and Merkle root with transaction details. These
transactions are securely signed by RSA-based signature algorithm. Secure Hash
Algorithm (SHA) 256 is used to generate the hash of the previous block which is
stored in the next block.

The operation details are given below.

• Operation 1. Mine Block—It is used to make and add the next block to the
blockchain. The block which remains in the meme pool is linked with the pre-
vious block, generate its hash, creates Merkle root, and proof of work. This can
be demonstrated by Code 1. On a GET call, it returns a json object with message,
index, proof,Merkle root, timestamp, previous hash, and transaction details.While
mining the block, the task of miners is to find out the nonce which is supported by
proof of work. Miner’s objective is to the generated hash value which has a certain
number of hash values at the beginning.

Fig. 3: Created block structure
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1 # Mining a Blockchain
2 @app.route(‘/ mine_block ’, methods= [‘GET’])
3 def mine_block ():
4 previous_block= blockchain.get_previous_block ()
5 new_proof= blockchain.proof_of_work(previous_block[‘

proof’])
6 previous_hash= blockchain.hash(previous_block)
7 #blockchain.add_transaction(sender= ‘reward’,

receiver=‘Satoshi ’, amount =1000)
8 block= blockchain.create_block(new_proof ,

previous_hash)
9 resporce= {‘message’: ‘Congratulations , you just

mined a block!’
10 ‘index’: block[‘index’],
11 ‘proof’: block[‘proof’],
12 ‘merkle_root’: block[‘merkle_root ’],
13 ‘timestamp’: block[‘timestamp ’],
14 ‘previous_hash ’: block[‘previous_hash ’],
15 ‘transactions ’: block[‘transactions ’]}"
16 return jsonify(response), 200

Code 1: Mine Block

• Operation 2. Get Chain—This operation returns the complete blockchain. All
the saved data on the blockchain are used for checking details of the product and
analysis of the data. On the user side, this data can be used for different purpose
according to user needs. This operation is shown in Code 2.

1 # Getting the full Blockchain
2 @app.route(‘/get_chain ’, methods= [‘GET’])
3 def get_chain( ):
4 response= {‘chain ’:blockchain.chain ,
5 ‘length’: len(blockchain.chain)}
6 return jsonify(response ), 200

Code 2: Get Chain

• Operation 3. Add Transaction—This method is called when the stakeholder or
anyone wants to upload data block in the blockchain. It requires the user to send
sender id, receiver id, and product id. The transaction is added to meme pool if it
is signed correctly and the product is newly generated. A transaction is verified
based on a signature. The transaction operation is shown in Code 3.

1 @app.route(‘/ add_transaction ’, methods = [‘POST’])
2 def add_transaction ():
3 json= request.get_json ()
4 tranasaction_keys= [‘sender’, ‘receiver ’, ‘pid’]
5 if not all(key in json for key in tranasaction_keys)

:
6 return ‘some elements are missing ’, 400
7 index_block= blockchain.add_transaction(json[‘sender

’],json[‘receiver ’], json[‘pid’])
8 responce={‘message ’: ‘This transaction will be added

to block %s’ % index_block}
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9 return jsonify(response), 200

Code 3: Add Transaction

• Operation 4. Add Nodes—When a new node arrives, the information is sent to all
nodes. The other nodes will decide whether it becomes a part of the food chain in
the blockchain network or not. It is given all necessary updates of blockchain and
helps to make the system secure by providing updates. A node is going to receive
an update only if its chain is shorter than the node, it is comparing with. This can
be shown in Code 4.

1 @app.route(‘/add_nodes ’. methods = [‘POST’])
2 def add_nodes ():
3 json= request.get_json ()
4 nodes= json.get (‘nodes ’)
5 if nodes is None:
6 return "No node", 400
7 for node in nodes:
8 blockchain.add_node (node)
9 response= {‘message’: ‘all nodes added to main chain

’, ‘total nodes’: list (blockchain.nodes)}
10 return jsonify (response), 200

Code 4: Add node

• Operation 5. Update Chain—This operation is used for updating the chain and
adding transactions. In the case of multiple different blockchains, the one with the
highest number of blocks will be accepted. A chain will be updated with newer
chain only if the arriving chain is valid, i.e., have all the previous hashes linked
correctly, transactions signed, and necessary proof of work done. The updation of
blockchain is shown in Code 5.

1 @app.route(‘/ update_chain ’, methods=[‘GET’])
2 def update_chain ():
3 is_chain_replaced= blockchain.update_chain ()
4 if is_chain_replaced:
5 response= {‘message ’:‘the chain is updated’, ‘

new_chain ’: blockchain.chain}
6 else:
7 response= {‘message’: ‘No change’,
8 ‘chain’: blockchain.chain}
9 return jsonify (response), 200

Code 5: Update Chain

• Operation 6. Check Validity—Checks that contain of each transaction in the
blockchain is valid or invalid. A chain is valid if it has all the previous hashes
linked accordingly, transactions signed with correct Merkle root and proof of
work done and the timestamp is the correct order. The validity of the blockchain
is demonstrated in Code 6.

1 # Checking the Blockchain validity
2 @app.route(‘/is_valid ’, methods= [‘GET’]}
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3 def is_valid () :
4 is_valid= blockchain.is_chain_valid(blockchain.chain

)
5 if is_valid:
6 response= {‘message ’: ‘All good. The block chain

is valid.’}
7 else:
8 response= {‘message ’:‘Error: Blockchain Not Valid’}
9 return jsonify(response) ,200

Code 6: Check Validity

5 Security Analysis

In this section, we have analyzed our proposed food traceability model which uses
the concept of blockchain. We have considered the following security point during
the development of the model.

5.1 Data Tampering

Data tampering is extremely difficult as the underlying technology of our system
is blockchain-based which makes many copies of the whole blockchain among the
nodes of the network. So, for tempering a block, there is a need to tamper all the
copies of blockchain. It is impossible to tamper all the copies at a time because it is
distributed among different nodes. Data of the blockchain is secured using public-key
cryptography and hash code which uniquely identifies the block data.

5.2 Secure Transactions

All the transactions are secured with RSA public-key cryptography-based. In this
transaction, the signature has the private key of that public address which will be
verified by matching against the public-key counterpart.

5.3 Unauthorized Access

Most of the time permissionless blockchain suffered from this type of attack. This
type of permissionless system can cause an attacker to access ormodify a function. In
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this food chain, all transactions are verified using his public key. Only the personwith
the product can insert information regarding that product ID. Once the information
is added and verified, it will be placed in a blockchain which remains unchanged.

5.4 Blockchain Structure Attack

One of this types of attack is blockchain forks. This forks can be created uninten-
tionally through protocol vulnerabilities or malicious content implemented by “Sybil
nodes”. This creates conflict in validation rules. In this food chain,we have used proof
of work as a consensus mechanism to handle this type of attack.

5.5 Duplication and Forgery

We make a unique product ID before entering it into the system. This unique
identification gives the guarantee that no one can create a duplicate product ID.
The blockchain includes the earlier block hash, signature, and root hash Merkle. The
signature is used to demonstrate the transaction data authenticity and integrity. The
prior block’s hash is used to keep the blockchain data integrity. TheMerkle root hash
informs the voting information root (origin). This proposed approach ensures no can
perform duplicity and forgery into the system.

6 Conclusion

We have introduced a blockchain-based traceability model for the FSC to improve
food quality and safety. The used BT provides tamperproof, more authentic, and
secure supply chain management. In this model, all food information is stored in a
blockchain. This blockchain can be accessed by anyone and fetch product details
and get assured of the quality of their food.

References

1. Hackius N, Petersen M (2017) Blockchain in logistics and supply chain: trick or treat? In:
Proceedings of the Hamburg international conference of logistics (HICL). epubli, pp 3–18

2. Mena C, Stevens G (2010) delivering performance in food supply chains: an introduction. In:
Mena C, Stevens G (eds) Delivering performance in food supply chains. Woodhead Publishing
Series in Food Science, Technology and Nutrition, Woodhead Publishing, pp 1–15

3. Nakamoto S et al (2008) Bitcoin: a peer-to-peer electronic cash system



Ensuring Food Safety Through Blockchain 755

4. SinghA,ChatterjeeK (2018) Secevs: secure electronic voting systemusing blockchain technol-
ogy. In: 2018 International conference on computing, power and communication technologies
(GUCON). IEEE, pp 863–867

5. Hanifatunnisa R, Rahardjo B (2017) Blockchain based e-voting recording system design. In:
2017 11th International conference on telecommunication systems services and applications
(TSSA). IEEE, pp 1–6

6. Lin J, Shen Z, Zhang A, Chai Y (2018) Blockchain and IoT based food traceability for smart
agriculture. In: Proceedings of the 3rd international conference on crowd science and engi-
neering, ICCSE’18. New York, NY, USA. ACM, pp 3:1–3:6

7. Feng T (2016) An agri-food supply chain traceability system for china based on rfid amp;
blockchain technology. In: 2016 13th International conference on service systems and service
management (ICSSSM), pp 1–6

8. Tse D, Zhang B, Yang Y, Cheng C, Mu H (2017) Blockchain application in food supply
information security. In: 2017 IEEE international conference on industrial engineering and
engineering management (IEEM), pp 1357–1361

9. Lin Q, Wang H, Pei X, Wang J (2019) Food safety traceability system based on blockchain
and epcis. IEEE Access 7:20698–20707

10. Kamilaris A, Prenafeta Bold F, Fonts A (2018) The rise of the blockchain technology in
agriculture and food supply chain

11. Kamath Reshma (2018) Food traceability on blockchain:Walmarts pork andmango pilots with
ibm. The JBBA 1(1):47–53

12. Caro MP, Ali MS, Vecchio M, Giaffreda R (2018) Blockchain-based traceability in agri-food
supply chainmanagement: a practical implementation. In: 2018 IoT vertical and topical summit
on agriculture—Tuscany (IOT Tuscany), pp 1–4

13. Feng T (2017) A supply chain traceability system for food safety based on haccp, blockchain
amp; internet of things. In: 2017 International conference on service systems and service
management, pp 1–6

14. Saberi S, Kouhizadeh M, Sarkis J, Shen Lejia (2019) Blockchain technology and its relation-
ships to sustainable supply chain management. Int J Prod Res 57(7):2117–2135

15. Sadiku MNO, Eze K, Musa SM (2018) Smart contracts: a primer
16. Rosic A (2017) Smart contracts: the blockchain technology that will replace lawyers. Retrieved

from Blockgeeks: https://blockgeeks.com/guides/smart-contracts

https://blockgeeks.com/guides/smart-contracts


Design of Observer-Controller Digital
Phase-Locked Loop Using Kalman Filter

Rachana Arya, B. K. Singh, and Lalit Garia

Abstract Digital PLL is a fundamental construction block for Bluetooth Low
Energy (BLE) systems and several other wireless technologies like applications of
Internet of Things (IoT), clock generation, recovery, and reconstruction of data. It is
also used for ultra-low power operations and numerous digital signal processing tech-
niques. The proposedDigital PLL is base on the loop filter that is observer-controlled,
which helps to filter out entire additive noise and the output is improved in the terms
of phase noise and transient time response. The main drawback of the previous PLLs
is current transreceiver noise that modifies the overall phase noise output of the
system is overcome by the new technique known as oscillator pulling technique.
Here the output can be separate out without modifying the general performance
of phase noise. The observer filter is fundamentally a second-order time-varying
system having fundamental gain value. The proposed Digital PLL has been simu-
lated using 0.35 μm CMOS technology. The proposed DPLL is having lesser phase
jitter, high operating frequency, and less complexity of the circuit. The designed
digital phase-locked loop is 1.5–3 times faster that of the conventional one.

Keywords Digital phase-locked loop (DPLL) · Phase detector · Kalman filter
(KF) · VCO

1 Introduction

In present day digital systems utilize clocks, designed for sequencing the different
operations amongdifferent internal functional units. The data rate and reference clock
frequencies of the system continuously increasing by degrees. PLLs are extensively
used toward the production of well-timed clock generation for present day’s digital
systems. A closed-loop system is applied on the phase-locked loop to lock the output
and the reference input signal. The basic building blocks are phase-frequency detector
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Fig. 1 Block diagram of basic PLL

or phase detector, frequency divider, low-pass filter, and a voltage-controlled oscil-
lator (VCO). The fundamental diagram of phase-locked loop is presented by Fig. 1.
The phase-frequency detector or phase detector acts as an error amplifier tominimize
the phase difference between output signal y(t) to input signal x(t). The feedback
path will be locked if phase and frequency of output and those of input signals are
the same [1, 2].

By the PLL circuit, the first essential block is a charge pump circuit that is used to
mix the output of the phase-frequency detector and provide solo output. Depending
upon the phase and frequency variations, two output signals are generated as “UP”
and “DOWN” signals. The output of phase detector is an error signal, i.e., filtered
by low-pass filter. The filter blocks the high-frequency component and passes the
low-frequency component (control signal) to the Voltage-controlled oscillator [3–5].
Based on the produced DC Voltage signal the voltage-controlled signal is generated.
If the output signal is high denotes as “UP” signal, the corresponding voltage of
low-pass filter increase to raise the oscillator output signal. On the opposite, if a low
signal is generated, the resultant output is feedback to phase-frequency detector to
calculate the difference in phase moreover after that circuit generates a closed-loop
frequency control system [6, 7].

VCOs can be classified as linear VCO and relaxation type VCO. Linear VCO
uses LC tank circuit to produce sinusoidal oscillations. Fast-locking phase lock loop
response of two major stages; a coarse alteration stage considers as fast changes
in output frequencies, followed by a fine-tuning stage for flat transitions. Universal
Challenges of fast-locking PLLs are as follows:

I. Reducing the lock in time measured by the number of clock cycles
II. Minimizing frequency overshoot
III. Reducing jitter or phase noise
IV. Improvement in system stability.

2 System Description

The Digital PLL consists of subsequent subsystems as below:

I. Input sub-system
II. Phase and frequency detector
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III. Digital-controlled oscillator
IV. Observer sub-system
V. Controller sub-system
VI. Noise modelling.

In All-Digital PLL (ADPLL), the designing of an input sub-system is dependent
on the nature of the phase detector. For the simulation of ADPLL, J-K edge-triggered
type phase detector is used. This phase detector converts the input sinusoidal signal
to the digital signal [4]. Initially, the input signal is passed through zero-crossing
detectors, which provide the output signal high to input signal that is greater than or
equal to zero [8, 9]. When input signal is less than zero it provides zero output. With
the help of a comparator circuit, the reference level of the output signal is calculated.
The feature of the comparator is given by the following Eq. (1):

Y = f (x) =
{
0, x < 0
1, x ≥ 0

(1)

The comparator’s output is applied to the mono-shot pulse generator circuit. This
will generate a small amplitude pulse for the second level circuit. The low to high
transition of the signal or vice versa specify the reference level as zero point [3]. By
this technique, the time period of output pulse increases by one-tenth of mono pulse
input.

Digitally controlled oscillator (DCO) is thus recognized as frequency synthesizers;
used to generate frequencies that are compounded of reference frequency. Therefore,
it is also recognized as an integer N-frequency synthesizer and is used in FM and
PM detector. Observer DCO is mostly used to obtain an approximation state of
the system. When the observer observes all the output states it is acknowledged
as a full state observer. Now for PLL design, the essential states are phase and
frequency difference. An additional state (quantization noise) is also considered for
the designing of DPLL, since quantization noise remain present in the system. The
incremental value of phase angle is given by the following equation [10, 11]:

�θn+1 = θn+1 − θn + 2π

(
fdes − fex

f r

)
− nn − qn (2)

where θn denotes the phase of n signal

• f des is the preferred frequency
• f ex is the excess frequency of DCO
• f r is the reference (clock)frequency
• nn represents the band limited noise
• qn is the quantization noise presented in the system,

Equation (2) can be rewritten as follows:

�θn+1 = �θn + 2π(� fn) − nn − qn (3)
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By this observer circuit, nullify the phase error and frequency error; hence Eq. (3)
can be rearranged as Eq. (4):

�θn+1 = �θn + 2π(� fn) − nn − qn + un(0) (4)

The equation of incremental changes in frequency is given as:

� fn+1 = � fn + un(1) (5)

where un(0) and un(1) are control signals for stages first and second. The controller
sub-system enforces the entire system to obtain the frequency and phase error toward
zero. By altering the maximum counted value of DCO, its frequency and phase are
changed [3, 12]. According to the observer’s input, the bidirectional UP/DOWN
counter is used.

3 Methodology of Proposed Work

The digital low-pass filter converts a continuous-time response into discrete-time
signal at the sampling rate of reference clock frequency. With the use of digital
controlled oscillator (DCO), time to digital convertor (TDC) and digital loop filter
can simply control all the parameters into ADPLL. The output angular frequency
(ω2) of the PLL system can be determined through the LPF output described as per
equation below:

ω2 = ω0 + k ∗ u f (t) (6)

where ω0 is the center angular frequency and k is the voltage gain of VCO stage. The
phase detector (PD) compares the phase of input and output signal. The output of
phase detector which is generally the error voltage is given by the following equation:

u p(t) = kd ∗ θe (7)

where kd is the gain of the phase detector and θ e is the phase error of both input
and output signal. The output signal is having both dc and ac components. These
components are not desirable hence it is eliminated using low-pass filter, i.e., basi-
cally a 1st order low-pass filter [5, 13]. The VCO generates an average frequency
signal with zero phase error. At the same time, output frequency has to match the
reference frequency so the oscillator frequency is increased and decreased as per
the prerequisite of output frequency. If the error voltage is zero or input and output
voltage are at the same phase the PLL is said to be locked. Let u(t) be the input signal
so
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u(t) = u ∗ sin(ωt + θ) (8)

where f is input frequency and θ is input phase and Y (t) is the oscillator’s output
signal.

Y (t) = v ∗ u ∗ sin(ωt + θ)∗
[
4

π
cos

(
ω
∧

t + ϕ
) + 4

3π
cos(3ωt + ϕ)

+ 4

5π
cos(5ωt + ϕ) · · ·

]
(9)

By the Eq. (9), the terms are ac components having higher frequencies, i.e., multi-
ples of the input frequency. As these frequencies are redundant signal so they are to
be filtered out by the loop filter [14, 15]. The vital characteristic of PLL is to suppress
the noise signal presented in the input signal. The average phase of the input signal is
considered by the VCOmoderately than allowing for the current phase of the signal.
As a result, PLL circuit can follow the input signal with noise as well.

The designing of analog PLL is suffering from higher phase noise due to quanti-
zation error so it is not suited for frequency synthesizer application. In the designing
of the observer control approach, the consequence of the oscillator pulling tech-
nique is effectively removed. The observer is fundamentally a second-order loop
filter through time-varying proportional and integral gain values [16]. Based on the
affirm values of the second-order loop filter, the controller uses integrators and delay
elements to generate the digital controlled input.

4 Kalman Filter

Kalman filter is state estimators model that works on the plant to measure the noise
covariance facts. A Kalman filter is positioned in frontage of the PLL, in order to
make sure that the input of the PLL at all times matches an ideal sinusoidal waveform
as intimately as possible. When the input voltage is highly distorted (by the presence
of harmonics) then also it provides an ideal waveform. This technique ensures quick
and small distortion of the PLL operation. The design and simulation of both the
PLL and the Kalman filter are described in detail and demonstrated by simulation
under various voltage conditions [17, 18]. Exclusively, lying on the time-domain
form of the plant by Eqs. (6) and (7), the optimal control signal is analytically
derived. For computational steps, this Kalman filters provide an estimate of the
present state variables with their uncertain variables. After the estimation, the result
of themeasureddata (essentially someamount of error and randomnoise) is observed.
Naturally, the Kalman filter is used to execute a single step calculation for the TDC
output hence the output of DCO is simplified on the current predicted error signals.
The optimization of the problem is solved by using MATLAB. The algorithm for
this problem is recursive so it can be executed in real-time. The Kalman filter model
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assumes states at time (t) change from the past state at time (t − 1) [1, 6]. Typically,
output signals (i.e., to be measured) and the control procedures are noisy, so, a better
model of a particular dynamical structure be supposed to an explanation for both
these factors. As per a linear stochastic difference equation is following (8):

xt = Ft xt−1 + Btut + wt (8)

where

xt = state vector enclosed designed for methods (e.g., location, speed, heading)
at time t
ut =vector enclosed for organizing input (like routing angle, garrote surroundings,
brake power)
Ft = state transitionmatrix to relate the consequence of every position parameters
at time (t − 1) to the structure condition next to time (t) as well as speed on time
(t − 1)
Bt = control key matrix which relate the consequence of every controlled i/p
parameter in the vector ut (e.g. the outcome of the garrote set lying on the speed
of system and location)
wt = vector contain the procedure noise in stipulations of all factors inside the
position vector.

Procedure disturbances are understood to be drained at starting a null mean multi-
variate regular distribution by covariance. Consider MATLAB programming tool for
the all-digital PLL. During the simulation process, the gain of the open system fixed
as a result the damping ratio is observed as 0.7 and the phasemargin is observed as 45.
While shaping the steady-state jitter, the conventional filters bandwidth is reduced
until the jitter is low and responds vice versa. The Digital-Controlled Oscillator,
TDC, and LPF are simulated in distinct time with the reference clock frequency or
input frequency.

5 Results and Discussion

The output of the projected observer-controlled Kalman loop filter is compared with
the predictable low-pass filter output. During the simulation, it is observed that gain
of the predictable loop filter is laid down. The value of the damping ratio is observed
as 0.7 and the loop filter margin for phase is observed as 45 that is projected by Fig. 2.

The output graph is plotted in Fig. 2 is in between amplitude and time. It shows
the performance of digital phase-locked loop output, showing that the output is
locking at a very small time interval. Jitter has also on the minimum value as per the
output graph. The frequency of oscillation is about 100 Hz. As per Fig. 3, the VCO
output is locked at 20 Hz frequency with less noise. By the help of Fig. 4, output
simulation (same observer gain) of highly noisy output (position) is shown. By the
help of the simulation results the output noise significantly affects the state estimation
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Fig. 2 Output graph of loop filter

Fig. 3 Output of VCO that is tracking the input signal

performance. Next Fig. 5 shows the spectrum of phase noise of predictable filter with
injection pulling method that shows some glitches at the same time interval of the
PLL.

Figure 6 is presenting a comparisongraphbetweenDPLLandObserver-Controller
DPLL. The dissimilarity of the twomethods is in the performance of the phase noise.
Both approaches become further distinct when the DCO flicker noise is huge as to
the TDC noise.
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Fig. 4 PD output, i.e.,
constant after a significant
point

Fig. 5 Spectrum of phase
noise of observer controller
loop filter

6 Conclusion

In this paper, the simulation of the proposed scheme describes the different tech-
niques of Dpll. On account of simulated outcomes it is observed that by increasing
the transistor speed, Digital PLL performs better in terms of noise and jitter. By the
observation, this projected observer-controller low-pass filter is moderately superior
in complexity and improvement in phase noise, transitory response aswell as strength
in the direction of oscillator pulling technique. The related equations are specifically
used as the designing parameters for the Kalman filter and the proposed PLL. As a
result, a precise and speedy assessment for the output frequency is achieved. It can
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Fig. 6 The comparison of
the conventional DPLL and
Observer-Controller DPLL

be intended for space communication synchronization techniques, coherent demod-
ulation, and threshold extension and symbol, and bit synchronization. Also in radio
transmitter circuits, PLL can be used to combine original frequencies that are mani-
fold of the reference frequency, bymeans of a similar constancy as original frequency.
In addition, it is also helpful for the renewal of clock time period in sequence from
the data stream.
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Abstract In our modern era where the Internet is ubiquitous, everyone consumes
various informations from the online resources. Along with the use of a huge amount
of social media, news spread rapidly among the millions of users within a short
interval of time. However, the quality of news on social media is lower than the
traditional news outlets; the main reason behind that is the large amount of fake
news. So in this paper, we have explored the application of machine learning tech-
niques to identify the fake news. We have developed two models with the help
of support vector machine, random forest, logistic regression, naive Bayes, and
k-nearest neighbor machine learning algorithms, and this method is compared in
terms of accuracy. A model focuses on identifying the fake news, based on multiple
news articles (headline) and Facebook post data which gather informations about
user social engagement. We achieved maximum classification accuracy of 98.25%
(logistic regression) for a dataset A and 81.40% (KNN) accuracy for a dataset B.
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1 Introduction

Fake news refers to the fictitious article/media that are deliberately circulated on the
Internet with the aim of deceiving the readers. There are a lot of things you read
online especially from the social media it can be true or fake. “Fake news is news,
article, or hoaxes that is factually incorrect and is delivering to misinform or deceive
readers.” One of the strongest evidences of the fake News came up during the time
of demonetization. The concept of fitting a GPS chip on the 2000 rupees notes made
a big news until the RBI clarified officially that no such advance features used in
new currency of India. Reason behind spreading fake news on social media is that
most of the people spent their time online and gather information. In a survey, the
Pew Research Centre announced [1] that 62% US adults collected the information
through social media in 2016 while in 2012, it was only 49%. But the content of
news on social media is lower than other traditional sources.

Fake news was not a technical word in the past few years, but in present, we give
it more importance. Fake news is intentionally spread to change the mentality of
human beings. Identification of fake news can be challenging because it is written
intentionally to mislead peoples and distort the truthfulness of information. In the
previous work, many authors solve this problem in different ways. They have mainly
focused on news contents and social contexts linguistic features [1] capture the total
word, character per word, frequency of words, and frequency of function words
and phrases. Visual features extract from videos and images to classify the different
characteristics of news.

Open your eyes and see around, and you will find many applications which are
based on themachine learning like face detection in Facebook or getting a recommen-
dation for a similar product from the Amazon. Nowwe are applying these techniques
to find out a fake news or a real news, fake news detection is a classification problem.
Classification is the technique of dividing the datasets into different categories or
groups on the basis of learning behavior. How the receive mail is classified the as
spam or not, this is nothing but classification. In this study, we have chosen five
machine learning algorithms: k-nearest neighbor (KNN), support vector machine
(SVM), random forest, logistic regression, and naive Bayes, and compare them in
terms of accuracy.

2 About Dataset

In this research work, we have taken two datasets. First one (Dataset A) is taken from
Kaggle’s [2] which is based on the new content (sports news article). This dataset
is consisting 4000 news articles out of which 2137 are fake news and 1872 are real
news.News contents have been taken from the different sources likeCNN,NYTimes,
Activist Post, and Daily Buzz Live among many. Datasets contain information about
the news article taken from which Web site, what are the headlines of news article
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Fig. 1 Publisher post counts

and body text where they elaborate the news story. Data points with class label of
one are considered as true news, and the data points belonging to zero are labeled as
fake news.

The second dataset (dataset B) is taken from BuzzFeed news organization. This
dataset gathers information about the user social engagement which was taken from
Facebook API.

On social media, people express their emotions or opinions on the basis of news
content. This dataset collects all such types of thing which is based on the user social
engagement like number of likes in post, number of comments in post, number of
time people shared the post. Total number of post in this datasets is 2200 in which
is the 1669 number of the post that are mostly true, 104 is the number of the post
are mostly false, 245 is the number of the post are mixture of true and false, and 264
is the number of the post is no factual content. After collecting the data, we explore
the analysis of our dataset more deeply as shown in Fig. 1.

Total number of news publisher is 16 who have published the news articles. We
look at the mechanism for share count, reaction count, and comment count. Most of
the time, publisher 1 and publisher 6 mostly time publish true information compared
to another publisher. When publisher 2(“1.25E+15”) published true news, reaction
count and share count are very less and if they publish fake news, number of share
count and reaction count increase as shown in Figs. 2 and 3.

2.1 Features Extraction and Features Selection

Detection of fake news in traditional news media is mainly dependent on the news
content, while in social media it depends on user social engagement. The first dataset
is based on linguistic approaches that gather information about the news stories. For
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Fig. 2 True news; a share count, b reaction count

Fig. 3 Fake news; a share count, b reaction count

text data, some special preparation is required before training ourmodel. It is themost
common task in machine learning. So, we are using TF-IDF to convert unstructured
text to use full features. The term frequency–inverse document frequency (TF-IDF)
is a well-known technology to evaluate how important a word in a document. It is
very interesting thing to convert string data into sparse features. The TF-IDF is a
numerical measure that tells about the importance of the word with respect to the
text body. It measures the weight that how often the word appears in a document,
over how often it appears in everywhere. If TF-IDF value of the article is very low,
then we give less importance to article and vice versa. A word which rarely comes
in the document has a higher TF-IDF value. Spares matrix was generated with the
help of tokenized data than this feature is used in the prediction problem.

Second datasets are based on the user social engagement. User profile is catego-
rized in twoways: one is explicit and other is implicit features [3]. Explicit features are
based on the user social activity. If user sharesmore number of true news compared to
other user, then degree of trust is high for that user and if user shares more number of
fake news than they have higher trust degree. We explore different implicit features:
gender, age, and personality. This data contains different features out of which are
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No of Fea-
tures

Features

0 account_id
1 post_id
2 Category
3 Page

(a) (b)

4 Post_Type
5 share_count
6 reaction_count
7 comment_count

Fig. 4 Data B; a features importance, b features

important for classification can be found with the help of forests of trees which are
shown in Fig. 4.

The green bar shows the features importance of the dataset. This plot shows that
five features are informative, while the remaining are not.

3 Models

3.1 K-Nearest Neighbor

K-nearest neighbor is the instance-based learning or lazy learning which is used for
classification and regression problem. It is based on the supervised machine learning
algorithm which is mostly used for the classification problems. Why this is called
lazy because when we get the training example, they do not process them or learn
a model; instead we just store the data and when we need to classify the instance;
at that time, we perform some mathematical calculation. In k-nearest neighbor, K is
the number of nearest neighbors which are voting class of new data or testing data
[4]. See Fig. 5, suppose this is an instance space and we have different points (x, y
values) in each instance space; when a new instance arrives, they classify the new
data on the basis of most similarity to the nearest neighbor.

Let us assume that K = 3, it means that we are choosing three points which have
the minimum distance from the new data or new instance, and if K = 6, we are
looking for six points which have the minimum distance from the new instances.
When we are building k-nearest neighbor model, so to choose the value of “K”, we
perform cross-validation technique to test the several value ok K and in order to
determine the optimal value of “K”. K-nearest neighbor algorithm used Euclidean
distance to find out the nearest neighbor.
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Fig. 5 a 3-NN decision rule, b 6-NN decision rule news

d(q, p) =
√
√
√
√

n
∑

i=1

(qi − pi )2

where d(q, p) is the distance between training object and testing object.

3.2 Logistic Regression

Logistic regression is one of the algorithms used for binary classification. Logistic
regression is the proper regression analyses to conduct when the dependent variable
is categorical. It is used to explain the relationship between one dependent binary
variable and one or more nominal, interval or ratio-level independent variables.

3.3 Support Vector Machine

Support vector machine is a supervised learning algorithm that takes data and sorts it
into one of the two classes. This is used for both classification and regression problem.
Support vector machine is one of the most accurate classifiers, the reason behind that
it has good mathematical intuition, and we can easily handle certain situations where
nonlinearity happens with the help of different kernel functions. The objective of the
support vectormachine algorithm is to discover the hyperplane inN-dimension space
that classifies all training vectors in two classes. To distinguish two or more classes
of data points, there are numerous hyperplanes that can be used. So, we find the
extreme edge hyperplane which has the maximum margin (the maximum distance
between the training vectors of both the classes) as shown in Fig. 6. The advantage
of the SVM model is to prevent overfitting, and we can easily handle large number
of features without a lot of calculations.
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Fig. 6 Support vector
machine

3.4 Random Forest

Random forest is a technique that depends on the multiple decision trees, and the
decision of the majority of the tree is chosen by the random forest. In other word,
random forest is a method where we build multiple decision trees and merge them
together to get more accurate prediction. A decision tree is a graphical represen-
tation of all the possible solutions. In real-life scenario, most of them used it; for
example, when you dial a toll-free number of any organization, it redirects to intel-
ligent computer assistance, where we ask some question like press 1 for English or
press 2 for Hindi and press 4 for this and so on, now when you select 2, and now
again it redirects to certain sets of the question so this keep repeating until you not get
the right person. All these things are done with the help of decision tree algorithm.

3.5 Naive Bayes

Naive Bayes classifier works on the principle of conditional probability as given by
Bayes’ theorem. Bayes’ theorem finds the conditional probability of event A given
the probability another event B has already occurred:

P(A|B) = P(B|A)P(A)
P(B)

where P(A|B) is the probability of given A given B, P(B|A) is the probability of given
B given A, P(A) is the probability of A occurring, and P(B) is the probability of B
occurring.

Naive Bayes algorithm is primarily used for text classification. A few examples
are spam filtering and sentimental analysis.
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4 Implementation Details

In this research work, we have two types of datasets, so we have built two models.
First model, this is based on the linguistic approach. A machine learning model
can be a mathematical representation of real-world process. To generate a machine
learning model, we need to provide training data to a machine learning algorithm to
learn from it. Data are split into training and testing datasets in the ratio of 80–20.
Model learns only numerical data so we have extracted meaningful features with the
help of TF-IDF. The TF-IDF is a numerical measure that tells about the importance
of the word with respect to the text body and generates a sparse matrix with the help
of tokenized data, and then these features have been used in prediction problems.
After the learning period of model, we have tested the performance of the model and
compared them to find out which one is best (Fig. 7).

Second model, in this experiment BuzzFeed organization dataset is used that
gathered the information about user’s social engagement. First steps are loading the
information, and after that, it performs feature selection and preprocessing. Before
splitting datasets into training and testing, we perform normalization and transforma-
tion of data into standard dataset then after dataset was split into 80 splits of training
and 20 splits of testing sets. Algorithms have been run 15 timeswith different training
and testing datasets and prediction accuracy obtained from these runs (Fig. 8).

Features extraction (TF-IDF)

Random Forest Naive Bayes KNN Logistic Regression

Performance Evaluation

Pre-Processing
I. Remove unrelated text
II. Remove empty cells

Loading Data

Fig. 7 Procedure of building model one
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Features Selection

Performance Evaluation

Pre-Processing
I. Remove unrelated text
II. Remove empty cells
III. Normalization

Loading Data

KNN Logistic RegressionSVMRandom forest

Fig. 8 Procedure of building model two

5 Result

In this section, we have discussed the performance metrics and classification result.

• We compared our models using confusion matrices. A confusion matrix showed
the number of misclassification and correct classification made by the model. The
result observed in terms of confusion metrics is shown in Fig. 9.

• Figure 9 shows that out of 1203 news articles, 1179 news articles are classified
correctly while 24 are misclassified in model, while in model two out of 457 news
article, 372 news articles are classified correctly and 85 are misclassified.

• In this research work, we have compared logistic regression, support vector
machine, random forest, naiveBayes, and k-nearest neighbor classificationmodel.
In a dataset A, logistic regression and naive Bayes performed well on this dataset
and we achieved maximum classification accuracy is 98.25% in logistic regres-
sion. For this dataset, we have not considered SVM because it is not performing
well (53% accuracy). For a dataset B, support vector machine and KNN well
performed and maximum accuracy achieved by k-nearest neighbor model, i.e.,
81.40%. The average accuracy, average precision, average recall, and F1-score of
each model are shown in Tables 1 and 2.

• In dataset A, though the average accuracy of logistic regression is higher than
naive Bayes, support vector machine, and random forest, random forest did not
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Fig. 9 Confusion matrices; a Dataset A, b Dataset B

Table 1 Performance of model one on test set

Algorithms Accuracy Precision Recall F1-score

Naive Bayes 94.14 0.94 0.95 0.94

KNN 92.04 0.92 0.93 0.92

Random forest 77.67 0.83 0.77 0.76

Logistic regression 97.93 0.97 0.98 0.97
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Table 2 Performance of model two on test set

Algorithms Accuracy Precision Recall F1-score

KNN 76.13 0.70 0.76 0.72

SVM 76.19 0.64 0.76 0.70

Random forest 75.05 0.63 0.75 0.67

Logistic regression 73.56 0.61 0.73 0.64

Fig. 10 Box plot for accuracy comparison of the models; a Dataset A, b Dataset B

perform well. In a dataset B, support vector machine and k-nearest neighbor both
performed well (see Fig. 10).

6 Conclusion and Future Work

Nowadays, fakenewson socialmedia is a very interestingproblem.Wehaveproposed
different classification methods to detect fake news on the basis of content of news
(headline) and user’s engagement on social media. In a dataset A, logistic regression
performs better than the support vector machine, naive Bayes, and random forest. In
a dataset B, support vector machine performs better than k-nearest neighbor, logistic
regression, and random forest. In the future, it would be interesting to modify the
model based on add features and data points or built a well-performed classifier using
bootstrapping.We also understand the other users’ profile features which can be used
for fake news detection.
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Vehicle Tracking System Using GPS
and GSM

Shreya Verma, Abhay Singh Jamwal, Surabhi Chauhan,
and Sribidhya Mohanty

Abstract The vehicle tracking system is a modern security and armada handling
method. This module is an example of an embedded system that can be used by
vehicles to track and know the position is known by global positioning system and
global system in particular vehicle. The proposed system is embedded in the car that
provides exact real-time location and position. Whenever there occurs any vehicle
problem like robbery, accident, fire alarm, etc., in view of these issues, a message
will be delivered from the vehicle about its position in view of latitude and longitude
to the expected receiver who is asked for help. A program is coded to get the proper
position of the vehicle which is on move or steady. In order to identify the location
of the vehicle that includes Latitude and Longitude position and also receive contin-
uous data from the two effective systems used which is a GSM and a GPS Modem
identifying the position.

Keywords GPS · GSM · Embedded system · Real-time tracking system

1 Introduction

This smart world needs new, cost-effective, and advanced technologies to work and
have a comfortable leaving. This vehicle tracking is one of those technologies which
is used to design a cost-effective module for tracking a vehicle such as truck or bus
in our day-to-day life. The safety and security is also a prime concern in today’s life.
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By finding the real-time location a person, we can plan a to-do list to decrease the
traveling time and distance covered. With the help of this, any individual can plan a
programwhich takes less time and managed plan. The proposed research paper deals
with an efficient vehicle tracking system using the core communication technologies
like for position finding—global positioning system [1, 2], for data transmission—
General Packet Radio System [3], and for display of location—Google Maps-related
software. The proposed setup can be used for an effective intelligent transportation
system [4]. This designed vehicle tracking system can behave as a life-saving device
in case of any emergency condition where it can provide quick and automatic report
of the vehicle which needs to be rescued or needs help to the concerned person not
only in this mentioned matter, but if the vehicle is lost or stolen, the position can also
be detected and intimated. The technology defined in this process is highly helpful
to track, secure, and plan the traffic and your destination goal by just your finger
tip. The technological development made here helps the management of traffic and
security of the vehicles in all aspects.

The proposed system provides a tracking module used in real time with the imple-
mentation of GSM andGPS. In order to identify the exact location of the device, GPS
module is used which transmits the information of location time to time to a server.
The server here can be a personal computer or laptop which needs to have a server
program or Web server program to get the location data which can be converted
to the pattern which can be displayed over Google Maps. The module used to be
kept in vehicle for tracking that is the vehicle unit; this unit involves the hardware
like the Arduino, GPS, and GSM modem. This module mostly has a GPS modem
that involves a GPS antenna to receive the signal from satellite. The GPS modem
provided converts the data received and sends via SMS. The position and the coor-
dinates can be visualized using Google Maps with proper database and software
that gives the location of coordinates of each position in search and then stored in
expected database. However, to get the present location of the concerned automobile
it has travelled, the user has to connect it to the Web server.

We reviewed the technology in Sect. 2. Section 3 deals with the architecture of
the system and its realization with the GPS system. Section 4 here deals with the
prototypeof the systemused and images related to our proposedwork.The conclusion
deals with our work and its future implementation which is given in Sect. 5.

2 Background

2.1 GPS System

Global positioning system is an effective satellite-related system which has 24 satel-
lites of the USA; it was mostly designed for military applications and later imple-
mented for general application. The prescribed satellites time to time provide short-
pulse radio signals to GPS receiver. This GPSmodule is used to measure the distance
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Fig. 1 GPS module

and calculate two-dimensional position (latitude and longitude) which needs two
satellite and for three-dimensional position at least four satellites. After the location
is calculated, the average speed and the expected direction of the moving vehicle are
calculated.

This module is used for tracking the position of the means of transportation. A
GPS satellite helps in getting the geographical location by receiving information.
Figure 1 shows the GPS module.

2.2 GSM Module

The proposed vehicle tracking system needs a GSM modem which requires a SIM
card and a mobile phone. GSM modem is used to provide Internet connection and
also used for transmitting and receiving SMS andMMS; for these purposes, the GSM
modem is connected to a computer.

Our proposed GSM module is SIM900A Mini (Fig. 2).

2.3 Arduino Uno

For the programming of the module, Arduino Uno was considered. It is microcon-
troller board on the ATmega328P. Arduino Uno is self-defined board designed for
training and development for the projects; it has mostly all the hardware and soft-
ware details needed by microcontroller. The features of ATmega328 memory are 32,
2 KB of SRAM, and 1 KB of EEPROM. This Arduino Uno board has 20 digital
input/output pins, a USB connector, a power jack, an in-circuit system programming
header, and a reset button. The connection here is very simple and can be done with
computer through a USB.

The power supply of the board can be given by a USB connector from the
computer, a DC power jack, or the Vin pin present onboard. The supply voltage
can be 5 V or 3.3 V pins, and the maximum current drawn is 50 mA [4] (Fig. 3).
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Fig. 2 GSM module

Fig. 3 Arduino Uno

3 Proposed System and Design

The proposed vehicle tracking system is an cost-effective, smart, and less expensive
tracking technology. This model deals with the flow of taking input from GPS and
delivering it to GSM module of the expected mobile or laptop which is used for
mobile linkage. For the security of the system, the module uses a global positioning
system, which locates the vehicle that is to be traced and uses the satellite to transmit
the coordinates of the vehicle to the monitoring system. At the monitoring system,
many number of software are needed to locate the vehicle in the specified map.
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Therefore, by the above-mentioned way, the owners of the vehicle are able to locate
their respective vehicle. This vehicle tracking system is efficient as it uses the real-
time tracking facility.

In this proposed design, we are designing an embedded system that implements
tracking and locating a vehicle by the use of global positioning system and global
system for mobile communication. The system continuously monitors a moving
vehicle and time to time reports its status. In order to do this application, the micro-
controller is serially interfaced with the GSM modem and GPS receiver. The GSM
modem is needed to identify the latitude and longitude of specific vehicle, and GPS
modemperiodically delivers the datawhich involves the latitude and longitude giving
the location of the vehicle. This GPS modem provides the output of many parame-
ters, and LCD is used for display. Obtained data is transferred to the mobile which
is at a distance from the vehicle. A memory is needed for the data received by the
receiver at the GPS; the memory used can be EEPROM.

To visualize the position information of the tracking vehicle, LCD is inter-
faced with the microcontroller, and along with LCD, the other interfacing modules
mentioned are GSM modem and GPS receiver. Whenever request is generated by
the user to the mentioned number in modem, the system defined will send an answer
to that mobile telling the location of the vehicle in terms of its latitude and longitude.
The proposed vehicle tracking system has a program to get the exact position of the
vehicle along with its navigating track detail of the moving vehicle on Google Maps.

3.1 Working

The proposed model consists of microcontroller interfaced with GPS receiver and
GSMmodule. Whole system is fixed inside a vehicle with a power source. This GPS
system is used to gather exact longitudinal and latitude values representation of the
position of the vehicle and send to microcontroller which will further send this data
with the use of GSM modem.

By chance if the vehicle leaves the destination, then the record of the person can
be maintained by the other users like his friends, or boss who can send command to
the registered SIM card and the data will be received. The process of SMS is that
the SMS is sent and would come by service provider of GSM, and then, it would
arrive at the vehicle, which is on the move, due to the GSM device installed over
the vehicle. The microcontroller will get the SMS from the GSM modem. The data
received will be checked, compared, and verified with the command sent, and if it
matches all the data, the information will be sent to the user.

For receiving the data, the system needs the GSM as a receiver in the vehicle that
achieves these data and gives PC serially. The security of the device is maintained by
the password; i.e., only the person who is familiar with password will only be able
to use it. For any emergency condition, the device will automatically send an alert
to registered number.
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4 System Prototype

Prototype of the design in Sect. 3 is implemented. Vehicle tracking prototype is
shown in Fig. 4. GPS tracking which deals with the tracking history is shown in
Fig. 5. Example of one GPS tracking modules via Google Maps is represented in
Fig. 6 [5, 6].

Fig. 4 Vehicle tracking prototype system

Fig. 5 GPS tracking modules
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Fig. 6 Example of one GPS tracking modules via Google Maps

5 Conclusion and Future Implementation

The proposed paper deals with a prototype having a product-based hardware and
open software for a feasible source vehicle tracking system. Vehicle tracking system
has shown the proper compatibility of using it for complicated environment of traffic.
This prototype has an important application in lost vehicle tracking. In future, we
expect to add more precise and effective sensors in the vehicle. For effective tracking
management, the sensors in the vehicle report the status detail to the expected server
used for handling the information and in effective tracking. This proposed model
can also be useful to keep safety of the women by tracking it into their vehicles
and to enhance their safety. By connecting piezoelectric sensors, we can predict the
pressure level of the vehicle along with tracking. Vehicle tracking systems are mostly
implemented in armada operators to dealwith armadamanagement parameterswhich
include operations like routing, onboard information, and security. Other uses may
be checking the driver behavior by the boss and parents of minor driver [7].
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Multi-factor Authentication Scheme
Using Mobile App and Camera

Sajal Jindal and Manoj Misra

Abstract Phishing attacks are one of the most serious threats faced by the users
on the internet the attackers try to steal sensitive information such as login details,
credit card details, etc. by deceiving the users to enter sensitive information on the
phishingwebsites and thus leading to huge financial losses.Many schemes have been
proposed to detect phishing attacks but the amount of such attacks has not decreased.
New attacks likeActiveMan-In-The-Middle (MITM) phishing attacks have emerged
which include Real-Time Man-In-The-Middle (RT MITM) and Controlled Relay
Man-In-The-Middle (CRMITM) phishing attacks. These attacks allow the attackers
to obtain the users’ account details and relay them in real-time. Similarly, the attacker
can lure the user to enter details on a spoofed app and thus gain access to the user’s
account. The existing popular authentication schemes fail to address these attacks. In
this paper, we propose a novel user authentication scheme that enables the user to log
into his/her account without memorizing any password or any other authentication
token. In the proposed scheme, the user has to scan a dynamically generated QR-
code using the smartphone app and then verify the image, captured by the webcam
and sent it on the smartphone via push notification. Thus, the complete authentica-
tion procedure requiresminimal user involvement and implements automatically.We
have implemented and evaluated the proposed scheme in terms of usability, deploya-
bility, and security parameters and the results depict that the proposed authentication
scheme performs well and can be used as a secure user authentication scheme.
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1 Introduction

1.1 Phishing

Phishing is a deception technique that is used to steal users’ credentials with the goal
of obtaining their personal information [1]. Phishing is an attack scenario in which
the attackers known as the phishers masquerade as authentic websites and somehow
lure the users into entering their credentials. The URL link of the phishing website is
generally spread by spreading email in bulk or other communication medium. Naive
users, who still don’t verify the domain names or other technical information tend
to follow the instructions mentioned on the phishing website or email. In this way,
the users generally reveal their credentials which are used by phishers for various
malicious purposes such as identity theft, online credit card, and banking frauds,
etc. [2–6]. For redirecting users to the phishing website, the attackers can use one
of the following techniques—email spoofing, deceptive links, malicious browser
extensions, etc. There are various kinds of attacks that are used by the attackers
to access the users’ account, such as—RT MITM, CR MITM, malicious browser
extension based phishing attacks.

After the first official cyber threat was recorded in 1996, many anti-phishing orga-
nizations such as APWG, RSA [7], Phishtank, etc. have not only recorded numerous
phishing attacks but also analyzed them. According to the APWG phishing trends
report [8], the number of phishing websites recorded in the 4th quarter of 2018 was
138,328 which is not a significant decrease from the previous quarter. Thus, we can
see that even after the proposal of various phishing detection and prevention schemes,
the number of phishing websites and the number of phishing emails do not decrease
drastically. Table 1 shows the phishing attack trends as per APWG report [8, 9]
from H1 2017 to Q4 2018. The parameters considered by the reports for recording

Table 1 Current phishing attack trends [8, 9]

Parameter 4Q2018 3Q2018 2Q2018 1Q2018 4Q2017 3Q2017 1H2017

Number of unique
phishing websites
detected

138,328 151,014 233,040 263,538 180,757 190,942 291,096

Number of unique
phishing email reports
received by APWG
from consumers

239,910 270,557 264,483 262,704 233,613 296,208 592,335

Number of brands
targeted by phishing
campaigns

836 777 786 746 939 915 2660

Most Targeted
Industry Sectors
(Payment) (%)

33.0 38.2 36 39.4 42 41.99 45
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and analyzing the attack trends are number of unique phishing websites detected,
number of unique phishing websites reported, and number of brands targeted. The
most targeted industry sector by the attackers have been payment with 33% in 4th
quarter of 2018 followed by webmail or software as a service (SaaS) with 20% in
4th quarter of 2018.

1.2 Motivation and Contribution

There have been continuous efforts in the past by the researchers to provide an
authentication scheme that is secure as well as usable. Multi-factor authentication
schemes were proposed because single-factor authentication schemes were incom-
petent in handling traditional phishing attacks. Multi-factor authentication schemes
such as OTP-based, QR-code, push login and graphical password-based authen-
tication schemes are not secure against advanced phishing attacks including RT
MITM (Real-TimeMan-In-The-Middle) phishing attack and CRMITM (Controlled
Relay Man-In-The-Middle) phishing attack. The phisher gets access to the user’s
account in OTP as well as QR-code based authentication scheme by relaying the
information in real-time. The attacker can compromise CAPTCHA-based graph-
ical password-based schemes either by monitoring the user’s desktop screen or by
relaying the desktop terminal over the user’s terminal. Since biometric-based authen-
tication scheme does not offer 100% accuracy and requires external hardware, hence
it is not user-friendly. Moreover, biometrics such as fingerprints, facial recognition,
etc. are prone to spoofing by the attacker.

This paper proposes a novel secure user authentication scheme that makes use of
the user’s smartphone and the desktop’s webcam. The scheme requires the user to
scan the QR-code displayed on the browser using the smartphone app which stores
a secret key for that particular user in secure storage. The webcam then captures the
user’s image, adds a random text at a random position in the image, and sends it to the
user via push notification for verification.Once the user verifies the authenticity of the
image, the user gets access to the account. Thus, the scheme proposed in this paper
requires minimal user involvement as there is no need for the user to remember any
username or password. Since the user does not enter any information, there are less
chances for the attacker to retrieve any user information using the phishing website.

1.3 Paper Organization

Section 1 gives a brief introduction to phishing and its effect in various industry
sectors. Section 2 gives a brief description of various multi-factor authentication
schemes, their advantages, and the research gaps present in them. In Sect. 3, a detailed
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design of the registration and the login phase have been explained. Section 4 is dedi-
cated to the testing and performance evaluation of the proposed user authentication
scheme. Section 5 concludes our work and describes how it can be taken forward.

2 Related Work

There are various web authentication schemes available using which the user can
login to the website. The simplest authentication scheme is by providing a username
and password. The existing authentication schemes can be categorized as:

1. Authentication usingOTP/PIN: TheOTP-based schemes such asGoogle 2-step
[10] requires the user to first enter his/her username and password. The server
then generates and sends an OTP (one-time-password) to the user’s registered
phone via SMS. If the credentials and the OTP are entered correctly by the user,
then the user will be logged into the website. Other OTP/PIN-based two-factor
authentication scheme is SAASPASS [11] in which the SAASPASS application
is installed by the user on his/her smartphonewhich is linked to the user’s personal
web account. At the time of login, SAASPASS generates and sends a 6-character
PIN to the server as well as the user. This 6-character PIN is updated and sent
every 30 s. Both the above-mentioned schemes are vulnerable toMITM phishing
attacks as the attacker can get the OTP/PIN with the help of a phishing website
or through a malicious browser extension.

2. Authentication using QR-code: Xie et al. [12] proposed a QR-code based
authentication scheme in which, the user first gives the username and password
to the web-browser. The server validates the user’s credentials and renders a
barcode on the desktop screen which is scanned by the users using a mobile app
and a vouch request is generated in the form of a barcode which is scanned by
the PC webcam. This authentication scheme claims to be secure against MITM
phishing attack and Diffie–Hellman algorithm is used for securing the communi-
cation channel between the browser and the server. Kim et al. [13] also proposed
a QR-code based authentication scheme in which the IP address of the smart-
phone was used to verify that the user and PC are in proximity. InMukhopadhyay
et al.’s [14] scheme, a third-party verifier is used for checking the user’s creden-
tials and after verification, sends a challenge in the form of a QR-code to the
user. The user, in turn, scans the QR-code using the mobile app and sends back
an encrypted response to the third-party verifier. In Dodson et al.’s [15] scheme,
the server sends a QR-code consisting of a server challenges to the user. The user
then scans the QR-code using his/her smartphone and a challenge response is
sent to the server. Once the server verifies the challenge response, the user can
access his/her account. This scheme has also been proposed by Dodson et al.
in the work [16] for secure payment through a credit card where the user scans
the QR-code and gets authenticated. The disadvantage of this scheme is that the
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phisher can easily relay the QR-code displayed on the webpage to the phishing
webpage and thus luring the user to scan the phished QR-code.
The QR-code scheme proposed by Bakdi [17] requires the user to scan the QR-
code displayed on the desktop’s screen which contains the server’s address URL
and then the mobile terminal authenticates the user by extracting the password
from the web server and transmitting the same to the authentication server. The
authentication is done on the basis of asymmetric key cryptography. A similar
QR-code authentication scheme has been proposed in Venkat et al.’s [18] scheme
where thewebpage contains aQR-code and an animated security image. The user
scans the QR-code using the mobile camera and with the information extracted
from the QR-code, the user gets identified and then the same security image is
sent to the mobile device for verification. Both the above-mentioned schemes are
vulnerable to RT MITM and CR MITM attack as the QR-code and any image
that is displayed on the screen can be easily spoofed, relayed in real-time on the
phishing website. The QR-code scheme proposed by Nunn et al. [19] requires
the user to enter the login credentials on the webpage which are transmitted
to the web server and then a QR-code is displayed on the webpage. The user
scans this code and gets authenticated as the information from the mobile goes
directly to the server. This scheme is also vulnerable to RTMITM and CRMITM
phishing attacks as the QR-code can be easily phished. Moreover, this scheme
also requires login credentials on the webpage due to which it is also vulnerable
to malicious browser extension based attacks.

3. Authentication using CAPTCHA: In Leung et al.’s [20] scheme, the concept
of flash-based OTP CAPTCHA was proposed to provide security against the
MITM and malicious browser extension based attacks in which the user’s screen
is captured by the attacker to steal credentials. The user enters the username
and mouse click coordinates of the OTP CAPTCHA which consists of moving
letters and numbers. The user’s mouse click coordinates on the OTP plugin and
the click timestamp is also taken as an input. Zhu et al. [21] proposed a scheme in
which CAPTCHAwas used as graphical password. The user enters the password
by clicking characters in the CAPTCHA and the click coordinates are used by
the server for verification. Both the above-mentioned authentication schemes are
not secure as Leung et al.’s [20] scheme is vulnerable to CR MITM attack and
Zhu et al.’s scheme [21] can be compromised using MITM and screen logging
attacks.

4. Authentication using push notification: Push notification based login schemes
are provided byYahoomail [22, 23], in which the user enters his/her username on
thewebsite. The server verifies the user’s credentials and sends a push notification
message to the registered mobile app. The user gets access once he/she verifies
the push notification message received on the mobile app. The push notification
based login schemes are also provided by Google. The push notification based
authentication schemes cannot withstand MITM attacks.

5. Authentication using password managers: Password managers [24] helps the
user by storing their credentials for different websites and they automatically
fill these credentials when the user logs into that website. Most of the password
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managers store the user credentials in browser storage. Ross et al. [25] proposed
a similar scheme in which, the browser extension is used to modify the password
entered by the user with the help of the SALT stored at the client machine and
the domain information of the website. Though the attacker won’t gain anything
even if the credentials are entered by the user on the phishing website, yet this
scheme is not secure against malware attacks as well as it is client dependent
because the SALT is stored in plain-text on the client machines.

6. Authentication using hardware token: This category of authentication scheme
requires the user to carry a special hardware token such as security keys, USB,
smart cards, etc. for authentication. These hardware tokens may store some pass-
words which are communicated during the authentication process. Tricipher
scheme [26] uses multipart credentials where one part remains with the user
and the other part of the credentials is stored in a secure appliance kept in the
enterprise data center. A secret key is also stored in the user’s device which is
also known to the server. The username and password entered by the user are
encrypted using this secret key. The secure appliance encrypts the user’s creden-
tials using the credentials stored on it, which is then sent to the server, and thus
the authentication process is completed. Other hardware token based authenti-
cation schemes are RSA SecurID which updates the authentication code every
60 s as well as U2F security keys such as Yubikey [27] which follows the U2F
protocol for user verification. In RSA SecurID [28], an authentication code is
usually generated every 60 s using the clock and random seed which is provided
to the token by the RSA server at the time of purchase of the device. The server
computes the authentication code using the seed stored in its database for the
token and the clock and verifies it with the code given during the login process.

3 Proposed Scheme

The proposed multi-factor authentication scheme uses a trusted mobile application
and a webcam on the client’s machine (desktop/laptop). Whenever the user wants
to access his/her account on the website, then a QR-code will be displayed on the
webpage by the server. This authentication protocol assumes that the mobile appli-
cation in the user’s phone is trusted. The user scans the QR-code displayed on the
webpage using the mobile application. The application then sends the user’s data
along with the session token obtained from the QR-code to the server. The server
then gives a prompt on the client’s machine to access the webcam and takes a picture
using the webcam. This picture is then sent by the server to the mobile application
using push notification. The user will then approve or reject the authenticity of the
received picture. On approving the picture, the user will get authenticated. Thus,
the server authentication is done with the help of the picture taken on the legitimate
user’s client machine because only the legitimate website can take user’s picture
using webcam and send the same picture to the user’s mobile phone.
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3.1 Assumptions

1. PC is assumed to have a webcam that is cheap and easily available.
2. It is assumed that the user uses the authentic Android App during the registration

and like many other schemes, the new user registration is free from attacks.
3. The proposed scheme assumes that the data transfer between the client and the

server happens over HTTPS and is secure from network sniffing and can be used
to exchange secret keys.

4. Authentic website servers and the information stored in their databases are
assumed to be secure.

3.2 Threat Model

1. Phishing, MITM Phishing: The attacker can lure the user by directing him/her
to the phishing website and then obtain personal information. The attacker can
either relay this information in real-time (RTMITM)or can install remote desktop
capturing or relaymodules on the user’s terminal (CRMITM) to steal credentials.

2. Malicious browser extension based phishing attacks: The attacker can steal user’s
credentials by making the user install a malicious browser extension, asking for
permissions to carry out some cautious activity in the backgroundwhile providing
functionality in the foreground. The malicious browser extensions can perform
keylogging, screen logging, or password sniffing in the background.

3. App spoofing: The attacker can build a spoofed Android Appwhich looks similar
to the authentic app required for login. The attacker can then install this spoofed
app on the user’s PC and lure the user into entering his/her credentials over this
app

3.3 Registration

The user registration involves the registration of the user on the mobile app. Thus,
the two entities that are involved in the registration phase are—the mobile app and
the web server. The user registration is done on the mobile app which will store the
details of the user to be used at the time of login. The user registration in the proposed
authentication protocol has been shown in Fig. 1. The steps for registering the user
are as follows:

1. The user will first enter relevant details in the mobile app such as username
(UID), password (PWD), email address (Email-ID), phone number, etc.

2. The details given by the user are then sent to the web server over the HTTPS
session. The web server generates an OTP (one-time-password) and sends the
generated OTP to the phone number given by the user.
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Fig. 1 Registration message exchange

3. The user then enters the OTP received on his phonewhich the web server verifies.
4. The web server then generates a hashed password (hpwd) from the password

(pwd) entered by the user in step (a) and a random salt (salt1).
5. The web server also generates a secret S using password-based key derivation

function 2 (PBKDF2). The parameters that are used in the PBKDF2 function
are the password (pwd), a random salt (salt2), iterations (iters) and key length
(keylen).

6. The web server then generates another random salt (salt3) which is used for
encrypting the secret (S) generated in the above step.

7. After the user presses theOKbutton on themobile screen, a confirmationmessage
is sent to the web server over HTTPS session and all the user details along with
the shared secret (S) is stored in the web server as well as the mobile database
which is secured by the Android Keystore API.

8. Theweb server finally sends amessage acknowledging the successful registration
of the user.
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3.4 Login

The proposed authentication protocol makes use of three entities for logging the user
into the website. The entities used are—the mobile app, browser, and web server.
The user will also need a webcam for logging into the system. To login to the website
account, the user must be logged into the mobile app of the website. The reason is
that the push notification is sent to the app on which the user is logged in. For logging
into the mobile app, the user enters the user-id (UID) and password (pwd), which is
sent to the web server for verification. Since most of the users do not logout from
their account, the chances of re-login to the mobile app is less. The login procedure
is as follows:

1. The user first opens the login webpage on the browser.
2. The website login page displays a QR-code which contains a session token

generated by the web server.
3. The user scans the QR-code rendered by the website using his mobile’s camera.
4. After the QR-code is received by the mobile app, the session token is retrieved

from the QR-code. Now a secret (S′) is generated by using SHA-256. The
parameters used are the secret (S) stored in the Android Keystore API, user-id
(UID), and the timestamp (TS).

5. The mobile app also generates request data (RD) which consists of user-id
(UID), timestamp (TS), and session token obtained from the QR-code. The
request data is then encrypted to form ERD using the secret (S′) calculated in
step (d) and sent to the web server along with user-id (UID), timestamp (TS)
over HTTPS session.

6. The web server also generates a secret (S′′) similar to that in step (d) using
the secret (S) stored in the server’s database and received user-id (UID) and
timestamp (TS).

7. The encrypted request data (ERD) is then decrypted using the secret (S′′) gener-
ated in step (f). The web server then verifies the user-id (UID), session token
and the timestamp (TS) obtained from the decrypted request data (RD).

8. A pop-up window then comes up on the browser asking permission to access
the client’s machine webcam. The user must allow access so as to login to the
website.

9. A pop-up window then comes up on the browser asking permission to access
the client’s machine webcam. The user must allow access so as to login to the
website.

10. The webcam then takes a picture of the user, adds a random text at a random
position over the image taken, and sends it to the web server, which in forwards
this picture to the user’s mobile app via push notification.

11. The smartphone app shows the image received via push notification to the user
asking for login approval.

12. At this step, the user will verify the image received and will approve login
attempt if and only if the login attempt is done by the user himself/herself as
well as the image received is authentic.
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Fig. 2 Login message exchange

13. The mobile app sends the user’s response (Approval/Reject) to the web server
and based on the response, theweb server shows user his/her account or displays
login error.

The login session is alive for a particular time period, after which the session will
expire and the web server will redirect the user back to the home page displaying a
new QR-code and thus preventing the attacker from using the picture taken by the
webcam in the later stage for authentication (Fig. 2).

3.5 Recovery

The user can recover his/her account in case the mobile phone is lost or stolen. The
user can request the same by using the registered email address. Once the server
receives the request for recovery, a link will be shared with the user via the registered
email address, where the user will be asked for the password. Once the password is
verified, then the previous secret key which was stored in the Android Keystore API,
will be replaced with a newly generated secret key which will be automatically sent
to the user’s new smartphone, where it will be stored in the Android Keystore API.
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4 Testing and Evaluation

4.1 Test Setup

1. A OnePlus 5T smartphone with Qualcomm Snapdragon 835MSM8998 Chipset,
Octa core CPU (Four 2.35 GHz Kryo 280 Performance cores and four 1.90 GHz
Kryo 280Efficiency cores), 6GBRAMandAndroid Pie operating system having
OxygenOS version 9.0.4.

2. The desktop used for web login phase, i.e., client machine was a PC running
Windows 7 Ultimate 64-bit operating system with Mozilla Firefox (Version
66.0.2), a webcam and an Intel® Core™ i5-3230 M CPU @ 2.60 GHz with
8 GB of RAM.

3. The website for testing the registration and login phase was hosted on a desktop
running Windows 10 64-bit operating system on an Intel® Core™ i7-3770 CPU
@ 3.40 GHz with 8 GB of RAM.

4. The website was written in JAVA and was hosted on Apache Tomcat 8.5.39
server.

5. MySQL server version 8.0.13 has been used for storing the user’s information
on the server side.

4.2 Timing and Resource Analysis

The time required for user registration (TRegistration) can be expressed using the
following expression:

TRegistration = TOTP + TMD5 + TK + TE + TDB

where, TK = Time taken to generate 256-bit AES key using PBKDF2, TE = Time
taken for 256-bit AES encryption, TDB = Time taken to store registration metadata
securely in the app database using Android Keystore API, TOTP = Time taken to
send the OTP from the server and receive the OTP on the user’s phone, and TMD5 =
Time taken to generate hash password from the password entered by the user.

The average time for the registration phase comes out to be 13.885 s if the phone
is connected via Wi-Fi whereas it takes 14.704 s if it is connected over 4G network.

Similarly, the time required by the user for logging (TLogin) into the website using
the proposed authentication protocol will be:

TLogin = TFQR + TSQR + TE + TD + TCAM + TPN + TF

where, TFQR = Time taken to fetch the metadata from the server and display the
QR-code on the webpage, TSQR = Time taken to scan the QR-code by the user’s
mobile camera, TE = Time taken for 256-bit AES encryption, TD = Time taken for
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256-bit AES decryption, TCAM = Time taken to capture the photo from the webcam,
TPN = Time taken for sending and verifying photo via push notification, and TF =
Time taken to fetch the user’s account after submitting the login details.

On average, a user takes 4.744 s to login over a website using the proposed
scheme when the smartphone is connected via Wi-Fi whereas it takes 5.222 s when
the smartphone is on a 4G network.

The resources utilized by the Android App of the proposed scheme is determined
by using the profiling tool of Android Studio. The recorded values of the minimum
and maximum CPU utilization in the registration and login phase are 1.2–19.8%
and 1.4–27.3%, respectively. The average memory used by the Android App for the
proposed scheme is 46MB. From the statistics recorded, it can be concluded that the
CPU and Memory utilization for the proposed scheme is low enough and therefore,
the proposed scheme can be utilized for logging into websites.

4.3 Comparison on the Basis of Usability

The proposed scheme has been compared with the various existing schemes based on
usability. The usability of an authentication scheme considers the number of tokens
required by the authentication scheme and the number of authentication tokens that
the user has to remember. This comparison also takes any additional software or
hardware needs into consideration. Smartphone is required by most of the existing
schemes as it is carried by all the internet users. Some of the existing schemes require
a particular module or driver to be installed on the client machine, hardware token
or trusted third-party, etc. The proposed scheme requires PC camera which is easily
available in all the desktops, especially laptops. Also, the proposed scheme does
not require the user to remember any authentication token and thus, it is more user-
friendly as compared to other authentication schemes. The comparison based on
usability also considers the need for the internet on the phone as one of the factors
for measuring usability in different authentication schemes for understanding the
cost incurred when using the scheme. The proposed scheme requires the internet on
the phone, which has become synonymous with smartphones. Table 2 describes the
comparative analysis based on usability.

4.4 Comparison on the Basis of Security

This section compares the proposed scheme with the existing schemes based on the
security they provide against the attacks described in Sect. 3.2.

1. RT MITM and CR MITM phishing attacks:

a. U-PWD [30, 31] andOTP/PIN-based authentication schemes such as Google
2-step [10] and SAASPASS [11] are vulnerable to RT MITM as well as CR
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MITM phishing attacks. The attacker can easily obtain the user credentials
with the help of the phishing website. The attacker can deceive the user
by showing him/her an exact copy of the authentic website and relay the
credentials entered by the user on the phishing website in real-time to the
authentic website. The attacker can also launch CR MITM phishing attack
on the OTP/PIN-based scheme, simply by relaying his/her remote desktop
over the client’s terminal and the user is lured to enter the credentials, which
is actually entered on the attacker’s remote desktop.

b. QR-code based schemes also fail to stand against RT MITM and CR MITM
attacks. The scheme proposed by Xie et al. [23] can be attacked using a
spoofedmalicious browser extension. The attacker can install a spoofedmali-
cious browser extension on the user’s PC. In this way, the attacker will obtain
the credentials, which the attacker will relay to the CamAuth extension. The
CamAuth extension will send the user information to the server and will also
initiate Diffie–Hellman exchange. The server verifies the credentials and in
this way, user’s account will be sent by the server to the attacker’s browser.
However, Xie et al.’s scheme [23] is secure against CRMITM attack because
the attacker cannot access the user’s PC cam. Similarly, the QR-code based
scheme proposed by Kim et al. [13] is also not secure against RT MITM and
CR MITM attack. The reason is that the IP address present in the QR-code
can be spoofed and a login request can be sent by the attacker to the server.
The scheme proposed byMukhopadhyay et al. [14] is also vulnerable to these
attacks because the credentials entered by the user can be easily obtained by
the attacker using the phishing website and the QR-code can be relayed to
the phishing website. Thus, the login process gets completed and the attacker
gets access to the user’s account. In the same way, Dodson et al.’s scheme
[15] is also vulnerable to RT MITM as well as CR MITM attack because the
attacker relays the QR-code to the phishing website, which is scanned by the
user’s smartphone.

c. Hardware token based schemes such as Tricipher [26] andYubikey usingU2F
[27] are secure against RT MITM and CRMITM phishing attacks due to the
use of multipart credentials. However, RSA SecurID soft token/hardware
token [28] are not safe from these attacks as the attacker can obtain the RSA
passcode via the phishing website.

d. Graphical password-based authentication scheme proposed by Leung et al.
[20] is secure against RT MITM attack because relaying the user mouse
click coordinates on moving CAPTCHA is quite difficult and there might
be a difference in screen resolution of the attacker’s desktop and user’s
desktop. However, this scheme is not safe fromCRMITM attack. Zhu et al.’s
scheme [21] is not safe from RTMITM as well as CR MITM attack because
the attacker can record and map the user’s click coordinates on the CaRP
displayed on the authentic website.

e. Push notification login based schemes [22, 23] are vulnerable to RT MITM
and CR MITM attack because the attacker can relay the credentials entered
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by the user and the user will then approve the push notification received on
the smartphone app.

f. Password managers [24, 25] are secure against RT MITM and CR MITM
attacks as the user’s credentials are automatically sent by the password
managers and the user is not required to enter them. However, if wrong
credentials are entered by the attacker, then it will prompt the user for re-
entering the username and password, thus leading to RT MITM and CR
MITM attack.

g. The proposed scheme safeguards the user from RT MITM phishing attack
because even after relaying the QR-code, the attacker cannot send the user’s
photo taken from the user’s webcam to the server. The reason is that the photo
has to be taken by the attacker’s webcam. Moreover, after the user scans the
QR-code from the smartphone app, the attacker’s webcam will immediately
click the attacker’s photo using his/her webcam and send that photo to the
user via push notification, thus alerting the user. The proposed scheme is also
safe from CR MITM phishing attack as the attacker cannot access the user’s
webcam.

2. Malicious browser extension based phishing attacks: The malicious browser
extension based phishing attack includes keylogging, screen logging, and pass-
word sniffing. The attacker can break Google 2-step [10], U-PWD [31], SAAS-
PASS [11], RSA SecurID software/hardware [28] token using keylogging and
password sniffing because, in the above-mentioned schemes, all the credentials
are entered on the website and thus the attacker can sniff them via the mali-
cious browser extension. The attacker can also break the password managers
by installing a malicious browser extension on the client’s terminal which can
sniff the password before it is sent to the server. Xie et al.’s scheme [12] is safe
from keylogging and password sniffing because the malicious browser extension
cannot access the information entered by the user on the CamAuth extension due
to the same-origin policy. However, the attacker can access theQR-code using the
screen logging but won’t be able to break the complete authentication. Kim et al.
[13] and Dodson et al. [15] safeguard the users from these attacks as it does not
require the user to enter any credential. Leung et al.’s CAPTCHA-based scheme
[20] is safe from keylogging and password sniffing because flash-based moving
OTP CAPTCHA is used. On the other hand, the attacker can break Zhu et al.’s
scheme [21] and obtain the user input via screen logging. Since Zhu et al. [21],
Tricipher [26], Mukhopadhyay et al. [14] and push login based schemes [22, 23]
either use trusted device or second authentication factor, therefore the attacker can
only obtain the user’s authentication token or identification but cannot compro-
mise these schemes. The proposed scheme is safe from these attacks because
the user does not need to enter any credentials and thus the malicious browser
extensions won’t be able to sniff any information.

3. App spoofing: The attacker can install spoofed mobile app or extension on user’s
smartphone or desktop, so as to obtain user’s information. Xie et al. [12], Google
2-step [10], SAASPASS [11], U-PWD, Kim et al. [13] and push login based
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schemes [22, 23] are vulnerable to this attack as the spoofed app can be installed
on the user’s device and the credentials entered by the user are stored in the
spoofed app, which is received by the attacker. Zhu et al. scheme [21] is secure
against this attack as it does not use any app or extension. Mukhopadhyay et al.
[14], Tricipher [26], and Dodson et al. [15] are safe from this attack as these
schemes have at least one part of the authentication token stored in the user’s
device and not entered in the app. The proposed scheme is also secure against
app spoofing because the secret key (S) is stored in the app encrypted by Android
Keystore API [32], which will not be available in the spoofed app. The compar-
ison of the proposed scheme with other existing schemes based on security has
been summarized in Table 3.

4.5 User Survey

Auser surveywas conducted in order to understand the user’s opinion about different
authentication schemes that they use for login over websites on desktop. The partici-
pantswere selected fromdifferent backgrounds, age group, and computer proficiency.
A total of 20 people from different age groups having different computer proficiency
participated in the survey. A detailed introduction was given for the following seven
authentication schemes: (1) U-PWD, (2) U-PWD and OTP, (3) QR-code based, (4)
Graphical PWD based, (5) Hardware token based, (6) Push notification based login
scheme, and (7) Proposed Scheme. Figure 3 shows the percentages of the participants
on the basis of their age and computer proficiency, respectively.

It should be noted that there was not much participation from people having age
above 40 and thus the survey does not completely reflect the opinion of a majority of
elderly aged people. Most of the people that participated in the survey are probable
users of the scheme and thus the opinion of the people who do not use computer
frequently will be done in the future. All the participants were given a brief intro-
duction about all the seven schemes and then the following questions were asked,
out of which question (b), (c) and (d) allowed the users to select more than one
authentication scheme:

1. Rate individual schemes from 1 to 5 (5—Very Easy, 1—Not Easy) with respect
to “Easy to Learn and Use” in your daily life.

2. Mention the schemes that the user considers to be secure against known attacks.
3. Mention the schemes that the user will prefer to login over a website containing

data of high importance such as banks, etc.
4. Mention the schemes that the user thinks maintain a balance between “Easy to

learn & use” and “Security” and should be standardized by companies.

Figure 4a shows the result for question 1, in which each authentication scheme
has an overall score on a scale of 100. From Fig. 4a shown, it can be concluded that
the users find U-PWD scheme easiest to learn and use. The proposed scheme comes
in third position after OTP-based schemes. It can also be observed that the hardware
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Fig. 3 Surveyed participants information

Fig. 4 User survey statistics

token based schemes have the least score as the users have to carry an additional
token for the purpose of authentication.

For the second question, the proposed scheme scored 55% which is more than
most of the schemes taken for comparison. The proposed scheme was voted second
out of all the schemes in second question which shows the users’ confidence in the
proposed protocol. The graph in Fig. 4b also shows that the users were confident
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the most about OTP-based authentication scheme whereas they were least confident
about the U-PWD authentication scheme.

The graph in Fig. 4c shows the result for the third question, inwhich the users were
asked to choose the schemes that should be used to secure the data in banks or financial
accounts. The graph shows that according to the users, the proposed authentication
protocol can be used in banks to secure the data. The users prefer the proposed
authentication protocolmore than other schemes. OTP-based authentication schemes
were voted the most as it was chosen by 65% of the total participants. The proposed
scheme, on the other hand, was chosen by 50% of the participants. The graphical
password-based scheme and the push login based scheme received almost equivalent
votes and the basic U-PWD scheme received the least votes as it is not much secure

The result for the 4th question can be seen in Fig. 4d. The graph clearly shows
that 65% of the users thought that U-PWD with OTP offers a great balance between
usability and security. It can also be seen that the proposed authentication scheme
andQR-code based scheme received an equal amount of votes, i.e., 50% and after the
OTP-based scheme, the proposed scheme is considered to have a balance between
usability and security and thus the proposed scheme can be used for login over
different websites.

After the survey, we also interacted with the participants and we concluded
that since the participants have not used the proposed scheme, they were not sure
about selecting it in the first question. Also, most of the participants were not
aware of the security vulnerabilities in the authentication schemes that were safe
according to them. The survey respondents were unaware of the phishing attacks
that can be easily launched on the OTP-based authentication scheme. They had the
perception that OTP provides security from all the attacks. From the above user
survey, we can conclude that the proposed scheme provides usability and security as
compared to hardware token based schemes, push login, QR-code-based schemes,
etc. The above-mentioned survey can be found at https://docs.google.com/forms/d/
1YBF1wPk4TrxMWyncjRWqFxSwxN_FAFV0XwVuxQ5e_Io/ and the responses
canbe found at https://docs.google.com/spreadsheets/d/1oeXQk87j00o4jAgPCOm5
GD52U69SNA5VfmJDVwYX2Zo/edit?usp=sharing.

4.6 Comparison Using Bonneau et al. Framework [31]

Bonneau et al. [31] proposed a usability-deployability-security evaluation framework
usingwhich an authentication scheme can be evaluated. The framework evaluates the
user authentication protocol using 25 parameters comprising of 8 usability, 6 deploy-
ability, and 11 security parameters. This section compares the proposed scheme with
the existing authentication using the Bonneau et al. framework [31]. This section
also gives a brief description of various parameters of Bonneau et al. framework and
which schemes offer the benefit for that particular framework parameter. Table 4
summarizes the evaluation of the proposed scheme and the existing authentication
schemes.

https://docs.google.com/forms/d/1YBF1wPk4TrxMWyncjRWqFxSwxN_FAFV0XwVuxQ5e_Io/
https://docs.google.com/spreadsheets/d/1oeXQk87j00o4jAgPCOm5GD52U69SNA5VfmJDVwYX2Zo/edit?usp=sharing
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1. Memory wise effortless: The proposed scheme does not require the user to
memorize any token for login and therefore it completely offers this benefit.

2. Scalable for users: The proposed scheme partially offers this benefit because
the user does not have to remember any token or credential. The user has to
scan the QR-code and verify the image sent via push notification.

3. Nothing and quasi-nothing to carry: Nowadays, since mostly all the users
carry a smartphone, therefore carrying a smartphone is considered as quasi-
nothing to carry. Since almost all the users have desktopswith built-inwebcams,
therefore the proposed scheme partially offers this benefit.

4. Physically effortless: The proposed scheme completely offers this benefit
because the user does not have to enter any username and password. More-
over, the proposed scheme requires to just click once to verify the image sent
via push notification, thus making it physically effortless.

5. Easy to learn: The proposed scheme requires the user to only scan a QR-code
and verify the image that he/she receives on the smartphone which makes it
easy to use.

6. Efficient to use: The proposed scheme does not require the user to enter any
credentials and only requires 1 QR-code scan and the complete authentication
process takes an average time of 4.74 s which is less than many OTP/PIN,
CAPTCHA, QR-code and hardware token based schemes. Thus, the proposed
authentication protocol completely offers this benefit.

7. Infrequent error: The proposed scheme involves only one QR-code scan
containing the session token in which errors are very infrequent, and thus the
proposed scheme completely offers this benefit.

8. Easy Recovery: Most of the authentication schemes offer this benefit either
partially or completely. If the user forgets the credentials or any token is lost
and the user account is recovered easily, then the scheme offers this benefit.
However, some schemes which involve a mobile phone or any external device
may require some additional steps for user verification and registering the device
again. Due to this reason, the proposed scheme partially offers this benefit.

9. Accessible: If an authentication scheme can be accessed by all the users
including those having some physical condition or disability, then the scheme
offers this benefit. Also, if the scheme requires the user to have some technical
knowledge particular to that scheme, then it cannot be considered as accessible.
CAPTCHA-based scheme is not accessible because the users having visual
impairment cannot use a scheme that involves graphical passwords. Similarly,
QR-code-based schemes are also not accessible as scanning a QR-code requires
visual interaction and therefore, the proposed scheme is not accessible.

10. Negligible cost per user: OTP/PIN or an external hardware token adds a certain
amount of cost to an authentication scheme, and thus these schemes do not
offer this benefit. However, the need for the internet in a smartphone does not
add any cost per user because the internet has now become synonymous with
smartphones. This is why the proposed scheme completely offers this benefit.

11. Server compatible: Most of the schemes are not server compatible as they
enhance the security of the scheme by additional implementation on the server
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side. U-PWD and the password managers are server compatible as they do not
require any separate implementation on the server side.

12. Browser compatible: Since the proposed scheme does not have any client or
browser side requirement, therefore it is browser compatible.

13. Mature: A scheme is considered mature if it is rigorously tested and has been
deployed for people. Quasi-mature is granted to those schemes which have
only slight variations from the existing authentication schemes. The proposed
scheme has slight variations which can be easily put to use and thus it partially
offers this benefit.

14. Non-proprietary: If a scheme can be used without any explicit consent from
the author of that scheme, then the scheme is considered as non-proprietary.
The proposed scheme can be used by any person without any approval, and
thus it is non-proprietary.

15. Resilient to physical observation: The proposed scheme is secure against this
attack as the user does not enter any login details while authenticating into the
website. The attacker won’t get any login details by physically observing the
user. Moreover, the secret key is stored in the Android Keystore API [32] which
is not visible and thus, the attacker won’t be able to login to the website by
physical observation.

16. Resilient to Target impersonation: The proposed scheme, OTP/PIN-based
schemes,QR-code,CAPTCHA, and hardware token based schemes are resilient
to target impersonation because some credential/token or secret key is not
available with the attacker and thus, the attacker is not able to break these
authentication schemes by impersonating the target.

17. Resilient to Throttled guessing: The proposed scheme along with other
schemes taken into comparison is resilient to throttled guessing because all
these schemes have some token that the attacker cannot know just by mere
guessing.

18. Resilient to Unthrottled guessing: In unthrottled guessing, the verifier does
not put any limit on the number of guesses. However, the number of guesses
is limited by the computing resources available to the attacker. Just like the
throttled guessing, the basic U-PWD and password managers are not resilient
to unthrottled guessing whereas all other schemes completely offer this benefit
because they are safe from this attack.

19. Resilient to Internal observation: Most of the authentication schemes are
still vulnerable to the internal observation in which the attacker obtains the
user’s credentials by using tools like keylogging or by using malicious browser
extensions. Since the proposed scheme stored the secret key in the smartphone
which is encrypted byAndroidKeystoreAPI, therefore the attacker is not able to
obtain all the tokens. Thus, the proposed scheme is Quasi-Resilient-to-Internal-
Observation.

20. Resilient to leaks from other verifiers: The schemes which involve third-party
for verification or other purposes are not resilient to leaks from other verifiers.
Since the proposed scheme does not have any third-party verifier, therefore it
secures against this attack.
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21. Resilient to Phishing: If a scheme is safe fromRTMITM,CRMITM, and tradi-
tional phishing attacks, then it is resilient to phishing. The proposed scheme is
resilient to phishing because even after relaying the QR-code to the phishing
website which is opened by the user, the attacker cannot access the user’s
webcam due to which image will be taken by the attacker’s webcam and not
that of the user.

22. Resilient to theft: If the smartphone is stolen by the attacker, then it can be used
for logging into the website. However, the smartphones are password or pin
protected which makes it difficult for the attacker to access the smartphone app.
Moreover, the attacker would still not be able to access the secret key as it stored
securely using Android Keystore API [32]. Also, the user will notify the verifier
about the stolen device via email which will lead to blocking of the account and
the secret key stored in the device would be expired and the user will be asked
to register again. Thus, the proposed scheme is Quasi-Resilient-to-theft.

23. No trusted third-party: The schemes having trusted third-party for verification
or storing the credentials do not offer this benefit.

24. Explicit consent: The schemes which require explicit consent from the user
before logging into the account are resilient to explicit consent. Except pass-
word managers, all other authentication schemes need consent from the user
explicitly.

25. Unlinkable: If the attacker can determine that the same user is trying to login
to different websites, then the scheme is linkable. Most of the schemes are
unlinkable except Kim et al. because IP address is used as a token in the scheme
proposed byKim et al. [13].When the user will login to different websites using
the scheme proposed by Kim et al. [13], then it can be determined from the IP
address that the same user is accessing accounts on different websites.
The proposed scheme offers this benefit completely as there is no such token
used in the authentication scheme which can be used for linking. Table 4 shows
the comparison of the authentication schemes based on Bonneau et al. frame-
work [31]. From the table, it can be observed that the proposed scheme obtained
a count of 17 out of 25 which is more than all other schemes. Thus, it can be
concluded that the proposed scheme performs better than other schemes in terms
of usability, security, and deployability.

5 Conclusions and Future Work

In this paper, a novel authentication scheme has been proposedwhich is able to handle
traditional aswell as advanced phishing attacks.Not only the proposed authentication
protocol is able to handle RTMITM and CRMITM attacks, but it also safeguards the
user frommalicious browser extensions and app spoofing. Additionally, the proposed
scheme does not require the users to remember any token or credential, as they just
have to scan the QR-code and verify the image taken from the webcam. This makes
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the proposed schememore user-friendly as compared to other existing authentication
schemes.

Currently, the proposed scheme requires the websites to use HTTPS for all
communication and thus the proposed protocol can be implemented for secure cookie
management so that it will not be vulnerable to session hijacking. More extensive
user testing of the proposed scheme can be done in the future to determine usability
parameters such as learning-curve and scalability to see how the proposed scheme
will handle simultaneous requests.
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Speech Emotion Recognition: A Review

Anuja Thakur and Sanjeev Dhull

Abstract Research-orientedwork in speech recognition has garnered a lot of interest
since last two decades. Emotions derived from speech have drawn considerable
interest of researchers especially for analysis of human behavior. Emotions from
a speech are extracted and identified by classifiers and systems being developed
and improved over a period of time. This paper attempts to discuss the process of
speech emotion recognition, different methods of pre-processing techniques, feature
extraction methods, and classifiers used for speech emotion recognition.

Keywords Pre-processing techniques · Feature extraction · Classifier · Speech
emotion recognition

1 Introduction

One of the primary reasons that human civilization thrived and developed over gener-
ations and centuries was their ability to communicate with each other effectively.
Development of languages coincided with development of civilizations. In terms of
effectiveness, verbal form of conversation is far more effective than its written form.
The human vocal tract can produce variations and intonations in voice, thereby
giving us the ability to express our emotions, anger, disgust, happiness, etc. Speech
emotion recognition is aimed at developing techniques to enhance man–machine
interaction. These systems can be improved with better understanding of emotions
behind speaker’s voice.

The emotions can also be recognized by image and text but speech ismost effective
way of recognizing emotions. Emotions represent the nonverbal means of commu-
nication. The intention of the speaker is to convey through emotions. Our uttered

A. Thakur (B) · S. Dhull
Guru Jambheshwar University of Science and Technology, Hisar, India
e-mail: anuja879@gmail.com

S. Dhull
e-mail: sanjeevdhull2011@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_61

815

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_61&domain=pdf
mailto:anuja879@gmail.com
mailto:sanjeevdhull2011@yahoo.co.in
https://doi.org/10.1007/978-981-15-5341-7_61


816 A. Thakur and S. Dhull

speech is the outcome of deliberations caused by our mental and psychological state
which is directly influenced by our emotions. A lot of research has already taken
place to detect emotions from speech and the scope of work present has drawn many
researchers in this field [1, 2].

There are various applications of speech emotion recognition (i) Human–machine
interaction [3, 4]. (ii) Important tool for automatic translation system [5]. (iii) Auto-
matic safety-emotion capture on the basis of voice inputs of driver can be feeded to
car’s operating system to identify driver’s current mental state issue requisite alerts
[6]. (iv) Diagnostic tool for therapists/psychiatrists to treat psychological disorders
[7, 8]. (v) Call centers employs emotion categorization to prioritize angry calls [9,
10]. (vi) Critical application of speech detection and emotion recognition can be in
the field of law enforcement, intelligence gathering, and psycho analysis of detainees.
The captured speech data of a suspect, informant, and approver can be analyzed to
ascertain genuineness of information or validity of the statement [11]. (vii) To recog-
nize frustrated or annoyed customers, ticket reservation systemsmake use of emotion
detection system and take action accordingly [12].

The paper discusses the different steps for emotion recognition from speech.
Section 2 describes the various speech emotion databases. Section 3 describes speech
emotion recognition review in detail, pre-processing techniques, speech features
extraction techniques, classifier techniques, and Sect. 4 describes final conclusion.

2 Emotion Speech Databases

Primarily, three different classifications of databases have been studied in literature
for the purpose of speech emotion recognition. These are acted, naturalistic, and
induced. For evenly distribution of class of emotions, a large number of speakers
are included in the database evenly represented on the basis of gender, age groups,
accents, and even recording quality [13]. For the speech emotion recognition system
to produce optimum results, we need to have most natural database which holds
identical real-world emotions.

Languages used for databases

(i) German

Berlin database of emotional speech is most commonly used database and has about
500 utterances used in [14–16] whose complete explanation is given in [17]. ‘Vera-
Am Mittag’ database used recordings taken from TV talk show [14]. FAU AIBO
emotion corpus used children’s interaction with Sony’s AIBO robot and consisted
emotions like surprise, joy, anger, irritation, and boredom [18].

(ii) English

Databases in English are used by various researchers. One of the databases was
formed by taking telephone recordings from travel agencies in the Darpa Commun-
ciator Project [12]. In this project, deviation from archetypal emotions are sought and
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explored. In Neiberg, [19] ISLmeeting corpus database obtained as set of recordings
of meetings with average duration of 35 min. In Lee [20], data set gathered from
conversation of callers with machine agent from a call center. Here, classification is
limited to negative and nonnegative due to limited scope of available data.

(iii) Indian

Notmuchworkdone in Indian languages. There are 22official languages in Indiawith
over 720 dialects which can be useful in development of an effective and verstile
speech emotion recognition system with ability to recognise emotions on varied
speeches and languages. Attempts have been made to use Hindi and its various
dialects for dialect recognition as well as emotion recognition [21]. The database of
Assamese, Dimasa, Bodo, Karbi, and Mishing all native of Assam have also been
created [22].

3 Speech Emotion Recognition System (SER)

Speech emotion-recognition system consists of mainly three steps, pre-processing,
feature extraction, and classification. The aim of emotion identification through
speech is to classify the input speech into different emotion categories like fear,
disgust, happiness, neutral, anger, sadness, etc. [23] (Fig. 1).

3.1 Preprocessing

Signal preprocessing means using several speech enhancement techniques for noise
elimination. The existence of noise in speech signal is a major problem. It degrades
the quality of signal, intelligibility, and hence affects the results. With the presence
of noise, speech characteristics changes and causes variation between training and
testing data, hence accuracy of the system gets affected. It becomes imperative to
build up a digital-signal-processing method to clean the recorded signal before it is
stored, transmitted, or played out and this is done by speech enhancement or noise
reduction [24]. There are different types of noises which corrupt the speech signal
in different ways. Some categories of noise are:

Additive noise—Source of additive noise come from natural sound source as well
as artificially introduced.
Echo—Due to presence of echo, conversion will become very difficult. Coupling
between microphones and loudspeakers results echo.
Reverberation—Multipath propagation results in reverberation. Due to reverber-
ation spectral-distortion occurs which vitiates speech intelligibility.
Interference—The source of interference is simultaneous sound sources. In a
multi-speaker setup like teleconference, group discussion, argument, etc., where
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Fig. 1 Speech emotion
recognition

source of input comes from multiple sources each source is creating interference
for the other.

There are different pre-processing algorithms for noise elimination from speech
signal.

Spectral subtraction method
Spectral subtraction algorithm is one of the oldest algorithms proposed for noise
removal. It requires only an approximation of noise spectrum. The spectral subtrac-
tion is based on the principle of subtracting magnitude spectrum of noise from noisy
speech signal. One of the shortcomings of the method is retention of small amount
of speech information on too much subtraction and on the other hand, retaining lot
of interfering noise if too less is subtracted. To evade any speech corruption, subtrac-
tion method need to be performed very selectively. Spectral subtraction is one of
the commonly used algorithms. This is one of the simplest methods for speech
enhancement but noise must be stationary throughout the signal and noise samples
are required before starting the process to learn its frequency behavior [25].
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Wiener filter
Wiener filters produce an approximation of a required signal byminimizing themean
square error between required and estimated signal [26]. Wiener filter approaches
the problem by estimating the signal as linear sum of previous observed samples. To
obtain the coefficients, we need prior information of the joint spectral density of the
actual signal and the noisy signal, and finally, an estimate of noise power spectral
density.

Subspace method
Subspace analysis uses an autocorrelationdomainwhere the speech andnoise compo-
nents can be assumed to be orthogonal by which their contributions in the signal can
be separated. Subspace filtering methods are based on the orthogonal decomposition
into signal subspace and noise subspace. The decomposition is possible based on the
estimate of the noise correlation matrix [27].

Adaptive noise cancellation (ANC)
The adaptive filters have the characteristics of self-optimization. ANC is mostly used
to resolve two microphone problems. Speech and noise signal are measured together
on one microphone and noise signal alone is measured on the other micrphone.
The algorithm removes the noise by optimising filter coefficients. Steepest descent
algorithm and least mean square (lms) algorithm are adaptive algorithms which
require no previous information of the statistics of noise [28].

3.2 Feature Extraction

Emotions in general are identified through their distinct features like pitch of voice,
volume intonation, etc. Similarly, when features are extracted from speech signal,
the entwined emotions are identified and distinguished. Categorization of features is
broadly done in prosodic, spectral, and combination of both prosodic and spectral
features.

Prosodic features
Prosody mostly indicates the emotional condition of speaker [29, 30]. Prosodic
features do not include smaller elements like syllables or words rather they are
concerned upon rhythm, spectral tilt, and stress of the intonated speech. Prosody
reflects: emotional state of a speaker, features of the utterance, ironic or sarcastic,
emphasis, contrast, and focus. Prosodic features include stress, spectral tilt, intona-
tion, volume, pitch, energy, duration, etc. [31]. Prosodic feature are also known as
suprasegmental features. Prosodic features are extracted at word, utterance, sentence,
and syllable level. These features are difficult to extract at frame level [32]. Table 1
gives reference of these features.
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Table 1 Characteristics of prosodic feature

Feature extracted Pitch Intonation Volume

Characteristics • The degree of
highness or lowerness
of a tone

• Also known as
fundamental
frequency. Pitch varies
according to on air
pressure at sub-glottal
and tension of vocal
chords. Therefore
pitch carries emotion
specific information

Variation of spoken
pitch, used to express
emotion and for
emphasizing something

Volume usually show
emotions such as fear or
anger, It also indicate
stress when slight
increase in loudness is
present

Spectral features
The human vocal tract has unique shape for different emotions and spectral analysis
helps in estimation of shape of vocal tract. Spectral features are important for cate-
gorizing emotions [33, 34]. Spectral features are also known as vocal tract features.
To obtain spectral feature, the signal is divided into short segments called frames
within the range of 10–30 ms. Within these frames, the speech signal is considered
as stationary. To smoothen the signal window function is applied. Size of frame
is selected which depends upon the sampling frequency. Feature extracted from
frames are known as spectral features. Several popularly extracted spectral-features
include Log-Frequency-Power-Coefficients (LFPC) [35], Mel-Frequency-Cepstral
Coefficients (MFCC) [36, 37], Linear-Prediction-Cepstral-Coefficients (LPCC) [38],
Zero-Crossing-Rate (ZCR), jitter, shimmer [39, 40], etc. The study of various spectral
features is mentioned in Table 2 [41].

Table 2 Analysis of spectral features

Feature Extraction Strengths Weakness

LPCC Represents the speech phonetic
content and most popular feature

For different emotions like anger and
sadness overlapping of coefficient
value is observed

MFCC Widely used feature, includes delta,
double delta values which increase
the accuracy of recognition

No robustness to noise

Jitter, Shimmer By Combining jitter, shimmer with
other spectral features, resulting
better classification accuracy

Emotions like disgust and anger be
likely to illustrate similar jitter and
shimmer values

ZCR Simple calculation, time domain
feature

ZCR values have tendency to vary it
depends on quantity of noise present
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Combination of both prosodic and spectral features
The temporal-information is not there with the features like MFCCs and PLP values.
While recognizing emotions, the temporal-information is very helpful [42]. On this
basis, temporal information is estimated by introducing modulation spectral features
(MSF) in speech signal which ultimately helps to determine the emotion [43]. The
prosodic and spectral features are combined to get better efficiency while identifying
emotions [44, 45].

3.3 Classifier

There is always possibility of multiple emotions or reactions for a similar instance.
The role of classifier is to interpret multiplicity of emotions. Different classification
techniques for recognizing emotions are artificial neural network, k-nearest neighbor,
Naive Bayes, decision tree, support vector machine, hidden Markov model, and
Gaussian mixture model.

Artificial Neural Network (ANN)
Artificial neural networks are mathematical models based on working of nervous
system that try to replicate decisionmaking process similar to human behavior. These
techniques are gaining ground and acceptability in everyday business applications.
Neural networks are less dependent on explicit coding instead they are used to learn
pattern and relationship in data. Mathematical formulations derived for mimicking
the nervous system are derived after careful examination of human behavior. Biolog-
ical neurons are complex with limited understanding, resulting in development of
several architectures in the past. An artificial neural network consists of a number of
artificial neurons wherein each neuron acts as a basic computational unit replicating
an idle neuron. Neural networks applications try mimic human ability to adapt as
per given situation and conditions by learning from events occurred in past and their
applications to future tasks [1].

K-Nearest Neighbor (KNN)
It is a simple and easy method of machine learning algorithm. It is an instance-based
learning method working on the principle of similar samples lying in close vicinity
[46]. Due to this approach, instance-based learning methods are also known as lazy
learners as they store all the sample data. Work upon a new classifier is done only
when a new sample arrives for classification. One of the pros of these algorithms is
less computation time during training phase as they work on already stored samples
[47]. On the other hand, more computation time is required during classification of
new unlabelled sample. Since neighbor classifiers work on the principle of similar
samples, their learning is based on resemblance of test sample with training samples.
For example, a data sample A to be classified is searched among its nearest k-
neighbors and is assigned the class label of the majority of its K neighbors. In this
classification process, choice of K neighbors is important. The choice and size of k
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affect the performance of the classifier algorithm [48]. Too small the value of K may
result in over fitting and noise in data set cannot factor in. Too large value of K may
result in wrong classification as some of the data sets in nearest neighbors may be
located too far in the neighborhood. K-NN works on fundamental principle of data
being connected in feature space. Tarunika et al. [49] applied two machine learning
algorithms which included deep neural network (DNN) and k-nearest neighbor (k-
NN) for emotion recognition in speech especially scary condition of mind. The
application of the system primarily addresses the healthcare units.

Naive Bayes
A statistical model-based classifier [50]. It works on the assumption that all variables
in a data set contribute toward classification and all are mutually correlated. This
assumption is called class conditional independence [51]. Because of the kind of
assumption, it works upon, it is called Naive or also known as simple Bayes and
independenceBayes. Thismethod of classificationwhen providedwith class variable
does not require any class feature or attribute for classification. This classification
technique is based on Bayesian theorem. It is used when the inputs dimensionality
is high. The Bayesian classification is based on Bayes theorem.

Decision Tree
A decision tree is structure of problems and their possible solutions. Like a tree,
the structure comprises of root which is essentially a problem/objective, branches or
internal nodes which represent the result of test condition on leaf node or terminal
node which is assigned with a class label. Approach of decision tree is to divide
the problem in subsets and conquer. Each direction or path in a decision tree repre-
sents a decision rule. Classification technique of decision tree follows top-to-bottom
approach and is performed in two phases [52].

(1) Tree-building phase—Formation of branches till the time all data sets are aligned
to the same class label. The data set is traversed repeatedly therefore making
the whole process computationally intensive.

(2) Tree-pruning phase—To improve the estimation of results and achieving
maximum accuracy in classification over fitting problem and data sets repetition
is to be minimized.

Figure 2 explains a weather forecast model which helps to arrive at a decision
whether mountaineering expedition can be undertaken or not. Each and every set of
climatic condition is accompanied by possibilities of their level of occurrence which
is most likely to influence the decision [53].

Support Vector Machine (SVM)
There is another technique which uses state-of-the-art machine learning technique
named support vector machine (SVM). It works on the rule of margin calcula-
tion which draws margins among the classes. The classification errors are mini-
mized as drawn margins maximize the distance between the margin and the classes.
Yang et al. [54] presented a SVM and a thresholding fusion mechanism for speech
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Weather

Sunny/clear sky

Yes

Wind/Storm
Overcast/Rainy

Strong Mild 

No Yes

Visibility Rainfall

Clear Partial

Yes No

Heavy Drizzle

No Yes

Fig. 2 Decision tree example for a mountaineering team

emotion recognition. The result shows the emotion classification accuracy is affec-
tively increasing by using threshold fusionmechanism. Average emotion recognition
rate achieved is 82.8% by using genetic algorithm and SVM as classifier.

Hidden Markov Model (HMM)
This model is a dominant statistical model and considered as a finite state machine.

It illustrates observed data samples in discrete or continuously distributed time
series. Hidden Markov model uses a nondeterministic method to generate output
observation symbols for given state. HMM is a stochastic technique developed by
two interrelated procedures: Markov chain and a set of random functions. In Markov
chain, the number of states is fixed and the transitions among these states depend on
calculation of transition probabilities [55]. Nwe et al. used HMMas the classifier and
concluded that HMM with four states delivered the excellent optimal performance
with average rate of 78 and 96% in best situation [35].

Other classifier techniques are K fuzzy means [56] and brain emotional learning
optimized model (BEL) [57] that merge the adaptive neuro-fuzzy inference system
(ANFIS) andmultilayer perceptron (MLP) for emotion speech recognition (Table 3).

4 Conclusion

Emotion recognition in speech has been studied extensively. Current study is based
on a number of research papers that have elaborated their work on the basis of
database, feature extraction, and classifiers for emotion recognition using speech.
Bulk of the research work has been observed in extraction of features and selection
of best features to improve accuracy in performed result. Research on available data
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Table 3 Comparison of different classifier

Classifier Feature category Emotions Accuracy obtained References

AANN, SVM Excitation source
and spectral

Anger, disgust,
fear, happy,
neutral, sadness

up to 84% Koolagudi and
Rao [2]

SVM Both spectral and
prosodic

Anger, Bored,
disgust, fear,
happy, neutral and
sad

89.80% Seehapoch and
Wongthanavasu
[16]

HMM Spectral Joy, surprise,
disgust, anger,
fear, Sadness

Average 78% Nwe et al. [35]

Naïve Bayes Both spectral and
prosodic

Anger, joy,
sadness, fear,
disgust, boredom,
neutral

77.4% for reduced
set as against

Vogt and André
[37]

GMM, SVM Both spectral and
prosodic

Anger, happy,
surprise, neutral
and sad

88.35% Zhou et al. [45]

Fuzzy k means Both spectral and
prosodic

Anger, sadness,
astonish, fear,
happiness, neutral

65.16% Mohanty and
Swain [56]

shows that to improve performance, identification of correct emotions is important,
where the role of classifiers comes into play. Choice and selection of classifiers are a
challenging task and results vary, hence there is no clear outcome which one is better.
To improve further, recent studies have shifted focus toward neural networks, hybrid
classifiers, and fusion methods. As these new protocols are evolving and developing
with enhanced learning, there is enough scope for further research to improve these
designs with aim on accuracy, specificity, and reproducibility.
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CDMA-Based Security Against
Wormhole Attack in Underwater
Wireless Sensor Networks

Nitin Goyal, Jasminder Kaur Sandhu, and Luxmi Verma

Abstract The sensors are positioned below the water to monitor the underwater
environment in an Underwater Wireless Sensor Network. This network is vulner-
able to antagonistic environmental conditions and is more prone to attacks. Since
the underwater environment begets a fluctuating nature in reference to temperature,
speed, it is necessary tomake the network reliable to numerous deviations. This paper
suggests a detection and prevention technique for wormhole attack in Underwater
Wireless Sensor Networks. Using the suggested technique, unwanted packets can be
avoided at the destination node, hence decreasing the overall traffic on the network.
This scenario does not consider the number of packets and also sustains against
the wormhole attack. This lead to a considerable decrease in the accumulation of
extra hardware at nodes. The counter function uses an easy algorithm. Therefore, to
ensure the efficient functioning of the network, the error is adaptively controlled. The
proposed method also improves the energy-efficiency as compared to the existing
techniques.

Keywords Underwater Wireless Sensor Networks · Reliability · Cluster-based ·
Security ·Wormhole attack

1 Introduction

As it is a well-known fact, 70% of the surface of Earth is blanketed with water.
This fact paves a way for futuristic exploration in the underwater domain [1–3].
The disasters (natural and man-made) occurred in the span of the previous few
years inculcated an interest in the successful monitoring of environments under-
water for methodical, ecological, profitable, safety, security, and army needs [4,
5]. Monitoring of sea flows and winds, improved climate forecasting, the detec-
tion of environmental change, predicting the influence of human movements on
maritime environments, biotic monitoring such as tracking the miniaturized-scale
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individuals, fishes which are popularly known as micro-organisms, is another appli-
cation area. The interconnection of underwater vehicles and sensor nodes is useful
in performing succinct, supportive, adaptable, and challenging monitoring of coastal
aquatic conditions [6–8].

Underwater Wireless Sensor Network (UWSN) is the empowering innovation
for ocean applications that can perform contamination observing (nuclear, chemical,
and biological), distinguish underwater oil-fields or repositories, decide traversal
pathway for the underwater routes, and aid examination of profitable minerals, plan-
ning versatile detection of the concoction spills or natural wonders and equipment
checking [9–11]. The self-reconfigurable UWSN endures a larger number of short-
comings than the currently existing arrangement. The seismic movements at distant
geographical areas can be measured using the sensors. They provide alerts in case of
tidal waves at beach front region and concentrate the impacts of tremors also known
as seaquakes; and the submarines. Varied sensors are utilized for differentiating
risks at the seashore, find hazardous shakes or shores in the waters near the shore-
line, securing locations, plummeted sink, and carry out the reporting of the depth of
water. The main area of interest can be monitored with the help of the Autonomous
Underwater Vehicles (AUVs) and static sensor nodes deployed underwater [12, 13].

UWSN comprises of multiple Underwater Local Area Networks (UW-LANs,
otherwise called cells or clusters). Every sensor is associated with the base station or
the sinknode inside a cluster. The sensor nodes communicate hopbyhop.Thesenodes
can be attached to underwater sink nodeswith the help of direct linkage. The collected
information at the sink node or the base station is sent to a terrestrial station with the
help of vertical interconnections. The terrestrial station is furnished with underwater
transceivers fit for taking care of various parallel interchangeswith the conveyedUW-
Sinks [14, 15]. A portion of the structures supporting underwater sensor systems is
static 2-dimensional and3-dimensionalUnderwaterAcoustic SensorNetworks (UW-
ASNs). Static 2-dimensional UW-ASNs are established with the help of sensor hubs
tied at the base of the ocean. Static 3-dimensional UW-ASNs incorporate systems
comprising of multiple sensor nodes which are utilized in case of exploration appli-
cations or observation for sea wonders (water streams, sea biogeochemical forms,
and contamination). 3-dimensional systems of AUVs incorporate static parts made
with the help of moored sensor nodes and versatile bits comprised via autonomous
vehicles [16–18].

2 Related Work

The genuine difficulties become an integral factor during the deployment phase when
recovering and utilization of sensors is a mandate. The manual collection of data
utilizing the sensors lead to mistakes and unnecessary delay. The spatial degree for
information gathering with every sensor is restricted because every sensor is unfit to
implement tasks that require collaboration, for example, following relative moment
and finding the event changes. UWSNs can be affected due to various attacks and
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thus results in reduced energy efficiency. To deal with such attacks on the network,
the existing work is discussed as follows.

Wang et al. [1] discussed the discovery of a wormhole attack. The sensor nodes
utilize a mutual acoustic channel to traverse data in underwater environments. Now,
intruder nodes basically listen in a group, burrow them to another location, and
retransmit them. It produces a bogus situation where the first sender is somewhere
near the neighborhood of the remote area. Authors suggest a technique, Dis-VoW.
Based on the distances measured, each sensor rebuilds the local network topology.
Dis-VoW identifies wormhole attacks by envisioning the alterations in edge lengths
and angles between other nearby sensor nodes. A standardized variable wormhole
pointer is characterized on the basis of distinguished counterfeit neighbor associa-
tions. The Dis-VoW technique senses the maximum number of counterfeit neigh-
boring nodes and does not introduce the false alarms, in spite of the presence of
multiple wormhole attacks. The Dis-VoW technique reproduces the entire network
scenario and recognizes the presence of a geographically distributed network. This
technique will result in a limited calculation and lesser overhead for the storage of
data at the sensor nodes. This exploration prompts an increasingly precise, strong,
and productive answer for safeguard against wormhole assaults in the event that it
will be connected to the 3D condition.

The comprehensive technique has some primary standards such as, in a prescribed
system; security ismandatory for each layer in the protocol stack, expensewhile guar-
anteeing the security ought not to outperform security survey at a particular instance
of time. A solitary security answer for every layer is not a proficient arrangement
rather utilizing a complete methodology could be the best choice. On the other hand,
in the absence of physical security guaranteed for sensor nodes, various efforts for
achieving a secure network will most likely display a degradation phase. In the event
that a portion of the sensors in the system is under attack, because of request or
caught by an intruder, the security efforts created to work in a dispersed way. Pathan
et al. [6] proposed a method wherein security is not considered for the majority
layers, for example; if a sensor node is somehow caught or jammed within the phys-
ical layer, entire network security is hampered regardless of the fact that there are
well-established methods for achieving security at various layers.

A comprehensive methodology proposed by Palacios [8] considers the improve-
ment in the performance parameter of wireless sensor networks in terms of security,
life span, and availability in varied environmental conditions. The comprehensive
security-related methodology considers including every layer, thereby guaranteeing
the overall system security. The creation of various security layers in comprehensive
methodology enhances the protection of the entire network.

Kim et al. [10] recommend a multi-query result combining schematic answers
for issues in underwater data transmittal. The suggested structure is a system for
giving information on-request from UWSN to different clients maintaining energy-
efficiency. This strategy does not necessitate the ability of processing more promi-
nent traditional pervasive sensor hubs. The suggested models for query processing
are straightforward which does not store the past information, in this way expending
the memory constraint. The condition of the query combining the QRP process is
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additionally progression of sensibly strenuous logic-related procedures and requests
the microprocessors which possess the consistent capability and hence form the
management procedure for query processing. The present technology is excessively
powerless against submerged conditions for pragmatic time synchronization to occur.
The present technological advances are quite susceptible to the underwater environ-
ments for synchronization of a particular time of event occurrence. Constructing
a technique for allocating queries or queries set effectively to targeted nodes also
suggestively improve the recital of the framework.

3 Problem Identification

The problem of wormhole attack occurrence in underwater systems can be better
understood with the help of Fig. 1. The route attracted by the wormhole contains
various advertised routes (shown in solid lines) and actual routes (shown in dotted
lines). The following figure shows that the advertised routes are comparatively ample
short as compared to the actual routes crossing wormhole intruder deployed at the
tunnel passageway. Let us take into consideration the path between node 1 and node
12 in Fig. 1. The path using the advertised channel passes through the nodes 2 and
11, whereas the actual channel traversed by packets passes through nodes 1 and 12
and nodes 2, 3, 5, 8, and 11. Also, the advertised path and the actual path passing
through node 4 and 6 are kept the same but interfere with the wormhole tunnel.

Assumptions
For eliminating unsolicited data packets using CDMA technology, we have the
following assumptions:

1. The nodes are assigned a unique code and communicate with each other using
CDMA technology.

Fig. 1 Network topology
created by wormhole attack
using nodes 2, 5, and 11
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2. The various communicating nodes deployed in a cluster must have the authenti-
cation of fetching information at some particular count of nodes and will not be
modified automatically.

3. Also, the pre-determined index table is contained at the destination node that will
be determined at the time of network initialization.

4 Proposed Solution

Some modification in modulation techniques leads to a reduction in the probability
of wormhole attack, as mentioned below in the following steps:

1. We have used CDMA techniques for the modulation of the signal.
2. In each data packet, there will be an ID number of the sender node. The receiver

node has the authentication of accepting the packets only from those nodes which
contain data without much degradation.

3. The data packet format is described in Fig. 2. Each data packet should carry a
count function. The count function changes its value after passing through a node.
Using this technique, it becomes easy to know the numbers of nodes traversed
and the amount of data being processed.

4. We will introduce a pre-determined index for the count values at the receivers
so that the receiver can easily identify the sender by using an index table. Each
time when a data packet reaches the receiver node, first it has to check the index
table.

5. To make energy-efficient and to recognize intruder easily, we introduced the
different values of battery with different transmission power in each node.

Example To better understand the concept, kindly refer to Fig. 1. Considering the
scenario, the data packets traverse from node 1 to 12. For this, the packets must then
pass through nodes 2, 3, and 4, 5, 11. In this scenario, the packets traverse through
nodes 2 and 11.With the help of CDMA technology, different nodes will be assigned
different IDs, e.g., the ID of node 1 is 119, node 2 is 121, node 3 is 100, node 5 is 110,
node 8 is 112, node 11 is 115 and node 12 is 100. We have used a function known
as count at node 1. The count function is initialized to zero (0) in this scenario.
Whenever, the packets pass through a node, this function adds 1 to the count (to add
more security, further complex numbers can be added). The pre-determined index
table stored at node 12. Table 1 gives a summary.

Header Count 
Function

CDMA code 
of the prior 

Node

Data Summation 
of CDMA

Fig. 2 Data packet structure
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Table 1 Example summary
of data received at Node 12

Counter function (value
of c)

Sender node Summation of CDMA
code

4 2 658

5 1 777

When node 12 receives the packet forwarded through node 1, and the value of
counter function tends to be 4, the added-up value of CDMA be 777, the node 12
packet will be acknowledged. Whereas, when a packet traverses only by nodes 2 and
11, the value perceived by the counter function is 2 and the added-up value of CDMA
code is 355. Verifying from the table, node 12 deprived of the index match finally
rejects the packet. The intruder wormhole will be diagnosed at node 12 without
forwarding to node 11. It further stops the processing of data.

5 Conclusion

This paper proposes awormhole detection and preventionmethod for theUnderwater
Wireless Sensor Network. Using the above-described methodology, the unwanted
packets are easily avoided at the destination node. Hence, it causes traffic in the
network to get decreased considerably. This technique will prevent a large number
of wormhole attacks as the total number of packets is not considered. Also, the
requirement of hardware addition at various nodes is eliminated. A less complex
algorithm is used by the counter function. Thus, the proposed technique adaptively
controls the error occurrence probability to guarantee the efficient functioning of the
operation of the network.
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Sensing Performance of Ionic Polymer
Metal Nanocomposite Sensors
with Pressure and Metal Electrolytes
for Energy Harvesting Applications

Priya Khanduri, Alankrita Joshi, Lokesh Singh Panwar, Anant Goyal,
and Varij Panwar

Abstract Flexible ionic polymer metal composite sensors are desired for detecting
pulse rate of the human body and underwater energy harvesting application as
compared to the brittle inorganic piezoelectric material. The present research reports
the sensing performance of ionic polymer metal nanocomposite (IPMNC) using
Platinum (Pt) coated polyvinylidene fluoride (PVDF) (PVDF)/polyvinyl pyrroli-
done (PVP)/polystyrene sulfonic acid (PSSA) ionic membrane. The Pt electrode was
attached on PVDF/PVP/PSSA ionic membrane using electroless deposition method.
The simple solvent casting method was used to fabricate the PVDF/PVP/PSSA ionic
membrane. The PVDF/PVP/PSSA based IPMNC generated a sensing voltage of
0.65 V with an application of 0.6 N force. Our IPMNC sensor produces sensing
signals with different metal electrolytes and produced highest sensing signal of
0.56 V with immersing the IPMNC sample in 1.5 N NaCl. The data was obtained
using data acquisition system (DAS) consists of IPMNC sample on PCB that was
connected amplifier, analog to digital convertor, and anArduinoUno board. TheDAS
was connected to computer for obtaining data. Our proposed IPMNC sensor can be
applicable to the pressure sensor and wearable technology for generation of energy.
Our IPMNC can also be useful for detecting metal ions in water and generation of
electricity from water medium.

Keywords IPMC · WUP · DAS · IEC · PSSA · PVDF · PVP · PCB

1 Introduction

The ionic polymermetal nanocomposites (IPMNCs) belong to the ionic electroactive
polymerswhich comprise of conductingpolymers and ionic gel. The IPMNCis devel-
oped using metal nanoparticles (Nps) deposition on the ionic polymer membrane.
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The IPMNC can be utilized for sensor and actuator applications due to the gener-
ation of sensing signals with mild force and actuation displacement with electric
filed, respectively. Due to the application of the pressure on IPMNC, free cations and
anions are migrated towards the electrodes that generate the polarization of voltage
near the electrode and create the sensing signals. Previously, various researchers
utilized IPMCs for sensing and energy harvesting applications [1–7]. Bahramzadeh
et al. [3] performed sensing signals of IPMNC sensors with various deflections such
as sinusoidal and square wave deflection to monitor response bending to monitor of
bridges, twisting measurement of any structure for injuries, and shape monitoring.
Shahinpoor et al. [4] presented a theoretical model of IPMC as sensors and actuators
and relate them for experimental results of the IPMNC. Tiwari et al. [5] proposed
IPMC for energy harvester applications in lower frequency regions (≤50 Hz). Cha
et al. [6] analyzed underwater energy harvesting from the annular form of Nafion
based ionic polymer metal composite (IPMC) using bending vibrations. Cellini et al.
[7] analyzed ionic polymer metal composites (IPMCs) for energy harvesting appli-
cations from flowing liquid. Previously, various researchers utilized PMNCs as actu-
ators due to the large displacement at very low voltage due to the expansion and
contraction phenomenon [8–16].

The sensing mechanism of IPMNC is realized on water uptake (WUP), ion
exchange capacity (IEC), and ionic conductivity. A large value of WUP is needed
for IPMNC, due to the movement of hydrated molecules in coordination with the
cations, under the application of force and flow of electrolytes. Further, the high
value of the ionic membrane’s WUP helps to improve the conductivity of proton
along with the membrane’s dielectric constant. Because of the high value of IEC,
Platinum (Pt) nanoparticles particles (NP) are embedded within the membrane’s
pores by the process of electroless plating. It can also reduce the membrane’s resis-
tance, and increases the membrane’s capacitance and the electric current of IPMNC.
A high value of ionic conductivity is required to generate fast movement of charge
ions that enhanced the sensing electric current of the IPMNC under the applica-
tion of force and electric current [1, 2]. In this research, we have utilized IPMNC
using PVDF/PVP/PSSA in 25/15/60 blending ratio as it showed the highest IEC
and proton conductivity. Figure 1 shows the chemical structure of PVDF, PVP, and
PSSA polymers. Figure 2 shows the sensing mechanism of our proposed IPMNC

Fig. 1 Chemical structure of PVDF, PVP, and PSSA
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Fig. 2 Schematic diagram of sensing mechanism of IPMNC sensor

with the application of mechanical force and metal electrolytes. With the application
of mechanical force and metal electrolyte, the free metal cations ions and anions
were generated at anode and cathode side, respectively, that generate the sensing
signals.

2 Experimental Work

2.1 Material

PVDF, PVP, and PSSA, Dimethylformamide (DMF), Platinum (Pt) powder was
purchased from Aldrich.

2.2 Membrane Fabrication

To fabricate the ionic membrane, various compositions of PVDF, PVP, and PSSA
weremixed inDMFwith 10wt% solution.Aftermixing the solution using amagnetic
stirrer, the blending solution was cast on a glass petri disc and kept at hot plate for
drying the DMF solvent. After drying the solution, ionic membrane was carefully
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strip-off from the glass disc after immersing the solution in distilled water (D.I). The
membrane was kept in D. I. water for further use.

2.3 Pt Electrode Fabrication

The Pt electrode was fabricated on the ionic membrane using electroless deposition
Method as described earlier (1–5).

2.4 Characterization

Ionic polymer membranes were characterized the water uptake, ion exchange
capacity, and ionic conductivity.

Water uptake (WUP) of ionic polymermembranewas determined by the following
Eq. (1):

WUP = (Ww − Wd)/Wd (1)

where Ww shows mass of hydrated sample and Wd shows the mass of dehydrated
membranes, respectively.

For the calculation of IEC, the titration process was used. The acidic (H+) sample
was dipped in 1 M NaCl to convert in sodium (Na+) ion. The H+ ions in the solution
were treated with 0.1 M NaOH solution. The IEC was calculated using Eq. (2):

IEC (mequiv/g) = Consumed NaOH (ml) × molarity of NaOH

Weight of the membrane
(2)

Ionic conductivity (S/cm) was obtained using Eq. (3) as follows:

σ = L

R × A
(3)

where σ is the ionic conductivity, L is thickness of the ionic membrane, R is the
resistance of ionic membrane using impedance analyzer, and A is the surface area of
the membrane.

The scanning electron microscopy (SEM) images of the dry ionic membrane and
based IPMNC were carried out using Hitachi S-4700 SEM instrument.
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Fig. 3 Schematic diagram for assembly for sensing signals of IPMNC

2.5 Measurement

Figure 3 shows a schematic diagram of a measurement system which includes the
pressure sensor, holder, DAS, and computer system. Pressure generator generates
pressure on IPMNC sample required to get an induced voltage across the IPMNC
membrane’s thickness. Holder is made from ceramic plate embedded with a soft
holder holding dual PCB inside which the IPMCmembrane is placed. Data Acquisi-
tion System (DAS) is a block which further consists of an amplifier, analog to digital
convertor, and an Arduino Uno board for signal conditioning. A computer system
with Intel insideTM CORETM i3 processor of 3.2 GHz clock frequency with 4 GB
of memory is used to store the data acquired for further processing. Figure 4 shows
the digital image of the assembly onboard for obtaining data. This figure shows the
sample holder, DAS, microcontroller on PCB.

3 Result and Discussion

3.1 Electrochemical Properties

The sensing performance of ionic membrane depends on the electrochemical proper-
ties such asWUP, IEC, and ionic conductivity. Table 1 shows theWUP, IEC, and ionic
conductivity of PVDF/PVP/PSSA ionic membrane. The WUP of ionic membrane
is required for the ions movement and enhances the conduction that improves the
sensing signals with the application of mechanical force and metal electrolytes. IEC
of the ionic membrane is important for exchanging ions with other metal ions and
developing electrode on ionic membrane. The significance of ionic conductivity is
to provide fast moment of free ions in the backbone of the ionic membrane.
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Fig. 4 Assembly on board

Table 1 Electrochemical
properties

Membrane WUP IEC (meq/g) Ion conductivity
(S/cm)

PVDF/PVP/PSSA
25/15/60

0.53 2.51 0.12

PVDF/PVP/PSSA
30/15/55

0.49 2.35 0.094

Fig. 5 a SEM analysis of PVDF/PVP/PSSA ionic membrane. b Pt coated PVDF/PVP/PSSA
IPMNC
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3.2 SEM Analysis

Figure 5a shows the scanning electron microscope (SEM) of ionic membrane. This
figure shows the pores structure of the ionic membrane which absorbs the water and
improves the proton conduction. Figure 5b shows the SEM image of the Pt coated
IPMNC. This shows the Pt coated on ionic membrane and Pt nanoparticles were
penetrated inside the pores of the membranes.

3.3 Sensing Performance

Figure 6 shows the sensing voltage of IPMNC with mechanical force. We have
investigated that a sensing signal of 592 Vwas achieved after the applied mechanical
force of 0.6 N. In addition, we found that IPMNC sensor shows sensing signals
without mechanical force, it may be due to the free charge ions available inside the
IPMNC. The sensing phenomenon of IPMNC with mechanical force can analyzed
for energy harvesting application, bandage sensor for biomedical application for
detecting heartbeats of human body.

Figure 7 shows the sensing signals of IPMNC as a function of timewith pouring of
1.5 N sodium chloride (NaCl) and lithium chloride (LiCl) solution. IPMNC shows
higher value of sensing signals (501 mV) with NaCl solution as compared to the
LiCl solution (sensing voltage of 297 mV). The sensing behavior of IPMNC with
metal electrolytes can be applied for toxic metal ion detection in water environment
conditions.

Fig. 6 Sensing voltage of
IPMNC with time with the
application of force
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Fig. 7 Sensing voltage of
IPMNC with time with the
application of electrolyte

4 Conclusion and Future Work

In summary, the sensing mechanism PVDF/PVP/PSSA based IPMNC sensor was
examined with the application of mechanical force and metal electrolytes. The based
IPMNCgenerate high sensing signals (550mN)with the application of themild force
of 0.6 mN, due to a large number of free cations in PVDF/PVP/PSSA based IPMNC.
The generation of sensing signals with mild force can be useful to check the heart-
beats of human body during walking, for energy harvesting application, and bandage
sensors for biomedical application. IPMNC sensor shows high sensing signals of
501 mVwith NaCl. The sensing phenomenon of IPMNCwith metal electrolytes can
be applied for toxic metal ion detection in water environment conditions.
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Privacy Preserving on Searchable
Encrypted Data in Cloud

Deepak Sharma and Avtar Singh

Abstract Cloud computing is the latest paradigm which offers different cloud
services by rearranging of resources and provides them on the bases of user’s
demand. Users are using cheaper data storage and computation offered in the cloud
environment, and they are also facing many problems about reliability, privacy-
preserving, and optimized searching of their outsourced data. Proposed scheme
“Privacy-preserving keyword search” allows users to encrypt their stored data while
preserving some search capabilities and also seek few efforts to consider the relia-
bility of the searchable encrypted data outsourced to the clouds. Client-side encryp-
tion and server-side searching of encrypted data without decryption in server-side
enable more efficient and eliminate privacy issues between client and server.

Keywords Privacy-preserving keyword search · Optimized searching · Secret
sharing · Reliability · Cloud computing

1 Introduction

Cloud computing is the latest paradigm which plays a significant role in the IT
industry and the government sector. It provides various computing services over
the Internet on the basis of pay-per-use, e.g., storage, server, services, etc. Cloud
computing helps users to access database resources via the Internet from anywhere.
Confidentiality of data can be maintained by storing the encrypted form of data.
Cloud data security and efficient searching are becoming more important for the
future development of cloud computing technology in government, industry, and
business sectors. The cloud storage [1] offers plenty of new opportunities to cloud
consumers. Cloud consumer enjoys powerful computation and storage capabilities
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offered by clouds and consumers also suffer from more complicated issues related
to reliability, privacy-preserving and complex analysis problems of their cloud data,
so it is difficult to obtain full reliability guarantee on the CSP.

In cloud storage, confidentiality of data can bemaintained by storing the encrypted
form of the data in the cloud. Encryption on data assures security but imposes issues
in case of performing any operations on such data. These security issues lead to direct
exposure of sensitive data to the adversary. Each time when it is necessary to apply
any operations on cloud data, then decryption of encrypted data is required. Hence, it
is required to apply operations directly on to encrypted data. But it is not practically
operational on encrypted data [2]. By applying operations to partially encrypted data,
make things practically operational.

For making accurate and optimized searching, there are comparison and partition
base searching and sorting techniques. Efficiency is one of the most important chal-
lenges in the cloud domain. Storage as a service efficiency is an important factor
occur when to encrypt/decrypt the files and searches that files in the server side.
Similarly, the privacy of data also plays a vital role in cloud computing. Server-side
operations are most vulnerable to risk. There are so many trust issues between cloud
service providers and the client in the cloud. Executing most of the operations in
client-side helps to make data more secure and also avoid trust issues between the
server and the client. Client-side encryption and decryption provide transfer secu-
rity and data storage security in server. But clients are not rich with resources and
not faster enough to execute large data at a faster rate. It is very important to do
things efficiently on client-side. Searching time depends on how the data is stored in
server-side and encryption/decryption time depends on how fast the cryptographic
algorithm. The suggestion is to use searchable encryption to execute a keyword-based
search directly on encrypted data to reduce the costly operation in cloud computing
and efficient searching algorithm for optimized performance and QoS.

As shown in Fig. 1, data owner stores their encrypted data to Cloud to achieve data
protection but it is not a cost-efficient approach.Above approachhas themain purpose
to achieve efficient and time-saving encryption/decryption for privacy protection of

Fig. 1 Cloud architecture
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sensitive data from a third party (CSPs) in the user side. Achieve efficient retrieval
of documents containing the queried keyword in increasing network traffic with the
help of index which is constructed and encrypted to search directly on encrypted
formats and learn nothing from the encrypted index and encrypted documents.

The overall paper is organized as follows: Sect. 2 describes the recent study
which shows what is already done in privacy protection and searching of data and
how the motivations are arising about security, privacy protection, and performance
efficiency. Section 3 shows the modified AES algorithm. Section 4 shows some
approaches which are used to solve the research objective, and Sect. 5 shows the
implementation and result analysis.

2 Recent Study

The cloud infrastructure is owned by single CSP or multiple-CSPs and provides
different on-demand services like resource allocation,memory, storage, computation,
etc. In cloud computing, availability of data gives rise to the vulnerabilities and
unauthorized breaches to use sensitive data in cloud storage.Data security andprivacy
protection are one of the main factors of the user’s concerns about cloud technology.
There are different approaches that make use of encryption techniques to achieve
privacy in the cloud. The encryption system not only preserves the privacy of the file
but also provides keyword search over encrypted data and high performance. Initially
how to do keyword search over encrypted file effectively was arise in Song et al. [3].
Since then there are lots of work conducted in this field. In 2004, Bonech et al. [4]
proposed public-key encryption with keyword searching (PEKS), which enables a
way of checking the keywords in an email without learning any information about
the email and keywords.

In 2009, Liu et al. [5] allow users to efficiently access files containing certain
keywords in a cloud anytime and propose a scheme efficient privacy-preserving
keyword searching (EPPKS) in the cloud which improves the performance of
previous one.But in 2012,Liu et al. [6] propose a schemeof secure privacy-preserving
keyword searching (SPKS) which allows the CSP to participate in the decipherment,
so users pay less computation overhead for decryption. But that arises the security
concern related to exposé of sensitive data to un-trusted CSPs.

Wang et al. [7] provide a solution for supporting efficient ranked-based keyword
search for achieving efficient utilization of cloud-stored encrypted data. The proposed
scheme provides a security guarantee and efficiency of the solution. Sajid et al. [8]
propose a scheme where fast, efficient ranked based searching over data without
decryption overhead, which minimize the searching time. But they are not talking
about minimizing the encryption and decryption time at the user side. In cloud envi-
ronment, most users are not capable to encrypt/decrypt the large size data in faster
speed which is the biggest problem in those scenarios. To solving that problem,
proposed scheme should need less computation power and less time overhead to
make thing simple and compatible.
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Related work on searchable encryption focus on Boolean keyword search and
single keyword search, and rarely sort the result. Cao et al. [9] propose a solution
which solves the problem of privacy-preserving multi-keyword ranked search over
encrypted data (MRSE).

Efficient similarity searching over encrypted data scheme shows how they create
trapdoor to search user query over a highly secure data index list. They will use
locality-sensitive hashing (LSH) for fast nearest neighbor search in high-dimensional
spaces. LSH hashes input items so that similar items map to the same bucket metric
with high probability.

3 Modified AES Algorithm

First of all, the privacy of data is archived by some encryption algorithms which
provide confidentiality and consume lesser time. AES is a cryptographic algorithm
which provides high security in lesser time. But to seduce time furthermore, our
security parameter is also going downward. By stabilizing the security but continues
reduction in time gives efficiency in cloud computingwhen try to encrypt and decrypt
data in the user side. So, the proposed algorithmmakes existingAESmore secure and
less time-consuming. Figure 2 shows the modified AES encryption, and Fig. 2 shows
themodifiedAESdecryption. Thesefigures showdifferentmodificationsmade inside
the basic AES algorithms. Modifications inside AES algorithm are briefly decried.

3.1 Cyclic Encryption

Cyclic encryption performs different operations over data to provide diffusion and
confusion, and S-box is fundamental component used in symmetric key cryptog-
raphy. Generally, it takes m bits as input and generates n bits as output. This is
sometimes often called m * n S-box. Key adding is also a main component in diffu-
sion. Here, key is XOR with data linearly and all the process of cyclic encryption is
given in this algorithm. In cyclic encryption, three functions are evoked in sequence:
S-box, cyclic key addition, and linear XORing. S-box is the common permutation
function using S-box/inverse S-box table [10]. Linear XOR is used to mix the data
value and form new result. In XOR, firstly initialize the initialization vector IV. This
vector IV is XOR with first byte of data and the outcome is then XOR with next byte
and procedure stays proceeded as far as possible.
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Fig. 2 Encryption process and decryption process
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3.2 Inverse Cyclic Encryption

Inverse cyclic encryption performs some inverse operation of cyclic encryption and
same operations. Inverse S-box is fundamental component used in symmetric key
cryptography. In key adding, key is XOR with data linearly.

In inverse linear XOR, initialize vector IV is XOR with first byte of data and
the outcome is stored. But previous dti XOR with next byte and procedure stays
proceeded as far as possible.

3.3 Byte Abstraction

It is not possible to predict the user data size. It may vary from small to large. To
encrypt a large file encryption, algorithm takes a larger amount of time. Encryption
algorithm is not applied over the whole data. So only 1/N th part is encrypted that is
discussed further.
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3.4 AES Implementation

It is a symmetric encryption calculation and utilizations substitution and stage
approach. Key sizes of 256 bits AES encryption take 14 rounds separately. All rounds
preparing is same with the exception of the last round.

3.5 Byte Embedding

In this Nth part that is encrypted is placed on its original place of data. Modified AES
algorithm is useful in achieving the proposed scheme goals. This provides optimized
encryption/decryption and maintains the security level as well. As shown in Figs. 2,
extra function is added in front of encryption of AES and backside of decryption of
AES. These two addition functions add extra security factor to algorithm but increase
time consumption also but after applying N factor, that addition functions provide
nearly same security with lesser time consumption. That N factor is described in
Sect. 3.

4 Approach

Toprovide the privacy-preserving and optimized searching, use reliable cloud storage
and privacy-preserving keyword search scheme in a cloud environment. Use of
searchable encryption is to execute keyword-based search directly on encrypted data
and to reduce the costly operation in cloud computing. Generation of an index which
embedded the file features and keywords is used for keyword search. The server
performs the searching of keywords on the index without learning anything about
the data.

4.1 Data Encryption/Decryption

Data is unstructured, and the service provider does not know about the properties
of data. Service provider gets the data in encrypted form. The client provides the
data items D and encrypts the data items say D by using key to form the encrypted
collection. From encryption, AES 512-bit keys are used for storing data in a cloud
server. Generally, AES has various key sizes (128, 192, and 256) for encryption.
But 512-bit key size AES is more secure and reliable as compared to rest. Similarly,
AES-512 has mostly 22 numbers of rounds for encryption, which is mapped with
key size.
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Byte Byte Byte Byte ..
0 1 2 3 4 5 6 7 8 9 10 11 12 ..

EncK(pByte) EncK(pByte) EncK(pByte) EncK(pByte)
0 4 8 12

Byte Byte Byte Byte ..
0 1 2 3 4 5 6 7 8 9 10 11 12 ..

Fig. 3 An example for encryption of files N = 4

Byte Byte Byte Byte ..
0 1 2 3 4 5 6 7 8 9 10 11 12 ..

DecrK(pByte) DecrK(pByte) DecrK(pByte) DecrK(pByte)
0 4 8 12

Byte Byte Byte Byte ..
0 1 2 3 4 5 6 7 8 9 10 11 12 ..

Fig. 4 An example for decryption of files N = 4

User data sizes are not predictable, which are either larger or small. If AES-512
encryption is applied over large size data, it will take a lot of time to implement. So,
encrypting whole data is not a good choice. Encryption applies over one/N th part
of a file only and embeds that one/N th part into that particular file. Using that way
hiding of sensitive data from unauthorized people and secure the file from tempering.

For data encryption files are in a byte array format and took every N th byte (mean
index multiple of N) from the byte array and encrypt that streamed byte array. This
process is part of byte abstraction in Fig. 2 and in byte embedding encrypted bytes
array again rearranges to their actual position fromwhere they are extracted. Like the
above example, Fig. 3 shows how bytes are abstracted, which are multiple of N and
encrypt them sequentially and place encrypted byte again to their original position
using byte embedding. After that whole encrypted files are stored along with their
encrypted index. Similarly, decryption of file is carried out when server retrieves the
file which is searched using appropriate query keyword. In decryption of file, firstly
byte abstraction and decrypt them sequentially and place encrypted byte again to
their original position using byte embedding shown in Fig. 4.

4.2 Feature Extraction

In feature extraction, frequent keywords are extracted from file data item Ditem(Di,
…,Dn)which contains their features f (f i,…, f n) (keywords or sensitive data). Feature
extraction maps Di to f i. For feature extraction, there is a different algorithm which
is optimized and reliable for extraction.
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4.3 Index Construction

Construction of hash functionH(h1, hn) is according to the requirement of our appli-
cation. Mapping each feature f i to hash function gi. Like gi(f i) be the output by
applying hash function gi over feature f i. Then, gi(f i) is one bucket identifier of the
data item index and the data items that contain characteristic are the member of it.
Content is simply a bit matrix of size L where L is the total number of data file stored
on the server. Each data item has assigned an identifier from 1 to L. As always storing
of data index in matrix form is not space-efficient but it required lesser time to search
the index in matrix. So, storing data index in matrix format is efficient and simple.
Hashing and matrix construction are given in build index algorithm.

4.4 Index Encryption

After index construction, secure index by applying encryption on bit matrix identi-
fiers and contents. Only users should able to encrypt that bit identifiers during the
query process. Data owner will not share that secret key with other entrusted person.
Otherwise, the adversary could apply that encryption and find out any index of file
easily. Similarly, the whole bit matrix of indexs is encrypted to hide the leakage of
important information.

There is the algorithm which is used to build index using secret keys (Keyid,
Keypaylod), and EncKeyid, EncKeypayload be an encryption technique like AES-512 in
CTC mode. Ditem denotes data items, Max: maximum possible number of features,
Fi denotes extracted feature of data items, hi(f ij) denotes hashing implemented over
feature f i,Mk denotesmatrix identifier, andVMk is the bit ofmatrix. After encryption,
fake records are added into the index to hide the actual number of features.
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Fig. 5 Condition trapdoor
security for partial encrypted
patterns

4.5 Trapdoor Construction

Initially it applies a hash function over feature fi to construct the plain query (hi(f i)),
and then applies Enckeyid(hi(f i)) on each component of the plain query. Once the
trapdoor Tf is constructed, it is sent to the server. Figure 5 shows that data owner
stores encrypted data and index in the cloud server, and a different user can search
their query and retrieve result using the secret key, which is shared by the data owner.

4.6 Keyword Search

As shown in the algorithm search keyword, where client generates the trapdoor using
LSH algorithm and sends query trapdoor to server. Server gets the trapdoor Tf from
user and performs an operation for each “Query Trapdoor” on the index, and sends
back the result which contains the encrypted bit vector.
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Table 1 Tools and platform
used

IDE Net beans

Programming language Java 1.8

Operating system Windows 10 Pro 64-bit

Analytical tool SigmaPlot

Processor Intel Core I7 3rd Gen, 2.4 Ghz

RAM 4.00 GB, 1600 MHz

Graphics 1.00 GB, Nvidia Geforce 650 M

Both the owners’ cloud data and data index contain important information
and required protection against adversary. So, system should fulfill this security
requirement:

• Dataprivacy: Secret key is required to breach the security of cloud data. Including
cloud server, no one can able to learn any about private data and index data.

• Search privacy: Most important requirement of users is to protect the searching
criteria they are using on data. These searchable criteria are not reducible from
trapdoor query and data/index sent by user.

5 Implementation and Result Analysis

Proposed scheme takes place in two stages. In the first stage, storage of data in cloud
takes place by encryption and indexing of files. Then, encrypted file along with
encrypted index (which is constructed by feature extraction from data items Di) is
sent to cloud. In the second stage, retrieval of files is done by keyword searching
(take place in cloud side).

5.1 Simulation Settings

See Table 1.

5.2 Throughput Analysis

Performance is evaluated over different sizes of data with different key sizes. Simu-
lation result shows encryption/decryption time against file size and encryption
parameter N.

Different sizes of data demonstration of results in graphical form are shown in
Figs. 6 and 7. A graph of encryption and decryption with respect to changing value
of N = {4, 8, 16, and 32, …, n}. Figures analyze that if larger size N is taken then
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Fig. 6 Encryption (Databyte/Timemillisec)
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Fig. 7 Decryption (Databyte/Timemillisec)

encryption time for N = {4, 8, 16, 32} are decreasing (N value used in selection of
byte for encryption/decryption).

Figure 8 shows the throughput (Datab/Timemillisec) and shows how much data
in byte form is encrypted or decrypted in one millisecond. This also shows as the
increase in N = {4, 8, 16, 32, …, n} the throughput of encryption increases.
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Fig. 8 Throughput (Databyte/Timemillisec)

5.3 Storage and Retrieval of Data from Cloud

Experiment 1–10 mb of data is taken for comparison of data upload and download
time of proposed scheme and client-side deduplication scheme (CSDS) [11] with
respect to average time (ms). Figure 9 shows that the proposed scheme consumes
less time in both upload and download of files.
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Fig. 9 Files storage time and retrieval time (Data mb/Time ms)
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Figure 10 shows encryption time and index construction time with respect to N
value.N value is the value which shows amount of data is encrypted. Figure 10 shows
decryption time and searching time with respect to N value. As shown in Figs. 10
and 11, encryption times are more as compared to decryption time. Index construc-
tion time and searching time are linear as compared to encryption/decryption time.
Here, encryption and decryption take place in user’s side which are not capable
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Table 2 Algorithms with avalanche effect (%)

N Avalanche effect of basic
AES (%)

Avalanche effect of propose
AES (%)

Proposed AES avalanche
effect (%) rate of change

1 46.88 56.01000 0

2 24.431 51.99631 7.1433

4 12.190 46.99631 9.6160

6 6.700 41.03711 12.680

8 7.259 37.93308 7.5639

10 7.994 35.06430 7.5628

12 7.590 31.96428 8.8409

16 7.035 30.96428 3.1284

20 6.812 30.56428 1.2918

24 7.37 30.26428 0.9815

28 5.69 30.06428 0.6608

32 7.705 30.00010 0.2136

of encrypting/decrypting large size data and also have low hardware configura-
tions. Parameter n trying to make possible to execute large data with low hardware
configurations.

Avalanche effect shows the property of security which is crucial for block cipher.
Avalanche effect measures the change of one bit in plaintext and leads to how much
change in ciphertext. That is totally depending on amount of confusion and diffusion
in cryptographic algorithm.

Original AES [12] has lesser avalanche effect as compared to the proposed
avalanche effect when value of N is 1. As decreasing of N value propose AES
have high avalanche effect then original AES (shown in Table 2).

Figure 11 shows percentage value of avalanche effect with respect to N value
and Fig. 12 is the graph which shows us the change of values of Figs. 9 and 11
with respect to N. As shown in Fig. 12, avalanche effect is not changed as much
as compared to encryption time. Purpose of the proposed scheme is to lower the
encryption/decryption overhead on user side but not compromising the security.
Above graph shows that purpose of the proposed scheme is fulfilled in some extend
(Fig. 13).

6 Conclusion

Cloud storage as a service is one of the main services provided by cloud. Proposed
scheme maintains the confidentiality of sensitive data and minimizes the time
consumption in encryption/decryption and enables direct searching over encrypted
data without compromising much privacy guarantee of sensitive data. Matrix-
based index construction and comparison-based searching obtain better efficiency
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Fig. 13 Rate of change in encryption time with respect to change in avalanche effect

in searching. There are still many challenges in the proposed scheme like there is
future work on dynamic deletion/insertion of files and large-sized data. There are
many security challenges in a multi-user scheme. Firstly, all the users share secret
key for indexing and trapdoor generation. In this scenario, user revocation is the big
challenge. In the future work, improvement is required in the proposed scheme to
handle these challenges.
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Adaptive Approximate Community
Detection Algorithm for Bubble Rap
Routing Protocol

Sweta Jain, Neerali Chauhan, and Pruthviraj Choudhari

Abstract A social graph is a network that shows the representation of how the
nodes are connected. The classification of the network is done into different commu-
nities for data transmission. In the Bubble Rap routing protocol, the local and global
centrality of a node is considered formessage transmission. The global centrality tells
how much the node is important in the entire network while the local centrality tells
how much a node is important in its community. In Bubble Rap routing algorithm
communities are formed with the help of K-Clique algorithm. The K-Clique algo-
rithm is mainly designed for binary static graphs whereas Delay-Tolerant Network is
highly dynamic in nature as the connections among the nodes keep on changing with
time. In an Adaptive Approximate community detection algorithm, the information
of the current network and previous community structure is followed to deduce the
current structure of the community for the network. The community is decided using
node degree and a frequency-duration utility. In this paper, we have implemented
the algorithm for bubble rap protocol, and depending on the results of simulation it
can be seen that performance-wise this algorithm is a better thank-clique community
detection algorithm.

Keywords Community detection · Bubble rap algorithm · Delivery ratio ·
K-clique algorithm

1 Introduction

A Delay-Tolerant Network (DTN) is a general-purpose overlay network operating
in addition to various regional networks, including the Internet [1]. The end-to-
end path is usually not available as the node connectivity is dynamic and sparse
network density in DTNs [2]. Nodes can only transfer data with each other when
they are within each other’s transmission range. In DTN, nodes adopt store carry
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and forward routing mechanism whereby nodes store a copy of the message in their
buffer and on meeting new nodes, forwards it to them. Some routing protocols do
this forwarding blindly like epidemic routing [3] while other routing protocols use
selective forwarding by sending messages to nodes more likely to meet the destina-
tion of the message [3]. Certain routing protocols utilize social properties of nodes
such as their community labels, their popularity in the community, etc. to take this
forwarding decision [4]. In online social networks [5], a community represents a
collection of users who have either common interests such as music or who speak
common language or belong to a common locality. Community detection basically
involves dividing network nodes into community structures based on their charac-
teristics. Many network-based problems such as message forwarding strategies or
routing techniques can be designed by utilizing the community structure of nodes
and their social characteristics [6]. Bubble Rap is a popular routing protocol in
the category of social-based routing protocols, designed specifically for DTNs. It
uses both node community structure and node centrality concept to take message
forwarding decisions. However, bubble rap uses K-Clique algorithm for community
detection that is suitable for binary static graphs. Also, K-Clique is unable to find
overlapping communities in the network [1, 7, 8]. The networkswhere nodemember-
ship in a particular community changes over time are called as dynamic networks.
Delay-Tolerant Networks is also a highly dynamic network where network topology
changes very frequently with time. Although the community detection problem has
been extensively explored in the context of static networks, it has not received much
attention for dynamic networks [9]. In such kind of dynamic networks, it is required
to find community structure which is adaptive with each network snapshot, and this
problem is known as Adaptive Community Detection Problem. This means that the
change in the community structure at any time t is determined by the community
structure at the previous time shot t − 1, rather than recalculating the community
structure from scratch [10, 11]. In the current work, we have adopted a dynamic
community detection algorithm in Bubble Rap routing protocol to overcome the
shortcomings of the static community detection algorithm.

Section 2 emphasizes on the literature review and work related to community
detection algorithms. Various fundamental terminologies related to the commu-
nity detection algorithm are also explained in this section. Section 3 presents the
adaptive algorithm used for the determination of community structures in dynamic
networks. Section 4 presents the simulation results based on different scenarios and
also evaluates their respective performances.

2 Related Work

Hui andCrowcroft proposed a routing strategy for Pocket SwitchedNetworks (PSNs)
known as label routing that utilizes the community labels of nodes to select the
next message forwarder [12]. Each node has an associated label that informs the
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other nodes about its association with a group or community. The message is either
transmitted directly to the destination node or to a node with a label similar to the
destination. Since there is a possibility that nodes from the same community will
meet more consistently, they are more suitable forwarders for messages intended for
community nodes.

In [4], Hui et al. proposed another very popular social-based routing protocol
called Bubble Rap routing protocol which uses both community structure of network
nodes and their centrality value to make a routing decision. In the first phase, nodes
transmitmessages to nodes having high centrality value in the global community, and
in the second phase once the message is reached at the destination community then
nodes forwardmessages to nodes having high centrality value in the local community
[13].

SimBet [7, 8] routing protocol proposed by Daly and Haahr uses a new utility
metric that combines two-node social characteristics namely similarity and between-
ness centrality of a node to select the most appropriate node forwarder. In SimBet
routing scheme, the node having high SimBet utility receives the forwarded packet.
Similarity occurs when two nodes fall in the same equivalence class. Betweenness
is a measure of centrality based on shortest paths.

In Friendship Based routing [14] Bulut et al. have used anothermetric based on the
past encounters of a nodewith other nodes whichmeasure diverse parts of friendship.
Utilizing the presented metric, every node characterizes the arrangement of nodes
as its friends which has direct or indirect companionship with itself. The present
metrics only consider some of these highlights. Social Pressure Metric (SPM) [14]
is the metric of a social weight that depends on the friendship of the nodes and is
evaluated based on features like longevity frequency and regularity.

Depending on its social characteristics in SOSIM [15] routing protocol each node
has a vector. The name of vectors is the same as the label of node. Consider the social
features city and language as a node P having vector {p1, p2, p3, …, pm} and a node
Q having vector {q1, q2, q3, …, qm}, respectively. A metric S(P, Q) is generated to
figure out a social similarity between two nodes P and Q.

A transformation mechanism that applies decay operation as well as convolution
on utility calculation and can dispense the reason for dead ends and blind spots
[16, 17] is presented by SMART protocol. Based on the observations of the locality
property of mobile nodes it can be noted that the movements of the nodes are mostly
confined in a neighbourhood except there is a movement of some nodes remotely.
In light of the movement territory, a disseminated community dividing strategy is
applied, which can adjust to the dynamic DTN conditions. It isolates a DTN into
a few communities and exploits distinctive parameters for information directing,
should the source and destination be the similar community? Inspired by particle
physics general laws, a new social metric to measure a node’s social capacity to relay
messages to other nodes is presented in SEBAR routing protocol [18]. Generation
of Social energy is done by node encounters and is shared by an encounter group
of nodes. There will be more social energy for the nodes with more encounters.
The community containing a large number of encounters among its nodes or with
nodes outside the community will have higher social energy. Social energy of a
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certain amount is created when two mobile nodes meet each other, a collision occurs
between them. The energy which is generated is evenly distributed to these two
nodes. The contribution to its community part of this generated energy is done by
each node and the remaining part of the energy is also held.

In [19], ANBRuses the concept of articulation points to spread themessages in the
network. The message is directly transmitted to the destination node if it is present in
that node’s neighbouring vector, otherwise, the message is sent to every articulation
node which is directly connected. Similar to the source node, these articulation nodes
will transmit the message.

Li et al. in [20] have considered both node contact frequency and contact duration
to design a utility metric for making forwarding decisions.

Bubble Rap routing Protocol:

Hui et al. [4] proposed Bubble Rap routing protocol which works in two phases.
Messages are sent to the nodes having high global centrality value in bubble-up
phase. Global centrality is used until the message reaches a node belonging to the
destination community. Once the message reaches the destination community, the
second phase of bubble rap starts where the messages are then forwarded based on
the node’s local centrality value until the destination receives the message. The first
phase of bubble up is represented using red arrows and the second phase is shown
using blue arrows in Fig. 1. The Bubble Rap Algorithm uses K-Clique community
detection algorithm.AK-Clique community is defined as the union of everyK-Clique
which can be reached by a series of adjoining k-cliques, where if the two cliques
share k − 1 node they are said to be adjacent. The K-Clique community detection
algorithm was designed for binary static graphs whereas Delay-Tolerant Network
is a dynamic network, i.e. the connections among the nodes keep on changing with
time [21]. In [9] a dynamic community detection algorithm for a scale-free network
is proposed. The entire algorithm is divided into four functions.

A-Base: This function finds G(0)’s community structure through network labelling
nodes. Nodes are sorted in increasing order of degree and then select one of their
neighbours to follow each unlabelled and low-degree node.

Fig. 1 Bubble up phases
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A-Adaptive: Depending on G(t) and C(t − 1), it finds the structure of community
at time t. It also corrects any possible mislabelling resulting from changes in degree.
Two cases of mislabeling may occur.

(1) Low-degree nodes resulting from the removal of edges are unlabelled.
(2) Nodes above the threshold are labelled as followers resulting from the addition

of new edges or nodes.

Follow-Neighbor: This algorithm finds a neighbour j in order to be able to follow a
given node j. If all of i’s neighbours are followers, the first UNFOLLOW algorithm
will be used to unlabelled or label neighbours j with leaders.

Unfollow: It is invoked when a node has to be stopped from following its current
leader j.

In [22], a rapid community detection algorithm is proposed in temporary networks.
This method builds a small network for each time step by taking advantage of struc-
tures of the community at the earlier stage and then detecting communities in new
networks.

Blondel Algorithm

1. Initially, each node in the network in itself forms a community.
2. A node i is placed in the community of its neighbour node j and the modularity

gain of the community is calculated.
4. Finally, node i is placed in the community of node j that results in the largest

increase in modularity gain.
5. Each community now represents a node in the social graph of the network, while

the sum of the edge weights between the original nodes in the two communities
denotes the edge weights between new nodes.

Dynamic Community Detection Algorithm:

1. The initial network community structure Gt at time t = 1 is determined using
Blondel’s algorithm.

2. At time t = 2, 3,…, T, the new community structure isGtnew is determined based
on the community information at time t − 1 Gt−1.

3. Detecting communities in Gtnew by using Blondel Algorithm.

3 Proposed Algorithm

3.1 Algorithm Description

This section presents the adaptive algorithm for detection of community structures
in dynamic networks. The algorithm uses two arrays namely label and follows to
keep track of the status of each node and its leader in the community structure,
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respectively. Each node i in the network is either unlabelled or labelled as leader or
follower. If a node i is labelled as a follower then follow[i] stores the name of the
leader j which i follows. If a node i is labelled as leader then follow[i] = i; if a node
i is unlabelled then follow[i] = null.

After the execution of the algorithm following properties hold:

(1) All the nodes having a degree greater than the degree threshold are defined as
leaders.

(2) Nodes having low-degree are labelled as followers.
(3) Each follower has exactly one leader and each leader has at least one follower.

Followers always follow nodes labelled as a leader; they do not follow any
unlabelled nodes or other nodes labelled as followers. This algorithm finds G(0)s
community structure through network labelling nodes. Initially, nodes are sorted in
increasing order of their degree values and then as per the FOLLOW-NEIGHBOR
algorithm each unlabelled node having degree less than a certain threshold is assigned
label[i] = follower and its follow[i] value is set appropriately.

If nodes have a high rate of mobility, the communication time between two nodes
during one contact is short. Then, the link between two nodes is likely to break during
the process of transmitting messages, leading to failures in transmitting messages.
The high communication capacity is not guaranteed by contact frequency utility.
Hence, we propose to use a new utility metric that uses both contact frequency as
well as contact duration between nodes.

For every pair of nodes, the frequency-duration utility value is calculated using
the formula:

ContactUtilmax(DirectUtil, IndirectUtil)

FreqDuraUtil = log(ContactUtil) + FreqUtil

Follow Algorithm The algorithm determines a neighbour j based on the given node
i such that i can follow j. If a follower is connected to two or more leaders than it
will check the FreqDura utility value of the leaders, Node i will follow the leader
that has the highest utility value. If a node i have only followers as neighbours then,
the leaders for the neighbour nodes are re-evaluated.

In the current work, the algorithm [11] has been modified by including an
additional utility which is used for the decision-based association of nodes to an
appropriate community so that its membership in the community remain stable.

3.2 Pseudocode

Algorithm—Pseudocode

(1) Initialize label[i]= ϕ, follow[i] = ϕ for all nodes 1, 2, …, n
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(2) Sort all nodes in increasing order of degree value.
(3) for each vertex i with di > d0do

if label[i] == ϕ then

label[i] = leader

(4) for each vertex j with dj <= d0 and dj > 0

FOLLOW-NEIGHBOR(j)

(5) returnC(0) = <follow>
6) for each edge <u, v> ε�G(t) do

Update degrees of nodes u and v and Calculate frequency-duration utility

(7) for each vertex i appearing in G(t) do

if di <= d0 & (label[i] == ϕ) then
UNFOLLOW(i)

(8) else if ((di > d0) and (label[i]) == follower) then UNFOLLOW(i)
(9) return C(t) = <follow>

FOLLOW-NEIGHBOR(i)

(1) label[i] = follower
(2) if � j εN(i): label[j] == leader, then

follow(i) = j
break;

(3) if � jε N(i): label[j] == leader, then
(4) if(FreqDura_Util(i, k) > FreqDura_Util(i,)

follow[i] = k

(5) else

continue;

(6) if all nodes j in N(i): label[j] == follower, then
if(FreqDura_Util(i, j) > FreqDura_Util(follow[j], j)

then

follow[j] = i

else

continue;
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4 Simulations

In this section, we present the simulation results of the Adaptive-Bubble Rap algo-
rithm and compare its performance with a baseline Bubble Rap Algorithm that uses a
K-Clique algorithm for community detection. The results have been evaluated under
three different simulation scenarios one is heterogeneous scenario consisting of nodes
following different mobility model and in other scenario nodes followWorking Day
Movement Model and in the third scenario, the link between nodes goes up and
down according to real mobility tracer generated from INFOCOM05 scenario [3].
The performance of the modified and existing Bubble Rap routing protocol has been
compared in three parameters namely delivery probability, latency, and overhead
ratio.

4.1 Performance Parameters

Metrics selected for performance study are as follows:
Average Latency (ALat), Delivery Ratio (DR), and Overhead Ratio (OR). While

delivery probability and average latency metrics help us to evaluate the effectiveness
of routing protocol in the delivery of messages to their destinations, the overhead
ratio signifies the resource consumption of the protocol.

Higher overhead ratio signifies that the protocol is less resource friendly. On the
other hand, a high value of Delivery Ratio signifies the capability of the protocol to
deliver more messages to their destinations. It is desired to design a protocol having
high DR value with low values for OR and ALat.

Delivery Ratio (DR): is computed as the ratio of a number of messages which are
timely delivered (Ndelv) to their destination to the total number ofmessages generated
in the network (Ngenerated) [23].

DR = Ndelv

Ngenerated

Average Latency (ALat): is computed as the average of the time, taken between a
message is generated and is delivered to its destination, for all the deliveredmessages
[24].

ALat = Average(∀delivered(Tdelv − Tcreate))

where

T delv—time of message delivery
T create—time of message creation
delivered—list of messages that are delivered.
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OverheadRatio (OR): is computed as the ratio of the total number of extramessages
relayed (N rel − Ndelv) to the total number of delivered messages (Ndelv) [25].

Nrel − Ndelv

Ndelv

4.2 Result Analysis

4.2.1 Delivery Ratio

Figures 2, 3, and 4 show the effect of varying TTL on the Delivery Ratio (DR) of
the proposed Adaptive-Bubble Rap and Bubble Rap routing protocols in a heteroge-
neous scenario, working day model scenario and Infocom05 scenario, respectively.
Figure 2 clearly shows that Adaptive-Bubble Rap achieves a higher Delivery Ratio
in comparison to the Bubble Rap routing protocol. Bubble Rap routing protocol
observes a decline in the DRwith the increase in message TTL, as the K-Clique algo-
rithmused in bubble rap is unable to identify overlapping communities in the network
due to which the message keeps on forwarding to other nodes in the network and it

Fig. 2 Delivery ratio in heterogeneous scenario

Fig. 3 Delivery ratio in WDM scenario
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Fig. 4 Delivery ratio in the scenario of INFOCOM05

may happen that the message expires. On the other hand, in Adaptive-Bubble Rap
protocol, communities are formed based on node’s degree and the contact frequency
utility between the nodes, i.e. the nodes which are closely and regularly connected
lie in the same community, resulting in a better community structure.

Hence, more messages reach their destinations in a lesser number of hops and
faster. The Adaptive-Bubble Rap routing protocol also shows better performance in
theWDM scenario and in real mobility trace scenario compared to traditional bubble
rap, as apparent from Figs. 3 and 4, respectively, for the reasons mentioned.

4.2.2 Overhead Ratio

In Adaptive-Bubble Rap routing protocol, the community is formed on the basis of
node’s degree and contact history-based utility.

Hence, the nodes in a particular community have very strong social ties with other
members. The use of Adaptive Approximate Algorithm for community detection
and the use of contact history-based social metric for community formation results
in better social ties which help the messages to reach their destination in an easy
way rather than being relayed to a large number of nodes. Figures 5, 6, and 7 show
the simulation results for overhead ratiometric in heterogeneous, working day model
and Infocom05 scenarios, respectively, of the proposed Adaptive-Bubble Rap and

Fig. 5 Overhead ratio in heterogeneous scenario
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Fig. 6 Overhead ratio in WDM scenario

Fig. 7 Overhead ratio in INFOCOM05 scenario

Bubble Rap routing protocol. It can be observed that the overhead ratio remains
almost constant for Adaptive-Bubble Rap routing protocol for various message TTL
values.

4.2.3 Average Latency

Figures 8, 9, and 10 show the performance of both Adaptive-Bubble Rap and base-
line Bubble Rap routing protocols in terms of average latency metric with varying

Fig. 8 Average latency in heterogeneous scenario
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Fig. 9 Average latency in WDM scenario

Fig. 10 Average latency in INFOCOM05 scenario

message TTL different network scenarios. Average latency basically gives an esti-
mate of how fast delivered messages reach their destinations. As compared to bubble
rap, the Adaptive-Bubble Rap observes a lower value of average latency in both
heterogeneous scenarios and WDM scenarios.

It proves that the community structure formed in a proposed Adaptive-Bubble
Rap routing protocol is much better and helps messages reach their destination faster
due to the selection of better relay. However, it is observed that the average latency
increases with an increase in message TTL for Bubble Rap routing protocol because
it lacks the ability to discover strong social ties among nodes.

5 Conclusion

Bubble Rap routing Protocol uses K-Clique community detection algorithm which
was designed for a static binary graph. DTN is a dynamic graph in which the connec-
tions between nodes keep changing. In this paper, we have introduced an Adaptive
Approximate Algorithm to detect communities in a network for Bubble Rap routing.
This algorithm detects community using the information of the current network and
the previous network structure of the community. For the more cohesive structure
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of the community, the frequency-duration utility value is used. From the simula-
tion results, we conclude that our applied Adaptive Approximate bubble rap has the
performance which is better as compared to the traditional Bubble Rap Algorithm.
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Abstract In today’s technical era, automation is the most important sector where
unbelievable progress and growth is shown in all over the world. In all field including
home, industry, domestics, agriculture, transport, etc., the automation is reducing
the physical work of human being and also it reduces the error in executing the
work/operation. This paper presents the automatic control of electrical loads based
on the atmospheric conditionwhere the load is located (smart home/office/conference
room). The controlling of the electrical loads will be wireless, and microcontroller-
based control methodology is adopted. In addition to the control of the loads, the
surrounding atmospheric conditions will be monitored with the help of sensing
devices which will be used as feed for controlling the devices. And based on the
response obtained from the sensing devices, the microcontroller-based kit will send
command to the electrical appliances concern so that operation of which will be
controlled. Two-way supply will be given to the load that one from conventional
(EB) and the other from solar system. The supply will be connected based on the
availability of the source.
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1 Introduction

1.1 Introduction to Automation Technology

In the today’s technological era, the automation is of the fast-growing field where
the automation takes place almost in all sectors which include home automation as
well. According to the field of the nature of the industry/home, it may go for process
automation and or product manufacturing automation. The automation implemented
in the industry also reflects in home/office appliance automation becausemany appli-
ances are also used in home/office which can be controlled automatically. At the
present technological era, more than 80% of the homes have more than one elec-
trical and or electronic appliance. These appliances are controlledmanually at present
on need base. But now there are much technology controls, or the electrical and elec-
tronic appliances are operated in home/office for effective and efficient utilization
[1]. The main purpose of the automation is to use the appliance in an efficient and
effective manner. The automation at home will save the energy and money as it will
work in efficient manner with zero time delay.

The product which will be made with this technology can help the human beings
to have effect control of their home appliances for energy saving and money saving.
This paper presents the control of appliance used in home/office with the help of RF
technology. There are four appliances taken in this paper tomonitor, control, ON, and
OFF as and when required. This proposed module includes GSM module, wireless
transmitter and receiver, and microprocessor and main circuit hardware. Wireless
Based Device Control.

1.2 GSM Technology-Based Device Control

The GSM system has been widely used in the wireless communication field with the
different operating frequencies (850, 900, 1800, and 1900 MHz) for the purpose of
mobile phone voice and data communication service. The GSM system is a digital
system, and it uses the concept of time division multiple access (TDMA) technique,
which works on the principle that the different time slot is provided for each users,
but the operating frequency remains same (Fig. 1).

In this paper, the GSM technology has been used to send and receive SMS through
the registered mobile phone based on the operating condition of the electrical appli-
ances placed in home/office/conference hall. The operating conditions of the elec-
trical/electronic appliances have to be changed in accordance with the condition of
the atmosphere. If there is any change in the atmosphere condition in the place where
the electrical appliance has been located, the corresponding sensor will provide the
information to the controller, and according to that, the control action will be taken
by the controller. The same will be sending as SMS to the registered GSM-based
mobile phone sim.
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Fig. 1 Test circuit GSM technology

1.3 Temperature Measurement by Temperature Sensor

The regulation of the fan and need of the cooling in AC will be monitored and
controlled based on the temperature in the specified area. For this purpose, the temper-
ature is continually monitored. Figure 2 represents the test circuit for the purpose of

Fig. 2 Test circuit of
temperature sensor
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temperature measurement. The module used here is of thermometric ZTP 188MA
thermopile IR sensor. The output of the sensor is very high, and there is no need
of any recalibration.. The output of the sensor would be temperature-compensated
8 line arrays. Number of wires needed for this sensor is 4:2 for output, 1 for power
supply, and 1 for ground. The calibration of the device has been done with high
accuracy.

1.4 Smoke Detector and Its Operation

The smoke detector sensor shown in Fig. 3 is been used in the project in order to
switch off the all electrical load so that any further fire hazard does not take place.
In this system, if any smoke is detected, then the smoke detector circuit will detect
it, and based on the finding, the alarm will be given in addition to the switch off of
the all loads. In addition to this, the information will also be sent to the registered
mobile number so that further action in this can be taken. There are different types of
smoke sensors like optical smoke detector, ionization smoke detectors, etc., which
are used in finding and detecting the fire incidence. In this paper, the ionization smoke
detectors have been used for the purpose of fire detection, and circuit arrangement
of the same has been shown below. In comparison with the photoelectric alarm, the
ionization-type smoke sensors are most suitable and provide better response to the
flaming fires. However, the ionization-type alarms are not providing faster response
to the smoldering fire. The cost need to provide safety against fire is concern is high
if the fire alarm is not provided.

Fig. 3 Smoke sensor circuit
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Ionization chamber is placed inside the detector. This is open to the air filled
with ions which, in this case, are atoms that have lost electrons to make positively
charged nuclei. Chemical element called small piece is kept inside the chamber, and
it is named as americium. Radioactive particles come out from americium, which in
turn enter into the detection chamber. Now, positively and negatively charged ions
are formed in the detection chamber. The ions and electrons move in the opposite;
it means that a current flow takes place among the electrodes, and hence, the alarm
remains silent. Smoke particles will be detected in the detector if the fire accident
took place and the smoke particles start to clog up the ionization chamber. As a result
of this, the electric current flow has been got off. Now, the alarm circuit is activated
and it sounds the alarm. After the clearing of the fire, the detection chamber will be
cleared and the alarm circuit comes to the initial position; thus, the alarm stops the
sounds. In this way, the smoke detector functions and provides safety to the human
being inside the home/office/conference hall.

1.5 Light Sensor for Brightness Control

This project provides options for the automatic adjustment of the light intensity
according to the need of the brightness on that particular place. This can be achieved
if the light intensity of the place is continually monitored. For this purpose, the light
sensor device has been used. By providing proper window arrangement during the
construction of home/office/conference hall, the need of ON of electrical light would
be avoided if the sun light is available during the day time. Varieties of light illumina-
tion control sensors are available in the market which would sense the illumination of
the light, and accordingly, it sends the signal to control device for the proper control
of the light illumination. There are many light sensors like photocell/photoresistor
which works on the principle that its resistance would be affected according to the
light intensity falling on them. This change in resistance will provide corresponding
electrical signal in the form of voltage/current which would be used as control signal
for the illumination control of the light illumination. The light sensor is shown in
Fig. 4

Digital cameras and night version devices use the charged coupled device (CCD)
as the light sensing device. The automatic control of brightness of different display
systems is widely using the ambient light sensors as sensing device. These sensors
will detect the light intensity in the room/hall and send the input signal to the
controller for the purpose of controlling the brightness of the illumination device.
Microcontroller will take action accordingly.
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Fig. 4 Schematic diagram of the light sensor

2 Proposed Wireless-Based Automation System

2.1 Circuit Description and Working

This paper designed an automation systems with GSM technology and
controller, in which different electrical and electronics appliances located in
home/office/conference hall are operated and controlled using microcontroller as
control device [2]. It is GSM-based technology, and hence, the working of the
proposed system starts with the turn ON of the GSM module transmission and
receiving systems. The schematic figure is shown in Fig. 5. The main purpose of
doing this is to avoid the junk data or clearing of junk data. After the successful
pairing of the transmitter and receiver modules of the GSM technology, the display
system attached with this proposed system will glow as an indicator. At this moment
onwards, the detector output pin would indicate it is in a high logic till any button of
the transmitter is pressed.

Now, turn ON of the microcontroller the OFF of the all loads as it receive logic
high signal from the receiver. The LED display systemwill indicate the current status
of the condition of the all the loads. The microcontroller will turn ON/OFF of the
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Fig. 5 Schematic diagram of the proposed method

corresponding electrical/electronic appliances if the corresponding button is pressed
in the transmitter. In addition to just ON\OFF of the loads/devices, the operating
conditions also changed with the help of the input signal coming from the corre-
sponding sensors like temperature sensor, illumination sensor, fire indicating sensor,
etc. If the same button is pressed once again, the microcontroller will turn OFF the
load.

The microcontroller used here is of 8051 family, and its block diagram along with
the basic architecture of the same is shown in Fig. 6. The Atmel AT89C51 made as a
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powerful microcontroller in order to provide a high-quality cost-effective solution in
controlling the electrical and electronics appliance controlled based on the embedded
system, by combining a versatile 8-bit CPU flash on amonolithic chip. By doing this,
the AT89C51 has been enhanced to provide the standard features of the controller.

2.2 Microcontroller AT89C51

In addition, the design of the AT89C51 is done with logic operation to save the power
[3]. The function of the CPU will be stopped during the ideal mode while allowing
the other devices like RAM, timer/counters, serial ports, and there will be an interrupt
in continuous function. RAM counts are saved, but the other functions are stopped
till the next hardware reset command comes, during the power down mode.

2.3 Programming Algorithm

The address mode, data, and control signals of the AT89C51 have to be set in accor-
dance with the flash programming mode and the proposed project circuit diagram.
The steps which will be followed in the programming are as below [4].

1. The input data of the program will be given in the desired memory location on
the address line.

2. The input data lines will be given with corresponding data byte.
3. Control signal of the correct combination must be activated according to the

circuit diagram working.
4. To make a high-voltage programming mode, set the EA/VPP to 12 V.
5. The ALE/PROGwill be given pulse to program the controller. The cycle of byte-

write is auto-timed and generally does not take time more than 1.5 ms. The steps
are repeated from 1 to 5 until the objective is reached.

a. Data Polling and Ready/Busy: The AT89C51 features data polling to indicate
the end of a write cycle. During a write cycle, an attempted read of the last
byte written will result in the complement of the written datum on PO.7.
Completion of cycle will evaluate the actual data and initiate the new cycle.
Data polling will take place at any instant, and write cycle will be initiated.
The READY & BUSY output signal will monitor the progress of byte
programming. P3.4 set as low, whereas ALE set as high is a busy indica-
tion during programming, and it would be vice versa once programming is
done as the ready indication.

b. Program Verify and Chip Erase: If lock bits LB1 and LB2 have not been
programmed, the programmed code data can be read back via the address
and data lines for verification [5]. The lock bits cannot be verified directly.
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Verification of the lock bits is achieved by observing that their features are
enabled.
With the creation of better and actual proper control signals, and by setting
the ALE/PROG as low for 10 ms, the flash array is electrically erased. The
code array is written with all “1”s. Before reprogramming the code memory
the controller the chip erase instruction must be operate [6].

c. Reading the Signature Bytes and Programming Interface: The signature bytes
are read by the same procedure as a normal verification of locations 030H,
031H, and 032H, except that P3.6 and P3.7 must be pulled to logic low.

d. With the generation of proper control signal combination, the each and every
byte of the flash arraymay bewritten and erased. The cycle of write operation
is auto-timed, and once it starts, it will automatically time itself to completion
[7]. Major programming details can be collected from the local supplier.

3 Proposed Wireless-Based Automation System

3.1 Hardware of the Proposed Method

The hardware is shown in Fig. 7, and the same has two modules, namely one is the
main module and the other one is the remote module.

Fig. 7 Hardware image of the proposed method
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4 Conclusion

GSM-based device control technology has been used in this paper to control and
automatic operation of the home/office appliances. There are four home appli-
ances (motor, mobile charging, bulb, and blank supply) which have been controlled
using the proposed GSM-based device control technology module. Microcontroller
AT89C51 is used as part of programming and controlling device. The controlling of
the electrical loads was by wireless, and microcontroller-based control methodology
is adopted. In addition to the control of the loads, the surrounding atmospheric condi-
tion was monitored with the help of sensing devices which was used as feedback
information for controlling the devices. And based on the response obtained from
the sensing devices, the microcontroller-based kit sends command to the electrical
appliance concern so that operation of which would be controlled. Two-way supply
was given to the load that one from conventional (EB) and the other from solar
system. The supply was connected to the load based on the availability of the source.
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A Comprehensive Study on Vehicular Ad
Hoc Networks: Architecture, Security
and Privacy Challenges, and Future
Trends

Upendra Singh

Abstract The vehicular ad hoc network (VANET) is an interesting research area
in the domain of mobile ad hoc networks (MANET). The VANET is a subform
of MANET which composed of several vehicles, wireless gadgets, and roadside
base stations. Through a wireless strategy, they interact with each other to create
a smart and secure transport system. Due to high mobility, dynamic topology, and
no power constraints, VANET is much attracted to both researcher and business
persons. Regardless of its facilities and advantages, it suffers from many security
and privacy issues which needed more focused on. In this paper, we have discussed
security and privacy aspect of VANET. In this paper, VANET architecture, VANET
models, security and privacy requirements, application of VANET, and other aspects
are investigated. Additionally, we also provide some open issues and future trends,
which still create a barrier for the wide adoption of VANET. The given security and
privacy challenges and solutions will provide directions to researchers for designing
a more secure and reliable VANET system.

Keywords Vehicular ad hoc networks (VANET) · VANET architecture · VANET
characteristic and applications · Security requirements · Security and privacy issues

1 Introduction

Nowadays, due to the development of the vehicle industry and wireless communi-
cation technology, VANET becomes new interesting and promising research area. It
is a self-organized and distributed networks deployed for communication between
vehicle-to-vehicle or vehicle-to-roadside base stations. It is a specialized form of
MANET which consists of several autonomous mobile nodes. For the communica-
tion between mobile nodes, all the nodes are connected through a wireless system
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and arranged in random order. The capabilities of wireless networks and vehicle
nodes build a robust system for data exchange and efficient network administrations.
The communications and data exchange between nodes can be done using different
tools such as Bluetooth, Wi-Fi IEEE 802.11 b/g, intelligent routing algorithm (IRA),
and WiMAX IEEE 802.10 [1]. VANET builds an ad hoc network to pass the safety-
related information, traffic management, real-time vehicle monitoring, navigation,
and other traveling information which could affect human life. The main application
of VANET is to provide critical medical services where no infrastructure is available
to pass the information for saving of human lives. There are lots of facilities and
services that are available to make human life easier and comfortable.

Due to its characteristics, it differs from other networks. However, along with its
personal and featured services, new emerging security challenges also comes. The
vehicles in the VANET are limited to dynamic road topology while traveling. If the
vehicle is not connected as well as roadside stations, no information is available
to predict the future position of the vehicle. Also, it needed computing, communi-
cation, sensing, and continuous power transmission capabilities to support system
functionalities. Most of the ad hoc protocols do not support all the security require-
ments for large-scale and high-mobility VANET. In safety-critical infrastructure, the
low-security level becomes more vulnerable and attract to the attacker for frequent
attacks. Without prior knowledge of the vehicles, the management of VANET is
another significant issue. For the protection of VANET from attacks, misuse, and
threats, some standard security protocols are needed. In the VANET mainly, two
entities are involved, a vehicle which are moving nodes and access point which are
roadside fixed point connected through the Internet.

From the above discussion, we have found several design and security challenges
of VANET. Lots of articles [2–8] are presented to solve these issues and provide
a reliable and secure routing protocols. For instance, in [9, 10], author presents
secure routing issues in VANET. They also compare the performance of the routing
protocols. Hernández et al. [11] proposed routing protocol for traffic management.
This concept is based on autonomous agent architecture, which provides a decision
support system for real-time traffic management using knowledge-based similarity
approach. Torrent-Moreno et al. [12] proposed a method to improve the reception
rate and measure the probability of successful reception. They provide high prior-
ity access in emergency cases. Sung et al. [13] develop an authentication technique
to preserve the privacy of the VANET. The vehicles communicate with each other
as well as roadside stations so that a mutual authentication protocol and traceabil-
ity system is developed. In [14], several models to save energy consumption in
the multi-hop machine-to-machine communication were discussed. They provide an
overall look on shortest-path-based energy-efficient routing algorithms for VANET.
In [15], author developed an efficient communication channel for real-world high-
way in VANET environment. The obstacle-based channel model is used to make a
realistic and sophisticated model. In [16], authors proposed energy-aware quality of
service (QoS) model. The queuing model and routing algorithm is used to provide
real-time data transmission path at a low cost. In [17], authors proposed a security
algorithm to ensure on-time delivery of packets without loss. The new safety routing
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technique named as VANSec resists different types of threats and attacks to secure
the VANET nodes. This approach is based on the trust degree of the communication
nodes. The authentication of new vehicle node who wants to join the network is an
important security challenge. Each node carefully permitted to enter a new strange
node in the large vehicle network. View of this security challenge, the authors [18]
proposed a secure authentication method which is based on the trust degree of the
joining node. The trust computation is based on the direct and indirect behavior of the
node. The indirect behavior of the node is computed based on the recommendation
approach. In [19], authors address the conditional privacy-preserving authentication
security issues present in the vehicle devices. To solve this problem, they proposed
the identity-based cryptography framework as an authentication solution. They also
achieved non-frameability and improved version of an authentication mechanism
which is distributed to every roadside units. In [20], authors address different V2V
routing architecture which is used in the intelligent transportation system without
interference of roadside units. They implemented all the routing protocols on Opnet
simulator to know the best routing algorithm. After that, they demonstrated that the
proposed routing algorithm without roadside units performed well manner which
improves the security model. In [21], authors solve the security problem arises due
to rogue node present in the VANET. They proposed identity-based cryptography
which manages the digital identity of the vehicle as well as users in the network. The
authentication is done separately by using two authority centers and communicate
securely via the proposed method. In [22], authors solve the security problem arises
due to Sybil attacks. They proposed a Sybil attack detection method based on the
signal strength variation received by the other node. The localization of other com-
municating nodes is used for the authentication purpose. In [23], authors address
spoofing and forgery attacks. They introduce key insulation in the proposed method.
Vehicles could update their secret keys periodically with the help of a device named
as helper device. The forward and backward secrecy was accomplished in this man-
ner. Furthermore, to enhance efficiency, elliptic curve activities were incorporated.
Random oracle model is used to show the safety of the proposed system. In [24],
authors proposed a technique for the authentication of safety and non-safety mes-
sages. The main objective of this information sharing is to reduce road accidents by
alerting the driver to unexpected hazards. The proposedmethod used social networks
to create an active topology from all possible users in the profile of the sender, who
are active at a specific point in time.Message authentication is achieved by providing
a profile of the user and quick response code (QR code) technique. This proposed
architecture is used from the car dashboard.
The main contribution of this survey paper is summarized as follows:

• This comprehensive study considered all the aspect ofVANETsuch as architecture,
applications, characteristics, security requirements, and attacks.

• VANET architecture with different topologies is considered for the evaluation
purpose.

• The security and privacy challenges of VANET are analyzed to provide an efficient
and reliable communication network.
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• The given direction and future trends will help to model a secure and trustworthy
system.

The rest of the paper is summarized as follows: In Sect. 2, the architecture of
VANET is discussed. In Sect. 3, we have listed out application and characteristic of
VANET. The security and privacy requirements of VANET are discussed in Sect. 4.
Possible security attacks are listed out in Sect. 5. After that, we have analyzed the
security and privacy issues of VANET in Sect. 6. In Sect. 7, we have summarized the
analysis of the work. The open issues and challenges present in Sect. 8. At last, the
conclusion is discussed in Sect. 9.

2 Architecture of VANET

In this section, we have discussed the architecture of VANET. In real-time scenario,
VANET has no fixed architecture or topology that must be followed by VANET. A
simple VANET architecture is presented in Fig. 1. In general, VANET architecture
must contain three main components:

1. Mobile component: This component consists of two different types of nodes. First
one is the vehicle node such as car and bus, and another is a mobile node such as
navigation device or smartphones.

2. Infrastructure component: The roadside infrastructure and central infrastructure
are considered as an infrastructure component. The roadside infrastructure con-
sists of roadside units such as traffic lights, and central infrastructure consists of
traffic and vehicles management center.

3. Communication channel: Radio waves frequency are higher than infrared light
so that it can be used for the communication in VANET. The CAR-2-X commu-
nication system is also used in VANET.

Communication model in VANET : The communication model in VANET is cat-
egorized as follows [26]:

• In vehicle communication model, each component of the vehicle communication
with each other to know the performance of the vehicle such as speed, vehicle
parts conditions, alert message generator, driver conditions, and its behavior.

• In vehicle-to-vehicle communication system, two different vehicles communicate
with each other to data exchange for safety and assistance purpose.

• In vehicle-to-road infrastructure communication is used for real-time traffic mon-
itoring and weather updates, which is sent to the vehicle drivers.

• In vehicle-to-base station communication is used to know more information or
history of the road traffic and active driver tracking.
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Fig. 1 VANET architecture [25]

3 Application and Characteristic of VANET

The VANET has many application in today’s world which fulfill user requirements
[27, 28].VANET supports awide range of applicationswhich can be changed accord-
ing to user needs. Some of the main application of VANET is listed as [28–30]:

• VANET is used to increase traffic safety while driving by giving an alert message
to the driver in advance.

• It can be used to reduce the traveling cost and traffic congestion.
• VANET environment provides a comfort and quality travel experience.
• It supports medical emergency cases by sending an emergency alert message to
the responsible person for saving of human life.

• It can be used for management of traffic light during the traffic density increase or
decrease.

• It is also used to manage parking facilities in a shopping mall or airport.
• It can be used to make high occupied vehicle lanes in a self-organized manner.
• It is also used to manage and store the parking schedule data.

The following characteristic and features are supported by VANET [31, 32]:

• The VANET nodes are moved at a very high speed. So, high-mobility feature can
lead to many other issues.
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• The high-mobility feature rapidly changes vehicle positions. So, VANET environ-
ment includes dynamic network topologies.

• To support all the functionalities, there is no power and storage constraints.
• It provides on-demand applications and services in a virtualized and elasticmanner.
• The VANET size is potentially large and worldwide implemented. So, the VANET
size is unbounded.

• The timely delivered is an important feature in VANET. When the information is
available, it is delivered within a given time.

• The dynamic nature of the network and the generated information are also fre-
quently changed.

• All the communication is done through wireless.
• The density of the network depends on the traffic density and number of the vehicle.
• The computation and sensing capability are very high.

4 Security and Privacy Requirements of VANET

In the VANET architecture, each component, especially vehicle nodes, is connected
through a wireless system. Also, the data are stored in a remote location and accessed
through the Internet. It must be ensured that all the components know the security
and privacy aspect to make a more robust and efficient system. There are several
features available in the VANET. But, the dynamic nature of the VANET does not
fulfill all the security and privacy requirements. It should be required to analyze all
the security and privacy services and goals to design any robust system, i.e., we have
listed out some security and privacy requirement of VANET, which is essential for
developing the system.

• InVANET, authentication is oneof the basic security requirements.Before entering
into the network, the entry point identity checking is necessary. The authentication
mechanism fulfills these needs.

• Themessage integrity must be ensured and cannot be modified by an unauthorized
entity.

• The data confidentiality ensured the data could not disclose in front of any unau-
thorized entity.

• The availability of the data improves the adaptability of the VANET.
• The VANET information such as user identity or location of the device should be
preserved.

• Non-repudiation ensured the sender and vehicle identity and approved themessage
source.

• Access control must be needed to restrict the user access privileges.
• To preserve vehicle privacy, non-traceability and anonymity are also required.
• During the communication, mutual authentication is needed to ensure the security
of the communication link.
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• The device and alert message generator should be flexible for emergency medical
cases.

• The message and nodes (vehicles) authentication improved network security.
• A share session key must be established for secure data exchange.
• Freshness of the data improves the system reliability and service experience.
• The VANET must support all the secure routing protocols and follows all the
security standards [33].

5 Security Attacks in VANET

In the VANET architecture, each component is connected through wireless and
accessed by the remote location. Due to this, the security of the system may hamper
by an attacker. This section listed out most of the security attacks which is performed
by an attacker for compromising the security of the system [34, 35].

1. Denial of Service: The attacker sends a large number of false request to make the
service shut down or unavailable.

2. Data spoofing: An attacker gets the useful information about the vehicle/driver
such as the location of vehicle or user identity to gain access in the network.

3. Vehicle data modification: An attacker somehow enters into the network and tem-
pers the sensor information, modifies the vehicle location, hampers the security
services, or appends some bogus information into the networks.

4. Masquerading: An attacker somehow gets the credentials of a valid user or using
the false identities he may access all the privileges of an authorized user.

5. Wormhole: An attacker creates a tunneling packets to control at least two vehicle
nodes from each other by sending correctly signed packets to the destination.

6. Information leakage: An attacker gets sensitive information about the user and
vehicles such as user credentials, vehicle locations, financial conditions, etc. This
information is opened in front of some unauthorized user to perform the attack.

7. Sybil attack: An attacker showsmultiple identities at the same time to gain access.
For instance, an attacker sends traffic jammessage to different users usingdifferent
identities.

8. Bush telegraph: Insertion of bogus packets into the network is considered bush
telegraph attack. In this attack, the attacker considers a multi-hop wireless net-
work. The attacker inserts small bogus packets at the source hop and in each hop
the size of the bogus packet, and at the last hop, the error may be large. It means
the insertion of a small bogus packet creates great serious harm in the network.
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6 Security and Privacy Issues

VANET facilities provide a network topology in which different application is imple-
mented to provide the service. All the devices and components are communicated
with each other and followed several security standards such as IEEE Std 1609.2-
2016, WAVE Internal Security Services, and Certificate Revocation List (CRL) Ver-
ification Entity (CRLVE), and Peer-to-Peer Certificate Distribution (P2PCD) Entity
(P2PCDE). But, due to location difference and high mobility, such security standard
contains some security and privacy flaws. In this section, we have summarized the
following security and privacy flaws [36–42]:

1. Authentication of the user and devices (vehicles) is compulsory to make the
system reliable and secure [43]. The VANET environment is open and highly
dynamic. After a certain time, the network density and location of the device may
be changed. So, a secure and strong authentication mechanism must be imple-
mented. Author [44] proposed anonymous authentication model for VANET,
which is based on the probabilistic approach. Due to weak authentication, the
user credentials and access privileges may be explored. All the communication
is done with the help of the application interface, so the application-authenticity
is also required.

2. Security of the location information is another issue in VANET environments.
All the connection and communication depend on the location of the vehicles.
Most of the application uses the location information to send emergency alert
message, traffic support, driving assistance, etc. In general, three models are used
to validate and provide integrity of the location information [25].

3. In VANET, the vehicles are communicated with each other as well as roadside
infrastructure. The security of the communication channel is an important security
issue because a safe and secure communicationmaintain the privacy of the entities
as well as provide faster services. The signals jamming, send forgery messages,
dropping or modify message are some issues in this category. ElGamal signature
scheme, digital signature, shared session key, and mutual authentication are some
security solutions which provide secure communication.

4. Vehicular infrastructure is another security issues becauseVANETdoes not follow
a fixed topology. Each time new vehicles are registered into the VANET. So,
there is a need for robust key management in which each registered vehicle are
assigned security key for the communication. This scheme follows three steps:
key generation by a certificate authority, key verification, and key revocation.

5. The VANET consists of different heterogeneity environment which includes dif-
ferent devices, GPS, wireless transceiver, onboard devices, radars, etc. These
devices are worked on a different platform and used different security protocols.
Also, for communication, they follow different communication protocols and
have different working speed. Due to these reasons, the security may be hamper
because implemented security solution is differed and does not follow a standard
security solution.
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6. The security of the data is also an important issue. The data are stored in a
centralized server for future analysis purpose. These stored data contain some
sensitive information. So, for the security purpose, itmust be required all the stored
data are encrypted with secure private keys and only accessed by an authenticated
user. If the stored data are modified or leak, then it is vulnerable to the system.

7. An access control mechanism is required to restrict the access on the resources in
the VANET. The authentication process checks the entity is valid or not. But, after
the authentication, access control defines the level of access, quantity of accessed
data, etc., based on the vehicle condition, roles, and capabilities.

8. Trust management between all the communicating entities is essential. Without
trust, communication is not possible. This can be achieved by using different
metric such as QoS, secure, and user-friendly infrastructure.

9. Secure and energy-efficient routing protocols are another security issue. Lots of
articles are present to solve this issue.

7 Analysis of the Literature Work

We have analyzed several works which are proposed for providing the security in
VANET. All the works are summarized in Table1.

8 Open Issues and Challenges

In the above sections, we have discussed lots of security and privacy challenges.
Several works have been done to provide a secure VANET environment. However,
we have found several challenges which still exist and remain unsolved. Such open
issues and challenges are:

• In VANET, all the nodes are connected through wireless technology. So, the dis-
connection between the vehicles is a challenging issue.

• The VANET architecture consists of several small and large devices which have
different security and working protocols and platforms. For each device, the chal-
lenge is to define security and working platform.

• Several secure routing protocols have been proposed for secure routing. But, this
issue still presents in VANET. A routing protocol that follows all the security
standards is still not available in the VANET architecture.

• To improve the adaptability of the VANET, the systemmust be flexible and robust.
The safety alert message will reach in minimum time with low energy.

• The performance of the behavior analysis can be improved for safety and assistance
purpose.

• The user-friendly application and its security are vulnerable from several threats.
• Efficient and low-cost routing protocols are required in the future.
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Table 1 A summary of the related works

Paper Year Topic discussed Purpose Proposed approach

[8] 2007 System model, attacks,
and some security aspect

Provide security to
VANET

Public key infrastructure
based authentication
mechanism

[5] 2008 Routing protocols Efficient routing
protocols for rural area

Epidemic routing and
border node-based
routing

[13] 2008 Authentication and
security requirements

Proposed audit-able and
privacy-Preserving
authentication protocol

Mutual authentication
and message
authentication code

[45] 2011 Access approaches Improved the channel
access

Changed MAC layer
formation, dynamically
self adaptive based omn
context

[46] 2011 Security architecture and
key management

Secure communication PKI and pre-group
approach

[3] 2012 Routing protocols Scalability in routing Hybrid location based

[47] 2012 System model and
channel allocation
procedure

Save the energy while
allocation of channel

Learning automata
(LACAV)

[48] 2014 Key management and
cryptographic approach

Key management for
group communication

Dynamic secret sharing
(EDKM-DSS)

[49] 2016 Access control Self schedule access
control

Time division multiple
access and frequency
division multiple access
approach with cognitive
radio techniques

[50] 2017 Trust management Secure information
exchange with trust

Neighbor
communication based

[6] 2018 Routing protocols Secure and reliable
routing protocol

Virtual backbone based

[7] 2019 Routing protocols Management of traffic
network

Greedy routing protocol

• The security aspects, such as privacy of the location, data, and entity verification,
attack resistant mechanism, are some of the key points for future research.

9 Conclusion

The VANET is a new promising technology composed of many technologies such as
wireless technology, vehicle technology, and ubiquitous sensing devices. It provides
several features and applications with the help of the Internet, storage, virtualization,
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and computing power. But, due to the dynamic and open nature of the network, the
model has many security and privacy challenges.
In this paper, we have discussed VANET architecture, security attacks, and secu-
rity and privacy requirements. After that, we have analyzed security and privacy
issues such as authentication, trust, secure communication, and location privacy.
After the analysis, we have found some security challenges, which is still unsolved.
The reviewed and highlighted research challengeswill be helpful for further research.
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Performance Analysis of Hybrid
Diversity Combiner Over Nakagami-m
Fading Channels—A Review

Prabhat Kumar, Karan Arora, Mohammad Irfanul Hasan,
and Shalini Singh

Abstract Various papers on the analysis of hybrid diversity combiner are available
to improve the mean output SNR at receiver end. In this paper, we will provide
the review on performance of hybrid diversity combiner over Nakagami-m fading
channels. This paper also reviews a mathematical expression for analyzing mean
SNR gain and outage probability of hybrid diversity combiner.

Keywords Maximal ratio combining · Mean output SNR · Moment generating
function · Outage probability · Selection combining

1 Introduction

Need for the wireless communication utilities, such as wireless mobile phones,
Internet satellite television, etc., is growing rapidly. These services require tremen-
dous data rate with reliable communication, which is a difficult task as the wireless
system works over fading channels [1]. Due to fading, the signal strength decreases
as signal travel over a long distance. Therefore, the availability of multipath is neces-
sary, because we create multipath so that if one path experience more fading, then
another path has less [2]. In multipath transmission, we transmit an identical signal
through the different paths so that if one signal goes under more fade, then others
have less [2]. Therefore, multiple paths at the receiver end, which is required to
combine. Thus, there are different basic combining techniques available in literature
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like selection combining (SC), maximal ratio combining (MRC), and equal gain
combining (EGC) [2]. The main idea behind receiver diversity is that by receiving
several uncorrelated classes of transmitted signals so that at any one time all class
would be suffering from more fading is very small and thus SNR at receiver would
be enough for detection with a low probability of error [3].

Tremendous works have been done on the analysis of hybrid diversity combiner
over Nakagami-m fading channels [4–6]. The paper presents related work done in
this field. We will summarize some related work in this paper.

The pre-detection and post-detection combining techniques of selection diversity
having multiple antennas for millimeter wave communication have been proposed
in [7]. Analysis of a coherent receiver with hybrid diversity (SC/MRC) over the
Nakagami-m channel is given by in [8]. This paper compares the performance of
SC, MRC, SC/MRC for different value amounts of fading m is done by [8]. Closed
form expressions are derived to analyze the performance of MRC having L number
of correlated branches in Nakagami-m fading [9]. The expressions for the capacity
of Nakagami-m fading channel with diversity is provided by [10]. The author in [5]
discussed anMGF-based analysis of hybrid combiner over Rayleigh fading channels.
The expression for mean SNR and the outage probability is proposed for GSC in
[5]. The analysis of a hybrid diversity combiner having gaussian errors and the
decrease in average symbol rate performance compared to the ideal case is done by
the author [11]. Expressions are obtained for the probability density function (pdf),
cumulative distribution function (CDF), moment generating function (MGF) of the
hybrid combiner (SC/MRC), andmean output SNR gain [11]. This paper reviews the
already published result on the performance analysis of hybrid diversity combiner
(SC/MRC) over Nkagami-m. We will consider generalized Nakagami-m channel
and we review closed form expression for mean SNR gain and outage probability of
hybrid combiner (SC/MRC). This paper considers the generalized equation in terms
of the amount of fading (m).

1.1 Diversity Combining Techniques

Diversity approaches are used in fading channels to reduce the effect of fading [3].
It consists of numerous identical information bearing signals over various branches,
and then we combine these branches to enhance the overall instantaneous or average
received SNR [3].

For combining the different signal from different path having independent fading,
following pure combining techniques are used [2]

(a) Selection combining (SC)
(b) Equal gain combining (EGC)
(c) Maximal ratio combining (MRC).
(a) Selection Combining (SC)
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It is one of the simplest diversity approaches in which all the incoming signals
from different paths are observed and the signal having maximum SNR is given to
demodulator [2]. Therefore, SC is not a combining process but a selection process
from the multiple received signals. However, obtaining SNR is hard because the
selection is to be made in a small time. When the average power of noise is equal on
each branch, the selection of the branch with the highest SNR is similar to select the
branch with the highest received power [3, 12].

(b) Equal Gain Combining (EGC)

In this technique,wegive equalweight coefficient to each signal ormostly unity,make
them co-phased and after that, we merge or sum up each signal [2]. The performance
of EGC is slightly inferior to the MRC. However, EGC is less complex compared to
the MRC as the estimation of amplitude is not required [3].

(c) Maximal Ratio Combining (MRC)

InMRC, signals are initially co-phased, differentweights are given and then summed.
For maximizing the received SNR, the weights are selected proportional to the indi-
vidual signal strength. The weights applied to the branches have to be provided
according to the SNR. MRC is known as the optimal diversity approach to combat
fading [3]. However, the disadvantage of MRC is complexity because it requires
knowledge of all branch parameters like fading amplitudes, phase, and delay.

1.2 Mean SNR Gain Calculation for SC, EGC and MRC

(a) Selection combining (SC)

As we know that when we transmit a signal over wireless channel, it has some noise
content which gets added in channel, hence [2, 12]

z(t) = αx(t) + n(t)

where n(t) is AWGN noise, z(t) is the received envelope of the signal, x(t) is
transmitted signal,α is fading amplitude.

SNR of the received signal is given by [2]

E
[
α2x2(t)

]

E
[
n2(t)

]

γ = α2Es

N0
(1)
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γ̄ = α2 Es

N0

= β
Es

N0

where γ̄ is the averageSNR,γ is the receivedSNR,β is themean square fading ampli-
tude, and Es is the symbol energy. As we know that fading envelope for Rayleigh is
given by [2]

pα(α) = 2α

β
e− α2

β , α ≥ 0 (2)

where β is the rms value of the collected voltage. By change of variable

pγ (γ ) = pα(α)

g′(γ )
(3)

g′(γ ) = 2α
Es

N0
(4)

Now from (1), we have

α =
√

γ
N0

Es
(5)

Putting this in Eq. (4), we get

g′(γ ) = 2

√
γ γ̄

β
(6)

Putting this in Eq. (3), we get [2]

pα =
pα

(√
γ N0

Es

)

2
√

γ γ̄

β

(7)

Now from (2) we have

pγ (γ ) =
2
√

γ N0

Es
e
−
(

γ N0
Es
β

)

2
√

γ γ̄

β

(8)
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pγ (γ ) = e− γ

γ̄

γ̄
, γ ≥ 0 (9)

This is the required pdf of Rayleigh distribution.
Now, the probability of getting a signal having SNR lower than any threshold

value γth is

pγ

[
γ ≤ γth

] =
γth∫

0

pγ (γ )dγ (10)

By using (9) in (10) and solving this, we will get [2]

(
1 − e− γth

γ

)
(11)

Now, clearly probability of M number of signal having SNR greater than γth is
[2, 12]

Pγ

[
γ > γth

] = 1 −
(
1 − e− γth

γ̄

)M

PM(γth) = M
(
1 − e− γth

γ̄

)M−1[
e− γth

γ̄

] 1
γth
γ̄

(12)

The mean SNR is given by [2]

∞∫

0

γth pM(γth)dγth (13)

After substituting pM(γth) from (12) in (13) and solving, we get [2, 12]

γ

γ̄
=

∞∑

i=1

1

i
(14)

where γ

γ̄
is mean SNR gain.

(b) Equal Gain Combining (EGC)

The envelope of the collected signal is given by [2]

y(t) =
M∑

i=1

yi (t)
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=
M∑

i=1

αie
Jϕi x(t) + ni (t) (15)

where αi is the amplitude of fading in ith path and ϕi is the phase of ith path and
ni(t) is the AWGN noise.

Assuming that the noise ni (t) is mutually independent in each branch SNR at
combine is [2, 12]

γEGC = E

N0

∣∣∣
∑M

i=1 aiαieJϕi
∣∣∣
2

∑M
i=1|ai |2

(16)

After solving it, we will get [2, 12]

γEGC

γ̄
= 1 + (M − 1)

π

4
(17)

where γEGC
γ̄

is mean SNR gain.

(c) Maximal Ratio Combining (MRC)

The output signal of the ith diversity branch is represented as [2, 12]

yi (t) = αie
Jϕi x(t) + ni (t) where i = 1, 2, 3 . . . , M (18)

Corresponding output of theM linear combining is given by [2, 12]

y(t) =
M∑

i=1

ai yi (t)

Using (18), we will get [2, 12]

=
M∑

i=1

aiαi e
Jϕi x(t) +

M∑

i=1

aini (t)

(SNR)c =
E

[∣∣∣x(t)
∑M

i=1 aiαieJϕi
∣∣∣
2
]

E

[∣∣
∣
∑M

i=1(aini (t))
∣∣
∣
2
] (19)

After solving it, we will get [2, 12]

γ

γ̄
= M (20)
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where γ

γ̄
is mean SNR gain.

1.3 Hybrid Diversity Combiner

A hybrid diversity combiner chooses the strongest signals from two or more than two
branches and combines these selected signals coherently using a diversity approach
like MRC or an EGC [12]. In maximum ratio combining (MRC), the chosen signals
are combined with a weight proportional to the amplitude of the signal collected on
respective branches, whereas in equal gain combining (EGC), the weights on each
branch is the same [12].

Thus, a hybrid combiner is a two-stage processor, where the first stage chooses
the Lc strongest signals from L signals (branches) and the other stage combines these
by applying an MRC (or EGC) [12]. It becomes an MRC or EGC when all branches
are picked at the first stage and becomes an SC (selection combining) when only one
branch is picked [12]. The review expression for the mean output SNR is calculated
below.

As we know that the pdf for output SNR Nakagami-m is given by

fγ (γ ) =
(
m

β

)m
γ m−1

Γ (m)
e− mγ

β (21)

where m is the fading parameter, β is the rms value of the collected voltage. The
joint pdf pγ 1:L , . . . .γlc :L

(
γ1:L , . . . γLc :L

)
of the(Lc ≤ L) is written as [5]

Lc!
(

L
Lc

)[
pγ

(
γLc :L

)]L−Lc

Lc∏

i=1

pγ (γi :L) (22)

where γ1:L ≥ γ2:L ≥ . . . γLc :L , L is the number of branches available and Lc is the
number of branches selected. The moment generating function (MGF) of combined
SNR is given by [5, 12]

SNRγGSC =
Lc∑

i=1

γ1:i is defined by

MγGSC = EGSC
[
eSγGSC

]

= Eγ1:L ,γ2:L ,...γLc:L

[
es
∑Lc

i=1i=1 γ1:i
]

(23)

Putting (22) in (23), we will get [5]
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MγGSC(s) =
∞∫

0

∞∫

γLc :L

. . .

∞∫

γ2:L

pγ1:L , . . . .γLc :L
(
γ1:L , . . . , γLc :L

)
e
s

Lc∑

i=1
γ1:i

dγ1:L . . . dγLc:L

∞∫

0

∞∫

γLc :L

. . .

∞∫

γ2:L

pγ1:L , . . . .γLc :L
(
γ1:L , . . . , γLc :L

)
e
s

Lc∑

i=1
γ1:i

dγ1:L . . . dγLc:L (24)

Hence, the MGF of γGSC as provided in (24) can be obtained in terms of xl as [5]

MγGSC(s) =
∞∫

0

. . .

∞∫

0

px1....xL(x1 . . . .xL)

· es(x1+2x2+···+LcxLC+LCxLc+1···+LcxL )dx1 . . . dxL (25)

i.e., γGSC = x1 + 2x2 + · · · LcxLc + LcxLc+1 + · · · LcxL
As the xl’s are independent, i.e., px1...xL(x1 . . . .xL) =∏L

i=1 Pxi (xi )
We can put this integration in the required product form resulting in the equation

provided below [5]

∞∫

0

. . .

∞∫

0

[
L∏

i=1

pxi (xi ) · esx1e2sx2...eLcsxLc eLcsx2+1 ...eLcsxL

]

dx1 . . . dxL (26)

Grouping terms of index l and partitioning theL-fold integral of (26) into a product
of L one-dimensional integrals, we get [5]

=
⎡

⎣
∞∫

0

esx1 px1dx1

⎤

⎦

⎡

⎣
∞∫

0

e2sx2 px2(x2)dx2

⎤

⎦ . . .

⎡

⎣
∞∫

0

eLcsxLc PxLc
(
xLc

)
dxLc

⎤

⎦ . . .

⎡

⎣
∞∫

0

eLcsxL pxL (xL)dxL

⎤

⎦ (27)

Now, calculating pxl (xl) with substituting (22) for Lc = L, we get

pxi (xi ) =
i
(
m
β

)m
(i xi )

(m−1)

Γ (m)
e
( −mixi

β

)

(28)

Now, putting pxi (xi ) from Eq. (28) into Eq. (27) for i = 1 to Lc − 1 we get For i
= 1 we will get [5]
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∞∫

0

eJωx1

(
m
β

)m
(x1)

(m−1)

	(m)
e
( −mx1

β

)

dx1 (29)

Using Laplace transform, we get [13]

tneat = (n − 1)!
(s − a)n

and putting s = −s

=
(
m

β

)m
(m − 1)!
Γ (m)

1
(
m
β

− s
)m

For i = 2

pxi (xi ) =
2
(
m
β

)m
(2x2)(

m−1)

Γ (m)
e
( −2mx2

β

)

Using (29), we get

=
∞∫

0

2eJωx2

(
m
β

)m
(2x2)(

m−1)

Γ (m)
e
( −2mx2

β

)

dx2

= 2m
(
m

β

)m
(m − 1)!
Γ (m)

1
(
2m
β

− s − s
)m

Similarly, for general case

=
∏Lc−1

i=1

(i)m

Γ (m)

(
m

β

)m
(m − 1)!

(
im
β

− s − (i − 1)Jω
)m (30)

Now, from Lc to L, we get

pxi (xi ) =
∏L

i=Lc
(i)m

(
m

β

)m
(m − 1)!
Γ (m)

1
(
im
β

− s − ((Lc − 1)Jω)
)m (31)

Hence, substituting (31) and (30) in (27), we get required equation for MGF, i.e.,

MγGSC(s) =
∏Lc−1

i=1i=1
(i)m

(
m

β

)m
(m − 1)!
Γ (m)

1
(
im
β

− si
)m
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×
L∏

i=Lc

(i)m
(
m

β

)m
(m − 1)!
Γ (m)

1
(
im
β

− sLc

)m

Now, taking LN and differentiating w.r.t s, we get [12]

Lc−1∑

i=1

mi
(
im
β

− si
) +

L∑

i=Lc

mLc
(
im
β

− sLc
)

Now, putting s = 0 and eliminating the common term, we get mean output SNR
gain as [12],

=
(

1 +
L∑

i=Lc+1

1

i

)

βLc (32)

Now, we can observe from Eq. (32) that the mean SNR gain of a hybrid diversity
combiner is independent of fading parameter m. This means that when we are going
to use the hybrid combiner, then our mean output SNR gain will be independent of
m.

1.4 Outage Probability of Hybrid Combiner (SC/MRC)

The outage probability is defined as the probability that the mean output SNR goes
below a certain threshold value. From the previous analysis, we have an expression
of moment generating function as [5, 12]

MγGSC(s) =
Lc−1∏

i=1

(i)m
(
m

β

)m (m − 1)!
Γ (m)

1
(
im
β − si

)m ×
L∏

i=Lc

(i)m
(
m

β

)m (m − 1)!
Γ (m)

1
(
im
β − sLc

)m

Putting s = −s and eliminating the common term, we get [5]

= [(m − 1)!]
Γ (m)

L−1

(
L
Lc

)

(
β
m

)mLc−m+1

⎡

⎢⎢
⎢⎢
⎣

1
(
1 + sβ

m

)m(Lc+1)
+

L−Lc∑

i=0

(−m)mi
(
L − Lc

i

)

(
s + m

β

)mLc−m
(

s + m+ i
Lc

β

)

⎤

⎥⎥
⎥⎥
⎦

So, the desired pdf can be found by taking inverse Laplace of the obtained
expression which can be done by seeing a similar equation from [5]
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Pout = Prob
[
γGSC ≤ γth

] =
γth∫

0

PγGSC(γ )dγ

Putting the value of the obtained result in the case of pdf in Eq. (33), we get outage
by solving the integration using [12, 14]

PGSC
out =

γth∫

0
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⎢
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(34)

After dividing the entire equation into different parts and solving each part using
the equation [13]

u∫

0

xne−μxdx = n!
μn+1

− e−uμ
∑n

k=0k=0

n!
k!

uk

μn−k+1

we will get the equation for the outage probability of hybrid diversity combiner over
Nakagami-m fading channels and as we know that after putting m = 1 in Nakagami-
m distribution, we get Rayleigh distribution and so, if we put m = 1 in the equation
below, we will get the same outage as of Rayleigh distribution.

= [(m − 1)!]
Γ (m)
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(35)

If we put m = 1 in (35) we get outage as that of Rayleigh because if we put m
= 1 in the distribution of Nakagami-m fading channel then it will become Rayleigh
distribution [5, 12].
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2 Numerical and Result Analysis

Figure 1 shows the mean SNR Gain of different diversity combining techniques
based on the results already derived in [2]. We can observe that the SNR Gain of
MRC is optimum compared to the other two. The mean SNRGain of EGC is slightly
inferior to the mean SNR Gain of MRC but better than that of SC [12]. Comparing
all the three results after simulation, we can say that MRC combining is the optimal
technique as we are giving different gains to different paths according to the need.

Figure 2 shows the mean SNR gain of hybrid combiner (SC/MRC) as already
derived in [5, 12]. We can notice that as we increase the value of Lc, i.e., we are
increasing the number of selected paths, then the performance of hybrid combiner
increases. We can also notice that if the number of selected branches, i.e., Lc is 1,

Fig. 1 Shows the mean SNR gain of SC, EGC, and MRC
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Fig. 2 Shows the mean SNR gain of hybrid combiner (SC/MRC) versus L (number of paths
available)

then we are getting the same result as in case of selection combining (SC) because
selecting one branch havingmaximumSNR is nothing but selection combining (SC).

Figure 3 shows theoutageof hybrid combiner (SC/MRC)overNakagami-m fading
channels. As we can notice that the increase in the number of paths (Lc) leads to a
better outage.

Fig. 3 Shows the outage probability of hybrid combiner (SC/MRC) having L = 5
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3 Conclusion

This paper contains a detailed review of mean output SNR and the outage prob-
ability of hybrid diversity combiner (SC/MRC) over Nakagami-m fading channel.
This review concludes that by applying a hybrid diversity combiner (SC/MRC) for
Nakagami-m fading channel, our mean output SNR is independent of fading param-
eter m. It has better mean SNR gain from SC and EGC, but it will be inferior to
the MRC as we increase the number of paths the performance of hybrid combiner
(SC/MRC) improves. By using this technique, we can reduce the complexity of the
system comparison to MRC with performance slightly inferior to MRC.
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Epileptic Seizure Detection Using
Machine Learning Techniques

Akshay Sreekumar, A. N. Sasidhar Reddy, D. Udaya Ravikanth,
M. Chaitanya Chowdary, G. Nithin, and P. S. Sathidevi

Abstract Epilepsy is a neurological disorder, which causes seizures. Detection of
epilepsy is carried out by analyzing EEG signals. Detecting epileptic seizures from
long-term EEG data is a time consuming and tedious task, which requires vast clin-
ical expertise. Most of the epilepsy detection algorithms available today are highly
patient dependent. In this paper, an efficient and patient independent epileptic seizure
detection algorithm based on machine learning is proposed. We have developed a
method to classify seizure and non-seizure data using different machine learning
algorithms. Time-domain, frequency-domain, and wavelet-domain features are used
in this work. Feed-forward neural network, anomaly detection using multivariate
Gaussian distribution and long short-term memory network are employed to classify
seizure and non-seizure data. CHB-MIT database is used in this study. Long short-
term memory network has given the highest seizure detection accuracy (97.4%) and
the lowest false positive rate (7.88%).
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Keywords Epilepsy · Seizure detection · Long short-term memory network ·
Anomaly detection · Multivariate Gaussian distribution · Feed-forward neural
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1 Introduction

Epilepsy is a neurological disorder, which results in enduring predisposition to
generate epileptic seizures. The epileptic seizure is a transient occurrence of symp-
toms due to abnormal and excessive neurological activity in the brain [1]. The
epileptic seizure leads to unconsciousness of the patient thereby endangering his/her
life during activities like driving, heavy machinery operation, etc. Doctors utilize
the EEG signals of the patient to identify epileptic seizures. Hence, the detection of
epilepsy in the EEG signals is an important task in its treatment. Detecting epileptic
seizures from long-term EEG data is a time consuming and tedious task, which
requires vast clinical expertise and is highly prone to manual errors. In addition, the
presence of artefacts often leads to misinterpretation.

There has been a lot of work done on seizure detection, but most of them use
patient-specific features, which cannot be generalized [2]. Hence, there is a need for
robust patient independent algorithm that can detect seizures with high accuracy and
minimum false positive rate.

The seizure detection involves feature extraction and binary classification of it into
seizure and non-seizure. The important step in getting a good accuracy is selecting a
set of key features, which can easily show the abnormalities in EEG during a seizure.
A survey carried out by Alotaiby et al. [3] suggests that most of the detection and
prediction algorithms used time- and wavelet-domain features. Algorithms which
use multiple domains perform better than the algorithms which use single domain.
In addition, they found that multi-channel EEG data yielded good results compared
to single channel.

2 Methodology

2.1 EEG Database

The EEG data used in this study is from CHB-MIT database [4]. The data was
collected at the Children’s Hospital of Boston, on both males and females aged 1.5–
23. The readings are sampled at 256 Hz with 16-bit resolution. All of the participants
in the study are patients having drug-resistant epilepsy and were being observed in
a hospital setting to judge candidacy for a neurosurgical intervention to prevent the
seizures.
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2.2 Feature Extraction from EEG

Several EEG features are extracted from time, frequency, and wavelet domains. The
extracted features are given below:

2.2.1 Time Domain and Frequency-Domain Features

• Features based on statisticalmoments [5]:Mean, variance, skewness, and kurtosis.
• Features based on amplitude [5]: Rootmean square amplitude, interquartile range.
• Features available in PyEEG library [6]: PyEEG is a Python function library to

extract EEG features. It includes power spectral intensity, relative intensity ratio,
Hjorth parameters, special entropy, singular value decomposition entropy, fisher
information, Petrosian fractal dimension.

2.2.2 Wavelet Domain Features

Wavelet features are calculated from the wavelet coefficients of the decomposed
EEG signal as mentioned in the paper [7]. However, instead of four-level discrete
wavelet transform, we have used five-level discrete wavelet transform of EEG signal
as shown in Fig. 1. The reason for doing five-level discrete wavelet transform is
that the frequency bands of approximate and detailed coefficients closely match to
the five major frequency bands of EEG signal, namely alpha (0.5–4 Hz), beta (4–
8 Hz), gamma (8–15 Hz), theta (15–30 Hz), and delta (greater than 30 Hz). Here,
the coefficients of A4, D4, D3, and D2 correspond to alpha, beta, gamma, and theta
bands of EEG and D1, D0 together corresponds to delta band of EEG.

Fig. 1 Wavelet decomposition of EEG signal
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The features calculated from coefficients are maximum, minimum, mean,
variance, kurtosis, skewness, median, and spectral energies for each band.

2.3 Seizure Detection

2.3.1 Feed-Forward Neural Network

A feed-forward neural network is an artificial neural network wherein connections
between the nodes do not form a cycle. We have used a one-dimensional feature
vector formedusing the above-mentioned features, calculated from3 seconds (3x256
neurons) of EEG data as the input to the neural network.

2.3.2 Anomaly Detection using Multivariate Gaussian Distribution

In anomaly detection, we build a model using available data. We detect anomaly of
a new data, which does not belong to the model.

Let the training set be
{
x (1), . . . , x (m)

}

(x) =
n∏

i=1

p1
(
xi , μi , σ

2
i

) ∼ N (μ, σ ) (1)

where

μ j = (1/m)

m∑

i=1

xij , σ 2
j = (1/m)

m∑

i=1

(xij − μj)2

We choose features xi computed on the raw input that are indicative of anomalous
examples. We then fix the parameters μ, and σ for features. Given a new example,
we compute the probability of the anomaly p(x) and declare it anomaly if p(x) < ε.

The input to this algorithm is a feature vector. In this, we created a multivariate
Gaussian distribution and trained its parameters, mean and variance, on non-seizure
data. Then, we pass our seizure data to the model and get the corresponding prob-
ability value. We tune the threshold such that data samples in the seizure duration
will have probability values less than the threshold.

2.3.3 Long Short-term Memory Network

In order to solve the problem of vanishing gradients in recurrent neural networks
(RNN),we canuse gated recurrent unit (GRU) architecture. In this,wehave amemory
cell and an update gate. Another architecture is long short-term memory (LSTM).It
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is a powerful and general model of GRU. In this, we have a forget gate in addition.
LSTM is the perfect recurrent neural network architecture that looks upon long-term
dependencies. Since EEG data contains time dependency, we employed LSTM.

2.3.4 Deep Learning Techniques

• Loss function: Fine tuning the architecture will improve the accuracy of the
network. In order to improve accuracy, we can change the cost function by giving
more penalty for false detection. However, one must be careful while modifying
the cost function. It must be converging and the values should not cause exploding
or vanishing gradient problem. We have created and tuned our own weighted
binary cross-entropy loss function.

• Dropout: Dropout is used to reduce the dependence of the network on any partic-
ular neuron.Using dropout randomly switches off some neuronswith a probability
and hence the weights are evenly distributed among all the neurons. This prevents
overfitting of the data. This is a very important technique as without this, the
network will cause irregular overfitting.

• Batch normalization: We usually normalize the data to a mean of 0 and variance
of 1 before feeding to the input neurons. This is to improve the performance
of the network. Consider doing this each time you feed this to a hidden layer.
This considerably improves the performance and checks for exploding gradient
problem before each hidden layer [8].

• Adam optimizer cost function: Instead of using conventional gradient descend,
Adam optimizer cost function was used. This is superior to the gradient descent
approach since it is faster owing to the combined benefits of adaptive gradient
descent and root mean square propagation. Moreover, hyperparameters have intu-
itional interpretation and we cut off learning rate from the list of hyperparameters
to tune, giving more degree of freedom towards orthogonal tuning.

• Threshold variation: The training threshold was 0.5 as the function was sigmoid.
But we tried changing the testing threshold to various values. In LSTM network
with all features, it was best suited to 0.5 while in LSTMwithout wavelet features,
it was 0.4.
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3 Results

3.1 Training and Testing

3.1.1 Training Size

We had initially started training on the entire 24 h for a patient. However, since the
data was highly skewed, the algorithm failed. Hence, we cut short to portions where
there was at least one seizure in the data.

3.1.2 Randomization

Twomethods of training and testingwere done. In the firstmethod, the data takenwas
randomly arranged making it somewhat uncorrelated. More uncorrelated data meant
more randomization and this decreased the performance. Hence, we did transfer
learning with an hour long data. This method provided accuracy of 92.8%. But in
real-life application, the data is sequential and hence whenwe tested the performance
on sequential data and obtained accuracy of 97.4%.

3.1.3 Training and Test Accuracy

Initially, the training accuracy was low and hence the test accuracy. The training
accuracy increased with epochs but above a certain value, the network started over-
fitting and the test accuracy was decreasing. A fine point of 500 epochs was found,
but still, the accuracy was not sufficient enough. Tuning the hyper parameters of the
network further increased the performance. The major outbreak has occurred when
we changed the cost function. However, the test loss was not satisfactory due to
some degree of overfitting. Hence, we divided the train set to 20% validation set and
introduced dropout. This considerably reduced the test error.

Transfer learning: The data was trained one hour of a patient, initially for 500
epochs. Then, the learned neural network was transferred. However, in the next data
sequence training to 500 epochs resulted in considerable degradation in the output
as it started overfitting. Hence, we set the epochs to 200 for subsequent training.
However, for a few patients whose data was considerably different from what was
trained earlier, they required around 300–400 epochs and for those who had similar
data needed only 50 epochs. This led to the problem of underfitting and overfitting.
To avoid this, we made the epochs adaptably tunable for each patient. This was done
by stopping at the point when the training and validation loss reached less than 1%
error since training it further would lead to overfitting.
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3.2 Detection Results

• Accuracy of seizure detection: It is the percentage ratio of number of correctly
detected seizures to the number of actual seizures present.

• False positive rate: It is the percentage ratio of number of falsely detected non-
seizures (as seizures) to the sum of the number of falsely detected non-seizures
and actual seizures.

Table 1 shows the accuracy of seizure detection and false positive rate for different
machine learning techniques. Initially, we have used time and frequency-domain
features. Using these features as the inputs to FNN gave 74% accuracy. Adding
wavelet features to it gave 84.5% accuracy. When we used LSTM with the wavelet
features combined, the accuracy jumped to 97.4%. Training using wavelet features
alone gave 87%. Therefore, the major contribution to accuracy was from wavelet
features.

Figure 2 shows how the seizure detection accuracy is improving with the number
of hours of data trained for the LSTM algorithm. Training and testing (first time)
means the data is trained on the training set of one hour and the trained network is
now tested on the test set. This trained network is transfer learned to the next hour and

Table 1 Comparison of performance parameters

Parameters LSTM (without
randomness)

LSTM (with
randomness)

Anomaly detection FNN

Seizure detection
accuracy (%)

97.4 92.8 73 84.5

False positive rate
(%)

7.88 3.2 72 7.8

Fig. 2 Variation of seizure detection accuracy with the number of hours of data trained for LSTM
without randomization
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plotted. We have performed this for 5 h of data of five different patients. However,
since we are applying transfer learning with one hour of data, the trained network
will likely have a bias for the most recently trained data compared to the data trained
in the beginning. To see this, we have plotted the accuracy of the final network on the
test set without training as testing without training (first time). This entire procedure
was repeated one more time to see the improvement in the accuracy.

The graph shows that the final ‘Testing without training (2nd time)’ gave 100%
accuracy for the first patient, 96.7%, 96.2%, 100%, and 98.4% accuracy on the
remaining patients, respectively. This shows that the accuracy is high and is patient
independent.

4 Conclusion

We have used different machine learning algorithms such as feed-forward neural
network (FNN), anomaly detection using multivariate Gaussian distribution, and
long short-termmemory network (LSTM) for the detection of epileptic seizures from
EEG data of a patient. Anomaly detection algorithm gave us satisfactory results but
the false positive ratewas very high. FNN trained in our special architecture gave 84%
accuracy but the training was too inefficient and highly computationally expensive.
To capture the sequential data and to reduce complexity, LSTM architecture was
used and it gave the best result with accuracy of 97.4% and false positive rate of
7.88%.
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Comparative Analysis Among Various
Soft Computing Classifiers for Nutrient
Removal from Wastewater

Suresh Kumar and Surinder Deswal

Abstract The purpose of this study is to predict nutrient removal from wastewater
by using different soft computing classifiers. A comparison of different classifiers,
e.g., linear regression, nonlinear regression and artificial neural network (ANN) is
done. ANN shows promising results as compared to linear and nonlinear regression.
In this study, the data is collected from previous research papers. Out of the collected
data, 75% is used to train the models and residual 25% is used for the validation
of the models. The model accuracy is depending upon three evaluation parameters
which are coefficient of determination (R2), root mean square error (RMSE), and
means absolute error (MAE). The result shows that the ANNmodel is more accurate
to predict the nutrient removal from wastewater as compared to linear and nonlinear
models.

Keywords Artificial neural network · Linear regression · Nonlinear regression ·
Nutrient removal

1 Introduction

Eutrophication is the process of over-enrichment ofwaterwithminerals andnutrients,
which encourages excessive growth of algae that resulted in depletion of the oxygen
content of water. Hence, eutrophication has become an indication of over polluted
water bodies. Nitrogen and phosphorous are the main nutrients that cause eutroph-
ication [1]. Water treatment by aquatic plants can be a solution for eutrophication.
Wastewater treatment by aquatic plants getting popularity day by day in developing
countries. It is a low-cost solution not only for domestic wastewater treatment but
also for industrial wastewater treatment [2]. The usage of aquatic plant technologies
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is increasing gradually more as it is energy efficient and gives positive greenhouse
results.

The aquatic plants can be categorized into three categories as free-floating,
submerged and rooted plants. These systems have been proved very useful for onsite
water treatment, and the production of biomass as a byproduct can provide bene-
fits to the community after harvesting. These benefits can be in the form of biogas,
biofertilizer, animal feed, compost, and fiber to make handicraft items.

The removal of nutrient (nitrogen and phosphorus) is achieved not only by plant
uptake but also by bacteria present in the rhizosphere, adsorption by roots, and precip-
itation. The main pathways of nitrogen removal from the wastewater are conver-
sion of ammonia into nitrite and then to nitrate through the nitrification process. In
the absence of oxygen; nitrate again gets converted into nitrogen gas through the
process of denitrification. The removal of nitrogen is achieved by direct adsorp-
tion by plants, denitrification, and nitrification processes, which is carried out by
bacteria and ammonification [3], whereas the removal of phosphorus takes place by
adsorption, plant uptake, and sedimentation process [3].

In this paper, the authors try to predict the value of nutrient removal fromwastew-
ater by using various soft computing techniques like multiple linear regression,
multiple nonlinear regression, and ANN. Nowadays, soft computing techniques are
getting popularity in the field of environmental engineering. Several researchers used
these techniques in various fields and found reliable results [4, 5]. As reported by
different researchers [4–6], in this paper also, the ANN classifier shows the most
promising results as compared to linear and nonlinear regression.

2 Overview of Soft Computing Classifier

2.1 Artificial Neural Network

Artificial neural network (ANN) is a soft computing technique to analyze data. It
is highly complex and nonlinear, inspired by the human brain system. It is used to
model complex relations between input and output [7]. There aremany types of ANN
network applications, and the selection of the best depends on the nature of the work
and data availability. The multilayer perceptron (MLP) is the most popular network
used in the field of environmental hydraulics [8].

In this paper, an artificial neural network with backpropagation algorithm is used,
which consist of three layers: input layer, hidden layer, and output layer. An input
layer represents the input variables, the hidden layer helps the system to process data
and finally, an output layer represents the outcome of the system [9].
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The activation function used in this study (Eq. 1) as follows:

f
(
u j

) = 1

1 + e−u j
(1)

2.2 Multiple Linear Regression

Multiple linear regression (MLR) is the simple and most commonly used regression
technique to predict the values of a dependent variable. In this technique, there are
two or more independent variables that help to predict the dependent variable. In
this method, the model will be the best fit when the sum of squares of differences in
actual values and predicted values is minimum [6].

The formula for multiple linear regression is as follows:

Yi = βi + β1xi1 + β2xi2 + · · · + βpxxip (2)

where for i = n observations:

Yi= dependent variable, xi= Independent variable, β0 = Constant
β i= slope coefficient for independent variable.

2.3 Multiple Nonlinear Regression

As the name suggests the relationship between dependent and independent variables
is of nonlinear nature.

The applied nonlinear regression model is given as:

Yi = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x
2
1 + β7x

2
2

+ β8x
2
3 + β9x

2
4 + β10x

2
5 (3)

3 Performance Evaluation Criteria

To check the effectiveness of regression-based soft computing techniques, the
following three parameters are used to evaluate the model performance:

1. Coefficient of determination (R2)
2. Root mean square error (RMSE)
3. Mean absolute error (MAE)
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All the above parameters are calculated using training and testing data sets. The
formula of the above parameters as follows:

R2 =
(
n

∑
ai pi − ∑

ai
∑

pi
)2

[
n

∑
(ai )

2 − (∑
ai

)2][
n

∑
(pi )

2 − (∑
pi

)2] (4)

RMSE =
√∑n

i=1(pi − ai )
2

n
(5)

MAE =
∑n

i=1|pi − ai |
n

(6)

where a is actual value; p is predicted value and n is the number of observations.

4 Data Set

A detailed study of literature has been conducted to get credible data and the same is
collected from a number of resources like well-reputed journals and thesis [18–31].
There are about 44 number of data available on total nitrogen (TN) removal and 29
number of data available on total phosphorus (TP) removal (Table 1). Both types
of data sets are divided into two separate parts: training (75%) and testing (25%).
Tables 2 and 3 shows the features of training and testing data set, respectively, in
which vegetation cover (VC),workingwater depth (D), hydraulic loading rate (HLR),
hydraulic retention time (HRT), and initial concentration of total nitrogen (TNin) and
total phosphorous (TPin) are considered as input parameters whereas removal rate of
total nitrogen (Rtn), and total phosphorous (Rtp) are considered as output parameters.

The original data set is modified according to the requirement of the paper. The
removal rate was calculated as

R = cin − cout
cin

(7)

where cin is the initial concentration of nutrient, and cout is the final concentration of
nutrient.

Hydraulic loading rate (HLR) is calculated, where it is not given: flow divided by
surface area.

In case of batch study, HLR is calculated as

V

A ∗ HRT
(8)

where V is vessel’s volume (m3), A is vessel’s surface area (m2) and HRT is in days.
Vegetation cover is calculated as 1 for 100% coverage and 0 for control studies.
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Table 2 Summary of the data sets for total nitrogen

Variable Training Testing

Minimum Maximum Mean Std.
deviation

Minimum Maximum Mean Std.
deviation

Rtn 0.040 0.910 0.441 0.262 0.220 0.840 0.487 0.206

Veg cover 0.000 1.000 0.533 0.463 0.000 1.000 0.645 0.378

Depth (m) 0.320 2.000 0.885 0.493 0.430 1.200 0.610 0.294

HLR
(m3/m2/d)

0.004 0.625 0.204 0.191 0.120 0.242 0.193 0.052

HRT
(days d)

1.000 35.000 9.991 11.370 3.000 5.000 4.273 1.009

TNin
(mg/l)

3.760 90.200 28.040 22.454 0.850 58.500 33.299 23.617

Table 3 Summary of the data sets for total phosphorus

Variable Training Testing

Minimum Maximum Mean Std.
deviation

Minimum Maximum Mean Std.
deviation

Rtp 0.010 0.900 0.406 0.249 0.130 0.750 0.380 0.257

Veg cover 0.000 1.000 0.551 0.438 0.000 1.000 0.638 0.330

Depth (m) 0.320 1.800 0.719 0.522 0.300 0.510 0.453 0.094

HLR
(m3/m2/d)

0.004 0.600 0.136 0.147 0.005 0.242 0.146 0.094

HRT (d) 1.000 35.000 12.433 13.199 3.000 5.000 4.000 1.069

TPin
(mg/l)

0.680 34.850 9.564 12.732 0.080 6.260 3.778 2.474

4.1 Characteristics of the Data Set Used in This Study

4.1.1 Data Set for Total Nitrogen

See Table 2.

4.1.2 Data Set for Total Phosphorus

See Table 3.
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Table 4 Summary of performance evaluation parameters using different modeling techniques for
total nitrogen data set

Modeling method Training Testing

R2 RMSE MAE R2 RMSE MAE

Linear regression 0.601 0.1628 0.1314 0.101 0.2097 0.1638

Nonlinear regression 0.7540 0.1278 0.093 0.005 0.2634 0.1984

ANN 0.9651 0.0672 0.046 0.9150 0.06 0.0338

5 Results and Discussion

5.1 Result of ANN

In this paper, different MLP networks with a single hidden layer, and Log-Sigmoid
as an activation function are used to predict nutrient reduction in wastewater.

5.1.1 Total Nitrogen Removal

Nitrogen is the main component found in domestic wastewater, agriculture land
runoff, and effluent from various industries. It can exist in wastewater in various
forms like ammonia, nitrite, nitrate, organic nitrogen. These forms act as a source or
end product for each other depending on the oxygen present in wastewater. That’s
why total nitrogen is considered.

In this study, the values of learning rate, momentum, hidden layer, and number of
iterations are tested by changing these model-specific parameters. The best results
obtained from tuning of the MLP parameters: learning rate 0.2, momentum 0.2,
hidden layer neurons 11, and number of iteration 3000 in case of total nitrogen
removal. In the prediction of total nitrogen removal, MLP (4-11-1) showed the best
prediction model because of the higher value of the coefficient of determination (R2)
and minimum values of errors (Table 4). Various evaluation parameters obtained
from this model are R2 = 0.9651, RMSE = 0.0672, MAE = 0.046; R2 = 0.9150,
RMSE= 0.06, MAE= 0.0338 for training data set and testing data set, respectively.

5.1.2 Total Phosphorus Removal

In the removal of total phosphorus, the values of learning rate, momentum, and the
number of iterations are selected as 0.2, 0.2, and 3000, respectively, for both training
and testing data set. The sensitivity of the model is checked by varying hidden layer
neurons from 1 to 18 on both of the data sets. The best model to predict the total
phosphorus removal is found by implementing MLP with 10 hidden layer neurons
(4-10-1). The performance of the best MLP model is shown in Table 5. Various
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Table 5 Summary of performance evaluation parameters using different modeling techniques for
total phosphorus data set

Modeling method Training Testing

R2 RMSE MAE R2 RMSE MAE

Linear regression 0.539 0.1652 0.1392 0.0254 0.3564 0.2687

Nonlinear regression 0.8493 0.0944 0.0706 0.0044 0.3271 0.2403

ANN 0.9602 0.0572 0.0446 0.9314 0.0703 0.0524

evaluation parameters obtained from this model are: R2 = 0.9602, RMSE = 0.0572,
MAE = 0.0446; R2 = 0.9314, RMSE = 0.0703, MAE = 0.0524 for training data
set and testing data set, respectively.

5.2 Result of Multiple Linear Regression

In case of total nitrogen removal, the following equation is the outcome of training
data set after applying multiple linear regression.

Rtn = 0.632 + 0.099 ∗ VC − 0.031D − 0.744HLR

+ 0.006HRT − 0.004 ∗ TNin (9)

The parameters used for the performance evaluation are shown in Table 4. The
values obtained are: R2 = 0.601, RMSE = 0.1628, MAE = 0.1314 and R2 =
0.101, RMSE = 0.2097, MAE = 0.1638 for training data set and testing data set,
respectively.

In case of total phosphorus removal, the following equation is the outcome of
training data set after applying multiple linear regression.

Rtp = −0.275 + 0.224VC + 0.346D − 0.155HLR

+ 0.018HRT + 0.011T Pin (10)

The parameters used for the performance evaluation are shown in Table 5. The
values obtained are: R2 = 0.539, RMSE= 0.1652, MAE= 0.1392 and R2 = 0.0254,
RMSE = 0.3564, MAE = 0.2687 for training data set and testing set, respectively.

5.3 Result of Multiple Nonlinear Regression

In case of total nitrogen removal, the following equation is resulted from the training
data set after applying multiple nonlinear regression
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Rtn = 1.12992 + 0.59477 ∗ VC − 0.56417 ∗ D − 2.70517 ∗ HLR

− 0.01351 ∗ HRT − 0.00330 ∗ T Nin + 0.51558 ∗ VC2 + 0.27216 ∗ D2

+ 2.91637 ∗ HLR2 + 0.00027 ∗ HRT 2 − 0.00003 ∗ T Nin2 (11)

The modeling results of multiple nonlinear regression are not as good as ANN.
The performance of the model is shown in Table 4. The value of coefficient of
determination (R2) was far away from expectations and the errors were also high.
Various evaluation parameters obtained from the model are: R2 = 0.7540, RMSE
= 0.1278, MEA = 0.093; and R2 = 0.005, RMSE = 0.2634, MAE = 0.1984 for
training data set and testing data set, respectively.

The following equation is derived from the training data set of total phosphorus.

Rt p = 0.05734 + 0.17329 ∗ VC − 1.16724 ∗ D + 0.48498 ∗ HLR

+ 0.02418 ∗ HRT + 0.04810 ∗ T Pin + 0.13887 ∗ VC2 + 0.71414 ∗ D2

− 0.46378 ∗ HRT 2 − 0.00008 ∗ HRT 2 − 0.00127 ∗ T Pin2 (12)

Various evaluation parameters obtained from the model are: R2 = 0.8493, RMSE
= 0.0944, MEA = 0.0706; and R2 = 0.0044, RMSE = 0.3271, MAE = 0.2403 for
training data set and testing data set, respectively.

5.4 Comparison of Models

The results of various computing techniques, e.g., ANN, multiple linear regression,
and multiple nonlinear regression have been compared with each other. Figure 1
shows the scatter plots of total nitrogen for the trained data set. As you can see

Fig. 1 Actual versus predicted values of total nitrogen by different modeling techniques with
training data



Comparative Analysis Among Various Soft Computing Classifiers… 939

Fig. 2 Actual versus predicted values of total nitrogen by differentmodeling techniqueswith testing
data

clearly from Fig. 1 that most of the predicted values of ANN model lie close to
the line of perfect prediction and scatters within the range of ±15% of agreement
line. However, predicted points plotted from linear and nonlinear regression models
deviate at couple of points.

The results of the testing data of total nitrogen represented in the same way as
training data in Fig. 2. Almost all the plots of ANN model are within ±15% of
agreement line. Whereas plots of linear and nonlinear regression deviate at most of
the points. So it is clear from both Figs. 1 and 2 that the prediction of ANN model is
very close to the actual observed values. The values of various evaluation parameters
are shown in Table 4. The prediction is done by ANNmodel on both training data (R2

= 0.9651, RMSE = 0.0672, MAE = 0.046) and testing data (R2 = 0.9150, RMSE
= 0.06, MAE= 0.0338) is best, followed by nonlinear and linear regression models.

In case of total phosphorus removal, ANN model shows promising results as
observed in case of total nitrogen removal. Figures 3 and 4 show the scatter plots
of training and testing data set for total phosphorus removal. It is clearly shown
that the prediction done by ANN model is well within ±15% of the agreement line,
which confirms that the predictability of ANNmodel is more accurate than nonlinear
and linear regression modeling (Table 5). The values of the performance evaluation
parameters of ANN model are (R2 = 0.9602, RMSE = 0.0572, MAE = 0.0446) for
training data and (R2 = 0.9314, RMSE = 0.0703, MAE = 0.0524) for testing data
(Table 5). ANNmodel is more superior than linear and nonlinear regression models.
The values of R2 are on lower side and the values of errors are on higher side in case
of linear and nonlinear regression models as compare to ANN.
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Fig. 3 Actual versus predicted values of total phosphorus by different modeling techniques with
training data

Fig. 4 Actual versus predicted values of total phosphorus by different modeling techniques with
testing data

6 Application of Artificial Neural Network in the Field
of Water and Wastewater Treatment

ANN has been found very useful in the past studies related to environmental engi-
neering, to predict, control and monitoring problems, such as meteorology, soil
pollution, air pollution, environmental impact assessment, environmental hydraulics,
environmental geology, etc.

Some of the studies, where ANN used, are discussed as follows:
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Akratos et al. [9] used ANN to predict orthophosphate and total phosphorus in
a constructed wetland and found that the regression coefficient between predicted
values and observed values is low (R2 = 0.43). In another paper of the same
researchers [10], the values of total nitrogen removal fromwater have been predicted
and found regression coefficient (R2) of 0.53.

Ozengin et al. [11] applied ANN computing technique for the estimation of
total nitrogen and total phosphorus removal from water. The correlation coeffi-
cient between predicted values and observed values were as high as 0.9463 for total
nitrogen and 0.9161 for total phosphorus.

Akratos et al. [12] used this technique to estimate the values of biochemical oxygen
demand (BOD) and chemical oxygen demand (COD) and found the coefficient of
determination, R2 = 0.52 for BOD removal, and R2 = 0.44 for COD removal.

Baxter et al. [13] developed a model for turbidity removal from water. When the
predicted values were compared with field values, they obtained a high coefficient
of determination R2 = 0.96 and a low value of mean absolute error, MAE = 0.08
NTU.

Onkal-Engin et al. [14] used backpropagation based ANN model to determine
the relationship between odor and BOD of the sewage. The correlation coefficients
obtained from training and testing data sets were 0.98 and 0.91, respectively. The
RMS errors were 0.04 for training data set and 0.07 for testing data set.

Yetilmezsoy and Sapci-Zengin [15] developed a three-layer ANNmodel (9:12:1)
to predict chemical oxygen demand removal efficiency of a upflow anaerobic sludge
blanket (UASB) reactor for treating cotton textile wastewater. They found that the
ANN model prediction was satisfactory and the coefficient of correlation obtained
was 0.82.

Karaca and Ozkaya [16] developed a model to control daily leachate flow rate.
Backpropagation algorithmwas used to develop a relationship between leachate flow
rate and local meteorological data. The coefficient of determination (R2) and mean
squared error (MSE) obtained from this model were 0.847 and 0.00168, respectively.

Karul et al. [17] used a model with three-layer feedforward algorithm to predict
the eutrophic process in three water bodies. They found the coefficient of correlation
between 0.60 and 0.75.

So based on the above-discussed studies, it is evident that ANN is a strong statis-
tical tool in learning the problems related to water and wastewater in the field of envi-
ronmental engineering. ANNs gather their information by identifying the patterns
and relationships in data and learn (or are implemented) through experience, not
from programming. The behavior of a neural network is determined by the transfer
functions of its neurons, by the learning rule, and by the structure itself. Due to
these learning capabilities, ANN is implemented in this study and the results are
encouraging and superior as compared to the other methods used.
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7 Conclusion

Artificial neural network has been shown promising results to predict the nutrient
removal (nitrogen and phosphorus) from wastewater by aquatic plants. In case of
linear regression and nonlinear regressionmodeling, the values of performance evalu-
ation parameters are significantly different and showing inferior capability in contrast
to ANNmodeling method. Coefficient of determination (R2) values are significantly
low in testing data set of linear as well as nonlinear regression as compared to
ANN. The values of error are on higher side in both linear and nonlinear regres-
sion techniques. Comparing both of the regression techniques yield better results
with nonlinear regression than linear regression, while ANN is found superior to the
regression techniques.
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Abstract The Internet has a plethora of text articles, and it has become a necessity
to extract only the relevant information from all the sources. Automatic keyphrase
extraction is an essential part of the process of information extraction as it is impos-
sible to manually identify all the keyphrases in textual sources. Keyphrase extraction
has thus become an indispensable component of contemporary world of Internet.
Researchers have treated keyword extraction as a classification problem where the
input candidate words are classified as keywords or non-keywords. The paper tries to
address twomajor issues in keyphrase extraction process, namely candidate selection
and extraction of relevant features. Noun phrases extracted using specified regular
expressions are considered as candidate words. A supervised machine learning
method based on statistical and linguistic features is proposed for keyword extraction
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1 Introduction

In today’s era, tremendous information is available on theWeb. Thousands of books,
journals, articles, papers, etc., are published on a daily basis about a single topic.
Whenever studying any topic, it is nearly impossible to read the complete documents.
Therefore, an efficient information retrieval method is required to extract relevant
informationwhich generally involves extracting the index termsor keywords from the
documents. Keywords are the smallest unit that plays a significant role in determining
themain context of a given document. They can be used to easily identify themeaning
of the entire document which can be easily exploited by various applications like
text summarizer, topic detector, cataloger, etc.

Automatic keyphrase extraction is defined as “the automatic selection of important
and topical phrases from the body of a document” [1]. The main goal of keyword
extraction is to extract a set of phrases that help in grasping the central idea of the
document without the need to read it. The readers of all kinds of articles whether
academic, sports, business, social, etc., are benefited greatly from the automatically
generated keywords. Keywords of a document are of great importance to search
engines as they help in providing precise results of the queries. Having such a large
importance, the topic automatic keyword extraction has received great attention in
the recent years. Many automated keyword extraction systems have been introduced
which are based on the following three approaches.

• Statistical approach: The statistical information of the words, such as word
frequency, word co-occurrence, and term nesting statistics, is used to identify
the keywords. This approach does not require any training data. The specified
features are extracted for the document, and based on these obtained values, the
keywords are listed.

• Linguistic approach: This approach includes usage of parts of speech such as
nouns and adjectives in sentence semantics. Noun phrases are extracted and then
further methods are used to weigh them to be identified as a keyword.

• Machine learning-based approach: A more sophisticated approach than the
previous two which uses the concept of training a classifier using a dataset
containing the documents along with their extracted keywords. This classifier
is then used to predict the keywords of a document. Various techniques that can
be used are support vector machine (SVM), Naive Bayes, etc.

Also, the keyword extractionmethods can be classified as extractive or abstractive.
The extractive methods directly extract keywords from the text, whereas the abstrac-
tive methods work similar to a human and generate keywords by using contextual
knowledge of the text. These keywords generated by abstractive methods may not
be directly present in the text and may be a combination of some words of the text.

The proposed ML method uses extractive approach to find and then classify the
candidate words.
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2 Literature Survey

Many supervised and unsupervised extractive approaches have been proposed till
date.

The Kea System [2] firstly chooses the candidate phrases (maximum length three)
by cleaning the input text and then identifying the candidate by removing stop-
words and excluding proper nouns. Next, stemming is applied to get the final list of
candidates. Secondly, selection of keyphrases is done on the basis of two features,
namely term frequency-inverse document frequency (TF-IDF) and first occurrence.
Discretization is then applied to convert features into nominal data which can be
consumed by machine learning classifiers. Lastly, Naive Bayes is trained to build a
classifier on the basis of these features.

The keyphrase extractor that Turney [1] suggested also works on a similar
approach but uses candidate phrases of maximum length five. Features used for
weighing the candidate keyphrases are frequency, relative length, first occurrence of
phrase, number of words in phrase, etc. Decision tree is used to detect the keyphrases.
The proposed algorithms in the above two approaches have ignored many other
features such as part of speech and spread of word in the document.

Krulwich and Burkey [3] created an InformationFinder through “the extraction
of semantically significant phrases.” The tasks which make it innovative are using
heuristics such as considering words in italics or acronyms as keyphrases for learning
rather than performing complex mathematical calculations on them and more impor-
tantly creating decision trees to determine user’s interest. Finally, the decision tree is
transformed into a “boolean search query string.” The approach is unique but ignores
the importance of various statistical and linguistic features.

Mihalcea and Tarau [4] proposed the unsupervised approach to find the keywords
using a TextRank model defined by distance between co-occurrences of same word.
The candidate words are limited by the use of only certain lexical units based on part
of speech. The vertices or the candidate words are then ranked and the top T are said
to be the extracted keywords. The model ranks the candidate words only on the basis
of a single feature, and it seems that the accuracy can be improved by considering
many other features such as frequency and part of speech [5].

Nguyen andKan [6] proposed keyphrase extraction as an extension ofKea System
for scientific articles by usingmorphological features found in scientific articles. The
proposed model showed improvement over the baseline Kea System but does not
consider spread of the word [7] as a feature.

Wan and Xiao [8] proposed a single document keyphrase extraction method
using neighborhood knowledge whereby an expanded document is created by adding
neighbor documents to the concerned document and then keywords are ranked using
a graph utilizing both the local and global information in the neighbor documents.
This model ignored the statistical and linguistic features of the words.

Kathait and Tiwari [9] proposed an unsupervised approach based on the extraction
of noun phrases. The candidate words only contain adjectives and nouns. Firstly,
individual words are scored using a scoring scheme such as TF-IDF, and secondly,
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the n-grams or phrases are given scores equal to the sum of scores of individual words
present in them. The top-ranked phrases are considered as the output keyphrases. The
way in which co-occurrence is defined limits the efficiency of the approach.

3 Proposed Work

The proposed supervised keyphrase extraction scheme uses the DUC-2001 bench-
mark dataset that has 308 news articles [8]. The average length of the documents was
740 words. The methodology consists of four main tasks: (1) candidate selection,
(2) feature extraction, (3) training SVM, and (4) prediction of keyphrases.

3.1 Candidate Selection

A set of words and phrases is extracted as candidate keyphrases using the regular
expression [10].

{(< Adjective > ∗ < Noun > + < Preposition >)? < Adjective > ∗ < Noun > +}

Phrases following this pattern are noun phrases.Nounphrases are selected because
nouns contain tremendous amount of information related to the document. Noun
phrases can be better understood by knowing the most frequently occurring patterns
in them, i.e., noun, adjective noun, noun and noun preposition noun.

All these phrases essentially contain noun as their component andhence are termed
as noun phrases.

3.2 Feature Extraction

There are five features that we used to represent the candidate keyphrase which are
explained in detail below:

POS sequences According to Hulth and Megyesi [5], keyphrases tend to have
distinctive distribution of part of speech sequences, and hence, it is worth using
them as a feature. This is done using POS tagging which identifies the individual
word in candidate phrases as a common noun, proper noun, singular noun, plural
noun, or an adjective, preposition, etc. These POS tags of the candidate then form a
part of the feature list.

Position of Keyphrase The beginning part [11] and concluding part of a document
typically contain more relevant information to the topic being addressed; thus, we
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use parabolic and line position as a feature to rank the words such that the candidate
words at the beginning and end of a document are assigned more weight.

• Line position: Line position ranks the candidate phrases in a way that the words
at the beginning of the document have the maximum weight, which decreases
linearly; it is least for a candidate word at the mid of the document and increases
linearly thereafter such that a candidate word at the end of the document has the
maximum weight again.

• Parabolic position: Parabolic position ranks or weighs the candidate words using a
similar approach with difference that the weight of the candidate words decreases
and increases according to the equation of a parabola instead of a line.

Spread of Keyphrase in Document The spread of the word in the document has
been found as a beneficial feature in a closely related task of link generation [7]. A
more important keyphrase has more standard deviation which implies it is widely
spread in the text document and thus proves to be an essential feature. Hence, spread
calculated using standard deviation of the candidate in the document forms a part of
the feature list.

Frequency A more important word tends to occur repeatedly and as a result has
higher frequency in the document [11]. Hence, we consider frequency as a feature
in our proposed work.

Occurrences of candidates in thedocuments According toLouis andGagnon [12],
position-based features such as first and last occurrence have been found effective in
keyword extraction.We used normalized position of first occurrence of the candidate
and then extended this approach to use the normalized position of all occurrences of
the candidate in the documents as part of the feature vector.

Values for these features are extracted for the selected candidate words. All these
features are then stored as key value pairs for each candidate word.

3.3 Training the SVM Classifier

DUC-2001 dataset is split into training and testing data. The above-mentioned
features for candidate words are extracted using the proposed regular expression.
During training, the SVM classifier is provided with these features along with 1 or
0 indicating whether the candidate is a keyword or non-keyword, respectively. The
ratio of sizes of keyword list and non-keyword list is adjusted to achieve the highest
possible value of F-measure.

The SVM classifier used is linear SVC. Linear SVC is preferred over other clas-
sifiers as the data contains only two output classes and a large number of features.
The aim of linear SVC is to find the “best-fit” hyperplane that categorizes the data
into two classes, namely keyword (output class-1) and non-keyword (output class-0).
SVC uses training data to find this hyperplane on the basis of output values provided
along with the input feature set (Fig. 1).
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Fig. 1 Hyperplane separating two output classes in linear SVC

3.4 Prediction of Keyphrases

After training the SVM classifier, we test it by predicting the keyphrases from the
testing data. The features of candidate words are again extracted and input to the
trained model to classify them as a keyword or non-keyword. The resulting values
of precision, recall, and F-measure are recorded (Fig. 2).

Fig. 2 Training and extraction process
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4 Observations

The available dataset was split such that about 70% of the total scripts were used for
training the classifier and remaining 30% data was used for testing the classifier. We
plot confusion matrix during testing of the classifier and then describe the perfor-
mance of our system in terms of the three standard metrics, i.e., precision, recall,
and F-measure, calculated from this confusion matrix. Initially, there was a large
imbalance in the values of both classes (one being the keyword and other being the
non-keyword) of training data. Training the classifier using this data yields a high
value of precision but a low recall, whereas completely balancing the values in both
the classes yields a very high recall but a very low value of precision. Hence, we
trained our classifier by restricting the values in non-keyword class to an optimal
value such that we get the highest possible F-measure on the testing data. Firstly,
we give a brief description of confusion matrix, precision, recall, and F-measure and
then their respective values are achieved.

• Confusion matrix: It is a form of a table that is used to determine the performance
of a classifier using a set of data having known true values. The four observations
present in confusion matrix are true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN).

• Precision: “Precision (also called positive predictive value) is the fraction of
relevant instances among the retrieved instances”.

Precision = TP

TP + FP
(1)

• Recall: “In pattern classification, recall (also known as sensitivity) is the fraction
of relevant instances that have been retrieved over the total amount of relevant
instances”.

Recall = TP

TP + FN
(2)

• F-measure: In pattern classification, F-measure is calculated as the harmonicmean
of precision and recall.

F-measure = 2 ∗ Recall ∗ Precision

Recall + Precision
(3)

The values of precision, recall, andF-measurewere recorded for the testing dataset
when trained with different values of balance of classes.
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Table 1 Observations for the
completely balances dataset

Precision Recall F-measure

12.9 81.35 22.2

Table 2 Observations for
unbalanced dataset

Precision Recall F-measure

63.24 5.31 9.79

4.1 Completely Balanced Dataset

This dataset has 1600 samples for each class for training (Table 1).
We noted that recall was very high but precision was very low resulting in a low

F-measure of 22.2%. This is because the classifier predicted a large number of false
positives, i.e., a large no. of wrongly predicted keywords. The classifier assumes a
lot of candidate words as keywords, a lot of them not actually being the keywords.
Nonetheless, the actual keywords are correctly classified.

4.2 Unbalanced Dataset

Here, we did not impose any restriction on the size of non-keyword class in the
training dataset, and there was a large imbalance in the size of two classes. The
samples of keyword class were 1600, whereas those of non-keyword class were
31,187 (Table 2).

In this case, precision was very high, but recall became very low which again
resulted in a very low F-measure of only 9.79%. The classifier is over-particular and
does not assume many candidate words to be keywords. Therefore, misses a lot of
keywords.

4.3 Optimally Balanced Dataset

We tried balancing the dataset to get the highest possible value of F-measure. This
was achieved when there were 1600 samples corresponding to keyword class and
8400 samples corresponding to non-keyword class (Table 3).

Here, it is seen that F-measure is considerably high compared to the previous two
cases (Fig. 3).

Table 3 Observations for
optimally balanced dataset

Precision Recall F-measure

32.91 41.36 36.65
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Fig. 3 Variations in precision, recall, and F-measure

5 Evaluation

For the evaluation of the effectiveness of our proposed system, we compared it
to the previously achieved scores on DUC 2001 dataset. Three baseline methods
used for comparison are TF-IDF, SingleRank, and ExpandRank. The score in TF-
IDF baseline is the value of each word’s TF-IDF in the document. The SingleRank
baseline model is based on graph ranking algorithm, wherein it firstly makes a graph
for the document and secondly computes word scores from this graph. ExpandRank
which was proposed by Wan and Xiao is a modification of SingleRank by including
neighboring documents to create a graph using both local and global information
and further computing score for each word [8].

The highest achieved precision, recall, and F-measure scores till date as also
mentioned by Hasan and Ng [13] are 28.8, 35.4, 31.7, respectively. The scores as
reported by Campos et al. in 2018 [14], though on a different dataset SemEval-
2010, are 15.3, 10.3, and 12.3, respectively. The scores achieved using the proposed
approach are considerably higher being 32.91, 41.36, and 36.65, respectively (Figs. 4,
5 and 6).

6 Conclusion

We have presented a supervised approach for keyword extraction. Noun phrases
are selected as candidate words because majority of information of the document
is contained in them. The paper also introduces five major features that affect the
performance of the SVM classifier. The main finding is that the ratio of values in the
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Fig. 4 Comparison of existing and achieved precision values

Fig. 5 Comparison of existing and achieved recall values

two classes of the training set greatly affects the precision and recall. Since F-measure
is the harmonic mean of precision and recall, it is considered as the ultimate measure
of performance. The optimal balance between the two classes yields a promisingly
high value of F-measure.We also concluded that part of speechwas themost essential
feature since it increased the F-measure value to a great extent.

Although the values of F-measure attained are encouraging, there is a scope of
improvement by incorporating more features that increase its value. The proposed
model can also be extended to include more parts of speech such as adverbs in the
regular expression used to extract candidate keyphrases.
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Fig. 6 Comparison of existing and achieved F-measure values
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Linearity Analysis of Line Tunneling
Based TFET for High-Performance RF
Applications

Neha Paras and Sudakar Singh Chauhan

Abstract In this work, in-line tunneling based dual metal double gate tunnel FET
(DMDG-VTFET) is reported. A silicon epitaxial layer is present between the source
and gate so as to align the carrier tunneling parallelly to the gate electric field. This
proposed modulation in the design due to the introduction of silicon layer suppresses
the parasitic tunneling paths which cause the depreciation of the subthreshold slope
(SS). So, with this proposed device, a super-steep SS is achieved. The device param-
eters which are critical to the device characteristics are optimized such that the
high-performance ON state current of 1.2 mA, low OFF state current nearly 3.53 fA
and SS of 37mV/decade are obtained. The reduction in SS of the device creates more
room for the device scaling and makes it suitable for low-power and high switching
speed applications. The accurate analysis of linearity of the device is also important
hence linearity estimation of the device is done by investigating the linearity figures
of merit such as VIP3, IMD3, IIP3, 1-dB compression point along with the temper-
ature sensitivity analysis to get insight into the stability of the device in varying
temperature environment.

Keywords TFET · Subthreshold slope · Linearity · Line tunneling

1 Introduction

The downscaling of MOSFETs gives benefits such as increased device density,
current driving capability and cost savings. This continuous miniaturization intro-
duced several disadvantages such as limited SS, subthreshold leakage and drain
induced barrier lowering (DIBL) [1]. Due to the non-scalable SS behavior at room
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temperature, MOSFET fails in fulfilling the current low-power applications require-
ments. The concept of TFETs introduced in 1970s proved the capability of TFETs in
providing SS below the thermal limit of 60 mV/dec. in case of MOSFETs which are
based on classical mechanism of thermionic emission [2–5]. TFETs surmount the
above-mentioned shortcomings by employing quantum tunneling mechanism based
on the band to band tunneling (BTBT) of charge carriers. A prominent approach
to improve ION significantly is by using compound semiconductor based TFETs.
Various other techniques were proposed by different authors to enhance the func-
tionality of TFETs [6–15]. However, they suffer from processing complexity due to
mismatch of band edges, large SS causing high OFF state and ambipolar current [16–
18]. An imminent issue in TFETs which still needs to be resolved is simultaneously
optimizing the SS andON toOFF current ratio (ION/IOFF) owing to difficulty inmini-
mizing the lateral tunneling components and high OFF state current. If with some
modifications, the SS can be reduced and ON/OFF state current ratio is increased
then high switching speed device can be obtained. So with this purpose, DMDG-
VTFET having high-k gate dielectric material is proposed. The proposed device
contains a thin silicon epitaxial layer sandwiched between the gate and source. This
design increases the vertical tunnel current density and parasitic paths are minimized
which helps in achieving a low SS and high ON to OFF current ratio. In addition
to this, the metal electrodes present on a source named Tunnel Gate (TG) and drain
namedAuxiliaryGate (AG) are of different workfunctionmaterial so that theON and
OFF state currents can be controlled independently. Energy band profile of proposed
device changes with change in tunnel gate workfunction. ON current is increased as
the tunneling width is reduced with the help of TG. The AG is used to keep the OFF
state current as low as possible.

Moreover, the linearity of a device has become a stringent requirement, especially
for RF applications. As the temperature variations have shown to vary the analog as
well as DC characteristics of the device, so it becomes important to understand the
temperature effect on the linearity characteristics as well. In this work, the impact on
the linearity behavior of the proposed device under different temperatures is accessed.

2 Device Description and Simulation Parameters

A 2D cross-sectional view of the silicon n-channel DMDG-VTFET is shown in
Fig. 1. The doping concentration of source, channel and drain are: 1020, 1016 and
1020 cm−3, respectively. Silicon body (T si) and gate oxide thickness (Tox) are 10
and 2 nm. Length of channel (Lch), tunnel gate (L tun), and auxiliary gate length
(Laux) are 20, 10, and 20 nm. The work function on TG is 4.0 eV (Hafnium) and
the AG is 4.3 eV (molybdenum). The device dimensions and simulation parameters
of DMDG-VTFET are tabulated in Table 1. Doping concentration of source is not
increased beyond 1020 cm−3 due to material solubility limits [19]. By optimizing
the workfunctions of the dual gates, the ON state current, the OFF state current, and
the threshold voltage (Vt ) can be simultaneously optimized. The device simulation is
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Fig. 1 Device design of DMDG-VTFET

Table 1 Device simulation
parameters

Body thickness (Tsi ) 10 nm

Epitaxial layer thickness 2 nm

Channel length (Lch) 20 nm

Source length (Ls ) 80 nm

Drain length (Ld ) 50 nm

Left spacer length (Lls ) (Source side) 20 nm

Right spacer length (Lrs ) (Drain side) 40 nm

Tunnel gate length (Ltg) 10 nm

Auxiliary gate length (Lag) 20 nm

Tunnel gate workfunction 4.0 eV

Auxiliary gate workfunction 4.3 eV

carried-out on Sentaurus TCAD2Ddevice simulator. Themodel parameters included
in the physics section of the simulation were taken so as to include drift-diffusion,
SRH recombination, dynamic nonlocal BTBT, Fermi-Dirac statistics, and effective
intrinsic density bandgap narrowing [20].

3 Results and Discussion

The band diagram in ON state of the device (Vgs = Vds = 1 V) and OFF state (Vgs

= 0 V, Vds = 1 V) is shown in Fig. 2.
As theVgs is mademore positive, the CB andVB of channel are lowered in energy

which reduces barrier thickness at source-channel junction. Due to this, carriers get
free energy state available to tunnel from source VB to channel CB which turns the
device ON.

As seen in Fig. 3, the carrier generation in the proposed device is highly intense at
the epi-layer. The tunnel path is orthogonal and below the gate in case of the proposed
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Fig. 2 Energy band diagram of the DMDG-VTFET

Fig. 3 Carrier generation for DMDG-VTFET

device. Because of this arrangement, the parasitic diagonal tunneling paths which
degrade the SS are reduced thus improving the SS of the proposed device.

Figure 4 shows that OFF current varies as the temperature is increased from 250
to 400 K due to an increase in minority carrier concentration as thermally generated
carriers are highly dependent on temperature as well as the SRH effect. The ON
current does not vary much with a change in temperature due to dependency on
BTBT rate which shows that the device has low sensitivity against temperature when
in ON state. SS degrades with an increase in temperature due to its dependency on
OFF current.
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Fig. 4 Transfer
characteristics at different
temperatures

Figure 5 shows the transconductance of the proposed device at varying tempera-
tures. Transconductance is the measure of the device’s potential to amplify the signal
that is how well it can convert its input voltage into the current. With an increase in
temperature, the peak of transconductance curve also increases signifying improved
amplification capability of the device.

In RF applications, linearity becomes the fundamental requirement to ensure
distortion-free systemat high frequencies. Thebasic figures ofmerit to get insight into
the linearity of the device are third-order derivative of transconductance (gm3) second-
order voltage intercept point (VIP2), third-order voltage intercept point (VIP3), third-
order intermodulation intercept point (IIP3), third-order intermodulation distortion
(IMD3) and 1-dB compression point which can be defined as below:

Fig. 5 Transconductance
versus gate voltage at
varying temperature
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Fig. 6 3rd order
transconductance variation
with temperature

VIP2 = 4× gm1

gm2
(1)

VIP3 =
√
24× gm1

gm3
(2)

IIP3 = 2

3
× gm1

gm3 × Rs
(3)

IMD3 = Rs
[
4.5× (VIP33) × gm3

]2
(4)

1-dB = 0.22
√
gm1

gm2
(5)

where Rs = 50 � is considered to match the internal impedance of antennas.
In Fig. 6, the variation in gm3 versus the gate voltage at varying temperatures is

presented. gm3 is the zero cross-over point for the proposed device. It is observed that
peak values of gm3 increase with an increase in temperature. This means that higher
value of gate voltage will be required to maintain the linearity with an increase
in temperature. The first-, second-, and third-order transconductance derivatives
majorly control various other linearity parameters of a device.

VIP2/VIP3 represents the extrapolation of input voltage when the first and
second/third-order harmonic voltages match. The third-order harmonics are
cancelled by the device as the peak point is obtained at higher gate voltage. At
higher temperatures, the peak in the VIP3 curve is low because of the dependency on
gm1/gm3 ratio. gm1 and gm3 are dominant non-linearity sources. High values of VIP2
and VIP3 are desirable to achieve high linearity and distortion-free system (Figs. 7
and 8).
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Fig. 7 2nd order voltage
intercept point (VIP2) at
different temperatures

Fig. 8 3rd order voltage
intercept point (VIP3) at
different temperatures

IIP3 is another important parameter to understand the linearity of the device.
When the 1st and 3rd harmonic power match then the extrapolation of input voltage
at that point gives IIP3. Higher the value of IIP3, higher will be the linearity. Figure 9
shows the impact of temperature on IIP3 which indicates that IIP3 increases with
gate voltage and temperature.

When 1st and 3rd order harmonic power matches then the extrapolation of inter-
modulation power indicates IMD3 and it should be as low as possible for better
linearity. IMD3 depicts the linearity in static characteristics of the device. Figure 10
shows IMD3 characteristics where it is observable that rise of temperature at higher
gate voltages does not cause any significant change in IMD3 showing the high
linearity property of the device.
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Fig. 9 3rd order
intermodulation intercept
point (IIP3) at different
temperatures

Fig. 10 3rd order
intermodulation distortion
(IMD3) at different
temperatures

1-dB compression point shows the acceptability of device in terms of gain when
high distortions are present in the system. The slope in the plot of output versus
input gain depicts the gain of any system. The amplifier is said to be in saturation if
the slope (gain) becomes flat. Figure 11 shows 1-dB compression point at varying
temperatures. The curve shows that 1-dB compression point increases with rise in
temperature but variation is very less at higher gate voltages.
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Fig. 11 1-dB compression
point at different
temperatures

4 Conclusions

In this paper, novel DMDG-VTFET has been investigated and the influence of
temperature on DC, analog/RF, and linearity is studied. The proposed TFET uses
line (vertical) tunneling to achieve excellent ION/IOFF ratio and SS which improves
the switching capability of the device. ION, IOFF, ION/IOFF Ratio, transconductance
value reported in this work makes the device suitable for prospect low-power appli-
cations. Further, the temperature variation is shown to have a significantly low impact
on the device behavior when the device is in ON state. Results show that the high
gate voltage can significantly reduce the effect of temperature on the device perfor-
mance with superior linearity characteristics. Therefore, it can be concluded that the
proposed device can be used for high switching speed RF applications with high
linearity reliably at higher temperatures.
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Selection of Optimal Renewable Energy
Resources Using TOPSIS-Z Methodology

Nisha Rathore, Kumar Debasis, and M. P. Singh

Abstract An innovation of Renewable Energy (RE) sources promises to bring
down costs and starts to deliver a clean energy future without compromising relia-
bility. Renewable energy resource selection comes under the domain of multi-criteria
decision making (MCDM) problem as it includes multi-conflicting criteria, namely
social, technological, environmental, economic, and political. MCDM methodolo-
gies are used in order to select preferred alternative resources because of the presence
of complexities in energy planning and energy projects. This paper presents an inte-
grated TOPSIS-Z MCDM method for the selection of optimal RE. The pairwise
decision matrix is formed by the decision-makers (DM), which is represented in the
Z-number, and weights are evaluated. TOPSIS is used to evaluate and rank suitable
RE sources. To validate the efficacy of the proposed methodology, Spearman’s Rank
Correlation Coefficient (SRCC) is used and the proposed methodology is compared
with various other MCDM methods such as ARAS, VIKOR, and COPRAS.

Keywords Renewable energy selection · MCDM tools · TFNs · Z-number ·
TOPSIS method

1 Introduction

The expeditious economicdevelopment and risingpopulation lead to highdemand for
energy so energy becomes an essential part of the economic infrastructure. People’s
living standard is also enhanced by growing industrialization over the entire world
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which leads to the growth of global demand for energy at an astonishing rate. The
increasing demand for energy has been broadlymet by fossil fuels—coal, mineral oil,
and natural gases. The primary energy resources also lead to the emission of green-
house gases, require high-maintenance, expensive in nature, and high preservation
cost. Due to these issues, promoting a substitute for energy sources is demanding.
One prominent category of alternative energy sources developed by scientists is
non-primary sources of energy.

India fixed a goal in the Paris Agreement to achieve 40% of its total generated
electricity that will be produced from RE sources by 2030 [1, 2]. Central Electricity
Authority drafted a blueprint that 57% (275 GW) of the total generated electricity
capacity will be produced from RE sources by 2027 [3]. In order to make a fruitful
transformation from non-conventional resources to RE sources, thoughtful deci-
sion, careful energy planning, and optimal selection among a pool of alternative RE
sources are required. The selection of RE is an MCDM problem as it incorporates
various multiple-conflicting criteria that involve social, economic, political, tech-
nical, and environmental. MCDM techniques are effective methods to evaluate and
prioritize the RE sources and finally select the most preferred alternative among
available and feasible alternatives.

2 Literature Review

Numerous research works have already been done on MCDM approaches, imple-
menting them in distinct fields of discipline such as supplier selection problem,
renewable energy project selection, and various other alternative selection problems.
San Cristóbal [4] proposed a methodology which is a combination of AHP and
VIKOR method used to rank the alternatives among the various renewable energy
resources in Spain. Abdolreza et al. [5] proposed an integrated methodology which
is a combined form of AHP and COPRAS methodology to obtain the most preferred
sustainable energy resource. Demirtas [6] and many other researchers [7, 8] used
an AHP to select the best (most preferred) RE resource in the presence of various
tangible and intangible criteria. Ali Zangeneh et al. [9] used an AHPmethodology as
an evaluation model for the prioritization and analysis of distributed generation (DG)
automation in which renewable, as well as elementary sources based technologies,
are considered in order to fulfill the rising demand for energy in Iran at the same time
taking into account the issue of sustainable development.

But the prominent property of the MCDM problems is the involvement of uncer-
tainty and vagueness in the sentiment of decision-makers, so to handle the uncertainty
in the human’s judgment; the concept of the fuzzy number and fuzzy set is used. The
main limitation of Conventional AHP is that scores are given in the form of precise
or crisp value which does not include the uncertainty and imprecise behavior of
real-world selection problems so final ranking provided by original AHP may be
erroneous because this method is unable to consider all the aspects of the problem.
Turskis et al. [10] proposed ARAS methodology integrated with a fuzzy concept
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to obtain a suitable site among a pool of alternatives for the logistics center. Wang
et al. [11] performed an extent analysis principle on the fuzzy AHP and describes the
application of FAHP. Heo et al. [12] presented a FAHP model with modified EA for
the evaluation of various RE alternatives for the dissemination program. Tasri et al.
[13] proposed fuzzy AHP in order to select the best resource among the available
renewable energy resources in Indonesia. Wang et al. [14] presented an integrated
FAHP-TOPSIS methodology for site selection in Vietnam to construct wind power
plants for the generation of electricity.

Fuzzy numbers are able to handle the impression involved in the decisions, but it
is incapable to include the certainty degree of information. So, Zadeh [15] proposed
the Z-number concept to overcome the limitation of fuzzy numbers. Fuzzy numbers
(restriction evaluation) with a degree of self-confidence (reliability of the judgment)
are termed as Z-number which has more capability to express human thought appro-
priately as compared to fuzzy numbers. Kang et al. [16] proposed anMCDMmethod-
ology for the analysis of supplier selection problem using Z-number. This method is
divided into two parts: first, Z-number is converted into fuzzy numbers using fuzzy
expectation and then weights of the criteria for the supplier selection problem are
evaluated using a genetic algorithm (GA). Chatterjee [17] proposes an integrated
COPRAS-Z methodology to select the most preferred RE resources for India. Even
though the concept of Z-number is successfully applied in various disciplines to
solve complicated MCDM problems, but the application of Z-number in the field of
selection of optimal RE resources is little and limited.

This paper proposes an integrated TOPSIS-Z methodology to find the optimal
RE resource among various alternatives. Criteria are compared by decision-makers
in the fuzzy environment using linguistic terms represented in Z-numbers which are
needed to evaluate the weights of the criteria, then TOPSISmethodology is practiced
to evaluate and prioritize the suitable alternative resources based on the relative
closeness to the ideal solution value. To certify the capability and effectiveness of the
proposed methodology, the method is compared with other MCDM methodologies
such asARAS,VIKOR, andCOPRASusing Spearman’s rank correlation coefficient.

3 Preliminaries

Definition 1: Triangular Fuzzy Number (TFN)
Fuzzy set theorywas first introduced byZadeh (1965) [14]. TFNs aremore suitable to
represent the expert’s opinion as it is a set of three values (m1,m2,m3) indicating the
lowest, the most probable, and the greatest value (m1 ≤ m2 ≤ m3). The membership
value of a TFN Ẽ = (m1, m2, m3) can be determined as:
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µẼ(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, x < m1
x−m1
m2−m1

, m1 ≤ x ≤ m2
m3−x
m3−m2

, m2 ≤ x ≤ m3

0, x ≥ m3

(1)

Definition 2: Z-Number Concept [15] Zadeh introduced the concept of Z-number
[15] to increase the reliability of real-world information by considering the degree
of self-confidence along with the fuzzy numbers. It is defined as an ordered pair of
fuzzy numbers: Z = (Ã, R“ ) which determines the restriction value (Ã) of any real
variable “X” and the measure of reliability (R“ ) of fuzzy number Ã.

4 Proposed Methodology

An integrated TOPSIS-Z methodology is proposed to evaluate both the qualitative
and quantitative criteria to retrieve their weights and then assess the alternatives to
prioritize all the available alternatives and finally to get themost preferred alternative.
The proposed methodology is divided into three main steps as shown in Fig. 1.

The proposed methodology comprises of three steps as follows:

Step 1: Identification of Criteria and Alternatives

This step determines the evaluation criteria and all the available RE resources that
will be used in the process of decision-making and organize the decision hierarchy
of criteria and alternatives along with their goal.

Fig. 1 Diagrammatic representation of the proposed methodology
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Table 1 Linguistic terms of fuzzy restrictions and its reliability along with their TFN values

Fuzzy restrictions value Fuzzy reliability

Saaty scale Definition TFN scale Definition TFN scale

1 Equally important (1, 1, 1) Slightly Sure (SS) (0.1, 0.1, 0.5)

3 Weakly important (2, 3, 4) Sure (S) (0.1, 0.5, 0.8)

5 Fairly important (4, 5, 6) Very Sure (VS) (0.5, 0.7, 1)

7 Strongly important (6, 7, 8) Extremely Sure (ES) (0.7, 1, 1)

9 Absolutely important (9, 9, 9) (ES)

2 The intermittent values
between two adjacent scales

(1, 2, 3)

4 (3, 4, 5)

6 (5, 6, 7)

8 (7, 8, 9)

Step 2: Determining the Weights of the Criteria

i. This step obtains the weights of evaluation criteria. Linguistic terms are used by
the decision-maker to establish the pairwise comparison matrix in which each
value is represented in Z-number. The codebook of related fuzzy restrictions
[14] and its reliabilities for the criteria are shown in Table 1. The value of fuzzy
restrictions and its reliability measures are expressed in the TFNs and to obtain
the pairwise comparison information matrix of Z-numbers, Y = [Z ij]m×m, where
“m” is the number of criteria and “Zij” represents the estimated value of criterion
“i” in criterion “j”, decision-maker has taken the corresponding value from this
codebook.

ii. Fuzzy expectation concept is used to convert the Z-number present in the pair-
wise comparison matrix into fuzzy numbers to get the fuzzy pairwise decision
matrix [18]. Initially, the centroid method is applied to convert the reliability
part of a Z-number into a crisp value then weighted Z-number is evaluated by
adding the weight of the reliability to the constraint Ã and finally irregular fuzzy
number is transformed into regular FN.

iii. Normalize the pairwise fuzzy decision matrix to scale each criterion value in the
equivalent measurement range as different criteria are represented in different
units.

• Apply fuzzy arithmetic operations to sum up each row of the fuzzy compar-

ison matrix [11]
∧
Y = (

ỹi j
)

m×m , where ỹi j = (
m1i j ,m2i j ,m3i j

)
, ỹ−1

i j =
(

1
m3i j

, 1
m2i j

, 1
m1i j

)
for i, j = 1,…, m & i �= j.

Vi =
m∑

j=1

ỹi j =
⎛

⎝
m∑

j=1

m1i j ,

m∑

j=1

m2i j ,

m∑

j=1

m3i j

⎞

⎠, i = 1, . . . ,m (2)
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• Normalize the above rows to get the fuzzy weights of the criteria [11].

=
∧
W
i

= Vi∑m
j=1 Vi( ∑m

j=1 m1i j
∑m

j=1 m1i j+∑m
k=1,k �=i

∑m
j=1 m3k j

,

∑m
j=1 m2i j

∑m
k=1

∑m
j=1 m2k j

,

∑m
j=1 m3i j

∑m
j=1 m3i j+∑m

k=1,k �=i

∑m
j=1 m1k j

) (3)

where i = 1, …, m.

iv. Apply the center of the areamethod to obtain theweights in crisp by defuzzifying
the fuzzy weights [13].

∧
W
i

= (m1i + m2i + m3i )/3, i = 1, . . . ,m. (4)

The weights of the criteria in vector form is WT = [w1, w2, w3, … , wm].

Step 3: Assessment of Alternative Energies with TOPSIS

TOPSIS [19]method is used to evaluate and prioritize the available alternative energy
resources.Alternatives are prioritized based on the relative closeness valueCi derived
by the TOPSISmethod. In thismethod, first positive ideal solution (PIS) and negative
ideal solution (NIS) is calculated and then the distance of each alternative with the
PIS and the NIS is determined. The basic concept of the TOPSIS method is a chosen
(most preferred) alternative must have the shortest distance with the PIS and longest
distance with the NIS which is determined with the help of relative closeness value.
Relative closeness values decide the complex comparative capability of the viable
alternatives which is directly proportional to the preference values of alternatives and
weights of the criteria examined in the problem. RE resource having a higher value
of relative closeness Ci is the best one.

5 Implementation

Theproposedmethodology is applied to theCristobal data [4]. Cristobal uses this data
to evaluate the available alternative resources with the help of the VIKOR method.
The proposed TOPSIS-Z methodology is implemented in the following three steps:

Step 1: Implementation of the proposed method uses two categories of criteria
namely benefit criteria and cost criteria. Benefit criteria are Power (CR1) in kilowatt,
Operating Hours (CR4) in hours/year, useful life (CR5) in years, and tons of emissions
of CO2 avoided/year (CR7) in tCO2/y. Cost criteria are Implementation Period (CR3)
in years, Investment Ratio (CR2) in e/kilowatt, Operating and Maintaining Costs
(CR6) in e × 10−3 kilowatt hour.
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Table 2 Preferred value of alternatives with respect to each criterion

Optimization direction CR1 CR2 CR3 CR4 CR5 CR6 CR7

MAXm MINm MINm MAXm MAXm MINm MAXm

RS1 5000 937 1 2350 20 1,470 1,929,936

RS2 10,000 937 1 2350 20 1,470 3,216,560

RS3 25,000 937 1 2350 20 1,510 9,649,680

RS4 5000 1500 1.5 3100 25 1,450 472,812

RS5 20,000 700 2 2000 25 0,700 255,490

RS6 35,000 601 2.5 2000 25 0,600 255,490

RS7 50,000 5000 2 2596 25 4,200 482,856

RS8 5000 1803 1 7500 15 7,106 2,524,643

RS9 5000 1803 1 7500 15 5,425 2,524,643

RS10 5000 1803 1 7500 15 5,425 2,524,643

RS11 5000 1803 1 7500 15 2,813 2,524,643

RS12 56,000 856 1 7500 20 4,560 4,839,548

RS13 2000 1503 1.5 7000 20 2,512 5,905,270

This paper considers 13 alternative RE projects which are: Wind power P ≤
5 MW (RS1), Wind power 5 ≤ P ≤ 10 MW (RS2), Wind power 10 ≤ P ≤ 50 MW
(RS3), Hydroelectric P ≤ 10 MW (RS4), Hydroelectric 10 ≤ P ≤ 25 MW (RS5),
Hydroelectric 25 ≤ P ≤ 50 MW (RS6), Solar Thermo-electric P ≥ 10 MW (RS7),
Biomass (energetic cultivation) P ≤ 5 MW (RS8), Biomass (forest and agricultural
wastes) P ≤ 5 MW (RS9), Biomass (farming industrial wastes) P ≤ 5 MW (RS10),
Biomass (forest industrial wastes) P ≤ 5 MW (RS11), Biomass (co-combustion in
conventional central) P ≤ 5 MW (RS12), and Biofuels P ≤ 2 MW (RS13). Table 2
shows the preference value of alternatives with respect to each criterion. The decision
hierarchy of criteria and alternatives along with its goal is shown in Fig. 2.

Step 2: Using Table 1, the paper defines a pairwise decision matrix as shown in
Table 3. To calculate the relative importance ofweights first, Z-number is transformed
into TFNs by applying a fuzzy expectation concept to obtain a fuzzy decision matrix.
Further, normalization of a Triangular Fuzzy decision matrix is done using Eqs. 2
and 3 and fuzzy weights are obtained then fuzzy weights are defuzzified using Eq. 4
in order to get the crisp weights and finally, priority weight vectorW = [0.307, 0.113,
0.025, 0.149, 0.161, 0.061, 0.202] is retrieved. Power (0.307) is the most important
and implementation period (0.025) is the least important criterion in the optimal RE
selection.

Step 3: TOPSIS method is applied in Table 2 and available alternative RE sources
are evaluated. The normalized weighted decision matrix and the value of Q+

i , Q
−
i ,

andCi are measured as shown in Table 4. In the last column of Table 4, the final rank
of alternative RE is recorded. According to the relative closeness value Ci , the most
preferred RE resource is RS12.
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Fig. 2 A hierarchical structure of criteria and alternatives

6 Result Analysis

To justify the efficiency and efficacy of the proposed methodology that is TOPSIS-
Z, evaluation and the performance ranking of feasible thirteen RE sources are done
using relative closeness value and proposed methodology is compared by different
MCDM methods namely ARAS, VIKOR, and COPRAS as shown in Table 5 using
Spearman’s rank correlation coefficient (SRCC) [5]. The SRCC between the final
ranking (Avg of each row) and the TOPSIS-Z, ARAS, VIKOR, COPRAS methods
are 0.994, 0.994, 0.958, 0.994, respectively. As ARAS and COPRAS, the proposed
method has a high SRCC value that is 0.994, hence validating the effectiveness and
capability of the proposed method.

7 Conclusion and Future Scope

Different RE sources have relative merits and demerits and also the presence of
multiple-conflicting criteria made the problem of selection of feasible RE sources
complicated and sophisticated. This paper proposes an integrated (TOPSIS-Z)
MCDM method for the selection of optimal RE. The uncertainty is ubiquitous in
the real-world decision problems, so to handle the uncertainty, reliability is consid-
ered along with the TFN value to form the pairwise decision matrix, and weights
are evaluated. TOPSIS is used to rank the available RE sources. To validate the effi-
cacy of the proposed method SRCC is used. The proposed method that is TOPSIS-Z
which handles the uncertainty by considering the reliability is compared with various
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Table 4 Outcome of analysis

CR1 CR2 CR3 CR4 CR5 CR6 CR7 Q+
i Q−

i Ci R

RS1 0.017 0.015 0.004 0.018 0.044 0.006 0.028 0.211 0.078 0.269 12

RS2 0.034 0.015 0.004 0.018 0.044 0.006 0.047 0.187 0.089 0.323 7

RS3 0.085 0.015 0.004 0.018 0.044 0.007 0.141 0.113 0.174 0.605 2

RS4 0.017 0.024 0.007 0.024 0.055 0.006 0.006 0.222 0.069 0.236 13

RS5 0.068 0.011 0.009 0.015 0.055 0.003 0.003 0.189 0.101 0.348 6

RS6 0.119 0.009 0.012 0.015 0.055 0.002 0.003 0.161 0.139 0.463 4

RS7 0.170 0.082 0.009 0.020 0.055 0.019 0.007 0.159 0.165 0.508 3

RS8 0.017 0.029 0.004 0.058 0.033 0.033 0.037 0.207 0.076 0.270 11

RS9 0.017 0.029 0.004 0.058 0.033 0.025 0.037 0.206 0.077 0.272 9

RS10 0.017 0.029 0.004 0.058 0.033 0.025 0.037 0.206 0.077 0.272 9

RS11 0.017 0.029 0.004 0.058 0.033 0.013 0.037 0.205 0.079 0.279 8

RS12 0.190 0.014 0.004 0.058 0.044 0.021 0.070 0.073 0.212 0.742 1

RS13 0.006 0.024 0.007 0.054 0.044 0.011 0.086 0.193 0.111 0.365 5

Table 5 Performance ranking obtained by using different MCDM methods

Different methodologies

ARAS COPRAS VIKOR TOPSIS-Z

Value Rank Value Rank Value Rank Value Rank Final Rank

RS1 0.051 12 35.20 12 0.951 13 0.270 12 12.25

RS2 0.067 6 46.14 6 0.798 6 0.323 7 6.25

RS3 0.135 2 91.43 2 0.262 2 0.606 2 2

RS4 0.040 13 27.25 13 0.929 9 0.236 13 12

RS5 0.067 7 42.86 7 0.775 5 0.348 6 6.25

RS6 0.091 4 56.46 4 0.688 4 0.463 4 4

RS7 0.095 3 63.42 3 0.666 3 0.508 3 3

RS8 0.054 11 36.32 11 0.946 12 0.271 11 11.25

RS9 0.055 9 36.88 9 0.935 10 0.273 9 9.25

RS10 0.055 9 36.88 9 0.935 10 0.273 9 9.25

RS11 0.056 8 38.08 8 0.917 8 0.279 8 8

RS12 0.151 1 100.0 1 0.000 1 0.742 1 1

RS13 0.079 5 53.40 5 0.823 7 0.365 5 5.5

other MCDM namely ARAS, VIKOR, COPRAS methods which don’t consider the
uncertainty involved in the decision-making process.

In the proposed methodology, to handle the uncertainty involved in the decisions
made by the decision-maker, the Z-number concept is used which has more capacity
to define the knowledge of human beings. Note that for the real applications, the idea
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of Z-number has not been appraised. Hence, there is a need to transpose Z-number to
a classic FN due to which there might be a possibility that some data will be lost. The
comparison of different Z-number is an important and open issue, which is also an
elementary issue to extend the applications of Z-number. So, in the future, a better or
more significant method can be developed to deal with Z-number to further reduce
the loss of data that is happening during Z-number conversion.
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Routing Algorithms for Hybrid Nodes
in WSNs

Isha Pant and Shashi Kant Verma

Abstract The prominent criteria for the Wireless Sensor Network are a lifetime of
the network, stability, and the energy parameter. To enhance these crucial parame-
ters, the paper introduces Routing Algorithms for hybrid nodes in sensor networks
‘RA-HNW’ protocol having four forms of sensor nodes varying in energy and capac-
ities to improve the stability and lifespan of the sensor networks. The simulations
for the proposed RA-HNW is simulated in MATLAB 2018b. It is observed that
using the functionalities and capabilities of the different types of nodes taken in the
work, the stability of the proposed schema increases by 49.12% as compared to the
DCHRP4, twice and thrice as compared to ETSSEP, TSEP, and SEP. The lifetime
criteria also upgrade by 10.49% over DCHRP4with level four heterogeneity, 15.85%
over DCHRP, 19.65% over ETSSEP, and about 64.87% over TSEP. The proposed
RA-HNW methodology is well suited for working in the fixed sink environment.

Keywords Heterogeneity · Routing techniques · Lifespan · Sensor networks

1 Introduction

Wireless sensor network addresses the use of sensors, more specifically the wire-
lessly connected form of sensors following a mechanism of one-time deployment.
The area ofWSNallowsone the real-time aspect ofmonitoringof the physical sensing
domains such as intelligent transport, healthcare, environmental aspects, and many
more. WSN field works as a channel whose work is to connect the real world traits to
the digital world. The general work of these networks is to pull together desired infor-
mation from the subjected environment and convey that sensed data to the conducting
unit known as the sink [1]. For using the capabilities of these network types in general
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scenarios, designing protocols that can work upon different conditions is necessary.
The aim for designing of a WSN protocol is to improve the common parameters
such as increasing the total lifespan of the network, deploying of sensors in such
a way that can increase the stability period criteria. The time when the first sensor
node type dies in the sensor network is called its stability period in WSN. For the
betterment of these parameters, clustering is the general approach being used. The
process of clustering involves the assemblage of sensor nodes altogether into various
clusters each having a leader, performing the operations of data transfer called as the
cluster head. Main levels of performing clustering involve cluster creation, selection
of CH, transferring of information to a central station [2]. Nodes other than the leader
node are termed as the member node of the cluster. Homogeneous and Heteroge-
neous are the basic clustering methods, the former is associated with nodes having
the same type of energy for all nodes and later one mainly have the varied type of
energy of nodes. During the node deployment procedure, all nodes are deployed
with the same energy in homogenous type, and in heterogeneous type, all nodes are
dispersed with different energies in the sensing environment [3]. The class of homo-
geneous protocol constitutes of protocols like LEACH, HEED, etc. and a class of
heterogeneous protocol comprises of protocols like SEP, TSEP, ETSSEP, DCHRP,
etc.

The prominent type of heterogeneity based on resources is link heterogeneity,
the computational heterogeneity and energetic heterogeneity focusing on different
aspects of the sensor node [4]. The link type comprises of a node having a slight high
bandwidth for sensing of the data,whereas in the computational heterogeneity form, a
node contains extra memory and processing capabilities than the basic normal nodes
[5]. Energetic heterogeneity involves replaceable battery type for heterogeneous
sensor nodes (Fig. 1).

Fig. 1 Formation of Cluster
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The rest paper is arranged accordingly. Associatedwork done is styled in Sect. 2 of
the paper, Sect. 3 comprises of the proposed concept, Sect. 4 dealswith the simulation
and result part and Sect. 5 holds the conclusion of the proposed paper.

2 Related Work

This section embraces the literature review of various prevailing routing schemes
and strategies used for homogeneous as well as heterogeneous WSNs.

LEACH protocol put forwarded by Heinzelman in 2000 is considered to be the
very promising and oldest protocol in the family of the homogeneous protocol.
Having similar energy levels of nodes, LEACH employs a mechanism that the selec-
tion of cluster heads among the similar types of nodes depends on the probability
function. This protocol focuses on the adaptive clustering schema. Manjeshwar et al.
in the year 2001 proposed the TEEN protocol mainly focusing on two different
threshold types, the hard and soft threshold type [6]. The gain of the protocol is that
it slightly eases the number of transmissions. Younset et al. in the year 2004 intro-
duced HEED, improvement over basic LEACH protocol using the remaining energy
in node concept [7]. The mentioned protocols for WSN are not fine-suited for the
heterogeneous environment as it takes only the same energy type node.

Stable election SEP protocol is among the first protocol proposed for heteroge-
neousWSN environment having the characteristics of varied types of node dispersed
in the sensor field, put forward in 2004 by Smaragdakis having two levels of nodes
varying in energies [3]. Cluster Head is selected among nodes based on individual
probability election criteria. It is fine-suited as it provides stability among nodes
and an extended lifespan. SEP upgrades stability by 26% over LEACH using the
heterogeneity of nodes.

Various protocols are put forwarded for the heterogeneous environment like
DEEC, distributed energy-efficient clustering based on remaining and average energy
between the nodes [8]. The advantage of the protocol is that it doesn’t require
former knowledge of energy among nodes. Kashaf proposed the TSEP Protocol
as an advancement over the SEP by introducing a three-level heterogeneity mech-
anism. The basis of selecting the leader CH here is the threshold criteria [9]. The
next enhancement on the heterogeneous type was given by Shekhar et al. in 2015 by
proposing a new methodology ETSSEP, comprising of three levels of node hetero-
geneity and a reactive procedure of routing. Varying in energy type, the nodes are
described as a normal node, advance node, and intermediate sensor nodes deployed
in the field. By simulation, it is validated that it gave an enhancement in stability
and lifespan among nodes by 33.5% and 37.70% over TSEP. Yasha et al. in 2017
proposed the DCHRP and in 2018 proposed the DCHRP4 protocol following the
dual cluster head concept having prime CH and a secondary CH to divide work
among themselves, DCHRP gives a stable increase in lifespan and the stability by
an increase of 3.28% and 9.99% over ETSSEP, respectively [6].
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3 Proposed Methodology

The proposed methodology ‘RA-HNW’ is grounded on the working of four forms of
node dispersed in the sensor network field varying in energies. Put forwarded nodes
diverge in computational capabilities as well as in energy levels. The nodes are
centered on the link, computational and energetic heterogeneity criteria and named
as normal type sensor nodes having modest computation capabilities, followed by
advanced, intermediate, and supernodes having higher processing capabilities than
each other. The normal nodes in the field will be having the least energy as compared
to the super ones. The four nodes are given by α for normal, β for intermediate, γ for
advanced and μ for supernodes.

The varying energy of normal nodes is denoted by Enor, intermediate sensor node
by Eint, advance nodes by Eadv, and highest capability supernode by Esup. The use
of the different types of nodes altogether reduces time consumption, provides better
computational power. The supernode embedded with high energy senses the data
for more time as compared to the other three nodes in the sensor network field. The
energy of the proposed four forms of nodes is given as:

Enor = Eo ∗ (1 + α) (1)

for Normal sensor node,

Eint = Eo ∗ (1 + β) (2)

for Intermediate sensor node,

Eadv = Eo ∗ (1 + γ ) (3)

for Advance sensor node,

Esup = Eo ∗ (1 + μ) (4)

for the most powerful, Supernodes.
The initial value of a node is 1.0 J for Supernode, 0.75 J for the Advance node,

0.5 J for Intermediate node, and 0.25 J for the normal node, this allocation of energy
is done in the starting phase of node deployment.

CH election in every epoch is centered on the node having the utmost energy
present. In our proposed work, every time the first cluster head will be a supernode
having the highest-energy type of 1.0 J and greater processing abilities among others.
Afterward, when the energy of the selected supernode gets diminished, the process
for selecting the next CH follows the probability criteria. The CHs election procedure
is of dynamic nature that is, any random node can be the leader based on probability.
The probability of nodes is decided using certain formulas:
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Psuper = 1 − Esup ∗ (1 + μ)

N
(5)

Padvance = 1 − Esup ∗ (1 + γ )

N
(6)

Pintermediate = 1 − Eint ∗ (1 + β)

N
(7)

Pnormal = 1 − Enor ∗ (1 + α)

N
(8)

wherePsuper,Padvance,Pintermediate,Pnormal are the probability function for the proposed
work having four forms of nodes. Here Esup, Eadv, Eint, Enor, N, are initial energy
of supernode, the initial energy of advance node, the initial energy of intermediate
nodes, the initial energy of normal nodes, number of nodes, respectively. The total
energy of the nodes in the network is given by:

Etot = Enor + Eint + Eadv + Esup (9)

3.1 Routing Algorithm

Nodes Setup and Proposed Network Initialization

Step 1 While true
Step 2 Follow steps CLH1= max (μ) for first cluster head selection from super

nodes with max energy
Step 3 Follow steps CLH2= max (α, β, γ) for selection of next CH among the

remaining nodes
Step 4 Allot task among the chosen leader heads
Step 5 Calculate the total energy of nodes using (9)
Step 6 Calculate Throughput using a number of packets being sent
Step 7 Calculate the resources per iteration

The first leader head in a cluster gets selected from the high energy dispersed
super node μ in the network field using procedure CLH1 = max (μ) where μ is
the supernode, α, β, γ are the three remaining varying nodes and CLH is the cluster
leader head of a particular cluster, then according to the energy left among the node,
the next cluster head is selected from the remaining α, β, γ using CLH2 = max
(α, β, γ), respectively. As soon as the energy of the nodes starts diminishing with
time, the procedure starts the operation again beginning with the nodes remaining in
the network. The sensor nodes stop sensing the values when all nodes are utilized
according to their energy specification making the sensing nodes dying eventually
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after completion of the desired tasks [10]. The process of sensing the data and gath-
ering information increases due to the working of four forms of nodes in the sensing
field altogether.

4 Result and Simulation

For evaluation of the proposed protocol, simulation is performedonMATLAB2018a.
Afterward, the performance of the proposed methodology is compared with the
existing protocols such a SEP, TSEP, ETSSEP, DCHRP, and DCHRP4, respectively.
For the simulation, firstly 15–300 distinct nodes are positioned in the sensor network
field of dimension 100 * 100. We have stimulated by taking a lower number of nodes
then going upwards to a higher number of the nodes to check the efficiency of the
proposed schema. As described, the sensor field constitutes of four levels of nodes
upgrades over each other in a relation to battery life and cost, making the system
more favorable. Initially, energy during deployment is 0.5 J. The proposed RA-HNW
protocol Routing Algorithms for hybrid nodes in a wireless sensor network is better
compared to other protocols in terms of different types of sensing nodes having
different functionalities dispersed altogether working on the residual energy criteria
of a node. The performance criteria are based on the total lifespan of the network,
stability of nodes, and throughput.

Figure 2 displays the cluster formation using the distinct nodes in the sensing field.
The varied color nodes depict the four forms of nodes in clusters randomly placed

Fig. 2 Distribution of nodes according to energy levels
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Table 1 Parameters for
simulation

Parameter Values

Network size 100 × 100 m2

Number of nodes 15–300

Initial energy (E0) 0.5 J

Packet 8 per iteration

Bandwidth 10 bit/s

Efs 10 nJ/bit/m2

Eamp 0.0025 Pj/bit/m2

EDA 5 nJ/bit/signal

α 0.25 J

β 0.50 J

γ 0.75 J

μ 1 J

in the sensor network field, each led by a cluster head. Parameter for simulation for
the proposed methodology is defined in Table 1.

Figure 3 illustrates the alive nodes per round of the proposed protocol RA-HNW.
In the proposed RA-HNW protocol, the first node is dying in 6430 rounds and the
last node is dying in 8092 round, respectively.

Figure 4 displays the stability of various protocols. The stability period of SEP
protocol is 974 rounds, TSEP Protocol is 2068 rounds, ETSSEP protocol is 2762

Fig. 3 Alive nodes per round in the network
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Fig. 4 Stability period of protocol with proposed RA-HNW

rounds, DCHRP protocol is 3038 rounds, DCHRP4 protocol is 4312 rounds and our
proposed RA-HNW comes out to be 6430 rounds, respectively.

Figure 5 shows the lifespan of SEP, TSEP, ETSSEP, DCHRP, DCHRP4, and our
proposed RA-HNWprotocol. All nodes working die in SEP in 1667 rounds, in TSEP
in 4908 rounds, in ETSSEP in 6763 rounds, in DCHRP in 6985 rounds, in DCHRP4
in 7324 rounds and our proposed RA-HNW in 8092, respectively.

Figure 6 throughput of various protocols such as SEP, ETSSEP, DCHRP4, and
our proposed RA-HNW (Table 2).

The experiment is performed with a distinct number of nodes ranging from 15
nodes and going up to 300 nodes. The following figure shows the variation in network
lifetime of the proposed protocol RA-HNW with a distinct number of nodes.

Figure 7 depicts the network lifetime of RA-HNW for different sensor nodes.
The result redirects that for 15 nodes the lifespan of the network grows up sharply
followed by a rise in lifespan for 25 nodes to 100 nodes and then goes down slightly
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Fig. 5 Lifespan of protocol
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Fig. 6 Throughput of various protocol

Table 2 The comparison of
protocols SEP, TSEP,
ETSSEP, DCHRP, DCHRP4,
and proposed RA-HNW

Protocols Stable period Instable period Lifespan

SEP 974 693 1667

TSEP 2068 2840 4908

ETSSEP 2762 4001 6763

DCHRP 3038 3947 6985

DCHRP4 4312 3013 7325

RA-HNW 6430 1662 8092
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Fig. 7 Network lifetime of proposed DD-MAP with a distinct number of nodes
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Table 3 Performance of
proposed Protocol RA-HNW
with a distinct number of
nodes

Number of nodes Stable period (rounds) Lifespan

15 6361 8045

25 6768 8430

50 6387 8081

75 6748 8444

100 6430 8092

200 2761 4573

225 2593 4611

250 2761 4508

275 2578 4588

300 2757 4535

afterward. Here, it is observed that from 15 to 100 nodes lifetime is better according
to the proposed methodology using a distinct type of nodes (Table 3).

5 Conclusion

In the proposed RA-HNW protocol, it is observed that using the distinction in the
number of nodes varying in energy, the proposed schema works well in the WSN
environment. The given methodology increases the stability by 49.12% as compared
to DCHRP4 and twice and thrice as compared to protocols like ETSSEP, TSEP,
and SEP. Using the node criteria, the lifespan of the sensor network also upgrades
by 10.49%, 15.85%, 19.65%, and 64.87% over DCHRP4, DCHRP, ETSSEP, and
TSEP.
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Extended Security in Heterogeneous
Distributed SDN Architecture

Sugandhi Midha and Khushboo Tripathi

Abstract With the rapid growth in the network, a demand for more flexible and
secure technology of network programmability is increasing. With the introduction
of technology like SDN, a new platform for communication evolved which is free
from traditional network barriers like vendor lock-ins, limited scope for innovation,
buggy software, etc. No doubt, SDN has solved these problems but SDN security
issues are of major concern. SDN security is the key research area that is gaining
popularity. Our paper discusses SDN security challenges. In our experiments, we
tried to depict the network performance and utilisation of resources in case of security
attacks. With the aim of securing SDN in the case of heterogeneous distributed SDN
controllers, we suggested a routing protocol that manages routing tasks where TLS
security has been embedded in the header for OpenFlow packet. We simulated the
system with our testbed of virtual machine with different attacks scripted in python.

Keywords Denial of service (DOS) · Openflow · Software defined network
(SDN) · Ping of death · Flow rule · Transport layer security (TLS)

1 Traditional Networking and The SDN

With the accelerated growth in the number of computing devices that are connecting
to the internet, a need for technology is arising which can manage the complexity
of ongoing large-scale network. Cisco has estimated that today more than 25 billion
devices are connected to the internet and looking at the rapid growth and usage these
numbers will definitely rise to 50 billion by 2020 [1]. A solution to overcome this
challenge has beenmitigated by an emerging technology called the Software Defined
Network (SDN). A separation of control function and data forwarding function has
reduced the complexity of managing the growing network. Network function can be
centralized on one controller or on several distributed controllers depending on the
size of network. SDN offers several network control benefits which include:

S. Midha (B) · K. Tripathi
ASET, Amity University, Gurgaon, India
e-mail: mailmetech@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_75

991

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_75&domain=pdf
mailto:mailmetech@gmail.com
https://doi.org/10.1007/978-981-15-5341-7_75


992 S. Midha and K. Tripathi

Support for Network Experimentation: In traditional networks, there was less
possibility of innovation. Equipment vendors used to write the code. Network was
considered to be a proprietary network and there were long delays to introduce new
features.Due to support for heterogeneous network architecture in SDN, new features
can be easily added. There are no vendor lock-ins.

Dynamic Adaption: In the case of network device failures, SDN reacts towards the
changing environment anddynamically adapts to topology changes.No configuration
changes are required by the network administrator.

Support for Add-on Features: Network functionality can be added into the
network as per the requirements of the users without any delays that only network
manufacturer will develop it.

Abstraction andAutomation: Functionality of control plane is hidden from the data
forwarding plane. Data forwarding plane merely transfers the packets. SDN offers
us the flexibility to change the network devices’ functionality via APIs.

Interoperability and Independence: Equipments from different vendors can
communicate using open flow standards that support different services and inde-
pendence to add features dynamically.

Saves Cost: In traditional networks, operating a network is expensive along with
the cost to set it up. Decoupling data and control plane has broken the monopoly
of proprietary network. It reduces network prices while also forces the vendors to
compete on network prices (Fig. 1).

2 SDN Architecture Overview

In traditional networks, each network element acts as closed equipment. Software is
bundled together on hardware elements. It works as per vendor-specific interfaces.
This device was always over specified where many complex functions are baked on
a single device. These elements with mostly 20+ million lines of code were more
prone to cascading failure and other vulnerabilities.

An idea was to separate the control plane from the simple packet forwarding hard-
ware.With the advent of SDN, this idea of decoupling control and data plane realized
in the network world. SDN architecture is totally not a new concept. Decoupling is
one of the key elements of MLPS (Multi-Protocol Label Switching) (Fig. 2).

SDN architecture is actually composed of three layers:

• Application Layer
• Control Layer
• Data Layer.

NBI corresponds to the Application and Control Plane interface and SBI
corresponds to Data and Control Plane Interface.
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Fig. 1 Traditional network versus SDN

Fig. 2 SDN architecture [2]

The APIs are specified by ONF (Open Network Foundation). There is one central
controller that installs routes and policies into network elements. Network controller
is responsible for creating a flow table and managing the rules of flow.

SDNarchitecture performance is evaluated by analysing the forwarding speed and
packet drop rate. But how far a single controller can handle the scalability. The author
Jarschel et al. [3] proposed that the placement of multiple controllers is definitely
going to have a positive impact on latency, fault discovery, and event propagation
(Fig. 3).
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Fig. 3 Distributed SDN
architecture [3]

3 Tools and Services for SDN Deployment

SDN works intelligently by informing the network devices about the change in
topology in case of device unavailability, device failure, traffic load change, etc. This
dynamic knowledge and information of application context help to enhance network
performance and services significantly.

SDN services are broadly categorized as:

Management and Monitoring: In SDN, interoperability between open flow (OF)
and non-open flow network is a complex issue. Motivated by this problem, a
legacy flow management solution is proposed [4]. Layer 1 of legacy flow manage-
ment architecture is responsible for communication between open flow supported
networks. Whereas, L2 is responsible for migrating the instructions from open flow
to vendor-specific (legacy) network and vice versa (Fig. 4).

Slicing and Network Resource Allocation: Initially, the purpose Open Flow was
created for experimentation of protocols and technology in an environment. This
network was so efficient that it proved to be a significant test bed that does not have
any adverse effect on the work environment. Later on, it has been analysed and

Fig. 4 Legacy network architecture of programmable distributed execution environment (PDEE)
[4]
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Table 1 Main components of open flow (OF) table [6]

Match fields Priority Counters Instructions Timeouts Cookies

proposed that we can use this production test bed simultaneously for more than one
experiment. The only thing which is required is slicing and distribution of network
resources allocation in an efficient manner among different experiments. Flow Visor
[5], has been designed specifically for this purpose.

Network Updates: A timely update that is provided by the SDN in case of topology
change, load management, network fault, etc. has the potential to achieve network
management efficiency.

Load Balancing: Another aspect that helps in managing and improving network
efficiency is the availability of SDN Controller during peak traffic. The dynamic
adaptability nature of SDN network makes it available and scalable during high
traffic load. SDN load balancer helps to achieve this objective.

4 Open Flow Protocol

SDN and Open Flow are two words that are continuously used together in literature.
Open Flow is one of the protocols that controls devices in SDN. There are several
other protocols like Oplex, Lisp, NetConf, ForCES, etc. which can be used in SDN.
But due to its flexibility, Open Flow is most popular for SDN southbound APIs.

SDN Controller set the flow entries in the flow table at network element via OF
protocol. Network elements (NE) forwards the packets based on those entries. OF is
responsible for communication process between controller and network elements.

Table 1 Field Description:

Match Fields: Consists of packets headers and ports.

Priority: Matching Precedence.

Counters: Updated when packets match occur.

Timeouts: Maximum amount of time a packet can be in network.

Cookie: Not used while processing packets (Fig. 5).

5 SDN Security

OpenFlow (OF) does not typically implement security in the network. This is because
Transport Layer Security (TLS) encryption is not mandatory. As this is an optional
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Fig. 5 Packet flow in open flow (OF) switch [6]

criterion to adopt TLS encryption, an attacker gets an opportunity to exploit this OF
channel and can spoof network traffic on communication channels.

Various security challenges are:

Authentication and Accountability: Host authentication and identification is badly
affected on the OF SDN.

Man inMiddle Attack: An outside switch on the network may get connected to the
controller by faking its identity.

Spoofing: SDN Controller is more prone to IP spoofing and ARP spoofing.

Denial of Service:An attackerwill stop controller and switch fromgetting connected.
SDNController is not able to service the authenticated service. Network performance
is highly affected in this case as experimented by my simulation. This sometimes
leads to ping of death of SDN Controller.

Figure 6 shows that 32 processes are running and CPU usage is 4%. And Fig. 7
shows that with a speed of 1 Gbps, Network Utilisation is nominal with 21 processes.
And as soon as the network processes increase beyond a limit, it leads to ping of
death as depicted in Fig. 8 and network controller stops replying.

6 Extended Identity Based Cryptography

Proposed approach DDOS defensive mechanism hosted in controller. A controller
monitors the traffic passing to and from the open flow switches. It acts as a security
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Fig. 6 Running: 32 processes, CPU usage: 4%

device to detect the threat at the network trust boundaries and supports preventive and
defensive mechanisms. Content Oriented Network Architecture (CONA) finds the
DDOS attack when the count of a particular context request exceeds a threshold. Our
proposed defender algorithm for DDOS analyse the traffic rate against the prescribed
predefined limit. DDOS is one of the catastrophic attacks which generates various
other security threats on the network and is critical to handle.

Identity-based cryptography where we used Data Encryption Standard (DES) to
support TLS in Open Flow which will protect the southbound security connections.
This will ensure that no attacker adds malicious traffic on the network and cannot
bring the network down. It also ensures that no tampering is possible on the data. As
TLS is an optional mechanism in the Open Flow SDN because of the flexibility it
offers to connect with any network. We are supporting TLS with the Open Flow to
provide extended security. Figure 9 explains how DES is used to encrypt the text to
secure the data so that any tampering with the data can be identified.

Figure 10 explains the complete flow of our algorithm. In the first step, the TLS
support is provided by encrypting the packet and to prevent unauthorized user attacks
like DOS, entropy is measured based on the type of network and flow of data. If the
sender is in the legitimate, i.e. entropy is less than the defined threshold value, then
another check is made by comparing the number of packets sent, i.e. count is less
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Fig. 7 Running: 21 processes, network usage: nominal

than 50 or not as per the capacity of the network. If the flow is more than the packets
a network can handle then flow modifications become an important step to prevent
from DOS.

7 Conclusion and Future Work

In this paper, we have proposed an extended TLS security with entropy parameters
based on OpenFlow. We have built a virtual prototype system to simulate a real
OpenFlow network. Experiments and their results show that network performance
is highly underutilized in case of attacks. A measure has been taken to prevent the
system from unauthorized users and to identify them. Another measure has been
taken to detect any kind of tampering with the data with the support of DES.

For future work, there are many directions to explore to deal with fake IP. Our
next set of experiments regarding this are in progress.
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Fig. 8 Ping of death, denial of service

Fig. 9 Extended TLS support
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Fig. 10 Defensive system
flow
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Evaluation of SC-FDMA Physical Link
Using USRP

Shweta Y. Kukade, M. S. Sutaone, and R. A. Patil

Abstract Single-Carrier Frequency Division Multiple-Access (SC-FDMA) is used
in uplink data transmission in Long-Term Evaluation (LTE) due to its low Peak-
to-Average Power Ratio (PAPR) properties. In this paper, SC-FDMA link has been
modeled and proposed to design this link using LabVIEW. The real-time data trans-
mission through the SC-FDMA link is carried out using Software Defined Radio
(SDR) testbed which is implemented using Universal Software Radio Peripheral
(USRP) devices. The data transmission and reception are carried out through SC-
FDMA link and the performance evaluation is estimated for PAPR and Bit Error
Rate (BER). The simulation results show that the PAPR and BER parameters of the
proposed SC-FDMA link design are significantly lower than the OFDMA in down-
link. Moreover, the simulation of BER with different modulation schemes is carried
out for different Signal to Noise Ratio (SNR) values. The analysis of PAPR impacts
the OFDMA waveform and benefits on SC-FDMA transmission link in any channel
condition.

Keywords SC-FDMA · SDR · OFDM · PAPR · BER · USRP · FPGA

1 Introduction

LTE (Long-Term Evolution) and LTE-Advanced have made consistent efforts to
enhance future cellular technologies in order to improve higher radio access data
rates, spectral efficiency, power reduction, capacity, and coveragewith reducing oper-
ating network costs. Therefore, Single-Carrier Frequency Division Multiple Access

S. Y. Kukade (B) · M. S. Sutaone · R. A. Patil
Department of Electronics and Telecommunication, College of Engineering, Pune, India
e-mail: shweta.kukade08@gmail.com

M. S. Sutaone
e-mail: mssutaone@coep.ac.in

R. A. Patil
e-mail: rap@coep.ac.in

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_76

1003

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_76&domain=pdf
mailto:shweta.kukade08@gmail.com
mailto:mssutaone@coep.ac.in
mailto:rap@coep.ac.in
https://doi.org/10.1007/978-981-15-5341-7_76


1004 S. Y. Kukade et al.

Fig. 1 SC-FDMA transmitter and receiver [1]

(SC-FDMA) is preferred as the multiple-access scheme for LTE uplink direction.
The SC-FDMA and OFDMA are similar access schemes except for the additional
operation of Discrete Fourier Transform (DFT) are performed on the modulated
symbols in SC-FDMA. In this case, DFT converts the logic of the transmission to
a large degree. The SC-FDMA transmitter and receiver components of the physical
LTE link are explained in Fig. 1 [1]. The utilization of a guard interval appended
at the beginning of each OFDM symbol is called a Cyclic Prefix (CP). It provides
great robustness against multipath fading and the transmitter reduces the problem to
Fast Fourier Transform (FFT) processing and scalar equalization per subcarrier at
the receiver.

SC-FDMA has a lower PAPR than OFDMA which helps to save the mobile
battery life for a long duration. Numerous papers are addressed different methods
to lower down the PAPR of SC-FDMA. The different diversity techniques such as
Space Time Frequency Block Codes (STFBC), Space Time Block Codes (STBC),
and Space Frequency Block Codes (SFBC) are used in MIMO OFDMA and SC-
FDMA systems to improve bit error rate and power [1]. The Rasied Cosine (RC) and
square root Raised Cosine filter with Absolute Exponential (AEXP) and Hyperbolic
Tangent (HT) sigmoid transfer function companding methods are used in [2, 3]. In
this technique, localizedDiscreteCosineTransformedSC-FDMA(DCT-SC-FDMA)
with RC filter shows significant improvement in BER and PAPR without increasing
computational complexity andmortifying performance of the system. TheHadamard
SC-FDMA scheme uses Hadamard transform that experience considerable reduction
in PAPR and BER to produced pulse shaped SC-FDMA [4]. The circular QAM and
rectangular QAM modulation schemes are simulated for SC-FDMA system in a
different noisy environment [5], as a result, Symbol Error Rate (SER) is improved in
circular QAM with less energy consumption. Also, the probabilistic pulse shaping
and hybrid companding method with a discrete wavelet transform projected in [6,
7]. This method highlights the weighting windows with zero excess bandwidth at the
output of DFT which is vigorous to channel estimation errors and gives better PAPR.
In [8], the SC-FDMA performance is evaluated for Zero Forcing (ZF) andMinimum
Mean Square Error (MMSE) method. The subcarrier mapping is carried out by
localized and distributed mapping. The improved system performance is observed
using MMSE method and localized distribution mode.
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We addressed the graphical editing language used in LabVIEW software which
replaces the text with graphical programming code. This module enables us to calcu-
late PAPR and BER while transmitting and receiving the signal. Essentially, the
OFDM has a high PAPR which is independent of Modulation and Coding Scheme
(MCS). This is challenging for transmission in uplink because of limited power at
the mobile terminal. Hence, transmit power will be inadequate by the linear range of
power amplifiers due to the high value of PAPR. The essential backoff which reduces
drastically both the average transmitted power and link- budget in the uplink. There-
fore, this is very important for cell-edge users due to their large path loss. So having
low PAPR is a large benefit for the mobile terminal in Uplink. Most of the wire-
less communication functions can be easily configured to Software Defined Radio
(SDR) testbed usingUSRP and can be obtained inminimum cost, therefore hardware
dependency is reduced [9, 10].

Several experimentations are carried out for real-time data analysis using USRP.
TheLTE-Advancedphysical layer synchronization, framework, andUSRPare imple-
mented using LabVIEW for the dense wireless cells heterogeneous network in
[11–13]. The result shows the extensive improvement of BER in the urban area
of heterogeneous networks. The successful transmission and reception of the local
radio stations are performed by using three different USRPs in [14]. The performance
analysis of the coded and uncodedOFDM is carried out using SDR [15, 16]. In Coded
OFDM, the convolution coding is used as forward error correction techniques which
gives high data transfer rates and spectral efficiency. The effective spectrum sensing
of 2.1 GHz frequency for LTE based system using LabVIEW platform is carried
out using USRP 2920 [17]. This SDR based approach is highly applicable to prac-
tical testing environments at low cost. MATLAB is interfaced with USRP in [18]
where SC-FDMA transmitter and receiver signal is simulated in MATLAB software
and real-time signal transmission is performed using USRP. This implementation
achieved transmission rate up to 5.184 Mbit/s in a noisy channel with different
modulation schemes.

In this paper, we modeled the SC-FDMA link and proposed to design link using
LabVIEW software. The finalization of the modulation scheme in SC-FDMA is
carried out by simulating differentmodulation schemes inMATLAB. In the design of
the SC-FDMA link, it brings out efforts to reduce PAPR, increase spectral efficiency,
and increase the bit error rate performance. This reduces the spectral leakage into
adjacent channels. This out-of-band reduction is reduced by padding with zeros to
input signal, i.e., oversampling the original signal using localized subcarriermapping.
These oversampled signals are processed using a longer IFFT. This process reduces
clipped oversampled signal and filtering the out-of-band radiation. The real-time
experimentation of the designed link is carried using USRP testbed. In this experi-
mentation, two USRPs are kept 1 m apart from each other. The transmitter USRPTr
is considered as a User Equipment (UE) and receiver USRPRx is considered as a
Base Station (BS). A series of data streams are transmitted through the USRPTr
and received at the USRPRx. The PAPR and BER of the real-time received data are
calculated theoretically and verified with LabVIEW software.
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The paper is organized as follows: Functioning of SC-FDMA transmitter and
receiver is described in Sect. 2, the system model is specified in Sect. 3, SC-FDMA
link design is detailed in Sect. 4, experimental set up is explained in Sect. 5, results
are discussed in Sect. 6 and the conclusion is drawn in Sect. 7 with future scope.

2 Overview of SC-FDMA Transmitter and Receiver

LTE downlink OFDMA and uplink SC-FDMA schemes are used for data transmis-
sion. SC-FDMA uses a linear combination of all data symbols which are modulated
on to a given subcarrier and transmitted at the same time instance. The transmitted
subcarriers signal carries a component of eachmodulated data symbol in each symbol
period. In SC-FDMA, symbols are spreads on a group of subcarriers. This is a single-
carrier property of SC-FDMA which has a lower PAPR than the multicarrier trans-
mission scheme of OFDMA. The spectral spreading radically reduced in SC-FDMA
because of lowPAPR thanOFDMA.The block diagramof the SC-FDMA transmitter
and receiver is shown in Fig. 1.

In Fig. 1, the input bitstream is mapped into modulation symbols, and grouped
into symbol block of length M. This symbol block is converted in parallel for further
process. The FFT operation is performed on each symbol block of M-QAM data.
The zero padding is added to match the DFT size and the number of subcarriers. The
output of zero-padded FFT symbols is mapped with Localized subcarriers. IFFT
converts the signal into the time domain and CP is added to the transmitted block
to avoid ISI. Finally, data blocks are converted into serial data for transmission. The
reverse operation is performed at the receiver to get the original data stream.

In the formation of a wireless network, SDR has become more ubiquitous where
software defines the transmitted waveform and received waveform to demodulate.
Also, software signal processing is done by using Field Programmable Gate Array
(FPGA)which offers great flexibility forwireless communication research and devel-
opment. In this paper, NI USRP Rio is used as an SDR [19, 20]. The experimental
model of USRP is shown in Fig. 4.

3 System Model

We consider a wireless communication system using two USRPs. The USRPTx is
considered as a User Equipment (UE) and USRPRx is considered as a Base Station
(BS). SC-FDMA link is designed in LabVIEW software to transmit the data in Up
Link (UL) direction. A series of sample data stream is considered for modeling of
SC-FDMA transmitter and receiver link.
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3.1 SC-FDMA Transmitter

Symbol Mapping and S/P Converter
The input data stream is converted into a data block after passing it through serial to
a parallel converter.

The data block of
{
Ap = [Ak[0], Ak[1], . . . , Ak[M − 1]]T

}
dimension M.

Where K is the index of an SC-FDMA symbol.
These data are grouped as C(0,n)

C(0,n) =
M∑

k=0

Ak (1)

where M is the number of information bits is grouped.

Modulation and FFT
After modulation the signal becomes {C(0, n),C(1, n), . . . ,C(M − 1, n)}. This
modulated signal passed through FFT spreading

D(m) =
N−1∑

n=0

{
c(n) · e − j2πmn

N

}
m ∈ 0, 1, . . . , N − 1 (2)

where N is the total number of constellation mapped carriers.

Subcarrier Mapping Subcarrier Mapping has to be performed when the symbol
block size ‘m’ is much smaller than IFFT size. In this paper, the localized subcarrier
mapping is performed by considering ‘m’ symbol has ‘L’ frames.

d(m) =
N−1∑

L=0

Dmapping(L)e
j2πmL

N (3)

d(m) =
k−1∑

k=0

D(k)e
j2πk(L×.m−q)

L×k (4)

For ‘q = 0’ we find that d(m · L) = ds(m) where q = no. of zeros to be added.
Subcarrier Mapping in the time domain when ‘q �= 0’ we find that

(m.L + q) = 1

L

(
1 − e

j2πq
L

)
.
1

M

M−1∑

p=0

Dp

1 − e j2π( m−p
N + q

L .M )
(5)

Subcarrier Mapping in the frequency domain
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di = [0, · · · , 0Di [0]Di [1], · · · , Di [M − 1]0, · · · , 0]T (6)

IFFT
This signal is passed through IFFT to convert it into the time domain

I (k) = 1

N

N−1∑

K=0

d(K )e
− j2πKn

N , n ∈ 0, 1, . . . , N − 1 (7)

Cyclic Prefix
After adding the cyclic prefix the transmission blocks are given below.

Ici = Ii [N − C], · · · , Ii [N − 1]Ii [0]Ii [1], · · · , Ii [N − 1]T (8)

where ‘C’ is the CP length.

3.2 SC-FDMA Receiver

The received SC-FDMA symbols are K [12]. The CP is included in the received
symbol, given in Eq. (9)

[
Rcp

] =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

Rcp
k [0]

Rcp
k [1]
...

Rcp
k [C − 2]

Rcp
k [C − 1]
Rcp
k [C]
...

Rcp
k [N + C − 1]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

= A ·

⎡

⎢⎢⎢
⎣

h[0]
h[1]

...

h[C − 1]

⎤

⎥⎥⎥
⎦

+

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

Sk[0]
Sk[1]

...

Sk[C − 2]
Sk[C − 1]
Sk[C]

...

Sk[N + C − 1]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

(9)

After removing the CP and adding zeros to the channel matrix, the expression is
given as (10)
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⎡

⎢⎢⎢
⎣

Rk[0]
Rk[1]

...

Rk[N − 1]

⎤

⎥⎥⎥
⎦

= Q ·

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

h[0]
h[1]

...

h[C − 1]
0
...

0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

+

⎡

⎢⎢⎢
⎣

Sk[C]
Sk[C + 1]

...

Sk[N + C − 1]

⎤

⎥⎥⎥
⎦

(10)

Matrix Q is circulant and it is diagonal in the Fourier domain with diagonal
elements given by FFT. So the expression can be written as (11)

⎡

⎢⎢⎢
⎣

Rk[0]
Rk[N − C + 1]

...

Rk[N − 1]

⎤

⎥⎥⎥
⎦

= FH ·

⎡

⎢⎢⎢
⎣

Xk[0] 0 · · · 0
0 XK [1] . . . 0
...

. . .
. . .

...

0 0 · · · Xk[N − 1]

⎤

⎥⎥⎥
⎦

· F ·

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

h[0]
h[1]

...

h[G − 1]
0
...

0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

+

⎡

⎢⎢⎢
⎣

Sk[N − C]
Sk[N − C + 1]

...

Sk[N + C − 1]

⎤

⎥⎥⎥
⎦

(11)

After applying the Fourier Transform, the received signal in the frequency domain
is given as (12)

⎡

⎢
⎣

rk[0]
...

rk[N − 1]

⎤

⎥
⎦ =

⎡

⎢⎢⎢
⎣

Xk[0] 0 · · · 0
0 XK [1] . . . 0
...

. . .
. . .

...

0 0 · · · Xk[N − 1]

⎤

⎥⎥⎥
⎦

⎡

⎢⎢⎢
⎣

H [0]
H [1]

...

H [N − 1]

⎤

⎥⎥⎥
⎦

+
⎡

⎢
⎣

Sk[0]
...

Sk[N − 1]

⎤

⎥
⎦

(12)

PAPR
In this paper, PAPR and BER are calculated. PAPR is the ratio of the square of the
received power after IFFT to the mean power.

PAPR(m) =
{
max ≤ m ≤ NT |x(m)|2
1/
NT · ∫NT

0 |x(m)|2dt

}

(13)
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BER
BER =

{
Error bits received

No.of transmitted bits

}
(14)

4 SC-FDMA Link Design in LabVIEW

4.1 SC-FDMA Transmitter

Themodeled SC-FDMA transmitter blocks are designed and simulated in LabVIEW
software version15.The complete designofSC-FDMAtransmitter is shown inFig. 2.

QAM Generator
The 16-QAMmodulation scheme is used for the QAM generator. The QAMGener-
ator Block includes ‘Bit Generator Block’, ‘QAM System Parameter Block’, and
‘Map Bit to Symbol Block’. A ‘Bit Generator Block’ generates a binary number
using shift registers.

A ‘QAM System Parameter Block’ generates sample per symbol, symbol map,
and bit per symbol. A ‘Map Bit To Symbol Block’, maps complex-valued QAM
symbols to an output bitstream based on a user-specified symbol, respectively.

Subcarrier Mapping
Zero padding with localized subcarriers mapping is used to match the FFT size to
an N-Subcarrier. In order to satisfy the Nyquest rate and fundamental frequency,
the number of zeros has to be pad between positive and negative frequency. When
the subcarriers are of even number, then ‘True’ value in IFFT is selected. Thus, the
carriers are divided into two groups. One group of the carriers occupies positive
frequency and another group of the carriers occupies negative frequency. The zeros
are injected between to properly align the carriers relative to Nyquest rate. The

Fig. 2 SC-FDMA transmitter design in Labview
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total number of padded zeros are (fs/fo ∗ Subcarrier − 1). When the subcarriers are
odd numbers that imply ‘False’ in IFFT. In this case, one carrier is dropped and
the first carrier symbol is placed at the dc offset. Finally, the positive frequency,
zero paddings, and negative frequency are concatenated. The total number of padded
zeros are (fs/fo ∗ Subcarrier − 1 − 1). The signal is oversampled by padding original
signal with zeros and the out-of-band radiation reduced.

Cyclic Prefix
The split array ratio is used in the Cyclic Prefix. The original signal is multiplied with
the ‘1-Input Cyclic Prefix value’ and given to the split array ratio. The second part
of the split array ratio is taken at the output and then concatenated with the original
signal. The Cyclic Prefix Accepts prefix between ‘0’ and ‘1’. ‘0’ indicates no change
in the original input signal and ‘1’ indicates a symbol with 100% CP (Two Period
original signal).

Windowing
Windowing reduces discontinuous signals driving to zero. The Ring Menu is used
to add the desired window function and then DC offset is added to prevent distortion
of the signal.

4.2 SC-FDMA Receiver

Themodeled SC-FDMA receiver blocks are designed and simulated using LabVIEW
software is shown in Fig. 3. The real-time transmitted bits troughUSPR is received at
the receiver and converted into parallel bits, a cyclic prefix is removed and converted
into the frequency domain using FFT. For non-trivel channel received signal is disper-
sive. Channel equalizer equalizes the dispersive channel and then the subcarrier
demapping is done. The data is converted into serial after IFFT. Thus, original data
is recovered after doing the symbol demapping.

Fig. 3 SC-FDMA receiver design in LabVIEW
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5 Experimental Setup

The real-time experimentation has performed usingUSRP testbed as shown in Fig. 4.
In this experimental setup, two USRPs are used which are kept 1 m apart from
each other. The transmitter USRPTr is considered as a UE and receiver USRPRx is
considered as a BS. Each USRP has mounted with two antennas.

The data stream is transmitted through USRPTr and received at the USRPRx
through SC-FDMA link. The LTE UL parameters are considered to simulate the
link as shown in Table 1. USRP parameters are set for data transmission and recep-
tion shown in Table 2. These parameters are used to simulate the real-time data
transmission in UL direction through USRP testbed.

Fig. 4 Experimental model

Table 1 Parameter setting
for SC-FDMA

Parameter Setting

Bandwidth 5 MHz

No. of subcarrier 324

FFT size 666

Fundamental frequency 1 kHz

DIA rating 7.8 MHz

Cyclic prefix 0.5

Windowing Blackman

Table 2 Parameter setting of
USRP

Parameter Setting

IQ rate 1 MHz

Carrier frequency 500 MHz

Gain 30

Carrier 100 + 0i

No. of transmitting antenna 1

No. of receiving antenna 1
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Fig. 5 SNR versus BER for
different modulation
schemes

6 Simulation Results

The proposed SC-FDMA link is designed and simulated using LabVIEW software.
The 16-QAM modulation scheme is used in SC-FDMA transmitter. The selection
of modulation scheme is based on estimated values BER for different modulation
schemes, which are simulated in MATLAB software. For 10 dB SNR, the value of
BER is 10−4 for QPSK and 10−2 for the 16-QAM modulation scheme shown in
Fig. 5.

In real-time experimentation, the strings of data bits are transmitted through UE
and received at the BS using USRP testbed. Table 2 shows USRP parameter settings.
The transmitted bits string through SC-FDMA link at UE is “111111101000” and
received bits string at BS is “101111101000” inULdirection. SC-FDMA link param-
eters are set for the 5MHzBandwidth shown in Table 1. For every transmission cycle,
the BER and PAPR are calculated. The calculated BER is 10−1. Also, the real and
imaginary waveform of transmitted and received bits is observed. Transmitted wave-
forms are not the same as received waveforms because of two-bit errors shown in
Figs. 6 and 7.

The estimated PAPR of the proposed SC-FDMA link design technique is
7.43825 dB which is lesser than the existing SC-FDMA link design technique [1, 6].
The comparison values are given in Fig. 8.

7 Conclusions and Future Work

In this paper, theSC-FDMAlink ismodeled anddesigned inLabVIEW.The effective-
ness of the proposed system is investigated through simulation and implementationon
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Fig. 6 Simulation result of transmitter

USRP testbed. The real-time data transmission through this link is carried out using
SDR. As a result, PAPR for SC-FDMA is 20% lower than OFDM with selected
5 MHz BW. The simulation of SNR vs BER for different modulation schemes is
performed. With 10 dB SNR, the BER is 10−4 for QPSK and 10−2 in the case of
16QAM which is significantly low.

SC-FDMA schemes of application work generally used in worldwide networks
by operators like Verizon, AT&T, Vodafone, Idea, etc. It is most robust in multipath
fading and has low PAPR than downlink OFDMA. It increases cell coverage capacity
and spectral efficiency.

The work can be further extended for the development of scheduling algorithms
for SC-FDMA to optimize the system performance. This will result in reducing
the cost per bit transmitted over the radio interface, without causing an overhead
on the computational complexity. It is most important to achieve fairness resource
allocation and Quality of Service (QoS) among the UEs. At the same time try to
utilize the resources assigned most efficiently as possible.
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Fig. 7 Simulation result of receiver

Fig. 8 PAPR comparison of the existing and proposed technique



1016 S. Y. Kukade et al.

References

1. Idris A, Farhana AN, Adiba H, Kassim M (2017) BER and PAPR analysis of MIMO OFDMA
and SCFDMA system using different diversity techniques. In: 7th IEEE international confer-
ence on control system, computing and engineering (ICCSCE). https://doi.org/10.1109/iccsce.
2017.8284422

2. Hossain MR, Ahmmed KT (2017) Efficient PAPR reduction in DCT-SCFDMA system based
on absolute exponential companding technique with pulse shaping. Wireless Pers Commun
97(3):3449–3463. https://doi.org/10.1007/s11277-017-4678-1

3. Hossain MR, Ahmmed KT (2018) Non-linear companding based hybrid PAPR reduction
approach for DCT-SCFDMA system. IET Commun 12(12):1468–1476. https://doi.org/10.
1049/iet-com.2017.0921

4. Yeh H-G, Mutahir Abdul H (2015) Hadamard SCFDMA-A modified uplink transmission
scheme with low PAPR and SER. In: Annual IEEE systems conference (SysCon) proceedings.
https://doi.org/10.1109/syscon.2015.7116834

5. Sana AM, Hussein QM, Hameed MA, Saeed AT (2019) Performance analysis of circular 16-
QAM constellation for single carrier-frequency division multiple access systems. J Comput
Theor Nanosci 16(3):1019–1022. https://doi.org/10.1166/jctn.2019.7991

6. Ji J, Ren G, Zhang H (2015) PAPR reduction of SC-FDMA signals via probabilistic pulse
shaping. IEEE Trans Veh Technol 64(9):3999–4008. https://doi.org/10.1109/tvt.2014.2366598

7. Al-Kamal FS, Hassan ES, El-Naby MA, Shawki F, El-Khamy SE, Dessouky MI, Sallam BM,
Alshebeili SA, El-Samie FE (2015) An efficient transceiver scheme for sc-fdma systems based
on discrete wavelet transform and discrete cosine transform. Wirel Pers Commun 83(4):3133–
3155

8. Chisab RF, Shukla C (2014) Performance evaluation of 4G-LTE-SCFDMA scheme under SUI
And ITU channel models. Int J Eng Technol IJET-IJENS 14(1):58–69. https://doi.org/10.1109/
s2019.2916937

9. Hwang J-K, Li C-F, Chen C-M, PanY-W (2016) Cost effective software defined radio approach
to cross-platform LTE vector signal analysis. In: IEEE symposium on computer applications
& industrial electronics (ISCAIE). https://doi.org/10.1109/iscaie.2016.7575027

10. Gouda ME, Moharam MH, Ragab MR, Anwar AM, Gouda AF (2016) USRP implementation
of PTS technique for PAPR reduction in OFDMUsing LABVIEW. Adv Wirel Commun Netw
2(2):15–24. https://doi.org/10.11648/j.awcn.20160202.11

11. Gupta R, Bachmann B, Kruppe A, Ford R, Rangan S, Kundargi N, Ekbal A, Rathi K, Asadi
A, Mancuso V, Morelli A (2015) LabVIEW based software-defined physical/MAC layer
architecture for prototyping dense LTE networks. http://eprints.networks.imdea.org/id/eprint/
1363

12. Li P, Jia YJ, Chen F, He PH, Fan HF (2016) The synchronization design and implementation
of LTE-advanced real-time test platform based on software defined radio. Int J Smart Home
10(5):149–158

13. Soni G, Verma C (2015) Performance investigation of LTE systems based on NI PXIe-5644R
vector signal transceiver. In: Global conference on communication technologies (GCCT).
doi:10.1109/gcct.2015.7342765

14. Sheybani E, Javidi G (2017) Integrating software defined radio with USRP. Int J Interdisc
Telecommun Networking 9(3):1–9. https://doi.org/10.4018/ijitn.2017070101

15. Thakur A, Rattan M (2018) Implementation of convolution coded OFDM through different
channel models on SDR platform. Int J Inf Technol. https://doi.org/10.1007/s41870-018-
0265-2
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Real-Time Simulation and Analysis
of Energy Storage System in Standalone
PV-Based DC Microgrid

Prashant Singh and J. S. Lather

Abstract This paper presents a novel strategy for calculating Lead-Acid battery
charging and discharging time with different cases for standalone PV-based DC
microgrid systems. The strategy has been implemented for a PV module incorpo-
rating MPP tracker to control the Lead-Acid battery charging and discharging time.
This technique allows for improved condition of Lead-Acid battery under charge
and discharge cycles. In addition, a supercapacitor is connected to the proposed
configuration. The supercapacitor charging time at constant solar irradiance is calcu-
lated and compared with Lead-Acid battery and further verified by Ragone Plot. The
performance of the proposed strategy has been validated through implementation on
OPAL-RT real-time simulator.

Keywords Battery energy storage (BES) · Supercapacitor (SC) · State of charge
(SoC) · PV systems

1 Introduction

To meet extremely severe energy crisis, rising global power demand, and address
immediate and long term environmental concerns, renewable energy sources (RESs)
are considered as a replacement for conventional fossil fuel-based energy sources [1,
2]. Apart from the inherent advantages of such alternate energy resources, several
infrastructure and operations-related financial concerns and technical control issues
need to be addressed [1]. Intermittent and variable nature of renewable energy
resources lead to demand mismatch and power quality issues, and thus demands for
the incorporation of energy storage devices within the system [3]. The standalone PV
systems with hybrid energy storage systems (battery, supercapacitor) are receiving
steady exposure these days [4], therebymaking the development of suchmulti-energy
storage system a desirable solution for increasing power generation and lowering the
cost of a standalone system [5]. Distinct power density versus energy density plot
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calledRagone Plot [6] for conventional tomodern energy storage systems is as shown
in Fig. 1, wherein it is evident that although batteries do have large energy density but
admit low power densities. It means that batteries are not suitable to meet immediate
load requirements. In contrast, supercapacitors admit large power densities but have
a very low energy density, which renders them suitable tomeet immediate low energy
demands. Therefore, a hybrid energy storage system finds its place taking advantage
of both high power and energy densities to address immediate as well as large energy
requirements [7]. For improved performance, the battery and the supercapacitor are
coupled in the proposed considered system.

Figure 2 presents the typical interconnections for standalone PV-based DCmicro-
grid. It consists of PV, hybrid energy storage system (HESS), i.e., rechargeable
battery, supercapacitor as well as an electronic charge controller.

Traditional charging controller incorporates maximum power point tracking
(MPPT) which always enhances electricity generation and regulates battery charging
by controlling battery charging status (SoC) to avoid excess charge and deep

Fig. 1 Ragone plot [6]

Fig. 2 Typical configuration of standalone PV-based DC microgrid
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discharge [8]. Nonetheless, many life-limiting factors, which really increase battery
efficiency degradation along with high C-rate, varying power exchange, deep
discharge, and some other factors are not often taken into consideration in stan-
dard charge controllers. On such a local scale to better quantify the effects on the
role of battery storage systems in the domestic energy balance is presented in [9]. In
[10], a method has been developed to calculate the lifetime of lithium-ion batteries
by incorporating electrochemical as well as thermal aged models. In [11] a genetic
algorithm was presented to schedule each Li-ion battery charge/discharge rate with
the aim of reducing energy exchange losses by minimizing the power in the PCC
of the microgrid with the main grid. However, Li-ion batteries take more charging
time as compared to Lead-Acid batteries. Therefore, Lead-Acid batteries are one
of the popular energy storage systems used for the standalone PV power system
suffering from short operational life, notwithstanding outstanding electrical features
and lower initial costs [12, 13]. Comparison of different batteries charging time at
various cases was presented [14, 15]. Most researchers have proposed that hybrid
energy storage systems (HESSs) could boost the cycle lifespan of the battery by
minimizing stresses during charge-discharge cycles [16]. Many such HESS require
to remodel of the topologies of energy storage systems, particularly for remote loca-
tions from economic viability point of view. A smart HESSs plug and play systems
resulting in improved life span of Lead-Acid battery in standalone PV power system
by reducing variables like current volatility and surge current was proposed in [17].
An impressive report [18] on cost analysis of standalone PV system with Lead-Acid
and Li-ion batteries observed that a framework with Lead-Acid battery would have
been financially better value for money than that of a system with Li-ion battery.
Keeping in view the high initial installation cost, [19] presenting a cost reduction
for islanded mode alternatives in solar home system and remote area power supply
system with better battery technologies. However, several literature were presented
but did not discuss and compare battery and supercapacitor charging and discharging
time with different cases, and besides this in several papers Li-ion battery is selected
for storing energy. But, Li-ion batteries take more charging time as compared to
Lead-Acid batteries.

This paper presents a study related to Lead-Acid battery and supercapacitor
charging time with different cases in the standalone PV-based DCmicrogrid system.
This work focuses on how to extend the battery lifetime without reaching a fully
charging point reached on each battery, yet maximally utilizing solar energy by
introducing a charging and discharging control system. These control systems are
employed on every single battery in order to charge and discharge battery to its indi-
vidual condition and limitation. The paper is organized as under Sect. 2 discusses
the considered system configuration and its modeling with standalone PV-based DC
microgrid. Section 3 details battery charge controller and its conditions. Real-time
validation of the proposed charge control strategyonOPAL-RT is presented inSect. 4,
followed by conclusions and future directions in Sect. 5.
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2 System Configuration and Modeling of Standalone
PV-Based DC Microgrid

The considered standalone PV-based DC microgrid is as shown in Fig. 3, which
comprises of PV array-based energy source assisted by battery and supercapacitor,
charge controller, and loads.

2.1 PV System Modeling

PV effect is a fundamental physical mechanism that directly converts solar power
into electric power. A PV cell is essentially a fundamental unit in systems with PV
energy generation. The single-diode mathematical model can be used to simulate
PV cells consisting of a photocurrent source IL , a nonlinear diode, and RS is series
internal resistance as shown in Fig. 4. I-V Photovoltaic equation characteristics are
given as [20].

I = IL − Io

[
exp

(
V + I Rs

α

)
− 1

]
(1)

Fig. 3 Equivalent system configuration of considered standalone PV-based DC microgrid
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Fig. 4 Single diode
equivalent circuit of PV cell

here IL is the light generated PV currents (A), IO represents the module saturation
current (A), I is the PV module output current (A), V is the PV output voltage (V),
RS is series resistance of PV cell and α is thermal voltage timing completion factor
of PV cell (V).

2.2 Battery Modeling

The battery is modeled in series with a constant resistance used a simple controlled
voltage source. The battery has been modeled using the following equation as just a
nonlinear voltage source [21] (Fig. 5).

Fig. 5 Equivalent circuit of battery nonlinear model
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Vbat = Eo − k
Q

Q − ∫
idt

+ AeB
∫
idt − i Ri (2)

%SoC =
(
1 − 1

Q

∫
idt

)
∗ 100 (3)

where Vbat, Eo and i is the nonlinear voltage (V), constant voltage (V) of battery, and
battery current (A) and different parameters may also acquire from the configuration
in [21].

2.3 Supercapacitor Modeling

SC is an electrostatic device that, owing to its construction functionality, i.e., the
electrodynamic double layer, arriveswith an enormous capability.Because its process
is much like a capacitor, it could be relentlessly discharged/charged dissimilar most
of the batteries showing deterioration ion with the increases in operation cycles.
The super capacitor’s electrical equivalent circuit is seen in Fig. 6. Equivalent series
resistance (ESR) and Equivalent parallel resistance (EPR) represent, respectively, the
supercapacitor’s equivalent series and parallel resistance Ceq is the supercapacitor
equivalent capacity [22].

ESR = �V

�i
(4)

Fig. 6 Equivalent RC circuit
of supercapacitor

VSC

EPR

ESR

ISC

CSC
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ESR = −(t2 − t1)

I n
(
V2
V1

)
c

(5)

vc = ESR · ic + 1

c

∫ (
ic − ec

EPR

)
dτ + Vc_init (6)

where V1, V2 and C is the self-discharge voltage at t1, t2 and rated capacitance,
respectively.

3 Battery Charge Controller

The battery charge controller is configured with such a battery voltage level of 24 V
and a current level of 5 A shown in Fig. 7. The function of the load controller is
as follows: Unless the battery voltage exceeds 24 V, the battery becomes decoupled
fromPV system and even if the voltage goes down below 10V, the PV systemmust be
linked. And if the battery voltage around 10 and 24 V only connects the PV system
to the battery. Taking into account the hysteresis relay, this logic is implemented.
Whether the battery voltage is between 14 and 25 V, the regular load is linked to the
battery other than the dump load. Battery charge controller conditional action charge
diagram is shown in Table 1.

Out 1

Out 2

Out 3
Logical 

Operator

compare To 
constant

In 1
Relay Gain

-K

<= 14

NOT

1 1

3

2

Fig. 7 Internal battery charge controller circuit diagram
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Table 1 Battery charge controller condition chart

Condition Action

PV power = Load battery SoC high PV supplies load no battery charging

PV power = Load battery SoC low PV supplies load no battery charging

PV power > Load battery SoC high PV supplies load no battery charging

PV power > Load battery SoC low PV supplies load PV charges battery

PV power < Load battery SoC high PV supplies load battery supplies load

PV power < Load battery SoC Low PV supplies load battery supplies load until minimum SoC
reached then load disconnected

No PV power battery SoC high Battery supplies load

4 Result and Discussion

In this section, the effectiveness of the proposed standalone PV-based DC microgrid
is simulated in OPAL-RT real-time simulator (OP 5700 RTS) for 100*2000 and
Test bed of OPAL-RT real-time simulator is shown in Fig. 8, including host (simu-
lator), DB-37 connector, Bayonet Neill-Concelman (BNC) cables. The standalone
PV-based DC microgrid nominal specifications are provided in Table 2.

Host
(Simulator)

Target
(Simulator)

UPS Supply

Communication 
Bus

BNC Cable 
For I/O OPAL RT 5700

Test System

Fig. 8 OPAL-RT test bed for standalone PV-based DC microgrid
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Table 2 Component rating
of the standalone PV-based
DC microgrid

Subsystem Specifications

PV array at standard test
condition

VOC = 22.2 v, ISC = 7.96 A, VM
= 18.14 v, IM = 7.44 A

Battery (Lead-acid) 24 V, 165 Ah

Supercapacitor 5 F, 48 V

Battery charge controller LPV = 8.64, Lbat = 1.4, LSC =
1.24 mH, C = 440 μF, R = 5 �

Fig. 9 Lead-acid battery SoC waveform (initial 20% SoC)

4.1 Case-1 at Standard Test Condition (1000 w/m2 and 25 °C)
with Lead-Acid Battery

4.1.1 Scenario (a)—with 20% SoC

Figure 9 shows the Lead-Acid battery SoC waveforms whereas load current and
battery current waveforms are seen in Fig. 10. In this case Lead-Acid battery initial
SoC is at 20%. From t1 to t2 instant battery SoC is decreasing, during this time
battery is charging and load demand is fulfilled by PV. From t2 to t3 instant Lead-
Acid battery SoC start increasing, and during this period battery is dischargingmeans
load demand is supplied by battery with PV.

4.1.2 Scenario (b)—with 50% SoC

Figures 11 and 12 demonstrate the Lead-Acid battery SoC, load current, and battery
current waveforms. In this case Lead-Acid battery initial SoC is at 50%.

Figure 13 displays the comparison of batteries (Lead-Acid) charging time with
different SoC andwith different solar irradiance. At standard test condition with 20%
initial SoC Lead-Acid battery holds 12.31 h to become full charge whereas with 50%
initial SoC Lead-Acid battery takes 7.99 h to become full charge.
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Fig. 10 Load current and battery current waveform (at constant solar Irradiance 1000 w/m2 and
with 20% SoC)

Fig. 11 Lead-acid battery SoC waveform (initial 50% SoC)

4.2 Case-2 at Standard Test Condition (1000 w/m2 and 25 °C)
with Supercapacitor

Figure 14 illustrates that the SC requires 6.54 s to fully charge at this time the voltage
of the supercapacitor is 3.59 V and we can also see that the shape of the waveform
charging and discharge is well reproduced by the simulation.
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Fig. 12 Load current and battery current waveform (at constant solar Irradiance 1000 w/m2 and
with 50% SoC)

Fig. 13 Lead-acid battery charging time comparison with different SoC and at various solar
irradiance

Figure 15 illustrates theSCcharging time at constant solar irradiance, showing that
the value of constant solar insolation increases the charging time of the supercapacitor
decreases. Figure 15 also describes the increase in solar PV output voltage and power
with regard to solar irradiance.
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Fig. 14 SC charge-discharge waveforms

5 Conclusion

Analysis and comparison of Lead-Acid battery and SC charging time of standalone
PV-based DC microgrid has been carried out and successfully validated through
the OPAL-RT real-time simulator in this paper. Charging time taken by Lead-Acid
battery (with different SoC and solar irradiance) and supercapacitor has also been
verified through Ragone Plot. Comparative study between different types of batteries
such as Li-ion battery, Nickel Cadmium (NiCd), and Nickel-Metal-Hydride (NiMH)
batteries for solar home systems or standalone power supply system, with stability
analysis, remains topic for future research.
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Fig. 15 Load current and SC current waveforms
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Intelligent Method for Detection
of Coronary Artery Disease
with Ensemble Approach

Luxmi Sapra, Jasminder Kaur Sandhu, and Nitin Goyal

Abstract Coronary artery is a major reason of health ailments all over the world.
Its detection and management incurred huge amount of deaths across the nation.
Heart disease can be diagnosed using various invasive and non-invasive methods.
One of the effective methods for detection of coronary artery disease is coronary
angiography, which is expensive and also has side effects. This further requires high
level of technical expertise. Due to improvement in technology and low-cost storage
devices, storage of huge amount of data becomes easy. Even health sector has been
untouched. Machine learning methods are being used to analyze the collected data
due to its capability to predict the diseases. In this work, machine learning methods
are implemented in order to achieve low-cost, reproducible, non-invasive, rapid, and
precise identification of heart disease. This paper adopted ensemble method with
multiple classifiers to construct and validate the model. For experiment purpose,
Z-Alizadesh Sani coronary artery disease dataset is used. The ensemble method of
prediction outperforms the other disease prediction methods.

Keywords Ensemble method · Coronary artery disease · Non-invasive ·
Angiography

1 Introduction

Cardiovascular diseases are one of the foremost reasons of death and disability all
over the country. Deaths due to these diseases are increasing day by day in every age
group. These are basically the disease of heart and blood vessels. Coronary artery
disease is a category of cardiovascular disease where the plaque is accumulated in
heart vessels, interrupts the flow of blood, causes pain, and results into heart attack
or even death [1–4]. The major causes of heart diseases are unhealthy lifestyle, lack
of exercise, smoking, and unhealthy eating habits. Developing as well as developed
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countries are spending large amount of its nation financial budget for detection and
treatment of the disease. In spite of advancement in medical science, accurate diag-
nosis and treatment of the heart disease is still a challenging task because of the
complexity of diagnosis and treatment methods, especially in resource poor settings.
Accurate diagnosis and treatment of patients is necessary in order to save human life
and also to reduce the risk of more severe disease [5–9]. Heart disease is prevented
by adopting healthy life style and timely tracking off and treatment of the disease.
There are many well-known invasive and non-invasive modalities available for iden-
tification of the disease [10]. Non-invasive methods include techniques such as ECG,
echocardiogram, stress test, and so on. Sometimes the result of these modalities is
inconclusive as well as requires time for assessment. So, coronary angiography is
popular examining modality for disease identification. It is invasive, painful, and
expensive as well as requires expensive clinical setup [11–14].

Due to improvement in technology and low-cost storage devices, storage of huge
amount of data becomes easy. Even health sector has been untouched. Machine
learning methods are being widely used to analyze the collected data due to its
capability to predict the diseases. Researchers are seeking inexpensive, reproducible,
fast, and computationally inexpensive methods for detection of heart disease. They
are exploring machine learning methods such as support vector machine (SVM),
K-nearest neighbor (KNN), artificial neural network (ANN), decision tree, logistic
regression, and naive Bayes for identification of heart disease [15–20]. The paper
focuses on various machine learning methodologies in order to identify the heart
disease. For experiment purpose,Cleveland heart disease dataset andAlizeshani heart
disease dataset available at University of California Irvine (UCI) machine learning
repository are used.

Nowadays, healthcare sector is generating large amount of data related to patients,
disease, clinical reports, physician notes, laboratory tests, and administrative data.
The collected data is used by knowledge miners to extract useful patterns with the
help of advanced computational intelligent methods results in low-cost healthcare
services with reduced error, improved diagnostic methods.

2 Framework for Intelligent Coronary Artery Disease
Prediction

The benchmark coronary artery disease dataset is collected from UCI machine
learning repository available for research purpose. The Z-Alizadesh Sani coronary
artery dataset contains 53 attributes and 303 records such as Age, Weight, Length,
Gender, Body mass index, Diabetes Mellitus, Hypertension, Current smoker, EX-
Smoker, Obesity, Airway disease, Thyroid, Chest pain, etc. The Cleveland data
consists of 14 attributes and 303 instances. The features are Age, Gender, Chest
pain type, Resting blood pressure on admission, Serum cholesterol, Fasting blood
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sugar, Resting ECG outcome, Max heart rate achieved, Old peak, Slope, Number of
fluoroscopy, Colored vessels, Reversible defect, and Outcome [21].

Data is preprocessed to apply predictive modeling using classification methods.
The disease identification model is evaluated using performance measures such as
accuracy, error rate, AUC, and F-measures. The experimental results exhibit that
ensemble-based model which is a better approach with regard to reliability and
predictivity of diagnosis. Table 1 shows the description of Z-Alizadesh Sani heart
disease dataset.

The CAD dataset collected from UCI machine learning repository was prepro-
cessed. Then, logistic regression, deep learning, decision tree, random forest, gradient
boosted, and SVM learning algorithm were applied to identify the presence and
absence of coronary artery disease. The performance measures to evaluate the recital
of learning algorithms are recorded such as accuracy, error rate, AUC, andF-measure.

Accuracy parameter outputs the percentage of correctly identified patients keeping
into consideration following the observations of people suffering from coronary
artery disease and those who are not suffering from this disease. Error rate is the
percentage of patients not suffering from coronary artery disease, identified as posi-
tive for disease, and patients who are suffering from disease and identified as negative
for the diseases. Figure 1 shows the framework for intelligent coronary artery disease
system.

3 Result Analysis

Table 2 presents the result on Z-Alizadesh Sani dataset having accuracy, error rate,
F-measures, and AUC. Logistic regression achieves the prediction accuracy of 80%,
deep learning-based model achieves the prediction accuracy of 78%, decision tree
achieves the prediction accuracy of 69%, SVM achieves accuracy of 71%, and
random forest achieves the prediction accuracy of 82%. The Ensemble-based model
gradient boosted tree achieves highest prediction accuracy of 84%. Figure 2 presents
the accuracy of classification methods.

In case of misclassification error rate, logistic regression achieves the error rate
20%, deep learning-basedmodel achieves the error rate of 22%, decision tree achieves
the error rate of 31%, random forest achieves the error rate of 18%, SVM achieves
the error rate of 29%, and in case of gradient boosted tree, it achieves the lowest error
rate of 16%. Figure 3 presents the misclassification error rate of classifiers. Figures 4
and 5 present the AUC and F-measure of prediction models.

Table 3 shows the experimental results onCleveland heart disease dataset. Logistic
regression achieves the prediction accuracy of 83%, deep learning achieves the
prediction accuracy of 83%, and decision tree achieves the prediction accuracy of
74%. Random forest achieves the prediction accuracy of 77%, SVM achieves the
prediction accuracy of 74%, and gradient boosted tree (the ensemble-based method)
achieves the highest prediction accuracy of 84%. On the other hand, gradient boosted
tree achieves the lowest error rate of 16%, and support vector machine has the highest
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Table 1 Description of Z-Alizadesh Sani dataset

Attribute name Type Min Max

Age Integer 30.0 86.0

Weight Integer 48.0 120

Length Integer 140.0 188.0

Sex Categorical Male (176) Female (127)

Body mass index Real 18.11 40.9

Diabetes Mellitus Integer 0.0 1.0

Hypertension Integer 0.0 1.0

Current smoker Integer 0.0 1.0

EX-smoker Integer 0.0 1.0

Family history Integer 0.0 1.0

Obesity Categorical Y (211) N (92)

Chronic renal failure Categorical N (297) Y(6)

Cerebrovascular accident Categorical N (298) Y(5)

Airway disease Categorical N (292) Y(11)

Thyroid disease Categorical N (296) Y(7)

Congestive heart failure Categorical N (302) Y(1)

Dyslipidemia Categorical N (191) Y(112)

Blood pressure Integer 90.0 190.0

Pulse rate Integer 50.0 110.0

Edema Integer 0.0 1.0

Weak peripheral pulse Categorical N (298) Y(5)

Lung rales Categorical N (292) Y(11)

Systolic murmur Categorical N (262) Y(41)

Diastolic Murmur Categorical N (294) Y(9)

Typical chest pain Categorical 0.0 1.0

Dyspnea Categorical N (169) Y (134)

Function class Integer 0.0 3.0

Atypical Categorical N (210) Y (93)

Nonanginal Categorical N (287) Y(16)

Exertional chest pain Categorical N (303) NA

Low threshold angina Categorical N (301) Y{2)

Q wave Integer 0.0 1.0

St elevation Integer 0.0 1.0

St depression Integer 0.0 1.0

Tinversion Integer 0.0 1.0

left ventricular hypertrophy Categorical N (283) Y(20)

(continued)
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Table 1 (continued)

Attribute name Type Min Max

Poor R wave regression Categorical N (294) Y(9

Bundle branch blocks Categorical N (282) LBBB (13)

Fasting blood sugar Integer 62.0 400.0

Creatine Real 0.5 2.2

Triglyceride Integer 37.0 1050.0

Low density lipoprotein Integer 18.0 232.0

High density lipoprotein Integer 15.0 111.0

Blood urea nitrogen Integer 6.0 52.0

Erythrocyte sedimentation Integer 1.0 90.0

Hemoglobin Real 8.9 17.6

Potassium Real 3.0 6.6

Sodium Integer 128.0 156.0

White blood Cells Integer 3700.0 18000.0

Lyniph Integer 7.0 60.0

Neutrophil Integer 32.0 89.0

Platelet Integer 25.0 742.0

Ejection fraction Integer 15.0 60.0

Regional wall motion abnormality Integer 0.0 4.0

Valvular heart disease Categorical Mild (149) N (116)

CAD Categorical Yes (216) N (87)

Fig. 1 Framework for intelligent coronary artery disease system
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Table 2 Accuracy/Error rate/F-measures/AUC of models on Z-Alizadesh Sani dataset

Model Accuracy (%) Error rate (%) F-measure AUC

Logistic regression 80 20 85 0.551

Deep learning 78 22 84 0.888

Decision tree 69 31 81 0.499

Random forest 82 18 88 0.923

Gradient boosted tree 84 16 89 0.881

Support vector machine 71 29 83 0.508

Fig. 2 Accuracy of models on Z-Alizadesh Sani dataset

Fig. 3 Error rate of models on Z-Alizadesh Sani dataset
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Fig. 4 AUC of models using Z-Alizadesh Sani dataset

Fig. 5 F-measure of models using Z-Alizadesh Sani dataset

Table 3 Results on
Cleveland heart disease
dataset

Model Accuracy (%) Error rate (%) AUC

Logistic regression 83 17 0.905

Deep learning 83 17 0.888

Decision tree 74 26 0.782

Random forest 77 23 0.893

Gradient boosted tree 84 16 0.905

Support vector machine 74 26 0.82

error rate of 26%. Logistic regression achieves the error rate of 17%, deep learning
17%, random forest 23%, respectively, (Figs. 6, 7 and 8).
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Fig. 6 Accuracy of models using Cleveland heart disease dataset

Fig. 7 Error rate of models using Cleveland heart disease dataset

Fig. 8 AUC of models using Cleveland heart disease dataset
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4 Conclusion

The experimental results usingZ-Alizadesh Sani dataset andCleveland datasets show
that ensemble-basedmethod is preferred as compared to other coronary artery disease
detection models. The proposed model can be used to reduce cost of initial detec-
tion of coronary artery disease with low cost. The clinical parameters can be easily
collected from hospitals, and results can be reproduced in a faster, more accurate,
scalable, and reliable manner. It can serve an adjunct tool in clinical settings.
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Competitive Study of Various
Task-Scheduling Algorithm in Cloud
Computing

Nishant Vaishla and Avtar Singh

Abstract Cloud computing is a newly emerged field, and it develops very quickly.
In cloud computing, the focus is on delivering computing resources such as hardware
and software to the end-user directly, no matter when and where. These services are
charged from clients on the per-use bases. There is a need for a decent scheduling
mechanism that can help in the appropriate use of the assets. There are various
resources available on the cloud and needs an efficient algorithm for better utilization
of resources. One way is task scheduling. In cloud environment, there are numerous
taskswhich are running on the cloud; if two tasks try to approach a common resource,
then there may be a chance of deadlock, which leads to system failure and perfor-
mance degradation. For the better experience of cloud resources and to eradicate
the aforementioned situations, there is a need of proper mapping between tasks and
resources. In this paper, we comprehensively survey the various existing scheduling
algorithms and these algorithms are compared on the basis of various performance
metrics which are important to consider for the proper utilization of the resource.

Keywords Task · Scheduling · Cloud computing

1 Introduction

Cloud computing is a newly introduced concept, which plays a significant role in the
IT industries and in the government sectors. It provides various services related to
computing. To access these services, high-speed Internet is needed and subscription
must be taken to access them. The cloud services follow a pay-per-use policy, which
helps in reducing the expenses of a business significantly. This cost reduction makes
cloud computing an attractive and popular field among people [1]. The services
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provided by the cloud providers are: Software as a service (SaaS), include office
360, Google apps, Platform as a Service (PaaS) include Salesforce Heroku, AWS
Elastic Beanstalk, Microsoft Azure, and Engine Yard, Infrastructure as a Service
(IaaS) include Force.com, OpenShift, Apache Stratos, AmazonWeb Services (AWS)
[2].

Many business applications like CRM, accounting, inventory, H.R management
can be available as Saas and Iaas. The demand expansion of resource allows scaling
of business as and when required, any new features are automatically updated by
cloud provider without the need for manual upgradation.

There are various resources present in the cloud and n numbers of tasks are running
parallel. There is always a possibility that deadlock may occur. So it is necessary to
maintain the availability of resources quality of service and avoid the situation of
deadlock.

There are some performance factors on which these tasks are scheduled (Fig. 1).
Task scheduling is an important essential technique which helps in achieving

better QoS in the context of cloud computing [3]. Task scheduling is the process in
which the even distribution of tasks on the corresponding resource is done without
disturbing the running task. The goal of scheduling is to improve performance and
maintain resource usability [4]. Resource allocation and quality of service are the
basic termswhich are in the service-level agreement (SLA) between the customer and
the service provider. So it is required to comparatively study all scheduling schemes
to understand and classify them for further study [5]. In this, we study different
scheduling algorithms based on some performance metrics. Cloud computing is a
business focus service which aims to reduce the completion time and increase the

Fig. 1 Different type of
cloud architecture
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QoS. In this algorithm, the focus is on all the factors of QoS. In cloud computing,
appropriate scheduling is required to increase the usability of resourceswhichdirectly
affect on the efficiency of the cloud environment [6]. To optimize the task-scheduling
problem, there aremany scheduling algorithms available, for example,minmin,max–
min, FCFS, round robin, genetic algorithm, and PSO. The goal of these scheduling
algorithms is to divide the workload among the resources and maximize resource
utilization. But because task scheduling is an N-P hard problem, there is always a
chance for a better solution. There are some more parameters which impact the task
scheduling and the resource utilization, activity base costing, credit base scheduling,
and energy efficient optimization method [7].

2 Type of Scheduling

Scheduling is a process by which the task is allocated to available resource in
time. Task and resource are some basic terminologies. There are different types
of scheduling such as static scheduling, dynamic scheduling centralized, hier-
archical scheduling, distributed scheduling, on-preemptive scheduling, indepen-
dent scheduling, workflow scheduling. Static scheduling—information seeing all
resources just as all the task in an application is thought to be accessible when the
application is scheduled. Dynamic scheduling—Tasks are available dynamically for
scheduling after some time with no issue by the scheduler. Centralized scheduling—
In this, resources have the higher priority and the scheduler know the resource state.
Distributed scheduling—No central controlling is there for the resource. Multiple
schedulers know the scheduling decision. Primitive scheduling—This allows each
task to be disrupted during the execution and the task is able to migrate from one
resource to another. Non-preemptive scheduling—resource are allowed to re-allocate
until the current task finishes its execution. Independent scheduling—Task can be
executed independently. Workflow scheduling—It flows the precedence order, i.e.,
new task cannot be started until its all parent are done. This shows the dependency
of task on each other.

2.1 Overview of Task-Scheduling Technique

Resource allocation is one of the difficult tasks. Because of difficulties,important
researchers attracted to it. How efficiently we allocate task is directly affecting the
workflow and determining the cost and efficiency. Many new scholars come with a
new algorithm to solve newly confronted problem. The detailed discussion on various
scheduling techniques is given.
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First Come First Serve

This is the simplest to understand this, the task comes in the queue and the task which
come first is served first. It is an example of a static algorithm.

Round Robin

Round robin scheduling algorithm distributes task in a FIFOmanner but for a limited
amount of time called time slice. If theCPU time is complete and the task still remains,
then the CPU has to preempt the task to next process which is present in the queue.
The process which is preempted is placed to the last of the ready list. It is an example
of a static algorithm.

Shortest Job First

Shortest job first flows the process in which it selects the smallest execution time
for the next. The advantage of this scheduling algorithm has the minimum average
waiting time among all algorithms. It is an example of a static algorithm.

PSO

Particle swarm optimization (PSO) is a population-based stochastic optimization
technique developed by Dr. Eberhart and Dr. Kennedy in 1995, and it is based on
the social behavior of bird flocking or fish schooling. PSO algorithm has many
similaritieswhich is sharedwith evolutionary computation techniques such as genetic
algorithms (GA). PSO is an example of a dynamic algorithm.

Genetic Algorithm

It is an evolutionary algorithm and it always gives a better solution to a problem. The
efficiency of genetic algorithm is dependent on the size of the population. Following
the survival of fittest, i.e., ideal is selected most exceedingly awful is eliminated. It
is a biological term which follows the flowing step.

Initialization

The initial population is selected randomly.

Selection

The goal is to find the individual with great fitness value.

Crossover

It is a genetic operator used to consolidate the genetic data of two parents to produce
new offspring.

Mutation

The key though is to embed irregular genes in offspring to keep up the assorted
variety in the population.
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Max–Min

In this algorithm, choose the large task first and execute first which make the small
task delay.

Min–Min

In this, short task is chosen by the algorithm to execute first which make the large
task slower example of a static algorithm.

Ant Colony Optimization

It is a scheduling algorithm inspired by real ant as ant can find the minimum distance
from their rest to food. All ants have a chemical known as pheromone. This chemical
substance is spread while they search the food and path has more pheromone

means more ant travel through that path. This algorithm is considered as one of the
best to allocate the task to the corresponding resource. It is an example of a dynamic
algorithm.

Cuckoo Algorithm

It is a meta-heuristic algorithm inspired by the cuckoo bird. This bird never makes
their own nest and they go to another birds nest to lay their eggs. This type of birds
is called as brood parasite. In term of schedule, the egg represents the solution and
cuckoo bird egg represents the new egg. It gives the new and better solution on the
base of existence solution.

BAT Algorithm

It is a meta-heuristic algorithm inspired by a bat. It is developed in 2010 by Yang.
It based on the echolocation action of bats. Echolocation is a highly sophisticated
sense of hearing by this echo that bounced back help to determine the size of how
fast the travel determines the size of the object distance forms them to object. BAT
algorithm comes under dynamic algorithm.

Related Work

There are various schedulings present for task scheduling. Every algorithms has its
own parameter and a different approach to handle the task on cloudAujla andUmmat
[8] Purposed algorithm is focused on the improvement of the existing algorithm use
the result of two task-scheduling algorithm and give a hybrid cuckoo algorithm and
the result produced by this hybrid algorithm is much better than the result produce by
the traditional algorithm. The purposes of this algorithm are proper utilization of the
resource and cut the energy utilization available in the cloud. Zheng et al. [9] in this
parallel genetic algorithm is purpose which is better in term of performance and to
reduce the unbalance distribution task problem on the cloud. it is easily implemented
on networks of heterogeneous computers.

Tawfeek et al. [10] proposed ant colony algorithm based on ants that are having
the capability to find their food from their nest in the best and the shortest path; this
type of scheduling technique is adoptable and continuously improves according to
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the environment and gives the best possible result. Khurma et al. [7] authors enhance
the current round robin and after comparison between round robin and modified
round robin on cloud sim, it finds that the modified round robin is efficient in term
of average waiting time.

Zhang et al. [11], The author studies the impact of the improved min–max task-
scheduling algorithm in the cloud. In enhancing min–max, the task is assigned
with maximum execution time. Selvarani et al. [12] propose a better cost-based
scheduling algorithm for a productive mapping of the task to the available resource.
This scheduling algorithmdivides all client tasks relyingupon the priority of each task
into three distinct records. This scheduling algorithm estimates resource cost, and it
additionally improves the calculation ratio. Thomas et al. [13] cloud computing is a
business-focused service. In this paper, the author uses a credit base job scheduling
algorithm which reduces the completion time. In this task is classification done on
bases of QoS. Then, the bases of task category suitable resource are allocated. The
result comes after simulation with the other algorithm based on Berger model. Mrs.
Selvarani et al. [14] author said when various task run simultaneously. And there
are various different resource have a different cost. So this platform required an effi-
cient mapping algorithm for the reduction of cost. So the task is grouped together
according to the resource processing power.

Singh et al. [15] In this, earliest deadline first (EDF) in which the task has the short
deadline, will execute first when scheduling is started then the searching starts in the
queue for the closest process to its deadline and the matching task schedule next.
Mathew et al. [16] This scheduling strategy has task-level scheduling and service-
level scheduling. In task-level scheduling, the optimization of the task to the virtual
machine is done and in service-level scheduling is done task to service, and this is
done in the local cloud data center. It enhances efficiency in cost and time.

Kurdi et al. [17] The purpose scheduling algorithm is developed for providing the
QoS in the private cloud; it is difficult to provide efficient task scheduling in private
cloud comparatively to the public cloud. In this, author purposes a Hybrid Haizea
Condor Scheduler (HHCS) which combines the advantage of Haizea and Condor,
which provides a better addressing resource according to requirement. Zhong et al.,
[18] in cloud environment, the convergenceof virtualmachine is necessary to increase
the efficiency of the server. The greedy particle swarn optimization (GPSO) is the
purpose algorithm which solves this problem result improve the faster convergence
rate proper load balancing and proper resource utilization.

Saleh et al. [19] authors purpose the algorithm for task scheduling for the large-
scale data; the performance of PSO is decreased when the number of tasks is signif-
icant. So the propose of this algorithm is to improve the distribution number of a
task and this is achieved by divide the task into batches in dynamically way. And the
IPSO tries to map the final optimal solution to balance the load. This improves the
makespan, and reduces the workload.
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3 Scheduling Process

The scheduling is the process that divides into three steps; these are:

3.1 Resource Finding and Separating

Data center finds the resources available in the cloud system and gathers status
information associated with them.

3.2 Resource Selection

Mark resource is selected on the bases of some certain parameters of resource and
task. This is the deciding stage.

3.3 Task Submission

The task is a map of the target resource (Fig. 2).

Fig. 2 Scheduling process model [14]
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4 Conclusion

Cloud computing rises day by day and faces new challenges. Scheduling of task and
prediction of the resource is one of them. The traditional scheduling algorithm like
FCFS, RR, etc., will not suitable to solve NP-hard scheduling problems. This paper
focuses on the existing algorithm and technics are compared on the bases of various
performance matrices and analysis.

In the future, wewill focus on better resources utilization and resolve the deadlock
problem by combining a particle swarm optimization and its policy. Further, this
paper also helps future researchers to use this comparative study to develop a better
scheduling algorithm for strengthening the cloud computing paradigm.
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Internet of Things for Healthcare:
Research Challenges and Future
Prospects

Garima Verma and Shiva Prakash

Abstract In current scenario, there is a need of such a structure with related devices,
individuals, time, spots, and frameworks, which is completely participated in what
is called as Internet of things (IoT). This IoT combines the whole world with the
PC-based system and around the end, it results in a greater efficiency, accuracy, and
advantage for the customer. Security and assurance are the basic two factors formoni-
toring the health of any patient. A system is required for the blend of confirmation
showwith an essentialness capable access control instrument. IoT has emerged as one
of the most trending domain in the present scenario. Health care is one of the leading
research areas where people are moving to provide better solutions efficiently. This
paper demonstrates a comprehensive and comparative study portraying the related
work done by the current writers dependent on the wireless body zone systems
(WBANs). Through this paper, different correlations between a several parameters
and strategies of using various IoT devices related with healthcare frameworks are
being furnished. Various research challenges of IoT healthcare domain have been
also discussed. The comparative study presented here is based on various parameters
like techniques used in healthcare frameworks, data collection techniques, etc.

Keywords Internet of things (IoT) · Smart hospital systems (SHS) · Internet of
healthcare things (IoHT) · Lightweight break-glass access control systems
(LiBAC) · Radio frequency identification (RFID)

1 Introduction

Internet of things has transformed into an authoritative segmented blocks in the
progression of social protection monitoring system. The purpose of a powerful IoT
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therapeutic administrations system is to enhance progressing remote sensing of the
patient prosperity condition, to foresee essential conditions of the patient, and for
improving individual fulfillment. Conventional strategies for giving security cannot
be straightforwardly executed in IoT, as a result, various models and correspondence
stacks are included. Data and communication technologies (ICTs) are conveyed as a
feature of medicinal data frameworks that must guarantee different critical security
necessities together with honesty, secrecy, accessibility, non-disavowal, confirma-
tion, approval, and responsibility to verify therapeutic effect of data without influ-
encing the proficiency of administrations and protection of patients’ information. In
the current scenario, worldwide maturing and the commonly spreading of ceaseless
sicknesses have transformed into a major concern [1]. Subsequently, it is the respon-
sibility of human services industry to create healthcare-related advanced systems and
various administrations by using the important data and information and communica-
tion technology (ICT) and then implementing them in home-related issues [2]. This
paper is based on two basic fundamentals: (1) continuous observing and dissecting
imperative signs to early recognize or anticipate hazardous antagonistic health issues;
and (2) then, checking whether they are implementing the recommended solutions.
In any case, with quickly maturing population, it has brought several difficulties
in everybody’s life. One audit assesses that about 25% of the grown-up populace
do not hold fast to their endorsed medicine, which may prompt weakness results
and expanded mortality [3]. Poor drug adherence is a noteworthy issue for many
people and human services suppliers. Among other fields, the leading technologies
are using smart devices like radio frequency identification (RFID) tags and smart
mobile technologies.

Meanwhile, using the Internet of things (IoT), ICT was initiated with the twenty-
first century [4, 5]. This reviewpaper gives an idea about how IoT innovation gives the
likelihood for associating sensors, actuators, or different gadgets to the healthcare-
related framework and is considered as an empowering innovation to understand
the vision of worldwide healthcare factors [6]. IoHT broadens the Internet into our
regular day-to-day existences by remotely connecting different healthcare devices
[7], and will bring major changes in the manner we behave and cooperate with savvy
gadgets [8, 9]. Also the paper focuses on the emerging technologies related with
healthcare devices using Internet of things.

2 Literature Review

The difficult problem that every patient, particularly who is surviving in remote
regions found was unavailability of authorities and their treatment on fundamental
conditions. This was having stunning results at the front line of people’s contem-
plations about facilities and organizations. Nowadays, with the execution of new
advances by using IoT devices for therapeutic administrationsmonitoring the system,
these major problems have been organized to a big level. IoT helps to keep patients
protected and strong, yet by improving how specialists pass on consideration as well.
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Restorative administrations of IoT can similarly help getting duty and better satis-
faction by empowering patients to contribute more vitality collaborating with their
masters. The utilization of the Internet of things (IoT) in social protection is a colossal
natural framework. Inside all around related social protection and e-Health picture,
planned philosophies and favorable circumstances are searched for a vocation for the
alleged Internet of Healthcare Things (IoHT) or Internet of Medical Things (IoMT).

Kevin Ashton immediately gave the possibility of IoT in the year 1999, and
implied the IoT as exceptionally conspicuous having interoperability quality with
radio-recurrence ID (RFID) advancement [10]. The fundamental engaging variable
of this promising perspective is the coordination of a couple of progressions and
courses of action. Conspicuous verification and following advancements, wired and
remote sensor and actuator frameworks, improved correspondence shows (granted
to the next-generation Internet), and scattered learning of sharp things are just the
most appropriate [11]. The minor issues of IoT as the combination of Internet and
the developing advances have been discussed about [12].

Shen [13] has thought about the e-Healthcare structure that basically involves
three territories: body and area, correspondence and frameworks organization, and
organization. The body zone space is described by different remote body district
frameworks (WBANs), having each identification with a customer. Moved remote
(e.g., cell frameworks, WiFi andWiMAX) interfaceWBAN gateways to the Internet
and enables gainful shared data between the two WBANs [14]. In the organization
space, a trusted master has an online server which is accountable for tolerating,
recording, and separating customer prosperity related data [15].

The building of IoHT framework and the issues in the structure of IoHT gear
and their coding parts [16] have been discussed. They have clarified the diverse
application zones of IoHT, for instance, sharp urban zones, human administrations,
agriculture, and the nano-scale applications [17]. In their paper, they have analyzed
the front line of IoHT and presented the distinctive key mechanical drivers. Various
mainstream ICT standards have been talked about [18], involving cloud computing,
IoT, and the Big Data. It gave a broad cutting-edge survey of them and the combina-
tion between them. Next, they proposed an M2M framework dependent on a decen-
tralized cloud design, general frameworks, and remote telemetry units (RTUs) for
e-Health applications. The framework was worked for Big Data preparing of sensors
in the manner that information can be amassed to create virtual sensors, and some
estimation results were introduced. The patient’s information security concerns were
recognized [19] and their relating components were likewise found from the chosen
writing. The survey told about the tracking of any patient’s information by using
various variations of cloud devices IBE and ABE. A lightweight break-glass access
control system (LiBAC) structure was proposed [20] for supporting two distinct
methods for encoding restorative records: quality-based access and break-glass.
In common conditions, a helpful worker with a quality set satisfying the passage
approach of a therapeutic record can disentangle and get to the data. In creating
conditions, the break-glass frameworks avoid the passage way course of action of
the therapeutic record to empower helpful access to the data by emergency reme-
dial thought. LiBAC is the lightweight framework since relatively few calculations
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are executed by devices in the human administrations. The limit and transmission
overheads are extremely low. LiBAC is formally shown secure and safe model and
expansive investigations are directed to demonstrate its viability.

The basic achievements of NDN design was used [21] for arranging and affirma-
tion of NDN-based insightful prosperity IoT (NHealthIoT) structure. NHealthIoT
uses unadulterated NDN- based M2M correspondence for getting and transmission
of rough sensor data to the home server which can perceive the emergency social
protection events using hidden Markov model. They widened the work procedures
of normal formal philosophy model for affirming the rightness of NHealthIoT in
the midst of the emergency. Furthermore, to endorse and to show the comfort of the
NHealthIoT, they developed a thought model survey. The security highlights have
been introduced [22] in every layer of IoT design with the emphasis on observa-
tion layer explicit to the IoT condition. The shortcoming of conventions has been
evaluated and examined [23] for WMSNs-based human services application. The
biometric has been presented [24] as the third confirmation factor, and another client
unknown validation convention dependent on WMSNs is planned in order to evac-
uate the downsides of the convention [23]. Compared with past conventions, the new
introduced convention upgrades security and performance of the healthcare devices.
Nowadays, there are various types of variable devices for example fitness bands,
heart-rate monitoring cuffs, etc., to monitor and control various types of diseases
and providing required suggestions to them. IoT is one of the emerging fields which
is constantly changing people’s life to great extent by providing new healthcare
techniques and also by giving various possible solutions to different problems.

3 Existing Methodologies

In Fig. 1, the biographer depicts the total human services structure and figures a
situation wherein patient’s well-being is being recorded and crucial parameters like
BP, ECG, diabetes, and body pressure are verified by convenient restorative gadgets.
The information that is verified are put away and investigated for other procedures,
put away information are taken from various sensors. For example, pressure sensors,
diabetes sensors, ECG sensors, and so forth. Contingent upon study and total figures
can check out patients fromdifferent areas and respond as indicated by their need. The
patients can likewise convey through a video spilling by Web-based amid a crisis
case just as support the spouting of interconnected framework with by and large
interoperability for a microwave get to (WiMAX), an Internet convention arrange
and worldwide framework just as common doors and the entrance administration
systems [25].

In Fig. 2, the system tells about the crucial indications of various factors that are
working with the support of the WBAN and RFID tags. The body of the patient is
connected with different sensors with the support of the WBAN device. The Client’s
body is being attached with different types of sensors like WSN, medical sensors,
etc. The signals triggers in such a way that the patient’s information is recorded in
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Fig. 1 Remote monitoring personal healthcare system

Fig. 2 IoT healthcare architecture

a rapid way on a system. The framework cannot guarantee the administration that is
accommodated for 24 h that there would be a server issue [26].

The installed restorative gadget gets contributions from the client to coordinate
the side effects with a pre-stacked indication document and endeavors to locate the
coordinating malady for same. It performs tests recommended dependent on the
pre-stacked side effect record to get the precise counterpart for the illness if the
malady is not found by inspecting the side effects. In the event that the malady data
isnot discovered the framework includes the specialist with the given data, who will
counsel the client, analyze the ailment and as needs be update the indication record
and ailment document in the framework. The course server gets information and
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Fig. 3 Layers of IoT healthcare system

changes over into agreed arrangement and stores it in cloud for later investigation
by the doctors. The innovation imagines a remote healthcare framework and for data
social event, stockpiling and access every single records arewatched for examination.

Figure 3 shows various architectural layers of how the processing of data is being
done in the healthcare systems. Each layer has its own specific functions performing
various operations like data gathering, data transmitting, storing, etc.

4 Comparative Study and Discussion

This section provides comparison of well-known IoT-based healthcare techniques
and based on those techniques, the existing authors are developing new IoT-based
devices.Data collection is a crucial step for developing any technique in the IoT-based
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environment. Hence, a comparison chart is given below showing various paradigms
of the literature review.

As Table 1 shows the various parameters on which the researchers are working
upon and further studies are going on the related fields. Various data collection
techniques are discussed in the given Table 1.

Table 1 Comparison of data collection techniques

Authors and their
publication years

Parameters used Data collection
techniques

Advantages Disadvantages

Tekieh and
Rashemi [27],
2015

Accuracy Survey uses
electronic health
record

Describes the
merits of many
different
techniques hence
in this, optimal
approach can be
selected for
research

No new technique
is suggested
through this
literature

Shahin et al. [28],
2014

Error rate
accuracy is there

Electronic health
record

It presents a case
study to be
implemented for
practical
applications

The specific
environment is
considered in
which accuracy is
an issue and can
be further
enhanced

Yang et al. [29],
2016

Accuracy Rule-based
approach

A Fast
mechanism of
data gathering is
accomplished in
this through a
proposed
mechanism

Accuracy can be
further improved

Mdaghri et al.
[30], 2016

Accuracy Clinical decision
support system

Data collection is
done with
accuracy

Missing values
are not properly
handled

Roy et al. [31],
2016

Correlation and
accuracy

Correlation
based and ratio
analysis

Correlation is
used hence
specific
information
about health care
is gathered
efficiently

Missing values
are not considered

Rao and Clarke
[32], 2016

Prediction
accuracy

An open data set In this, graphical
user
interface(GUI) is
used and hence
better
visualization

No missing values
are there
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Table 2 Distinction between RFID-enabled node and various sensor nodes

Reference of
authors

Sensors used Current sensors RF nodes and
recent
consumption
details

Features

D’Souza
[33], 2008

TICC2420 used
by the Telos B
802.15.4
Transceiver

Light, Temperature
Humidity sensors

RX: 18.8 MA They have
great access
control

Kunze [34],
2009

Altered M2M
Device utilizing
the TI CC2420
IEEE 802.15.4
handset

Use
photoplethysmography
(PPG) sensors

RX: 18.8 MA They are
machine
dependent
devices

Wei [35],
2008

XBEE IEEE
802.15.4
transceiver

Use Body Temperature,
Heartbeat, EEG sensors

RX/TX: 40 MA They have
good sensing
capabilities

Upcoming
RFID tags

HT node
transmitting
sensors via RFID
Gen 2 Interface

Acceleration, ECG
sensors

RX/TX remains
in fully passive
mode: 0MA

They use
RFID tags

As shown in Table 2, various authors have used different sensor technologies.
There is a vast description given about RFID-enabled nodes and other sensor nodes
in the table. Numerous current consumption details are also discussed in Table 2.

5 Strategies and Technologies

It has been explored the likelihood of decreasing overhead of DTLS by methods for
6LoWPAN header pressure, and present the first DTLS header pressure determina-
tion for 6LoWPAN [36]. A complete survey of modern necessities, correspondence,
and enlisting for a bleeding edge u-Health systems has been shown. They analyzed
new mechanical and particular examples and inspected how they address u-Health
requirements [37]. The best in class ways to deal with planning productive and
secure e-Health checking has been overviewed. In particular, they initially exhibited
an exhaustive structure for cutting edge e-Health checking a framework by depicting,
in detail, the whole observing life cycle. They have additionally featured the funda-
mental administration segments, with a specific spotlight on information gathering
at patient side. To guarantee high proficiency of the proposed structure, we have
introduced and broke down the key moves that should be illuminated so as to create
productive and secure patient-driven observing framework [38].

At the end, they proposed an ensured IoT-based therapeutic administrations
system using BSN, called BSN-care, which can successfully accomplish diverse
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security essentials of a BSN-based social insurance system [39]. Giovanni Baldus
built up a way to deal with keep up social insurance information of a patient gath-
ered in various geographic areas [40]. The execution has displayed that the improved
process could appreciate the security deficiencies of the thought and gives adapt-
ability, productivity, and is legitimate for TMIS assurance in remote zones and low
masses thickness [41]. Other research considers likewise present the fog enlisting
structure in remedial organizations applications, which does not utilize the common
focus focuses or brilliant door systems [33]. Another proposed show in the genuine
RFID structure utilizing Omnikey smartcard per customer. Execution outcomes
demonstrates that the proposed show rout in time unconventionality when separated
from different other relative shows and it also requires less number of assignments
[42].

5.1 Capacities of IoT Healthcare Components

A capacity variation has been portrayed byMuralidharan [43] as far as different areas
are concerned as given:

• Location identifying: It uses various RFID names for different zones.
• Data congestion monitoring is used for the sharp area structure, where IoT

performs the convincing control and the leading body of the area’s traffic by
using advancements, devices, and the system.

• Environmental checking: IoT helps in sharp condition, by enabling with sullying
control, disappointment figure and it triggers alarm under crisis for fitting
circumstances.

• e-Healthcare monitoring: By the patient’s progressing information, IoT can help
in remote social protection watching.

• Remote area monitoring is done by IoT contraptions for devices control in
emergency acknowledgment, threatening to theft and also for imperativeness
protection.

• Ad hoc coordinator gives the patching up of the framework to outline a certain
accessibility.

5.2 Security Attacks in Healthcare Devices

Jan et al. have discussed various security attacks and issues in detail. To this, they
had talked about the making highlights and models in the Internet of things (IoT)
with the objective of looking at their security suggestions. Second had gathered and
investigated the assurance threats in the new setting, pointing out the issues that ought
to be vanquished to ensure that the Internet of things transforms into a reality [44,
45] and the courses of action have been proposed for security attacks uncovered for
electronics human administrations.
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• Masquerade attack: [46] gave a productive, astute middleware game plan (that
can be completed in a remote or wired contraption) to support data and system
security in medicinal sensor systems.

• Attacks on wearable and implantable restorative gadgets: [47] proposed two
potential safeguards against such assaults.

• Body-coupled correspondences (BCC): [48] has exhibited a methodology for
abusing social connections that exist between individual clients to recognize clone
assaults.

• Accountability and revocability assault: [49] has proposed a strategy that works
to recognize and uncover the character of the key abuser.

• Data infusion assault: [14] An appropriated expectation-based secure and depend-
able (PSR) directing structure has been proposed which can be incorporated with
a BAN steering convention for the betterment of last’s dependability and avoid
information infusion assaults amid information interchanges.

6 Research Challenges

This paper gives a general idea on various research challenges that many authors
are facing. These challenges have mostly healthcare-related issues. The Internet of
things (IoT) has considerably changed social insurance in a moderately short time.
Most IoT initiatives are majorly unsuccessful due to several reasons. Cisco’s review
uncovered that completed tasks were just viewed as fruitful 26% of the time. Also,
around 33%of respondents esteemed their completed activities fruitless. Along these
lines, it is a noteworthy trouble for the specialists to take a shot at this test.

6.1 Health Care Will Generate a Huge Amount of Data

Probably, the most energizing social insurance IoT activities incorporate approaches
to lessen crisis room holding up times, track resources and individuals that move all
through clinics, and offer proactive alarms about restorative gadgets that may before
long come up short. This is the ideal opportunity for associations to understand
that choosing to utilize IoT innovation will probably make information stockpiling
needs go up. Also, the well-being business must be especially mindful so as to treat
persistent information from IoHT gadgets as per government and state guidelines.
The surge of information made by the IoT devices and gadgets utilized in the human
services industry could likewise cause unanticipated issues if associations are not
prepared to deal with it appropriately and check its quality.
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6.2 Obsolete Infrastructure Hinders the Medical Industry

Despite the fact that retrofitting can inhale new life into maturing foundation, really
exploiting IoT is precarious if an office’s framework is obsolete. Old foundation is
a known issue in well-being care. When emergency clinics are in critical need of
patched up framework, they likewise experience issues procuring the staff to make
updates. Tech ability is in intense interest. Imminent competitors might not have any
desire to handle old framework.

7 Conclusion

According to the discussed issues and comparative study which are perceived by
any IoT system, it is still ought to be organized where the specialist on other region
can analyze the consistency for patient’s basic parameters through safe frameworks.
A system ought to be organized so as to give an all out security against different
ambushes, with access control for IoT-based human administrations. In last decades,
the fast development of maturing populace has been a test to worldwide human
services frameworks. Numerous counter attempts have been dynamically made in
experiencing an emergency healthcare system rebuilding through the advancement
ofmedicinal assets and expanding the utilization of home human services. This paper
basically presents the various contributions of different authors and their respective
works in the field of IoT. This paper will help in making a better comparative study
and will help various new authors to develop and create a new scenario for the
betterment and development of new healthcare-related technologies. The research is
still going on in several fields related with the health care as there are many issues
highlighted in the paper which have not been yet solved.
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An Animal Detection and Collision
Avoidance System Using Deep Learning

Atri Saxena, Deepak Kumar Gupta, and Samayveer Singh

Abstract All over the world, injuries and deaths of wildlife and humans are
increasing day by day due to the huge road accidents. Thus, animal–vehicle colli-
sion (AVC) has been a significant threat for road safety including wildlife species.
A mitigation measure needs to be taken to reduce the number of collisions between
vehicles and wildlife animals for the road safety and conservation of wildlife. This
paper proposes a novel animal detection and collision avoidance system using object
detection technique. The proposedmethod considers neural network architecture like
SSD and faster R-CNN for detection of animals. In this work, a new dataset is devel-
oped by considering 25 classes of various animals which contains 31,774 images.
Then, an animal detection model based on SSD and faster R-CNN object detection
is designed. The achievement of the proposed and existing method is evaluated by
considering the criteria namely mean average precision (mAP) and detection speed.
The mAP and detection speed of the proposed method are 80.5% at 100 fps and
82.11% at 10 fps for SSD and faster R-CNN, respectively.

Keywords Deep learning · Object detection · CNN · SSD · Faster R-CNN

1 Introduction

Whenwe search the word “animal–vehicle collision,” then we can find a lot of results
and images related to the animal–vehicle collision on road. All these search results
represent the issue of animal–vehicle collision (AVC). AVC not only causes danger
to the animal but also causes damage to vehicles and even fatality for drivers and
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passengers. AVC is a challenging issue especially in forest region where the national
highway passes through the tiger reserves and wildlife reserves. In India, majorly
708,273 km2 is a forest area, which is 21.54% of the total area of the country. Many
highways like NH6 and NH7 pass through tiger reserve which results in tigers being
killed by speeding cars [1]. Indian government also took steps to close the roads
touching the national reserve area in the nighttime to avoid AVC [2].

The problem of AVC is a world problem and many official statistics demonstrate
the severity of AVC. According to the data of Traffic Injury Research Foundation
[3] from the year 2000 to 2014, the number of persons got killed in a motor vehicle
collision with species of wildlife ranges from 20 to 45, similarly the number is 15–
35 in case of a collision with large animals. Similarly, another study suggests the
number of the person killed due to AVC in Canada is largest between 9:00 pm to
midnight recorded from the year 2000–2014. There may be two causes behind this,
first low visibility in the night and another may be driver getting exhausted. Studies
have shown that exhausted drivers generally react slowly, pay less attention to the
environment, and have impaired decision-making skills [4].

In the USA, the issue is severe; on an average 90% of animal–vehicle collision
involves cases of 200 human deaths, 29,000 injuries, and $1.1 billion in property
damage annually [5]. In Washington State, the study of vehicle collisions with deer
and elk on state and federal highways reports at least 14,969 deer and 415 elk death
between 2000 and 2004 [6]. A similar situation exists in Europe, Africa, and Asia.

Many traditional solutions are being used such as fencing around the roads,
crossing structures, and allowing animals to cross only at specific crossing points.
Although these solutions work for some wild species, still this has certain disadvan-
tages. Fencing around the roads will be breached by the animals soon after installa-
tion. Moreover, crossing structures are expensive and maintaining fences also costs
millions of dollars.

For the well-being of the population of animals and the saving of all the lost
property, measures must be taken. In order to provide the solution, simply asking
drivers to focus more on the road to avoid animal collisions during driving is not
enough. Vehicles are also expected to be smart enough to localize neighboring or
approaching large animals so that the drivers or the intelligent system can take neces-
sary steps. In this paper, the two methods for object detection namely, single shot
multibox detector and faster region convolutional neural network (henceforth indi-
cated as SSD and faster R-CNN, respectively) will be compared on animal detection
problem. Broadly speaking, these two approaches are considered by the trade-off of
data efficiency versus detection speed, as SSD can be utilized in real time, but SSD
performs worst in detecting small objects [7]. Our results demonstrate that faster
R-CNN can detect small objects and more accurate, while SSD is able to detect
large object but problem in detecting the small object. These results demonstrate that
autonomous vehicle considers accuracy and speed trade-off of detection of animals.

Organization of the paper is as follows. We begin this paper by introducing the
backgroundofCNNandobject detection techniques inSect. 2 and review the research
work on animal detection in Sect. 2.2. In Sect. 3, we introduce dataset creation, which
consists of different classes in different datasets. In Sect. 4, SSD and faster R-CNN
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model results are briefly explained. In Sect. 4.4, the proposedmodel is comparedwith
other existing models using different performance metrics. Finally, we concluded the
work with useful remarks that also outline future work in Sect. 5.

2 Background and Literature Review

In this section,wewill discuss the backgroundof theCNNarchitecturewhich consists
of convolutional filters, pooling layers like max-pooling and nonlinear functions.
Also, the object detection techniques like SSD, you only look once (YOLO), and
faster R-CNN in deep learning will be discussed. In the next subsection, the review
of existing research work for the animal detection system will be discussed.

2.1 Background of Deep Learning and Object Detection
Techniques

Deep learning has become popular in 2006 due to advancement in computation and
labeled training data; many improvements are done in the architecture of the neural
network. For the computer vision tasks, convolutional neural network (CNN) is used
widely architecture [8, 9]. A CNN used in image classification transforms an input
image of 3D to a vector of classification score. A sequence of layers is used to
construct the structure of CNN, including convolutional layers, activation layers,
pooling layers, and fully connected layers. The convolutional layer of CNN is a
trainable 3D filter known as a feature map. Activation layer introduces nonlinearity
to the transmitted data by reflecting the result of convolution into some range. CNN
uses rectified linear Units (ReLU) to avoid gradient vanishing [10]. In the final layers,
sigmoid or softmax layers is used, which restrains the output value into the range
of [0, 1]. In a common CNN architecture, pooling layers are inserted in-between
successive convolutional layers. Pooling operation such asmax-pooling, L2-pooling,
and average pooling helps to reduce the number of training parameters and control
overfitting of the model [11].

In the final layers of CNN architecture, fully connected layers are added to adjust
to entirely different visual tasks. In the fully connected layers, neurons nodes are
connected to each other in the input volume. In final layers of fully connected
layers, sigmoid or softmax activation functions are used. The whole network then
can be trained by using some backpropagation algorithms namely stochastic gradient
descent (SGD) or Adam with some loss method likely mean squared error or cross-
entropy loss. From the introduction of deep learning, many researchers came up with
different neural network architecture and CNN architecture that has been trained
some standard dataset such as ImageNet. These architectures include AlexNet [9],
VGG [12], Inception Net [13], and Res-Net [14] namely. These standard networks
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such as VGG ranges from 11 to 19 CNN layer while ResNet architecture ranges
from 50 to 152 layers. A standard approach for training deep learning model is to
use publicly available weights of the pre-trained model such as VGG and ResNet;
these networks can be retrained on our own limited dataset [15]. This approach is
generally called as transfer learning and very common in computer vision task in
deep learning [15].

CNN has demonstrated great success in computer vision classification tasks in
which network is trained to output a single label for an image [9]. More than just
recognition, object detection aims to localize each object in an appropriate position.
The localization is represented by annotating a bounding box throughout the object
[16].Generally, object detection follows two approachesmainly. The object detection
like faster R-CNN follows traditional pipeline using region proposal network (RPN)
to generate region proposals first and then classifies each proposal into different
object classes. Some other object detection technique like you only look once
(YOLO) [17] and single shot multibox detector (SSD) [7] takes object detection
as regression/classification-based framework. This framework is a one-step process
based on mapping directly from image pixel to the bounding box coordinates and
class probabilities. This regression/classification-based framework is faster in real
use-case but not as accurate. Faster R-CNN breaks the bottleneck in the process of
region proposal by generating candidate regions using CNN—the region proposal
network (RPN) [18]. SSD adds a feature layer that produces a fixed set of detection
prediction and probability score. These feature layers are CNN layers and decreasing
size of the features helps with generating response maps for various object sizes.
These layers have bigger receptive fields and this helps to detect a larger object.

Both the SSD uses static anchor boxes due to which it is faster but less accurate
[19].

2.2 Literature Review

Before the widespread acceptance of deep learning, computer vision researchers
advance a variety of techniques using the traditional machine learning algorithms
for the automated detection of animals. In traditional machine learning, approach
features are to be extractedmanually, therefore, domain expert knowledge is required
to recognize significant features for required classification task such as distinctive
characteristic in animal species. The first complete animal detection systemwas done
in 2013 using the template matching algorithm [20]. In template matching algorithm,
a small part of the image is searched with a template image. In this paper, the author
has created a dataset which contains the target image and template image, and then
the target image is matched with the template image using the template matching
algorithm. The template matching algorithm moves the template image across the
target image and finds the normalized cross-correlation (NCC). The leading cause of
this kind of approach is that detection is slow and also gives false results in different
lighting conditions such as at night.
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In 2014, Mammeri et al. [21] used the cascaded classifier for moose detection
using the roadside cameras. This method assumed camera dispensed around the area
of interest to detect the presence of moose. To detect moose, the cascaded classifier
algorithm is used, and the algorithm is divided into two steps. In the first step, the
input image is passed to the AdaBoost algorithm which is trained by LBP features.
This first step generates region of interests (ROIs) which is passed to the second step
with a set of ROIs containing moose and other alike objects. In the second stage, ROI
from the first stage is processed by applying each ROI to an adapted version of HOG-
SVM detector, where non-moose ROIs are rejected and moose ROIs are accepted.
This system is two-step and the best speed of 52.8 ms achieved by LBP-AdaBoost
algorithm.

Similarly in 2016, when convolutional neural networks (CNN) became famous
and giving excellent results, many researchers started using the neural networks.
Yousif et al. discussed human–animal detection using the camera-trap dataset [22]. In
this, proposedmodel has twomajor components. First, backmodeling and subtraction
method are used, which detect the foreground objects (humans or animals) and
generate the region proposals. The output of these regions proposals is inputted
to the convolution neural network which classifies animal, human or false positive
background. Then, a verification model takes input from region proposal and CNN
to reduce the number of foreground objects. The significant advantage in this model
is that speed increased due to use of CNN. However, still, it is a two-step process
which takes time. The author has got a recall of 73.2% on HOG classifier with false
alarm rate of 82.7%.

Kellenberger et al. in year 2017 discussed a model based on the deep learning
object detection technique namely fast R-CNN [23]. It uses sliding window-based
region proposal method to predict the region of interest (ROI). These ROIs are then
classified by the CNN network and detect the animal in the image. But this animal
detection system is slow due to region proposal method is slow in predicting the
ROIs. For the evaluation, Kuzikus Wildlife images acquired by SAVMAP are used.
The model is trained using the 224 × 224 images using gradient descent for 300
epochs at learning rate of 10–4. The author is able to achieve a recall of 0.60 but
detection speed of 13 ms.

In 2017, Sharma et al. focused on the problem of Animal–vehicle collision and
detecting cows and dogs mainly [24]. The histogram of oriented gradients (HOG)
descriptor is used for detecting an object and extracting feature from the image. The
image is divided into blocks of small cell, andHOGdescriptor is then applied on these
cells. The histogram is then accumulated on these normalized cell histograms to form
a feature vector. Finally, the image goes to the cascaded classifiers for classification of
the object. Cascading is the concatenation of the classifiers. These classifier outputs
are taken and the window is considered as an object if and only if all layers of the
cascade classifies as an object. There is also a method for distance calculation of
the detected animal. However, this distance calculation depends on the height of the
camera fixed. Using the HOG classifier, author can achieve accuracy of 82.5% with
average processing time of 100 ms. The problem with this solution is that it cannot
be extended to other countries as seen in countries like Australia, the collision of
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kangaroo are high, inSaudiArabia, collision cases of camel are high. Similar situation
is in the USA and Russia. No effort has been made to detect animals during the night.

Schneider et al. in year 2018 used the modern deep learning object detection
techniques, namely faster R-CNN and YOLO for detecting animals [25]. In this,
author has used camera-trap images fromGold Standard Snapshot Serengeti (GSSS)
dataset. For feature extraction, ResNet101 architecture is used which contains 101
convolutional layers. For the training weights of model trained on Common Object
in Context 2017 dataset is used. The faster R-CNN and YOLO model are able to
achieve an accuracy of 76.7% and 43.3%, respectively. There is no comparison found
for detection speed.

All these approaches share the standard limitation of detecting only the presence
of animal or not. These all use the two-step process which is slow and takes time
to process. Now, due to the presence of data and computation, we can use object
detection method which uses neural networks. These neural networks are single
network which outputs multispecies detected in a single pass. So, the neural network
is faster and more accurate than other methods.

3 Dataset Creation

We created our dataset containing following 25 species of animals: camel, cheetah,
pig, deer, elephant, fox, giraffe, horse, bear, dog, goat, jaguar, kangaroo, leopard,
lion, ostrich, panda, sheep, rhinoceros, snake, tiger, zebra, cow, nilgai, and crocodile.
In this dataset, some species like cow, dog, horse, and sheep animal images are taken
from PASCAL Visual Object Classes (VOC) dataset [26]. This dataset contains
images and XML files. These XML files contain the class name and bounding box
annotations. From Microsoft Common Objects in Context (COCO) dataset [27] we
have taken species like dog, sheep, cow, horse, elephant, bear, zebra, and giraffe. This
dataset contains the images andXMLfileswhich contains the annotation. Species like
nilgai which does not found in any dataset are taken from the Internet and manually
annotated. Rest of species of animals has taken from Open Image Dataset v4 [28]. A
complete dataset with a set of images and XML files which contains the class name
and annotation boxes is formed. This dataset contains approximately 31,774 images
for training, as deep learning learns features automatically, so there is a requirement
of a large amount of dataset. Each category concerns the different view of the animals
such as side view, rear-view, and front-view at certain angles. For evaluation, testing
data of required class is taken from PASCAL VOC [26], COCO [27], and Open
Image Dataset [28] (Table 1; Fig. 1).

Table 1 Dataset used for
training and evaluation

Categories Images

Training 25 31,774

Evaluation 25 6088
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Fig. 1 Sample images for dataset

4 Experiment Results and Discussion

For this experiment, two models are built namely SSD and faster R-CNN. These two
models will be compared to our dataset.

4.1 Performance Evaluation Metric

Four performance evaluationmetrics namely precision, recall,mAPwith Intersection
over Union (IoU) > 0.5 and processing time are considered for evaluation. The IoU
is calculated to measure the localization accuracy of the detected bounding box.
Precision (P) is used to measure how relevant results are, while recall is to measure
the number of the truly relevant result returned [29]. Precision defines show much
percentage of your results are relevant the formula is shown in Eq. (1). Recall is
defined as the percentage of total relevant results correctly classified as shown in
Eq. (2).

Precision = True Positive (TP)

True Positive (TP) + False Positive (FP)
(1)

Recall = True Positive (TP)

True Positive (TP) + False Negative (FN)
(2)
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where true positive (TP) indicates the number of animals successfully detected by
the algorithm. False positive (FP) indicates the number of non-animal objects that are
falsely detected as an animal. False negative (FN) indicates the number of animals
that the algorithm did not recognize them as an animal.

The mean average precision (mAP) is the mean of average precision (AP) [29].
AP is defined as the weighted mean of precision achieved at each recall value. The
weight is computed as the growth in recall from the previous. The calculation of AP
is given by Eq. (3), where Pi and Ri are the sorted precision and recall at the ith
index.

AP =
∑

i

(Ri − Ri−1)/Pi (3)

The mAP is defined in Eq. (4):

mAP =
∑Q

q=1 AP(q)

Q
(4)

where Q is the number of queries in the set and AP (q) is the average precision (AP)
for a given query, q.

4.2 SSD

In SSD, VGG16 is used as a backbone architecture and VGGNet shows significant
improvement in image classification accuracy that can be achieved by increasing the
depth from 8 to 16, or 16 to 19. The 16-layer network VGG16 has 13 convolutional
layers, three fully connected layers, three max-pooling layers, and a softmax clas-
sification layer [12]. The VGGNet performs 3 × 3 convolutions and 2 × 2 pooling
in all convolutional layers. VGG model trained on ImageNet dataset contains 14
million images with 1000 classes [30]. So, SSD model uses VGG16 weights as a
pre-trained model, and more convolutional layers added which outputs bounding
boxes with prediction probability. The weights of the final layers added after VGG
were initialized using the Xavier initialization. After getting output from the final
layer, non-max suppression is applied to suppress the non-max annotations for one
object [7].

Loss Function For the training, there are two loss functions used one for localization
and one for classification. For localization, smooth L1 loss is computed between
the ground truth box and the predicted box and for classification, softmax loss is
computed over multiple class confidence (c). The overall loss function is a weighted
(α) sum of the localization loss (L loc) and the confidence loss (Lconf) [18].

L(x, c, l, g) = 1

N
(Lconf(x, c) + αL loc(x, l, g)) (5)
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Fig. 2 Confidence and localization loss at runtime in TensorBoard

where

N: Number of positive matches
α: Weight of the localization loss
c: Class confidence
l: Predicted boxes
g: Ground truth boxes

The loss value graph is recorded using the TensorBoard which records the loss
value while training the network. The localization loss and confidence loss can be
seen decreasing with respect to the number of iterations in Fig. 2 which results that
the error is decreasing in our trained model.

Training The model has trained using the stochastic gradient descent with a
momentum value of 0.9, with an initial learning rate of 1e−3 and batch size of 16.
After, 10,000 iterations, the batch size is decreased to 8 and trained more for 50,000
iterations so that the model can learn better. Again, the batch size is decreased to 4
and trained for 20,000 iterations, we can see a decrease in loss value. The model is
trained by decaying batch size and learning rate. Concerning the configurations of
the virtual machine on Google Cloud used in this research, they are:

• CPU: 12 vCPU
• Graphic Card: NVIDIA Tesla P100, 16 GB GDDR5
• RAM: 32 GB RAM
• Operating system: Linux (Ubuntu 16.04)

Results of SSD Figure 3 shows themean average precisionwith respect to a different
typeof classes.Wehave considered25classes of different types of animal species. It is
evident from Fig. 3 that sheep class has mAP of 0.45 since sheep has similar features
to the goat class. So, a neural network might not be able to learn unique features
from sheep and goat class. The main challenge of animal detection is animals depict
similar features to each other, so becomes difficult to extract unique features from
them.
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Fig. 3 Mean average precision value for each class on SSD model

4.3 Faster R-CNN

The region-based convolutional neural network (R-CNN) adopts CNN as a feature
extractor. Faster R-CNN breaks the bottleneck in the process of region proposal by
generating candidate regions using CNN—the region proposal network (RPN). RPN
network time is reduced to an extent using CNN and made faster R-CNN detection
to use in real time. ResNet101 is used as a backend feature extractor. ResNet stack
residual block is of 3 × 3 convolutional layers. Except for the residual blocks, the
ResNet architecture has an additional convolutional layer at the beginning and a
global average pooling layer at the end.

Loss function For training RPNs, a binary class label to each anchor is assigned.
For the RPN, we assign a positive label to the anchors with the highest Intersection
over Union (IoU) or anchor that have IoU overlap higher than 0.7 with any ground
truth boxes. For fast R-CNN, two loss values are computed for classification and
bounding box regression. For classification, log loss is computed, and for bounding
box regression, smooth L1 loss is computed. The loss value at the time of training
can be seen in Fig. 4.

Training The model was trained using SGD optimizer with momentum of 0.9 and
weight decay of 0.0005. The model was trained for 15 epochs with a batch size of
8 with an initial learning rate of 0.001. The configuration of the machine is same as
for SSD model. The input image size to the model is 600 × 600 pixel.
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Fig. 4 Visualization of loss at time of training faster R-CNN

Results of Faster R-CNN Figure 5 shows the mean average precision with respect
to different types of classes. We have considered 25 classes of different types of
animal species. We can see faster R-CNN also getting problem in learning features
as animals do not have unique features.

Fig. 5 Mean average precision value for each class on faster R-CNN model
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4.4 Discussion

By applying state-of-the-art techniques of object detection, we demonstrated that the
animal detection system can detect the animal in real time by using in autonomous
vehicle with an onboard camera or roadside camera focused in a particular region.
Previous studies and techniqueswhich are used forADSare using traditionalmachine
learning model like HOG classifiers which learn features manually while deep
learning solution learns features automatically. The two main challenge in ADS is
that captured background is changing all the time with the movement of the vehicle
and another difficulty is animals having common features such as horse, nilgai, and
cow having similar shapes, size, and fur.

In Table 2, the proposed model is compared with the model in literature based
on recall and detection speed. It can be clearly seen that the proposed model recall
value is better and detection speed is also ten times better than the HOG model.

Both the animal detection SSD and faster R-CNNmodel are compared and found
that SSD model is able to detect accurately if an object is not small. For, e.g., in
Fig. 6, SSD shows poor performance in detecting the small image of the tiger and
also false detected “tiger” as “fox” with a probability of 50%. While, on the other
hand, faster R-CNN is able to detect all the tigers with a high probability of more
than 97%.

Similarly, as shown in Fig. 7, all deer are not able to be detected properly while
faster R-CNN model is able to detect all deer with a high probability. It has been
observed that faster R-CNN model is more accurate but slow while the SSD model
is fast but less accurate. So, it can be said that there are accuracy and speed trade-off
between both the model.

Table 2 Comparison of the
proposed model with model
in the literature

Model Recall (%) Speed (ms)

HOG [23] 80.4 100

SSD 86.85 10

Faster R-CNN 88.34 90

                  a) Output from SSD model                            b) Output from FRCNN model 

Fig. 6 SSD false object detection on small objects
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          a) Output from SSD model                     b) Output from FRCNN model 

Fig. 7 SSD unable to detect animals

As deep learning requires a large amount of data, we tested the credibility of
model on realistic sized data with on average 1200 images per class. This paper
used techniques like data augmentation, dropout, and pre-trained model to prevent
overfitting of the model. It has been also demonstrated that if the labeled data is
approximately 1200 images, a reliable model can be created using faster R-CNN or
SSD.We tested YOLOmodel on our data and it performed poorly with mAP of 60.2,
likely due to limited data. The proposed model is also tested on detecting animals in
night with only vehicle lighting condition as results can be seen in Figs. 8 and 9.

Considering the success of the out proposed faster R-CNN and SSD model, our
method allows for future use in vehicle with an onboard camera and generates an
alarm when detecting some animal on road. This model can be used to protect
animals from crossing the boundary of wildlife sanctuary by populating cameras on
the boundary of wildlife sanctuary if an animal will be detected, system will raise
alarm [31]. With animal of various species, our model can be used all over the world
like USA where deer vehicle collision is high and India where cow collision is high.

This model allows future possibilities, as it can be used to track animal with
multiple cameras across the wildlife sanctuary. This model will also help to under-
stand the nature of animals by taking snapshots of animals and understanding their
behavior.

5 Conclusion

This has demonstrated the successful training of two models namely SSD and faster
R-CNN. SSD which uses convolutional layers in decreasing form which will detect
the object in certain regions. On the other hand, a very different technique which
uses region proposal networks to output set of ROIs. These ROIs will be classified to
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Fig. 8 Detected animal using the SSD

Fig. 9 Detected animals using the faster R-CNN model
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detect the object. The results of both the model are compared with detection output.
The proposed SSD model achieves the mAP of 80.5% with detection time of 10 ms,
whereas faster R-CNN model achieves the mAP of 82.11% with detection time of
90 ms.

Applying theSSDand fasterR-CNNmodel, a new framework for animal detection
is obtained. Faster R-CNN performs slow as it needs to compute ROIs using the RPN
while SSD is faster due to predefined anchor boxes parallel computation using CNN
and it is a single network. But SSD model due to the predefined anchor boxes is not
able to detect animals because of visibility issues due to long distance. On the other
hand, faster R-CNN model due to RPN is able to detect the object which appears
small from a large distance. So, it can be said that there is a trade-off between SSD
and faster R-CNN in terms of speed and mAP accuracy.

Utilizing these proposed model, vehicle can autonomously identify, quantify, and
localize individual species using the onboard camera, which helps lower the animal–
vehicle collision rate. Thesefindings showpromising steps toward the animal–vehicle
collision by using real-time animal detection system which can be used to lower
animal–vehicle collision across the planet according to our understanding.
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Outcome Prediction of Patients
for Different Stages of Sepsis Using
Machine Learning Models

Pankaj Chaudhary, Deepak Kumar Gupta, and Samayveer Singh

Abstract Sepsis is a major challenge in the field of medical science. It affects over
a million patients annually and also increases the mortality rate. Generally, sepsis
condition is not identified easily. Thus, an intensive analysis of patients is required
for identifying sepsis in the Intensive Care Unit (ICU). In this research work, an
outcome prediction based machine learning models for identifying different stages
of sepsis is proposed. Machine Learning (ML) models can help to predict the current
stage of sepsis using existing clinical measurements like clinical laboratory test
values and crucial signs in which patients are at high risk. We explore four ML
models namely XGBoost, Random Forest, Logistic Regression, and Support Vector
Machine by utilizing clinical laboratory values and vital signs. The performance
evaluation of the proposed and existing techniques is performed by considering the
same dataset. These models achieve an AUC (Area under the Curve) 0.95, 0.91, 0.76,
and 0.93, respectively, for recognition of sepsis. Experimental results demonstrate
that the XGBoost model with 10-fold cross-validation performs well than other
models across all the performance metrics.

Keywords Sepsis · Machine learning · Medical science · Intensive care unit

1 Introduction

Sepsis is a fatal medical condition that usually occurs in patients of the ICU. It
occurs when releases chemicals in human blood are not able to tackle the infection
[1], and is one of the crucial causes of death in the ICU. As shown by the studies the
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probability of occurrence is rising with every passing year. Sepsis caused an uncon-
trolled response of the immune system to tackle inflammations and its affects are
tissue damage, organ dysfunction, and eventually death [2]. Recovery from sepsis is
possible, but this needs careful selection of essential medicines and the timely admin-
istration ofmedication. It has alreadybecomea significant international health burden
because of higher treatment costs, as well as hospitalization expenses. However,
precise recognition of the risk associated with sepsis, and the selection of suitable
antibiotics would play a major role in the depletion of mortality rate and cost among
the patients in an ICU. Currently, existing screening methods such as the modi-
fied early warning system (MEWS) [3], systemic inflammatory response syndrome
(SIRS) [4], sequential organ failure assessment score (SOFA score), etc., are not
appropriate to recognize sepsis patients [5, 6]. Without timely treatment, sepsis can
increase to the next level called septic shock, which has a hospital mortality rate
greater than 40% [7]. Even though the death rate has decreased in recent years, the
incidence of sepsis is increased rapidly in ICU, so that overall deaths are increasing.
Sepsis is preventable if treated early. Identify sepsis as quickly as possible by using
the data from past patients, it avoids the need for tools to have to experiment on
new patients. Generally, electronic health records (EHR) data is considered for every
measurement in a lab test and inform the patients if required. Using various ML
models to analyze data of thousands of patients to identify important signs and
symptoms that appear in patients with sepsis. Also needs to do is to figure out how
to think about every signal in the context of every other signal in the human bodies.
When a patient’s body is septic it affects patient kidney it deteriorates your kidney
capability to filter out creatinine, so creatinine level increases in patient’s bodies. But
there are numerous factors that can affect patient kidney ability to filter out creatinine.
For example, if patient have chronic kidney disease patients are very likely to have
high creatinine levels. So now ML models are having the ability to recognize the
complex patterns within data and use those correlations for classification to figure
out is your creatinine high because of sepsis or because of chronic kidney disease or
numerous other factors that need to high creatinine levels. Every single signal that
exists in the EHRs is important to think about every signal in the context of every
other signal to identify signs and symptoms that occur more often in patients with
sepsis and those without sepsis. Doctors sometimes find disease very late and that
is the difference between life and death. Machine learning model provides doctors a
much larger window to come in and intervene in order to prevent organ dysfunction
and mortality. In many we might not need new measurements, the signs and symp-
toms were already present in the database. We use a machine learning model for
discovering these signs and symptoms from the available database and learn some-
thing’s that human eye unable to visualize.MLmodel learnsmuch faster if it had a lot
of patient’s data available. Availability of abundant quantities of data improves the
performance of the model. Various published epidemiological studies have already
divulged the possibility of loss associated with sepsis. Significant number of studies
have also confirmed thatML can recognize sepsis using the crucial clinical values [8].
There are many machine learning algorithms for binary classification and prediction
applied to predict the most killer diseases like sepsis and its variant stages. In this
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work, we employed the eXtreme Gradient Boosting (XGBoost), Logistic Regression
(LR), Random Forest (RF), and Support Vector Machine (SVM)MLmodels to diag-
nose different stages of sepsis. Using the relevant clinical information that is obtained
from sepsis patients during ICU period, we tend to train the ML models to calculate
various useful metrics like sensitivity, specificity, and AUC in order to compare the
performance of the models. In this study, XGBoost model attained highest AUC for
the prediction of sepsis and also show the improvement of AUC over the existing
methods in the literature.

The paper is organized as follows: In Sect. 2, we review the relevant existing
research. In Sect. 3, we illustrate the experimental setup. In Sect. 4, we presents
a machine learning model and proposed work and Sect. 5 discusses the results in
comparison to existing works. Finally, Sect. 6 concludes the paper with some future
recommendations.

2 Related Works

Use of routinely available physiological, pathology reports, biomedical signals, etc.
are used to identify development of sepsis from one stage to another stage in an
ICU [9]. Some studies mainly focused on the existing score-based system to iden-
tify patients with sepsis. These scores such as the SIRS, MEWS, Acute Physi-
ology and Chronic Health Evaluation (APACHE) [10], Simplified Acute Physiology
Score (SAPS), the Multiple Organ Dysfunction Score (MODS) [11], and SOFA
[12]. In 2016, Mitchell et al. developed a LR model framework to distinguish non-
ICU and ICU ward patients. In this research work, MIMIC-II database is used for
the ICU patients. Their applied model attained an AUC of 73.9%, 56.2% for non-
ICU, and ICU patients, respectively [13]. The recent research work mainly focused
on ML techniques for detection of sepsis and related conditions. Several studies
report that machine learning algorithm for sepsis prediction and detection reduced
patient mortality and length of stay in an ICU. Desautels et al. proposed ML Insight
method for the prediction of sepsis in 2016. MIMIC-III dataset was considered for
this research. Desautels et al. compared the performance achieved by the proposed
method to other existing manual scoring systems such as SOFA or SIRS. AUC score
of 0.88 is achieved by using Insight method. This method is restricted to ICU patients
and aged of patients are ≥15 years [14]. In 2018, Mao et al. proposed an ensemble
boosting method to construct a sepsis prediction model by utilizing only six vital
signs that are routinely checked andmeasured at medical facilities. Utilization of less
number of vital signs reduced the cost and complexity of the model. Their model
achieved an accuracy of 92% to classify patients with shock and no shock, and an
accuracy of 96% achieved to predict the event 4 h before the onset of septic shock.
Mao et al. achieved an AUC of 0.96 for the prediction of septic shock and an AUC of
0.85 for the prediction of severe sepsis. Further AUC of 0.92 for detection of sepsis
and AUC of 0.87 for detection of severe sepsis [15]. In 2015, Guillen et al. in his
research applied various ML models for the identification of early stages of sepsis.
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For model training and evaluation purposed MIMIC-II database was used. 24 h’
time period were considered for the observation of pathological samples. Samples
collected 2 h before the occurrence of severe sepsis are considered as useful samples
other than that are discarded. The data outside the 24 h’s period are not considered for
the model evaluation. Data imputation techniques were used to handle the missing
clinical samples during the time period of 24 h. The model evaluation concluded
that the SVM model performed better than logistic model trees. The SVM model
achieved an AUC of 0.87 for the recognition of different stages of sepsis [16]. In
2018 Wang et al. proposed the fruit fly optimization algorithm that enhance the
performance of existing kernel extreme learning machine (KELM) method for diag-
nosis of sepsis. Random Forest classifier is used for feature selection. The proposed
method got 89.57% sensitivity, and 65.77% [17]. In 2018, Nemati et al. proposed
a framework to predict sepsis using Artificial Intelligence methods. The proposed
method is useful for identifying the patients who are at risk for sepsis and initiating
appropriate treatment, prior to any clinical manifestations, would have a significant
impact on the reduction of death rate and the cost burden of sepsis patients. The
best performance achieved for predicting tSOFA 4 h in advance AUROC of 0.87 and
sensitivity of 0.85 which was slightly higher than predicting tSepsis with AUROC
of 0.85 [18]. Recently in 2019, Moor et al. demonstrated that Multi-task Gaussian
process temporal adapter model to handle a non-uniform spaced time series data in
early detection of sepsis [19].

3 Experimental Setup

In this section, we will discuss the dataset exploration, data cleaning, and data
extraction and gold standards.

3.1 Dataset Exploration

This work uses the publically available “Sepsis Skaraborg study” dataset [20]
collected between 2011 and 2012. A total of 1572 sepsis patients (only adults are
considered) with an average age of 67.3 years were enrolled in this study (out of
which 55.6% of whom were male patients and 44.4% were female patients) from an
ICU or emergency ward. The data set includes comprehensive clinical data such as
vital signs, appropriate medications, clinical measurements„ description of Sepsis-2
criteria, Sepsis-3 criteria hospital length of stay, survival data etc.
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3.2 Data Cleaning and Data Extraction

The collected dataset were available in the form of xlsx file format. Dataset contain
some categorical features like gender, age group, etc., we first convert categorical
features into numeric features, because somemodel canhandle only numeric features.
We create dummy features for the transformation of categorical features into numeric
features. After features transformation the next step of data processing is handling the
missing values. We use data imputation technique to replace the missing measure-
ment with another value by a simple average mean method. Missing data imputation
improved the overallmodel performance. Formore data exploration,we used a kernel
density estimation [21] for outlier detection. Once the data is processed we split the
sepsis dataset into train and test set in the ratio of 80:20 by using python ML library.
After splitting process we train the ML model to predict onset sepsis.

3.3 Gold Standards

In this analysis, we followed the gold standard and new definitions of sepsis to
train and test the dataset. ML model performance was tested on training and testing
set according to various gold standards. SIRS (Systemic Inflammatory Response
Syndrome), and SOFA (Sequential [Sepsis-related] Organ Failure Assessment) at
least one of these gold standards satisfied to meet the definition of sepsis [22, 23]. In
fact, we were concerned about the whole time series data of each patient’s entry to
observe the ICU patients.

Following features are considered for applying the ML techniques:

• 6Vital signs:RespiratoryRate,OxygenSaturation, SystolicBloodPressure,Heart
Rate, Temperature, Hemoglobin.

• 10 Lab test results: Leukocyte, Procalcitonin, Neutrophil-lymphocyte count ratio,
White Blood Cell (WBC), C-reactive protein, Creatinine, Positive blood culture,
P-lactate, Systemic inflammatory response syndrome, SOFA score.

• Location type: Emergency department or ICU.
• Progressive stages label preceding to septic shock: infection, inflammation,

organ dysfunction, Bacterial sepsis, severe Bacterial sepsis/septic shock based on
Sepsis-2 definition, and Bacterial sepsis based on new Sepsis-3 definition [24]:
all are identified by machine learning experts system.

4 Machine Learning Models Design

In this section, we explore four binary classification model for performance
comparison namely XGBoost, Random Forest, Logistic Regression, and SVM.
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4.1 XGBoost (EXtreme Gradient Boosting)

This study investigates the effectiveness of XGBoost model for the identification of
sepsis. It ismore efficient than the gradient boostingmethod. Boosting is an ensemble
method inwhich every newmodel are added to correct the errorsmade by the previous
models [25, 26]. It supports both the linear model solver and tree learning algorithms.
XGBoost is faster than the other existing boosting implementations because it allows
parallel computation on single machine. The main motivation of using XGBoost is
the ability to fine-tune hyper-parameters and Built-in Cross-Validation to improve
the performance of themodel to predict the sepsis.Workflow analysis of the proposed
method is demonstrated in Fig. 1. For cross-validation we select k = 10 and whole
dataset is split into stratified bins of equal size, which was used to train and evaluate
our models. Python Scikit-Learn library and XGBoost package [27] were used for
the implementation of model.

Model evaluation. To use the XGBoost to classify sepsis disease, the minimum
information we need to provide to the model are Input features, Target variable,
Objective function, Number of iteration (Number of tree added to the model for
classification), n_estimators, learning_rate, and max_depth of the tree. We try to
change the value of parameters in order to achieve the optimal performance of the
model. To train the model we split the data set into the ratio of 80:20, respectively,

Fig. 1 Experimental workflow of model
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and then applied 10-fold cross-validation and GridSearchCV to select the different
parameter values to optimize the performance of the model.

Model specification. Distribution of train and test data set. To train the model,
we need to optimize the function to get low test error. For optimization typically, we
use: Log Loss for binary classification (L1), and mlog loss for multi-classification
(L2) [27].

L1 = − 1

N

N∑

i=1

(bi log(pi ) + (1 − bi ) log(1 − pi )) (1)

In the above equation, b is denoted as the label and p(b) is a predicted probability.

L2 = − 1

N

N∑

i=1

M∑

j=1

bi, j log
(
pi, j

)
(2)

In the above equation, N is the total number of samples andM is the total number
of outcomes that are possible for a given situation.

4.2 Random Forest

This section outlines the details of aRandomForest (RF) [28]model. It is an ensemble
ML method. With different initialization RF consist set of decision trees and trained
in parallel manner. RF can be thought of as an extension to the decision tree base clas-
sifiers. The Random Forest ensemble classifier [29] has been used on many datasets
spanning different environments and industries. The RF ensemble is preferred over
other ensembles method because it is simple, can be easily parallelized, is compar-
atively strong to outliers, and noise, and it is comparatively faster than bagging or
boosting techniques. RF Classifier being an ensemble algorithm tends to give a more
accurate result because it works on the principle of weak estimators. Once all the
weak estimators are merged it forms a strong estimator. Even though one or more
decision trees are suffering from noise, the overall result could not be affected. The
main reason behind choosing the RF model for prediction of sepsis are included: It
runs efficiently on large dataset and model does not suffer from Underfitting. For the
implementation of RF we first split our training and testing data set in the ratio of
80:20, respectively. Then, we import RandomForestClassifier from sklearn python
library. We took n_estimators = 20, 100, and 200, respectively, and change the other
RF parameters during the model training to check the performance of the model.
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4.3 Logistic Regression

Logistic Regression (LR) is a supervised machine learning classifier [29, 30]. It is a
widely used technique for analyzing laboratory data. LR model is simple and highly
interpretable and it is suitable for the baseline model to compare the results with
other machine learning models. LR requires the dependent variable (target variable)
should be in binary 0 or 1, to identify whether patients suffer from sepsis or not. For
building an LR model in python, we import the linear model Logistic Regression
package. To train the model we split the data set into the ratio of 80:20, respectively,
and then applied 10-fold cross-validation technique and Grid Search CV to select
the different parameter values to get the best performance of the model.

4.4 Support Vector Machine

This section outlines the implementation of a Support Vector Machine (SVM) [31]
model. It is a classificationmethodused to classify a patient into a newgroup.Our task
is to identify patients with sepsis or patient without sepsis using SVM model. This
method is suitable for binary classification problems, thismeans that 0 denote healthy
patients and1denote patientswith prone to sepsis or septic shock.Data of the different
patients are similar, so performing linear SVM data separation is not efficient in this
case. In this situation SVMs can efficiently perform a non-linear data separation with
the use of the SVM kernel trick. Entire data separation problem mapped into multi-
dimensional space. To minimize an error SVM generates optimal hyperplane in an
iterative fashion. We Scikit-Learn python library for the implementation of SVM.
We split train-test data in the ration of 80:20. To boost the performance of the model
we applied the Gaussian Kernel method for the implementation of kernel SVM. For
classification we select the two important parameters they are: First parameter is C:
Inverse of the strength of regularization. As the value of ‘C’ increases the model gets
overfit and the value of ‘C’ decreases the model get underfit. We select C = 100 for
SVC (support vector classification) Second important parameter is γ : Gamma (used
only for RBF kernel). As the value of ‘γ ’ increases the model gets overfit and the
value of ‘γ ’ decreases the model underfit.

5 Experimental Results and Discussions

This section will introduce the performance analysis of the ML model that is trained
for the identification of different sepsis conditions. Further, we will compare the
performance of four binary classification models, namely XGBoost, RF, LR, and
SVM based on the selected performance metrics.
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5.1 Evaluation Metrics

In this section, we will discuss all the useful performance metrics to analyze the
performance and predictive power of models. AUC curve (Area under the curve),
accuracy, recall, and precision were computed to evaluate the models. Confusion
matrix could be a helpful metric to explain the performance of a classification model
on a set of test data. Confusion matrix table is divided into four parts such as True
Positives (TP): Count total number of true positives values (y_true = 1, y_pred =
1) and True Negatives (TN): Compute number of true negatives values (y_true = 0,
y_pred = 0) are the observations which were correctly predicted. The terms False
Positives (FP): Count total number of false positives values (y_true = 0, y_pred =
1) and False Negatives (FN): Compute number of false negatives values (y_true =
1, y_pred = 0) can lead to confusion.

Recall (Sensitivity). Evaluate the percentage of patients that really had sepsis was
properly diagnosed by the model.

Recall = TP

TP + FN
(3)

Specificity. Clinical test to correctly identify healthy patients.

Specificity = TN

TN + FP
(4)

AUROC (Area under the Receiver Operating Characteristics). ROC curve is
a plot of the true positive rate (TPR) along with Y-axis against the false positive rate
(FPR) along with X-axis. ROC indicates the probability curve and AUC quantify the
separability. To select the AUC metric for a classification problem we need to know
about the possible range of AUC that defines in the interval of [0, 1]. 100% TPR
and 0% FPR indicate the perfect classifier, and ROC curve passes through the upper
left corner of the square, and AUC values less than 0.5 indicate worthless classifier
[34]. AUC is mainly used in the situation when accuracy misleads the classification
problem, even we get 99% accuracy that doesn’t mean the model is absolutely good
for prediction of disease. In that case, AUC is considered good for the classification
problem. Golden standard in the field of medicine indicates FPR = 0 and TPR = 1.

5.2 Results Summary

MLmodelwas trained and tested on the sepsis patient’s data set. This dataset contains
a total of 1572 patients out of which 1257 patients were selected for the training
dataset and 315 patients for test dataset. Out of fourmodels the highest AUC achieved
is 0.95 and lowest AUC achieved is 0.76, and the average AUC of 0.88 achieved for
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the identification of the different levels of sepsis. The AUROC curve of each model
is shown in Fig. 2.

XGBoost, RF, LR, and SVM models achieves AUC 0.95, 0.91, 0.76, and 0.93,
respectively, for recognition of sepsis. We select linear kernel as well as Gaussian
Kernel to build the SVM model for recognition of sepsis. We got an AUC of 0.76
and 0.93 for linear and Gaussian Kernel, respectively. Gaussian Kernel performed
better on this dataset as compared to linear kernel for SVM model. We improved
the prediction of sepsis by using ML models. Table 1 shows the results of different
existing machine learning techniques in terms of their AUC for the identification of
sepsis. The AUC value for the Desautels et al. (2016) [14], Guillen et al. (2015) [16],
Balduino et al. [32], and Masino et al. (2019) [33] is 0.74, 0.87, 0.85, and 0.82 using
Insight: 4 h, SVM, XGBoost, and RF, respectively (Fig. 3).

Fig. 2 ROC curve of XGBoost, RF, LR, and SVM

Table 1 Evaluation of
performance of the model in
terms of sensitivity,
specificity, and AUC

Model Sensitivity Specificity AUC

XGBoost 0.92 0.97 0.95

RF 0.88 0.94 0.91

LR 0.82 0.69 0.76

SVM 0.90 0.97 0.93
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Fig. 3 ROC curve for all the four models for prediction of sepsis

Table 2 Results of the
selected studies that applied
the ML techniques to identify
the sepsis

Paper Data set Method AUC

Desautels et al.
(2016) [14]

MIMIC-III Insight: 4 h 0.74

Guillen et al.
(2015) [16]

MIMIC-II SVM 0.87

Balduino et al.
(2018) [32]

Geisinger
Healthcare System

XGBoost 0.85

Masino et al.
(2019) [33]

Hospital of
Philadelphia

RF 0.82

From Table 2, we see that the highest AUC value is 0.87 in [16] that is lower than
our proposed work. However, it’s tough to make a direct comparison as a dataset,
and size of sample were used during this analysis are completely different.

6 Conclusion

In this research work, we have tested sepsis dataset using various ML model for
accurate prediction of sepsis. First, we have used the imputation process to deal
with missing data to improve the model performance then imputing using matrix
factorization yields better predictive accuracy than imputingwith simpler approaches
like means. After that we used different packages to build models like XGBoost,
LR, SVM, and RF. The XGBoost, Random Forest, Logistic Regression, and SVM
ensemblemodel achieve 0.95, 0.91, 0.76, and 0.93AUCROC for sepsis, respectively.
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In summary, the result of XGBoost ensemble model improves the overall perfor-
mance and delivers a more accurate classification as compared to other involved
models in this study for the prediction of sepsis. The models presented in this work
show promise in their ability to decrease morbidity andmortality rates resulting from
septic shock and improve the outcome for sepsis patients.

The major limitations of this research work are the size of samples, so the work
can be extended by using more data samples to improve the prediction of the sepsis.
Another issue in this work is to focus on only the ICU in a single medical center and a
limited period of time. In the future, researchers can collect more relevant laboratory
specimens from multiple medical center databases to establish an error-free sepsis
prediction model. We believe this model will be useful in the hospital environment
to predict sepsis disease.
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Existence Result of HIV Model
by Employing Mahgoub Adomian
Decomposition Procedure

Yogesh Khandelwal, Pawan Chanchal, and Rachana Khandelwal

Abstract The Mahgoub Adomian Decomposition Procedure is scouted to offer
an analytic outcome of a nonlinear differential equation for HIV contamination of
CD4+T-cells. This procedure is implemented as a model for HIV contamination of
CD4+T-cells. Numerical consequences display this procedure is straightforward and
unique when implemented to system of nonlinear differential equations.

Keywords Mahgoub transform · Mahgoub Adomian Decomposition Procedure
(MADP) · HIV infection · CD4+T-cells

1 Introduction

Human immunodeficiency virus (HIV) is one of the rarely and deadly diseases found
in human all over theworld. It is a type of virus called retrovirus, and if it is not treated
at right time, it leads to acquired immunodeficiency syndrome (AIDS) [1], which
eventually leads to deterioration of white cells present in the human body that may
eventually lead to death. White cells help human body to fight against the disease.
HIV minimizes the number of CD4+T-cells present in the human body. CD4 cells
are subdivision of T cell that renders a vital aspect in the immune system, notably in
the adaptive immune system [2]. They avail the exertion of other immune cells by
acquitting CD4+T-cells cytokines [3].

In 1993, an ordinary differential equation (ODE) model of a cell-free viral spread
of HIV in a well-mixed slot like bloodstream was anticipated by Perelson, Kirschner
and De Boer. The model given by them consists of four parts: uninfected healthy
CD4+T-cells, latently infected CD4+T-cells, actively infected CD4+T-cells and free
virus [4]. Further, Culshaw and Ruan make things simpler by taking only three parts
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such that the healthy CD4+T-cells, infected CD4+T-cells and free virus [5]. These
cells add up an indiscrete time delay to the model to illustrate the difference of time
between infection of a CD4+T-cells and the secretion of viral particles on a cellular
level also [6]. Present combination antiretroviral therapies are extensively applied to
treat HIV. The development of the drugs which are powerful against HIV is a shining
instance of how thoughtful the fundamentals of the genesis of HIV contamination
have brought about the fast development of medication to fight the ailment. The
concepts for the remedy of HIV infection have been developed concurrently because
of big, randomized, clinically controlled trials and due to the growing know-how of
the dynamics of HIV replication [7]. Voluntary medical male circumcision (VMMC)
HIV prevention report [8] presented 230,000 new HIV infections have been found in
2017 as the 18.6 million VMMCs had previously anticipated. These data have been
taken for interpretation into growing coverage of ART.

2 Preliminaries and Definition

2.1 Mahgoub Transform

A new procedure known as the Mahgoub transform [9–11] by the operator M◦(.)
defined by the integral equation.

M◦[h(t)] = A(z) = z
∞∫
0
h(t)e−ztdt. t ≥ 0 and k1 ≤ z ≤ k2 (1)

2.2 Derivative of Mahgoub Transform

Let A[z] be the Mahgoub transform of M◦[h(t)] = A[z] subsequently [11],

(i) M◦[h′(t)] = zA(z) − zh(0).

(ii) M◦[h′′(t)
] = z2A(z) − zh′(0) − z2h(0).

3 Ally of Mahgoub Transform and Adomian
Decomposition Procedure [12–16]

Presume the ordinary differential equation with preliminary condition given beneath
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[Lh(t) + Rh(t) + Nh(t)] = [y(t)], (2)

with the initial condition as followed

h(0) = a. (3)

Here, L is invertible and first-order derivative, R is linear differential operator, N
is the nonlinear term, and y(t) is the source term. Implementing Mahgoub transform
on both sides of the Eq. (2), we invade

M◦[Lh(t) + Rh(t) + Nh(t)] = M◦[y(t)], (4)

Implementing the differentiation property of Mahgoub transform and taking the
initial condition from Eq. (3).

zM◦[h(t)] − [h(0)] = M◦[y(t)] − M◦[Rh(t) + Nh(t)], (5)

zM◦[h(t)] = [h(0)] + M◦[y(t)] − M◦[Rh(t) + Nh(t)], (6)

M◦[h(t)] = a

z
+ 1

z
M◦[y(t)] − 1

z
M◦[Rh(t) + Nh(t)]. (7)

Inverse of Mahgoub transform on both sides, we attain

[h(t)] = a + M◦−1

{
M◦

z
[y(t)] − [Rh(t) + Nh(t)]

}
. (8)

Thus, the resolution can be embodied as an infinite series

h(t) =
∞∑

n=0

hn(t). (9)

While the nonlinear term can be broke down as

Nh(t) =
∞∑

n=0

An(h). (10)

Where An(h) are Adomian polynomials of h0, h1, h2, . . . given by

An =
[
1

n!
dn

dτ̇ n
Nh(τ̇ )

]

τ̇=0

.

To get the value of An, we put a grouping parameter τ̇ .
Rewriting Eq. (8) with the help of Eq. (9), (10)
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∞∑

n=0

hn(t) = F(t) + M◦−1

{
M◦

z
[y(t)] −

[

R
∞∑

n=0

hn(t) +
∞∑

n=0

An(h)

]}

, (11)

Here, F(t) is the term which is emerging from the source term and the given
initial condition. On contrasting both sides of Eq. (10) and using standard Adomian
decomposition procedure, we invade

h0(t) = F(t), (12)

h1(t) = −M◦−1

[
M◦

z
{Ry0(t) + A0}

]
, (13)

h2(t) = −M◦−1

[
M◦

z
{Ry1(t) + A1}

]
, (14)

Thus, the general solution can be penned as

hn+1(t) = −M◦−1

[
M◦

z
{Ryn(t) + An}

]
, n ≥ 0. (15)

Again, implementing the Mahgoub transform on right hand side of Eq. (15) and
then applying inverse of Mahgoub transform, we get n0, n1, n2, … which is infinite
series of form of the desired solution. The system of nonlinear differential equation
of HIV infection model of [17] CD4+T-cells can be represented as in Eq. (16).

dC
dt = p − α̇C + ṙC

(
1 − C+O

Cmax

)
− δ̇CB

dO
dt = σ̇CB − β̇O
dB
dt = I β̇O − γ̇ B − δ̇CB

⎫
⎪⎬

⎪⎭
, (16)

with the initial conditions

C(0) =∈1= 0.1, O(0) =∈2= 0 and B(0) =∈3= 0.1. (17)

Here, C = Healthy cells, O = Infected cells, B = Virus.
Here C(t), O(t) and B(t) give the concentration of CD4+T-cells, infected CD4+T-

cells by HIV and free HIV virus in the blood, respectively. α̇, β̇, γ̇ Personify natural
turnover rate of healthy CD4+T-cells, infected CD4+T-cells and death rate of HIV
virus, respectively. δ̇ > 0 is the rate of infected cell. Also, P is the rate production of
CD4+T-cells. 	 is the number of virus produced by infected CD4+T-cells. Cmax Give

the information about the maximum population of CD4+T-cells. While
(
1 − C+D

Cmax

)

describes the logistic growth of T-cells [17].σ̇ symbolize the rate of infected cells
that became active. All the parameters that are chosen as
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α̇ = 0.02, β̇ = 0.3, γ̇ = 2.4, δ̇ = 0.0027,

p = 0.1, I = 10,Cmax = 1500, σ̇ = 0.00, ṙ = 3.

Equation (16) is rewritten as

dC
dt = p − α̇C + ṙC

(
1 − C+O

Cmax

)
− δ̇CB

dO
dt = σ̇CB − β̇O
dB
dt = I β̇O − γ̇ B − δ̇CB

⎫
⎪⎬

⎪⎭
. (18)

Applying Mahgoub transform on both sides in the above equations

M◦
{
dC

dt

}
= M◦

{
p − α̇C + ṙC

(
1 − C + O

Cmax

)
− δBC

}
,

M◦
{
dC

dt

}
=

{
M◦(p) − M◦(α̇C) + M◦

{
ṙC

(
1 − C + O

Cmax

)}

− −M◦(δ̇BC)
}
,

M◦
{
dC

dt

}
= M◦{p} − M◦{α̇C} + M◦{ṙC} − M◦

{
ṙC2

Cmax

}

− M◦
{
ṙCO

Cmax

}
− M◦{δ̇BC

}
(19)

M◦
{
dO

dt

}
= M◦{σ̇ BC − β̇O

}
,

M◦
{
dO

dt

}
= M◦{σ̇ BC} − M◦{β̇O

}
. (20)

M◦
{
dB

dt

}
= M◦{I β̇O − γ̇ B − δ̇BC

}
,

M◦
{
dB

dt

}
= M◦{I β̇O

} − M◦{γ̇ B} − M◦{δ̇BC
}
. (21)

Rewriting Eq. (19) by implementing properties of Mahgoub transform

h{C(h)} − C(0) = pM◦{1} − α̇M◦{C} + ṙ M◦{C}
− ṙ

Cmax
M◦{C2

} − ṙ

Cmax
M◦{CO} − δ̇M◦{BC},

h{C(h)} =∈1 +p − α̇M◦{C} + ṙ M◦{C} − ṙ

Cmax
M◦{C2

}

− ṙ

Cmax
M◦{CO} − δ̇M◦{BC},
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C(h) = ∈1

h
+ p

h
− α̇

h
M◦{C} + ṙ

h
M◦{C} − ṙ

h .Cmax
M◦{C2}

− ṙ

h .Cmax
M◦{CO} − δ̇

h
M◦{BC},

C(h) = ∈1

h
+ p

h
− α̇

h
M◦{C} + ṙ

h
M◦{C} − ṙ

h .Cmax
M◦{C2

}

− ṙ

h .Cmax
M◦{CO} − δ̇

h
M◦{BC}, (22)

Rewriting Eq. (20) by implementing properties of Mahgoub transform, we arrive
at

M◦
{
dO

dt

}
= M◦{σ̇ BC} − M◦{β̇O}

,

h{O(h)} − O(0) = σ̇M◦(BC) − β̇M◦(O),

h{O(h)} =∈2 +σ̇M◦(BC) − β̇M◦(O),

{O(h)} = ∈2

h
+ 1

h

[
σ̇M◦(BC) − β̇M◦(O)

]
,

{O(h)} = ∈2

h
+ 1

h
σ̇M◦(BC) − 1

h
β̇M◦(O). (23)

Rewriting Eq. (21) by implementing properties of Mahgoub transform

h{B(h)} − B(0) = I β̇M◦(O) − δ̇M◦(BC) − γ̇ M◦(B),

h{B(h)} =∈3 +I β̇M◦(O) − δ̇M◦(BC) − γ̇ M◦(B),

{B(h)} = ∈3

h
+ 1

h

[
I β̇M◦(O) − δ̇M◦(BC) − γ̇ M◦(B)

]
,

{B(h)} = ∈3

h
+ 1

h
I β̇M◦(O) − 1

h
δ̇M◦(BC) − 1

h
γ̇ M◦(B). (24)

Now, it was assumed that

E =
∞∑

n=0

En, H =
∞∑

n=0

Cn,

I =
∞∑

n=0

On, V =
∞∑

n=0

Bn, E = C2,

F = CO,G = BC.

Putting the assumed values in Eq. (22)
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{

M◦
∞∑

n=0

Cn

}

= ∈1

h
(+)

p

h
− α̇

h
M◦

{ ∞∑

0

Cn

}

+ ṙ

h
M◦

{ ∞∑

0

Cn

}

− 1

h

ṙ

Cmax
M◦

{ ∞∑

0

En

}

− 1

h

ṙ

Cmax
M◦

{ ∞∑

0

Fn

}

− δ̇

h
M◦

{ ∞∑

0

Gn

}

. (25)

Putting the assumed values in Eq. (23), then

{

M◦
∞∑

n=0

On

}

= ∈2

h
+ σ̇

h
M◦

{ ∞∑

0

Gn

}

− β̇

h
M◦

{ ∞∑

0

On

}

. (26)

Putting the assumed values in Eq. (24), we obtained

{

M◦
∞∑

n=0

Bn

}

= ∈3

h
+ 1

h
I β̇M◦

{ ∞∑

0

On

}

− δ̇

h
M◦

{ ∞∑

0

Gn

}

− γ̇

h
M◦

{ ∞∑

0

Bn

}

.

(27)

Here, En, Fn, Gn are Adomian polynomials.
These are given by

E0 = C2
0

E1 = 2C0C1

E2 = 2C0C2 + C2
1

E3 = 2C0C3 + 2C1C2

E4 = 2C0C4 + 2C1C3 + C2
2

E5 = 2C0C5 + 2C1C4 + 2C2C3.

F0 = C0O1

F1 = C1O0 + C0O1

F2 = C2O0 + C1O1 + C0O2

F3 = C3O0 + C2O1 + C1O2 + C0O3

F4 = C4O0 + C3O1 + C2O2 + C1O3 + C0O4

F5 = C5O0 + C4O1 + C3O2 + C2O3 + C1O4 + C0O5.

G0 = B0C0

G1 = B1C0 + B0C1

G2 = B2C0 + B1C1 + B0C2

G3 = B3C0 + B2C1 + B1C2 + B0C3

G4 = B4C0 + B3C1 + B2C2 + B1C3 + B0C4

G5 = B5C0 + B4C1 + B3C2 + B2C3 + B1C4 + B0C5.
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Utilizing the above values inEqs. (25), (26), (27), respectively, result fromEq. (25)
was obtained

M◦{C0} = ∈1

h
+ p

h
,

M◦{C1} = − α̇

h
M◦{C0} + ṙ

h
M◦{C0} − 1

h

ṙ

Cmax
M◦{E0}

− 1

h

ṙ

Cmax
M◦{F0} − δ̇

h
M◦{G0},

M◦{C2} = − α̇

h
M◦{C1} + ṙ

h
M◦{C1} − 1

h

ṙ

Cmax
M◦{E1}

− 1

h

ṙ

Cmax
M◦{F1} − δ̇

h
M◦{G1},

M◦{Cn+1} = − α̇

h
M◦{Cn} + ṙ

h
M◦{Cn} − 1

h

ṙ

Cmax
M◦{En}

− 1

h

ṙ

Cmax
M◦{Fn} − δ̇

h
M◦{Gn}. (28)

From Eq. (26),

M◦{O0} = ∈2

h
,

M◦{O1} = σ̇

h
M◦{G0} − β̇

h
M◦{O0},

M◦{O2} = σ̇

h
M◦{G1} − β̇

h
M◦{O1},

M◦{On+1} = σ̇

h
M◦{Gn} − β̇

h
M◦{On}. (29)

Now, again obtaining the solution from Eq. (27)

M◦{B0} = ∈3

h
,

M◦{B1} = I β̇

h
M◦{O0} − δ̇

h
M◦{G0} − γ̇

h
M◦{B0},

M◦{Bn+1} = I β̇

h
M◦{On} − δ̇

h
M◦{Gn} − γ̇

h
M◦{Bn}. (30)
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4 Results

Consider the values of

C(0) =∈1 = 0.1, O(0) =∈2 = 0, B(0) =∈3 = 0.1

Applying Mahgoub inverse transform on both the sides of the above Eq. (28),
(29), (30), we get

C(t) = 0.1 + 0.3979521t + 0.59283t2 + 0.5887185t3

+ 0.438297t4 + 0.2608635t5 − 0.129196t6.

O(t) = 0.000024t + 0.000017276t2 − 0.00000840519t3

− 0.000006147285t4 − 0.000002835851t5 + 0.000001152t6.

B(t) = 0.1 − 0.2407251t + 0.28792738t2 + 0.2304143t3

+ 0.138246t4 − 0.0663524t5 + 0.0265395t6.

C(t), O(t) and B(t) give the concentration of CD4+T-cells, infected CD4+T-cells
by HIV and free HIV virus in the blood.

5 Conclusion

This article concludes the solution of nonlinear ordinary differential equation of HIV
model by Mahgoub Transform and Adomian decomposition procedure.

The outcome accomplished from this procedure was nearly equal to the exact
solution of these nonlinear ordinary differential equations of HIV model. Results of
this article infer that Mahgoub Adomian Decomposition Procedure is less compli-
cated and efficacious tool for nonlinear ODE’s of HIV model. Similar results were
found when compared with the Kamal Transform Adomian Decomposition Method
(KTADM) [18] and Natural Adomian DecompositionMethod (NADM) [19]. There-
fore, it was shown that the persuasiveness of Mahgoub Adomian Decomposition
Procedure is valid.
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Industry 4.0 Manufacturing Based
on IoT, Cloud Computing, and Big Data:
Manufacturing Purpose Scenario

Arun Kumar Rana and Sharad Sharma

Abstract Industry 4.0 is an energetic movement as of late offered by means of the
German administration. The aim of the movement is the altering of modern assem-
bling throughout digital technology and the abuse of possibilities of new innovations.
Our nations pressed towards “Make in India” have taken comprehension of Industry
4.0 and ongoing it’s situating in this space. First shrewd processing plant—touching
frommechanization to independence—where machines make conversation with one
another is being laid down up in Bangalore at the Indian Institute of Science’s Centre
for Product Design andManufacturingwith seed financing from the BoeingCorpora-
tion. An Industry 4.0 creation framework is in this manner adjustable and empowers
individualized andmodified items. This paper introduces thewriting studyon Internet
of thing based assembling and arranging process in keen ventures. This paper gives
an itemized depiction of things to come challenge, remote sensor observing, and
efficient strategies over the IoT.

Keywords IoT · IIoT · 4.0 · Cloud computing · Big data

1 Introduction

An organization like Cisco, for example, expects in excess of 24 billion Internet-
related gadgets by 2020; Morgan Stanley, regardless, predicts the utilization of 75
billion orchestrated contraptions by 2021 on the Internet of things [1]. With the
consistent movement in advancements in IoT and its potential improvement, the
Internet of things is quickly extending as an inescapable overall enlisting framework
where everyone and everything will be related to the Internet [2, 3] (Fig. 1).
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Fig. 1 4.0 generation with IoT

In the most recent years, the innovative advances of ITCs gave a lot of devices
that transformed us into the Web, robots, automatons, the Internet of things, etc.
Past this, things convey in an overall system: the Internet. This pattern will unques-
tionably discover its path additionally into mechanical generation, which will profit
progressively from the advances in ICT and PC sciences [4]. The appearance of
the IoT and services into the assembling condition is introducing a fourth modern
insurgency: Industry 4.0. This new sort of industry depends on amodel of smart enter-
prise, for example, Keen Factory [5]. The target of this examination was to dissect
the oddity of the subject Industry 4.0 identified with the IoT through an orderly
audit in the Web of the information base. Preceding Internet of things, there was a
direct manual technique for dealing with machine/gadget interconnectivity. Be that
as it may, with the progress in ongoing innovation, better methodologies need better
associate for controlling machine stop save time, cost, and vitality, i.e., in the well-
being segment, in farming, well-being, and for mechanization [6]. Web applications
are a standout among the most common stages for data and administrations conveyed
over the Internet today. As they are progressively utilized for basic administrations,
Web applications become a well-known and profitable focus for security assaults in
Industry 4.0 [7].

In Industry 4.0, ML is the main thrust for man-made brainpower (AI). The
preferred standpoint ML frameworks are that it utilizes intelligent models, heuristic
learning, information acquisitions, and choice trees for modern creation [7]. While
Deloitte alludes to shrewd, associated producing as Industry 4.0, a few other regularly
realized termsmay point to a similar marvel [8]. These include Internet of everything

a. Industrial Internet
b. Manufacturing 4.0
c. Connected enterprise
d. Smart manufacturing
e. Smart factory.
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Fig. 2 Industrial Internet of things

Otherwise called the mechanical Web or Industry 4.0, IIoT uses the intensity of
savvy machines and continuous examination to exploit the information that stupid
machines have created in modern settings for a considerable length of time (Fig. 2).

2 Literature Review

In [9], a lead for upcoming investigation passion for the region of IoT, different
pioneering patterns in IoT and its various uses we spoke to. Moreover, the inventor in
[9] displayed a method for the future design of the Internet of things. They included
an audit of ongoing advancements and furthermore displayed a focused plan for
conceivable completing of things to come to IoT. The creators in [10] talked for
upcoming difficulties in the Internet of things besides displaying the best in the
class audit of ongoing uses of IoT innovation and the alternate points of view in
scholastics and the modern network. Industry 4.0 alludes to the following phase in
the advancement of the relationship and control of assembling forms Industry 4.0
really originates from a plan fund by the administration of German [11], which is
said to be first made open amid the 2011 Hannover Fair [12]. The phrase was gotten
with excitement by the overall manufacturing [13] and covers to some degreewithout
ideal models like IIoT [14] and with different activities, for example, complete by the
China 2025 [15]. As well, Industry 4.0 is truly for the association of sharp preparing
plants [16], for consideration to run even more viable, their benefits and to unite
enough edibility to acclimate to the age needs. Such a requirement for edibility is
identified with how clients are dynamically mentioning things customization [17],
which impacts progression and gathering at different stages. The thought acknowl-
edges a significantly increasing broad application zone as the Industry 4.0 and covers
control age and spread, social protection, produce, open division, transportation, and
mining [18]. In France, the thought “Businesses du future” was exhibited as a focal
point of things to go to the French present-day approach. It relies upon the interest of
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manufacturing and skill and dependent on five sections: (1) cutting edge progresses
included substance creating, fundamental plant, IoT, and extended reality, (2) at
the bottom of the French associations, especially little to focus ones, to change in
accordance with new developments, (3) expansive specialists’ readiness, (4) bracing
overall joint effort around present-day measures, and (5) headway of French industry
of things to come [19]. The next near action in 2025 “Made in China” was introduced
in 2015 [20]. It was begun by the China organization of Industry and Information
Technology in investment with various authorities from the China Academy of Engi-
neering. The main goal of this movement is to broadly refresh the Chinese business
by delineation direct inspiration fromGermany’s Industry 4.0 thought andmodifying
it to China needs. The changed amassing should be progression driven. Kai et al.
discussed smart health in the IoT. It is very different, think in the case of security
in health care. It mainly works on the IoT is the Information and Communication
Technology (ICT) industry. In this paper, the authors discussed security of health-
care system. It follows the new strategy in the health of the IoT [30]. Zhao et al.
“A Survey on the Internet of Things Security” The authors have discussed IoT, its
application and usage in the future. In this paper, the authors proposed to find the
solution to minimize the threat of IoT [31]. Skouby and Lynggaard introduced about
smart home. Future smart home is as well as the security-related systems [32]. In
future, device-to-device communications resolve the problems of vehicle-to-vehicle
(V2V) transportations for traffic regulator and security uses [33]. In [34], different
issues related to the health and farming were discussed. [35] discussed process for
supervision massive IoT traffic in 5G networks.

3 Cyber-Physical System with 4.0

Cyber-physical system (CPS) jointly with the IoT, big data, cloud computing, and
industrial wireless networks are the center innovations permitting the presentation
of the fourth modern insurgency, Industry 4.0. Alongside the advances in new-age
data advances, keen assembling is turning into the focal point of worldwide assem-
bling change. An epic CPS engineering for the continuous perception of complex
mechanical procedures is proposed. It basically considers the simulation innovative
mainstay of Industry 4.0. Digital methods calculation, correspondence, and control
are discrete exchanged and sensible [27]. A system characterized as must be inno-
vations for overseeing interrelated frameworks among their processing abilities and
physical resources [28] (Fig. 3).

A CPS is an arrangement of working together with IT components and intended
to governor physical entities. Correspondence happens through an information foun-
dation, for example, the Internet. Conventional implanted frameworks can be viewed
as an exceptional instance of an independent CPS [29].

Figure 4 delineates IIoT from a CPS perspective. In the physical framework (left),
the diverse current applications, for example, PA and FA, pursue a creation lifecycle
(i.e., the cycle of getting ready, produce, transport, use, and reuse). During each
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Fig. 3 CPS together with IoT, big data, and cloud computing

Fig. 4 IIoT from a CPS perspective [11]

progression in the creation of life cycle, a significant measure of information will
be produced from various gadgets and gear. Control, systems administration, and
processing frameworks assume significant jobs in the interconnection and reconcili-
ation of parts and physical frameworks and performobserving and control, prompting
efficient activity of physical frameworks.
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4 Present Challenges

We are amidst the fourth modern transformation, or Industry 4.0 as its all the more
usually known. Since the while sharp names have been used in the latest years in
different mechanical fields, shrewd imprints are up ‘til now a creating point that
gathers responsibilities from traditional naming systems, IIoT, cloud/edge figuring,
and sensor/actuator progressions. As Industry 4.0 keeps on changing the manner in
which we interface with our general surroundings, new difficulties emerge. Here are
the primary difficulties you may look not long from now:

4.1 Effect of Common Conditions

The circumstances of nature impudence splendid imprint task, so they should be
viewed as while organizing and picking sharp name gear. The e-ink show is likely the
most essential bit of the hardware, but current advancement has issues, for occurrence,
with little and great temperatures.

4.2 Roughness

Shrewd imprints need to survive the fierce environments that are commonly existing
in mechanical circumstances. Along these lines, clever imprints should suffer drops,
a particular proportion of weight or outside impacts. It is extraordinary stress for the
block of e-ink appears (Fig. 5).

4.3 Engendering of Interchanges Within the Sight of Metal

Numerous mechanical situations are described by the nearness of monstrous
measures of metal that influence conventional electromagnetic remote interchanges
and situating frameworks [20]. Subsequently, keen names need to endure the nearness
of metal or utilize no electromagnetic based interchanges.

4.4 Resilience to Impedances and Sticking

Keen names depend on the reason that vigorous solid remote interchanges are acces-
sible, so if correspondences are blocked or stuck (inadvertently or deliberately),
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Fig. 5 Challenges of 4.0 with IoT

the framework must probably identify, recuperate, and give elective correspondence
systems (e.g., reinforcement correspondence interfaces).

4.5 Adaptable Hardware Is Additionally

A rising era empowers printing sensors, transistors, and foldable shows on paper
or plastic substrates. Completely printed frameworks still have certain exhibition
confinements, yet they are as of now considering creating brilliant marks [23].

4.6 New Materials

By far most of the keen names depend on silicon materials, yet a rising subject is the
advancement of electronic natural names. Such names can be created less expensive
and with just a printer, be that as it may, as of composing, albeit some intriguing
structures have been proposed [21], they cannot be as little as conventional silicon
mark sand the reproducing ranges must be considered and improved [22].
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4.7 Zero-Control Identification

So as to decrease the requirement for batteries and to evacuate vitality devouring
hardware for recognizing items, a new era like brilliant skins, hipless RFID, and
zero-control identification have advanced significantly in the last years [24, 25], so
they could be connected to shrewd names sooner rather than later.

4.8 Human Variables/Ergonomics and Ease of Use Methods

So as to make a human-focused keen mark framework, the first step is to figure out
who are the administrators, how, where, and what they are utilizing, and what they
mightwant to use later on. The subsequent stage is to set pertinent and reasonable ease
of use objectives for their UI. These targets incorporate, for instance, an opportunity
to achieve the errand or the mistake resilience [26].

5 What Scenario Does the IoT and Industry 4.0 Pose
for Manufacturers?

For upcoming days both Industry 4.0 and IoT request connecting together already
free gadgets and frameworks, it is not astounding that a boss mutual concern is a
security. As the pattern of utilizing keen gadgets builds, it will be more earnestly
to follow breeches and deal with those gadgets. The business is moving rapidly
to address these security concerns, merging new advancements with standard IT
security advances like system security and encryption (Fig. 6).

Fig. 6 IT security technologies like network security and encryption
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Fig. 7 IoT with 4.0 with DHCP secure protocol

For design residential area of MMU campus, we worked on cisco packet tracer
7.2.1 with dynamic host configure protocol (DHCP) protocol which provides the best
security for the connected IoT sensor as shown in Fig. 7 and used for better accuracy
in IP addressing for all connected device with gateway.

6 Research Objectives

• To develop new methods for providing quick data delivery for IoT and IIoT
networks.

• To develop algorithm to provide strict security bounds for IoT and IIoT
applications.

• To develop infrastructure to manage huge amounts of data, and build the IoT with
IIoT applications that create a smarter, more connect world for 5G networks.
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7 Conclusion

Theword the primary target of this exploration is to break down the scholastic indica-
tions of advancement in subjects identified with the fourth mechanical insurgency in
an efficient way and to give bits of knowledge into the past, present, and eventual fate
of this theme. In this paper, the foundation and improvement of the Industry 4.0 idea
are introduced. As the reconciliation of data innovation and task innovation develops,
producers should evaluate where they are as well as where they wish to be—choices
that will direct the kinds of data they should assemble, examine, and follow up on. By
utilizing IoTwithwireless sensor network innovation, different assembling assets are
distinguished and their statuses could be then caught. It very well may be normal that
the vast majority of the endeavors will present the Industry 4.0 components bit by bit
and by structure on officially existing hardware and programming arrangements, in
this manner not jeopardizing the strength of their generation. In this paper, we create
a secured IoT environment with 4.0 revolution and in the future by creating full use
of IoT with transmission protocol, cloud computing, and cyber-security technology,
a variety of manufacturing resources is recognized and their statuses could be then
captured.
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Preprocessing Techniques for Colon
Histopathology Images

Manju Dabass and Jyoti Dabass

Abstract The glandular morphology analysis done within the colon histopatholog-
ical images is an imperative step for grade determination of colon cancer. But the
manual segmentation is quite laborious as well as time-consuming. It also suffers
from the subjectivity among pathologists. Thus, the rising computational pathology
has escorted to the development of various automated methods for the gland segmen-
tation task. However, automated gland segmentation remains an exigent task due to
numerous factors like the need for high-level resolution for precise delineation of
glandular boundaries, etc. Thus, in order to alleviate the development of automated
gland segmentation techniques, various image enhancement techniques are applied
on colon cancer images for preprocessing them in order to get an enhanced image
in which all the critical elements are easily detectable. The enhancement results are
analyzed based on both objective qualitative assessment as well as subjective assess-
ment given in the form of scores by the pathologists. And thus based on the qualitative
analysis, a new combined technique, i.e., colormap-enhanced image sharpening, is
proposed in order to get an enhanced image in which all the critical elements are
easily detectable. These techniques’ results will thus help pathologists in better colon
histopathology image analysis.

Keywords Colon cancer · Histopathology image analysis · Gland segmentation ·
Image enhancement
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1 Introduction

According to [1], colorectal cancer is among the top five cancers affecting the world
population in which approximately 95% of all colorectal cancers are adenocarci-
nomas. The colorectal adenocarcinomas typically build up in the colon or rectum
linings formulate the large intestine. It is characterizedmainly by the glandular forma-
tions. There are four tissue components present in glands, i.e., epithelial nuclei, cyto-
plasm, lumen, and stroma (mainly blood vessels, nervous tissues, connective tissues,
etc.). The stroma is not considered as a part of the gland while the epithelial cells
enclose the cytoplasm and lumen and thus works as gland boundary. The benign, i.e.,
non-cancerous glands, as shown in Fig. 1a, are easily analyzed using the automated
segmentation algorithms owing to significant variances in size, texture, staining,
shape, and location of glands. But in the malignant, i.e., cancerous cases, the glan-
dular objects are significantly different as compared to non-cancerous cases. Further
for well-differentiated cases, more than 95% of the tumor is gland forming. On the
other hand, for poorly differentiated cases, the typical glandular appearance is lost
as shown in Fig. 1b. Hence, the glandular formation loss increases with the increase
in cancer grading due to which glandular morphology is one of the critical factors
in determining the cancer grade. Thus, the glandular histologic examination with
hematoxylin and eosin stain is the clinical practice applied for differentiation assess-
ment of cancer within the colorectal adenocarcinoma. Also, the degree of glandular
formation is used by the pathologists for giving the final decision for the tumor’s
grade or degree of differentiation.

However, automated gland segmentation is still an exigent task due to various
aspects [2] such as

1. To precisely delineate the glandular boundaries, there is a need for a high-
resolution level.

2. There is variation in size and shapes of glands with the increase in cancer grade.
3. There exists the presence of poignant clustered substances in the tissue samples

whichmake it pretty difficult for automatic segmentation techniques to split them
into individual entities.

Fig. 1 Examples of gland segmentation challenge dataset a benign case with ground truth
annotations and b malignant case with ground truth annotations [3]
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Table 1 Enhancement techniques applied on various medical imaging modalities

Authors Imaging modalities Enhancement technique

Jeevaka et al. [6] MRI images Image sharpening

Reddy et al. [7] Medical imaging Histogram equalization

Sahu et al. [8] Color retinal fundus CLAHE

Cao et al. [9] Medical imaging Gamma correction

Duan et al. [10] Mammograms Image sharpening using unsharp
masking

Hsu et al. [11] Medical prostate cancer images Color histogram equalization

Li et al. [12] Medical images CLAHE and unsharp masking

Ullah et al. [13] MRI images Histogram equalization

Mzoughi et al. [14] MRI brain glioma tumor images Histogram equalization

Dhal et al. [15] Color retinal images Histogram equalization with
firefly algorithm

Clark et al. [16] Radiology images Image sharpening

Tiwari et al. [17] Medical images Adaptive histogram equalization
with homomorphic filtering

Bhairannawar et al. [18] Medical images Adaptive histogram equalization
in HSV space

Dabass et al. [19] Mammograms CLAHE

4. The sole gland object output gives very limited information for diagnosismaking.
To increase the diagnostic making power, extra information is needed like uncer-
tainty prediction and segmentation of additional histological components such
as lumen, dense nuclei area, and artifacts.

Thus, to assist pathologists in giving an accurate diagnosis as well as assisting the
research community to strengthen the automated segmentation techniques, we have
assessed one of the preprocessing techniques, i.e., image enhancement in this paper.

The various image enhancement techniques used recently for enhancing various
medical imaging modalities are summarized in Table 1.

2 Image Enhancement Techniques

The image enhancement techniques are those techniques which are applied to perk
up the interpretability of the information content present in the images. These tech-
niques are used to smoothen, emphasize, or sharpen specific features like contrast,
luminance, brightness, etc., present in an image by in order to improve its visual
perception. The various techniques applied for medical image analysis are explained
in this section.
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2.1 Image Sharpening

Image sharpness, in reality, is the contrast between the different colors present in
it. The image sharpening amplifies the contrast along the edges where the different
colors convene. Its main aim is to highlight very fine details present in an image and
is particularly used for enhancement of images’ high-frequency components. In this
paper, the image sharpening is done using the unsharp masking method where first, a
smoothened version of the original image is made to subtract from the original image
and then it is added to the original image in order to tip the image balance toward
the sharper content of the original image. Mathematically, this process is defined as

E(m, n) = O(m, n) + α
[
O(m, n) − O(m, n)

]
(1)

where O(m, n) is the original image, O(m, n) is the blurred or smoothened version
of the original image, α is the weighting fraction, and E(m, n) is the final enhanced
sharpened resulted image.

In [5], the image sharpening technique is used forMRI images in order to enhance
the tumor area as generally due to the noise, the MRI images come as hazy. Thus,
by the sharpening technique usage, the tumor was easily and affectively detected as
well as segmented from the MRI images.

2.2 Colormap Enhancement

In this technique, scaling by a constant factor is done for all pixels present in an
image. Mathematically, this process can be defined as

E(m, n) = O(m, n) ∗ K (2)

where O(m, n) is the original image, K is the scaling constant, and E(m, n) is the
final enhanced image.

It is applied for changing the contrast of the image in order to change the range
of luminance values present in it.

2.3 Proposed Colormap-Enhanced Image Sharpening

In this technique, basically, the above two techniques aremergedwherefirst the image
contrast is changed by applying the contrast adjustment technique and then the image
sharpening technique is applied to the resultant image where the smoothened version
is subtracted from the resultant image and scaled by a weighting fraction and then
added to the resultant image. Thus, change in the range of luminance values and the



Preprocessing Techniques for Colon Histopathology Images 1125

alignment of the image balance toward the sharper content present in the original
image both are done in order to get a better enhanced image. Mathematically, this
process is defined as

E(m, n) = [
O(m, n) + α

{
O(m, n) − O(m, n)

}] ∗ K (3)

where O(m, n) is the original image, O(m, n) is the blurred or smoothened version
of the original image, α is the weighting fraction, K is the scaling constant, and
E(m, n) is the final enhanced image.

2.4 Histogram Equalization

The histogram is a very prominent way to show the intensities summary present in
an image. The technique of histogram equalization is applied for spreading out the
gray levels present in an image in order to make them uniformly distributed across
their range. It reassigns the pixels’ brightness values based on the image histogram in
order to make the histogram of the resultant image as flat as possible. This technique
is applied for making the minor variations present within various regions to be seen
adequately which earlier were appearing nearly uniform in the original image. This
process can be defined as

S = T (R) 0 ≤ R ≤ L − 1 (4)

where R is denoting the intensities present in the original image, L is denoting the
gray levels present in the original image, T is denoting the transformations (intensity
mapping) applied, and S is denoting the output intensity levels produced for every
pixel in the original image having the intensity R.

2.5 Contrast-Limited Adaptive Histogram Equalization
(CLAHE)

This technique is used for the improvement of low contrast issue found in images
by limiting the contrast enhancement, unlike the histogram equalization where noise
also gets enhanced with the contrast enhancement. The contrast enhancement can
be defined as the slope of the function relating the original image intensity with the
desired resultant image intensities. Thus, contrast limitation can be performed by
restraining the slope of this linking function. The contrast enhancement is unswerv-
ingly related to the histogram height at the intensity value. Thus, contrast limitation
can be performed by stipulating the clip limit for the histogram height according to
the contrast need.
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2.6 Gamma Correction

This technique can be defined by the nonlinear power-law transformation, i.e.,

E(m, n) = [O(m, n)]γ (5)

where γ is the gamma constant and can take either integer or fraction value.
This nonlinearity must be compensated by using different values of γ in order

to achieve the correct reproduction of intensity. In the case of color images, this is
performed by either decomposing the color image into RGB components or HSV
components. Each plane is transformed separately by choosing different values of
γ and then after the transformations, all individual planes are merged back into one
enhanced image.

3 Performance Analyzing Qualitative Matrices

For evaluating the quality of the resulted enhanced medical images, two criteria in
the form of objective criteria and subjective criteria are used.

3.1 Objective Criteria

For evaluating the objective assessment, the following quantitativematrices are used:

• Entropy: It is a statisticalmeasure of randomnesswhich canbeused to characterize
the image texture. It gives the degree of information content present in images.
For good enhancement techniques, the entropy value of enhanced image should
remain near to the entropy value of the original image. It can be calculated as

E(Image) = −
l−1∑

k=o

p(k) log2 p(k) (6)

Where p(k) is the occurrence probability for the value of k in the image Image
and l = 2q indicates the number of gray levels present in the image. Closer the
entropy value to q indicates the high information content. For example, if the value
of q is 8, then entropy value closer to this indicates high information content.

• Mean square error or MSE: It represents the cumulative square error between
two images. If O is the original image and E is the enhanced image with both
having physical size of M × N, then MSE can be calculated as
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MSE =
∑N−1

x=0

∑M−1
y=0

{
O2(x, y)

}

∑N−1
x=0

∑y=0
y=0 {O(x, y) − E(x, y)}2 (7)

For having a high-quality enhanced image, the MSE should be low.
• Peak signal-to-noise ratio (PSNR): It is defined as a measure of peak error and

can be calculated as:

PSNR = 10Log10

(
Max2

MSE

)
(7)

The high value of PSNR signifies that the enhanced image is of high quality.
The PSNR and MSE matrices estimate absolute errors.

• Structure similarity index measure (SSIM): It is an image quality assessing
metric that is used for assessing the illustrative impact of the three distinctiveness
of an image, i.e., luminance, contrast, and structure and is calculated as

SSIM(x, y) =
(
2Meanx .Meany + C1

)(
2CVxy + C2

)

(
Mean2x + Mean2y + C1

)(
SD2

x + SD2
y + C2

) (8)

Where Meanx and Meany are the local means, SDX and SDy are the standard
deviations, and CVxy is the cross-variance for images X and Y.

3.2 Subjective Criteria

In this, a team of pathologists gave scores for the enhanced images in the scale of 0–9
where 9 represents the best score, i.e., excellent fidelity and 0 represents the worst
score, i.e., worst fidelity for the information content present in them which can be
useful for accurately predicting cancer grade. It is shown as pathologists’ score in
the qualitative assessment metric given in Table 2.

4 Dataset

The implemented techniques are assessed on the database made available by the
Gland Segmentation (GlaS) Challenge held in MICCAI 2015 [3] given at [4]. This
dataset consists of 165 colon histopathology images mostly having a size of 775 ×
552 × 3. We also introduce blurring in each image in order to increase the size of
the database to 330 images.



1128 M. Dabass and J. Dabass

Table 2 Implentation results of various image enhancement techniques

Method Image 1 Image 2 Image 3

Original

Image 
Sharpening

(continued)
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Table 2 (continued)

Colormap 
Enhancement

Colormap 
Enhanced 

Image 
Sharpening

(continued)
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Table 2 (continued)

Histogram 
Equalization

CLAHE
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5 Experimental Setup

All the contrast enhancement techniques are implemented in MATLAB 2019a. The
techniques are implemented as below:

5.1 Image Sharpening

Image sharpening is performed using the unsharp masking. Here, the input color
image is first converted into LAB color space and then unsharp masking is applied
to L channel only. And, in the end for producing output enhanced image, the LAB
color space image is again converted into RGB color space.

5.2 Colormap Enhancement

It is performed by mapping the intensity values of the input image to new values
in output image such that values between [bottom_in] and [top_in] map to values
between [bottom_out] and [top_out]. In our experiment, we have taken [bottom_in]
value as [0.1, 0.1, 0.8] and [top_in] as [0.9, 0.95, 0.95] for R, G, and B plane,
respectively. Also, the [bottom_out] value is taken as zero and [top_out] value is
taken as one. This technique enhances the contrast values in the output image.

5.3 Proposed Colormap-Enhanced Image Sharpening

In this technique, first the contrast is enhanced by mapping the intensity value of the
input image to new values by taking lower values as [0, 0.3, 0] and top values as
[1, 0.3, 1], i.e., saturating the intensity values in green plane only while keeping the
original intensity values of red and blue plane. After this, the RGB image is converted
into LAB space and image sharpening is performed on L channel using the unsharp
masking. In the end, the LAB color space image is again converted to an RGB color
image in order to produce an output image.

5.4 Histogram Equalization

In this technique, the colormap associated with the input image is transformed
such that the histogram of the resultant image approximately matches the histogram
hisgram, calculated by
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hisgram = one(1, n) ∗ prod(size(input image A))/n (10)

then, the transformation T is chosen to minimize

|C1(T (k)) − C0(k)| (11)

where C0 is the cumulative histogram of the input image, i.e., A, and C1 is the
cumulative sum of the above-calculated hisgram values for all intensities k. Then,
the histogram equalization uses the transformation b = T (a) to map the gray levels
present in input image colormap to the new values.

Here, we tried to match the output image histogram with a flat histogram with 64
bins.

5.5 Contrast-Limited Adaptive Histogram Equalization
(CLAHE)

In this technique, first theRGB image is converted intoLABspace. Then, theCLAHE
is performed on the L channel by taking the tile size of [4 × 4] matrix, and contrast
enhancement limit factor is 0.7. This contrast enhancement limit is used in order
to prevent image over-saturation specifically in homogeneous areas which are char-
acterized by a high peak in the histogram shown in a particular image tile as a
result of its maximum pixels falling inside the same gray-level range. After this, the
Rayleigh distribution is applied for creating a bell-shaped contrast transform func-
tion. In succession of this, exponential distribution is applied for creating a contrast
transform function having a curved histogram. In the end, the LAB space image is
converted to an RGB output image.

5.6 Gamma Correction in RGB Plane

In this technique, intensity values of an input RGB image are mapped into new
colormap image by saturating the top 10% and bottom 10% intensity values of each
plane along with keeping gamma value as 0.8 in order to weight the mapping toward
the higher, i.e., brighter output values. The gamma value is used to specify the curve
shape which defines the relationship between the intensity values in input and output
image.



Preprocessing Techniques for Colon Histopathology Images 1133

5.7 Gamma Correction in HSV Plane

In this technique, the input image is first converted into HSV space and then its
intensity values are mapped into new colormap image by saturating the top 10% and
bottom 10% intensity values of each plane along with keeping gamma value as 0.8.
In the end, the HSV image is converted to an RGB output image.

6 Implementation Results

In order to scrutinize the effectiveness of different image enhancement techniques
first, they were assessed for objective qualitative parameters like entropy, SSIM,
PSNR, and MSE. And after that, the resulted images were sent to the pathologists in
Dharamshila Narayana Hospital, New Delhi, for getting their score in the range of
0–9 where 9 was given to the excellent image and the decrease in score indicates the
less image fidelity. The resulted images along with their resulting histogram plots are
shown in Table 2 while the objective and subjective parameters are given in Table 3.

By the analysis of these techniques, we see that all the techniques like colormap
enhancement, histogram equalization, and CLAHE are making the epithelial nuclei
area darker and due to which the presence of cytoplasm was not coming clear along
with the shape of the gland. On the other hand, the techniques like gamma correc-
tion in both of its form, i.e., whether applied on RGB or HSV plane is blurring
the image and producing small circle like blocking artifacts at some places. Thus,
these techniques are also not suited for histopathological image analysis. But the

Table 3 Qualitative evaluation of different image enhancement techniques

S. No. Enhancement method Entropy MSE PSNR SSIM Pathologist scorea

1. Image sharpening 7.2861 47.9766 32.9155 0.9864 8.8013

2. Colormap enhancement 6.9183 149.9092 26.4179 0.9785 7.8675

3. Colormap-enhanced
image sharpening

7.6469 34.7820 36.4650 0.9886 8.8675

4. Histogram equalization 5.9362 3674.4 13.8063 0.7916 5.7947

5. CLAHE 6.7319 34,643 4.8086 0.0077 4.2052

6. Gamma correction in
RGB plane with ¥ = 0.8

7.4316 171.4274 25.9569 0.9629 7.7947

7. Gamma correction in
HSV Plane with ¥ = 0.8

7.1892 34,554 3.8190 0.0011 5.2052

Bold signifies that the highlighted technique is proposed in this paper and it is giving significantly
better results in terms of the evaluation parameters
aPathologist score is the mean score given by the team of pathologists of Dharamshila Narayana
Superspeciality Hospital according to the critical information preservation and thus, become the
deciding factor for choosing the appropriate enhancement technique
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techniques like image sharpening and proposed colormap-enhanced image sharp-
ening are giving better results in terms of increase in visibility of lumen, cytoplasm,
and epithelial nuclei. Thus, these techniques can be used for image enhancement in
histopathological image analysis. From the histogram plots of each image, it can be
easily interpreted that image sharpening and contrast-enhanced image sharpening
techniques are giving more uniform histogram plots along with coverage of all the
available dynamic histogram range as compared to other techniques. In all other
techniques, there is a sharp difference between low and high contrast value which is
resulting in loss of information.

Also, from the qualitative analysis shown in Table 3, the above-mentioned
results can be justified. From this table, it is easily interpreted that techniques
like image sharpening and colormap enhancement are giving better results for
colon histopathology images than techniques like histogram equalization, CLAHE,
and gamma correction. Thus, taking these results into account, we have proposed
colormap-enhanced image sharpening technique which is not only giving better
visual results but also the qualitative evaluation results which are shown in bold
letters in Table 3. All the qualitative parameters are evaluated for each of the 151
images and their individual values are represented in Figs. 2, 3, 4, and 5. In Table 3,
the qualitative parameter values are given by taking mean of all the values coming
for each of the 151 images.

Fig. 2 Entropy values versus database images plot
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Fig. 3 PSNR values versus database images plot

Fig. 4 SSIM values versus database images plot

7 Conclusion

The main rationale of the image enhancement techniques is to perk up the inter-
pretability of the information content present in the images. These techniques empha-
size specific features present in an image in order to improve its visual perception.
These techniques are particularly application-specific. Thus, here, we are taking
only some of the image enhancement techniques which are already used for various
medical images such asmagnetic resonance imaging (MRI), X-ray, and CT scans. As
discussed earlier, for detecting and predicting cancer grades, there are some important
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Fig. 5 Mean square error values versus database images plot

parts in the colon histopathological tissue samples like gland morphology, lumen,
nuclei, etc. Thus, these techniques are applied and tested for their ability to highlight
those areas.

In this paper, a total of seven image enhancement methods was applied to colon
histopathology images. From these methods, six techniques were the classical tech-
niques andwhenwe applied them on our database, the objective results, as well as the
subjective result in terms of pathologists’ score, were coming best for image sharp-
ening and colormap enhancement so we proposed a new technique by combining
both these techniques in such a way so that the results will improve further. As only
pathologists have to work on these techniques, their score is the most important
deciding factor in determining the efficacy of the applied enhancement techniques,
and thus, based on their score along with other objective qualitative measures, we
can conclude that the proposed technique can be best suited for the histopathological
image analysis. Also, this technique can be further used to increase the analytical as
well as diagnostic accuracy of various applications like cancer classification [20, 21]
and tumor segmentation [22].
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Analysis of Energy Deposition
in Hadrontherapy Using Monte Carlo
Simulation Toolkit GEANT4

Nitika Sangwan, Summit Jalota, and Ashavani Kumar

Abstract This work focuses on one of the most important stages of hadrontherapy
treatment planning. The simulation is performed using Monte Carlo (MC) Treat-
ment Planning toolkit GEANT4 which is considered as the most accurate three-
dimensional (3-D) dose calculation algorithm for studying Bragg peaks in tissue-
equivalent material and dosimetric validation. In hadrontherapy, the study of a signif-
icant difference in the position of the Bragg peak is important to get realistic results.
Proton therapy treatment planning involves a wider and sensitive range of parameters
to be evaluated carefully from studying stopping power, linear energy transfer, the
energy imparted to secondary particles and their range. The technical parameters
from scanning, modification, accuracy and time also need to be assessed precisely as
these vary from patient to patient depending on the health condition. All these param-
eters vary with Monte Carlo inputs and a slight variation in input generates different
results, where, hadrontherapy treatment demands high precision. In this preliminary
work, we studied one of the crucial factors ‘Step limit’ which shows the maximum
‘step size’ and limited by the accuracy and time factor of simulation. The simulation
in GEANT4 is executed by activating suitable Physics Model ‘QGSP_BIC’ with
default electromagnetic physics model em_option_3 implemented in Geant4 taking
proton as an incident particle with energies 70, 100 and 130 MeV. For simulation,
the implemented step size is 0.5 and 0.05 mm step size. The step size value 0.05 mm
is found superlative for simulation taking into account simulation time and accuracy.
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1 Introduction

The cancer incidence and the fatality rate has grown rapidly across the world. Cancer
burden has risen and case figures have been estimated up to 18.1million andmortality
up to 9.6 million according to the report produced by Global Cancer Incidence,
Mortality and Prevalence GLOBOCAN 2018. In the future, incidence and mortality
caseswill increase by 63%and 71% respectively by the year 2040 [1, 2]. Cancer treat-
ment has three main modalities, surgery, radiation therapy, and chemotherapy which
can be used individually or with combination to others depending on cancer cell
conditions and other factors related to the patient [3]. Radiation oncology modality
for cancer treatment implicates the skillful use of radiation to treat affected cancer
cells and was invented soon following the X-rays discovery in 1895 [4]. The use of
charged particles is an emerging tool in radiation oncology due to localized energy
deposition which results in the killing of cancer cells with less harmful effects on
surrounding healthy tissues. Protons have excellent depth-dose and have slightly
higher relative biological effectiveness (RBE) nearly 1.1 as compared to photons.
The advantage of proton therapy over conventional therapy is finite, well-defined
range of proton, and the higher value of RBE at the distal area of the Bragg curve [5].
The simulation codes play gold standard roles in broad areas of research and develop-
ment and contributing to various areas of space science, accelerator design, nuclear
physics, cosmic-ray, andmedical physics. Monte Carlo codes-based simulation tools
FLUKA, GATE, PHITS, TOPAS, LISE++, and GEANT4 provide flexible, accurate
and easy to use ways to simulate particle transportation in matter accordance with
the need of research problem [6]. The MC simulation advances to real-time moni-
toring systems to assure quality factors for radiation therapy and provides internal
theoretical nuclear models for a precise explanation of all the secondary particles.
In particle therapy, the range of particle, energy deposition, and energy distribution
are of great importance for treatment [7]. The GEANT4 toolkit stands for Geom-
etry and Tracking of the particle in the matter. The GEANT4 software is written in
object-oriented languageC++. The revolutionary object-oriented design ofGEANT4
provides freedom for treatment planning by providing flexibility to decouple and
modify predefined input parameters and physics models. The electromagnetic and
hadronic processes are available for studying several particle interactions with a
multiplicity of theoretical models. The linear energy transfer (LET) is one of the
desirable quantities which play a key role in proton therapy treatment planning [8].

The step size sets the length of the tracking step. The cross-section remains fixed
through the step. The simulation setup generates different results with the change of
step length. The accuracy and time factor of the simulation is related to step size. The
hadron therapy demands high precision, so the value of step size should be set with
care to avoid harmful effects. This study represents the variation in the deposition of
energy with two different step sizes 0.5 and 0.05 mm for proton energy 70, 100, and
130 MeV.
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Fig. 1 Tissue equivalent
cubic water phantom target
with dimension 20 cm and
incident radiation beam
normal to target plane

2 Method of Simulation

2.1 Etector Geometry

The entire setup is constructed using predefined classes in GEANT4. The detector
is constructed with the help of the Detector Construction class. The water phantom
is used as the target material due to its equivalence of properties with living tissue.
The parameters of water chemical formula, atomic weight, molecular mass, atomic
value, ionization value, density, are defined in the NIST material list. Target water
phantom is a cube having a dimension of 20 cm. The detector messenger class is
used to define commands and to handle all detector geometry components. Proton
beam is incident normal to the face of the water phantom (Fig. 1).

2.2 Physics Model

The selection of the best physics model according to the necessity of the problem
is the most important task to get accurate results from the Monte Carlo simulation.
In the simulation, we need to compromise between accuracy and computation time
which may cause variation in spatial dose distribution, depth-dose curve and beam
spot size. The selected physics model is defined in the Physics list class. Taking
into account proton therapy clinical energy range (<250 MeV), three interactions
that dominate in energy loss of proton within the matter for this energy range are;
elastic, inelastic Coulomb scattering, and inelastic nuclear reactions [10]. Inelastic
Coulomb scattering dominates over the other two reactions for defining particle
range and dose distribution in longitudinal direction resulting in a high impact on the
shape of the depth-dose curve. Elastic scattering gives rise to lateral straggling which
directly shows effects on the beam spot size of the incident radiation beam. The third
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interaction, inelastic nuclear reaction decreases the fluence of the projected radiation
and affects the longitudinal dose distribution but contributes less due to low reaction
cross-section. The QGSP_BIC model is recommended for simulation for medical
application and is implemented in the code [9, 10] with the default electromagnetic
process emstandard_option3.

2.3 Step Size Limit

Step size limit is one of the crucial factors related to the transportation of particles
into the matter. In the MC simulation, it is assumed that cross-sections are almost
invariant throughout the step. This applies the limitation on step length for reliable
results. Step size limit for a particle with energy >1 MeV should be set so that the
stopping range does not decrease more than ~20% during the one-step [10]. The
computation time increases with a decrease in step size and vice-versa. One has to
compromise between the accuracy and simulation time. In the present work, step
size 0.5 and 0.05 mm are implemented for 3 sets of energies of proton particles 70,
100 and 130 MeV.

3 Results and Discussion

The simulation data shows with a decreasing step size smoother Bragg curve is
obtained. It is cleared that energy deposition in the case of 0.05 mm step size is more
localized and well-defined as compared to 0.5 mm. From computation time, this can
be concluded that the smaller the step size more the time taken by CPU.

From Table 1 data, it can be verified that with an increase in particle energy,
the projected range along with root means square (RMS) value increases and with
decreasing step size the mean number of primary steps increases which results in

Table 1 Represents the range and run summary of 100,000 events incident with the clinical
interested energy range for 0.5 and 0.05 mm step size

The energy
of proton
(MeV)

Step size
(mm)

Projected
range (cm)

RMS (mm) Run summary (s) Mean no. of
primary stepsUser Real Sys

70 0.05 4.09419 458.21 153.34 155.41 1.73 822.266

70 0.5 4.10933 465.485 15.575 16.35 0.61 87.1297

100 0.05 7.7437 855.266 302.63 305.12 2.07 1552.99

100 0.5 7.76483 860.903 89.88 70.72 0.65 160.318

130 0.05 12.3148 1327.18 444.1 447.27 2.57 2468.19

130 0.5 12.3401 1344.11 47.04 48.04 0.85 251.25
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Fig. 2 a Energy deposition for the incident (70 MeV) proton particle. b Energy deposition for
incident (100 MeV) proton particle. c Energy deposition for incident (130 MeV) proton particle,
when step size 0.5 mm (red line) and 0.05 mm (blue line) are set respectively

increased run time. The localization of energy deposition is observed but at the
expanse of computational speed as shown in Fig. 2a–c.

The projected range and RMS values change slightly with a change in step size
from 0.5 to 0.05 mm for the same incident energy and can be neglected as observed.
The simulation time and mean number of steps changes almost about a factor of
10 with changing step size 0.5–0.05 mm. The considerable change in localization
of energy deposition is detected. This can be verified from Fig. 2a–c in which fine
localized line represents energy deposition for 0.05 mm and broad delocalized line
for 0.5 mm step size which showsmore uncertainty in energy deposition. Thus, accu-
racy tendency is associated with step size which is further connected with the time
factor of simulation. Finally, one needs to compromise between these two factors,
accuracy and time. One can settle to balance between these two major parameters of
computation.
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4 Conclusions

The comparative analysis of step size taking into account accuracy and simulation
time is presented in the paper. The ‘QGSP_BIC’ Physics Model with default elec-
tromagnetic physics is implemented. The clinical range of proton beam 70, 100, and
130 MeV are incident on tissue-equivalent material for studying energy deposition
finiteness in the form of Bragg curve. The step size 0.05 mm is found to give local-
ized energy deposition at the expenses of simulation time and more uncertainty is
observed with step size 0.5 mm as shown in Fig. 2a–c.
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Impact of Optimized Value for Relative
Humidity at Cathode in PEMFC
for Improved Stack Performance

S. Dhanya, Varghese Paul, and Rani Thottungal

Abstract Proton Exchange Membrane Fuel Cells (PEMFC) is now emerging an
eco-friendly solution of the future to conventional energy systems. The cell perfor-
mance is influenced by various parameters such as operating temperature and also
reactant pressure, flow rates, and relative humidity. Maintaining the critical param-
eters in required levels is very essential for ensuring efficient performance from
the PEMFC system. This paper presents the effect of optimizing cathode Relative
Humidity (RHc) on stack performance. Here, the most popular optimization algo-
rithms like Particle Swarm Optimization (PSO) and Simulated Annealing (SA) are
used for finding the optimum value of RHc. A performance evaluation between these
algorithms is presented based on the voltage regulation obtained from the PEMFC
stack for a PEMFC model in Simulink with intelligent controllers like fuzzy and
neuro-fuzzy controllers.

Keywords Proton exchange membrane fuel cells (PEMFC) · Optimization ·
Particle swarm optimization · Simulated annealing

1 Introduction

Today, we are facing several environmental problems associated with the burning of
fossil fuels which is emitting CO2 leading to climatic change and greenhouse effect.
Hence,we are forced to identify fuels that are safe for the environment. Fuel cells are a
kind of green energy source. Among other fuel cell types available, Proton Exchange
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Membrane Fuel Cells have very attractive features like fast response and low oper-
ating temperature requirements [1]. But there are few challenges that should be
addressed tomake themcommercially viable [2]. These challenges aremainly related
to cost and performance issues. When a PEMFC is operated, their behavior gets
affected by the operating temperature, partial pressures of reactants, and humidity
of membrane. Hence, it is very important that these input parameters are maintained
in the correct range to ensure efficient operation. Development of computer-aided
modeling and diagnostic techniques for investigating the characteristics of PEMFC
stack are hot areas of research in the field of fuel cells [3].

Simulation andmathematical models are extremely important for PEMFC system
development due to difficulty in experimentally characterizing their internal oper-
ation and the cost involved in replacing the damaged components. Within the fuel
cell, tightly coupled electrochemical reactions, electrical and ionic conduction, and
heat transfer happen simultaneously making their operation complex and nonlinear
[4–6].Mathematical model presented in [7] is used for performance study of PEMFC
system and specifically on the effect of RHc on stack performance.

2 PEMFC Operation

2.1 Dynamics Involved in PEMFC

Reversible open circuit voltage for Hydrogen Fuel cell, obtained by transferring two
electrons with one water molecule is known as the Nernst voltage given in Eq. (1).

Vnernst = 1.229− 0.85× 10−3(Tfc − 298.15)

+ 4.3085× 10−5Tfc

[
ln

(
pH2

) + 1

2
ln

(
pO2

)]
(1)

The fuel cell output voltage is reduced due to losses and the actual cell voltage is
given as in Eq. (2).

Vstack = Vnernst − Vact − Vcon − Vohm (2)

The activation loss of the fuel cell is associated with the speed of the reaction
taking place on the electrode surface and is given in Eq. (3).

Vact =
[

RT

4Fαc

]
× ln

(
i

ic

)
+

[
RT

2Fαc

]
× ln

(
i

ia

)
(3)

Electrons flowing through the electrodes and the interconnections create an elec-
trical resistance which hinders the flow of ions in the membranes and results in a
voltage drop l called Ohmic Loss and can be expressed using the Eq. (4).
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Vohm = Ifc× R (4)

The rate of consumption of reactants at the electrode surfaces affects the fuel
concentration and hence the fuel cell output voltage eventually leading to loss of
voltage known as concentration loss. A reduction in the concentration of reactants
due to failure to replenish (supply enough) reactant at the surface of the electrode
results in mass transport loss or concentration loss and it is given in Eq. (5).

Vcon =
(
i × C1 × i

imax

)C2

(5)

The stack voltage of a PEMFC depends on partial pressure of reactants—Oxygen
(PO2) and Hydrogen (PH2) as given in Eq. (6) and (7).

Po2 = RHC× PsatH2O ×
{(

1

e
4.192× I

A
T 1.334

)
×

(
RHC× PsatH2O

PC
− 1

)}
(6)

PH2 = 0.5×
(
RHA× PsatH2O × 1

e
1.635× I

A
T 1.334

)
× RHA× PsatH2O

Pa
− 1 (7)

Stack power and voltage depend deeply on membrane humidity. The air from the
compressor has a humidity ratio given by Eq. (8).

ωco = Mv

Ma
.
Pvco
Paco

(8)

Here, Ma is the molar mass of dry air and Mv is molar mass of vapor. Pa,co is
partial pressure of dry air and Pv,co is partial pressure of vapor. The air flow (ωco)
from compressor total of dry air flow (ωa,co) and vapor flow (ωv,co).

2.2 Effect of Membrane Humidity in PEMFC

Water management system maintains the humidity of the fuel cell membrane and
simultaneously prevents the water from being accumulating at the electrodes. The
dehydration or flooding of the membrane will result in an increase of polarization
losses. Hence maintaining the optimum value of relative humidity in the membrane
plays an important role in achieving the desired electrical performance from a
PEMFC system. RHc is estimated by an optimization process and it is validated
against simulation results. To solve the optimization problem, the two standard
and widely accepted optimization algorithms namely Particle Swarm Optimization
(PSO) and Simulated Annealing (SA) optimization algorithms were used. Consid-
ering an initial set of parameters, the PEM fuel cell model compares previously
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Fig. 1 Role of optimization in PEMFC

simulated waveforms and those having a current set of values, producing an error
value (objective function). Role of optimization in PEMFC is shown in Fig. 1.

2.3 Optımızıng Relatıve Humıdıty at Cathode

A study is performed to analyze the effect of varying RHc on stack voltage and stack
power and to understand the significance of RHc on stack performance.

To predict the optimum RHc of the fuel cell stack, the maximum power generated
by the fuel cell stack is plotted as a function of the RHc and operation temperatures.
Figure 2: shows the effect of cathode relative humidity RHc on stack power. Figure 2a
gives the stack power at an operating temperature = 333 K (600 °C) and RHc = 0.5
which is equal to 297W. Figure 2b gives the stack power at an operating temperature

Fig. 2 a Power at RHc = 0.5 and temperature = 333 K (600 °C). b Power at RHc = 0.9 and
temperature = 333 K (600 °C)
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Fig. 3 a V stack at RHc = 0 .5. b V stack at RHc = 0 .7

= 333 K(600 °C) and RHc = 0.9 which is equal to 333 W. These graphs show the
effect of RHc on the performance of the fuel cell stack.

Results in Fig. 3a, b shows the variation of stack voltage for different values of
RHc. The point marked in Fig. 3a gives the Vstack at 10A load at RHc = 0.5 which
is 21.06 V. Figure 3b shows Vstack with RHc = 0.7 for the same load of 10A which
is at 22.11 V. Value of RHc plays an important role in stack performance.

3 Implementing Optimization Algorithm on PEMFC

3.1 Particle Swarm Optimization Algorithm

Particle swarm optimization, based on population and particle represents a solution
for the problem and moving in the search space with a velocity based on its past
best solution. Each particle is updated in very iteration using two “best” values. The
first best solution it has achieved so far called pbest. Second “best” value is tracked
by any particle in the population and is known as gbest. After getting the two best
values, the particle updates the position and velocity.

3.2 Simulated Annealing Algorithm

The SA algorithm is a technique for random search based on the annealing process
in metals wherein a metal cools and freezes into a minimum energy crystalline
structure. SA avoids being trapped in a local minimum. The algorithm employs a
random search that accepts changes that decrease the objective function f and also
some changes that increase it. The latter can be accepted with a probability p. Its
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flexibility and robustness as a global search method make it suitable for nonlinear
systems like PEMFC [8].

4 Results and Conclusion

The simulation results in Fig. 4 shows the V-I curve from a 500 W PEMFC whose
RHc is optimized by PSO and SA. The optimized valve of RHc obtained using PSO
was 0.86 and by SA was 0.72 and simulations were carried with both these values.
The optimized value of RHc obtained through Simulated Annealing showed a better
stack performance than with Particle Swarm Optimization.

Table 1 shows the comparison of stack performance in terms of voltage regulation
using different values of RHc obtained from the two optimization algorithms. The
stack performance was better with the value of RHc = 0.72 obtained from SA.

Fig. 4 V stack with RHc optimized by PSO and SA

Table 1 Voltage regulation
using value of RHc obtained
from SA and PSO

Stack regulation (Vreg)
without optimizing RHc

Stack regulation (Vreg %) with
optimized RHc

Using SA Using PSO

RHc Vreg (%) RHc (0.72) RHc (0.84)

0.5 47.65 34.72 80.32

0.7 43.89

0.8 58.54
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Table 2 Voltage regulation using controllers

RHc Voltage regulation (%)

With fuzzy controller With neuro-fuzzy
controller

With fuzzy and
neuro-fuzzy controller

Using PSO (RHc =
0.86)

18.63 18.15 14.93

Using SA (RHc =
0.72)

17.62 14.91 13.85

Stack performancewas evaluated on PEMFCmodels implementedwith fuzzy and
neuro-fuzzy controllers [7]with both values of RHc obtained from the two algorithms
and results are tabulated in Table 2.

These can be used to develop various control strategies for regulating cathode
pressure, flow rate and relative humidity to get desired electrical performance from
PEMFC stack under the wide range of operating conditions.
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Denoising, Edge Correction,
and Enhancement of Breast Cancer
Ultrasound Images

Jyoti Dabass and Manju Dabass

Abstract Mortality rate because of breast cancer diminishes to a large extent if the
categorization of breast lesions as malignant or benign is done properly. But this
process is quite complicated owing to erroneous detection of noisy pixels as false
positives. It can be reduced by proper enhancement of cancer indicating features
present in breast cancer ultrasound images. Therefore, the technique proposed for
denoising, edge correction, and enhancement is pivoted around two drastic issues.
The first issue is related to the blurring of important details because of improper
noise suppression, whereas the second issue is associated with poor contrast between
background tissues and masses in ultrasound images of breast cancer. In this paper,
we propose an ensemble hybrid filter that restores the noisy ultrasound breast cancer
images, corrects the edges of restored ultrasound images without getting degraded
with additional Gaussian noise which degrades the ultrasound images during edge
correction and finally enhances its visual quality. It uses Weiner filtering to remove
a small amount of noise, fuzzy derivatives, and smoothing for edge preservation and
intensification membership function along with contrast limited adaptive histogram
equalization for enhancement. Experimental results are obtained to demonstrate the
feasibility of the proposed approach. These results are also compared to traditional
Weiner filter by numerical measures and visual inspection.

Keywords Contrast intensification operator · CLAHE (contrast limited adaptive
histogram equalization) · Fuzzy logic · Gaussian filter · Optimization · Ultrasound
images of breast cancer

J. Dabass (B) · M. Dabass
EECE Department, The Northcap University, Gurugram, India
e-mail: jyotidabas91@gmail.com

M. Dabass
e-mail: manjurashi87@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_88

1153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_88&domain=pdf
mailto:jyotidabas91@gmail.com
mailto:manjurashi87@gmail.com
https://doi.org/10.1007/978-981-15-5341-7_88


1154 J. Dabass and M. Dabass

1 Introduction

Breast cancer is the most common cancer in India and accounts for 27% of all
cancers in India. According to GLOBOCAN 2018, 144,937 new cases and 70,218
deaths were reported for breast cancer in India. The incidence rates in India begin
to rise in the early thirties and peak at ages 50–64 years. Overall, 1 in 28 women is
likely to develop breast cancer during her lifetime. In urban areas, 1 in 22 women
develops breast cancer during her lifetime as compared to rural areas where 1 in 60
women develops breast cancer in her lifetime. Breast Cancer cannot be prevented but
its early detection via mammography or breast cancer ultrasound images can lead to
the likelihood of effective diagnosis and thus saving lives [1, 2].

Ultrasonography is an extensively used diagnostic method for early detection of
breast cancer, due to its noninvasive nature, low charge, security, transportability,
and competence of forming real-time imaging [3, 4]. Tactlessly, ultrasound images
display a granular appearance called speckle, which damages visual appraisals.
Hence, it becomes tough for a human to discriminate normal and pathological or
abnormal tissue in diagnostic investigations. Also, Gaussian noise or Gaussian blur
corrupts the ultrasound imagesmaking diagnosis difficult and error-prone [4]. Detec-
tion of abnormality in breast cancer ultrasound images becomes cumbersome due
to low resolution and poor contrast. Simple denoising technique for medical image
corrupted by Gaussian noise is the Weiner filter. The major drawback of the Weiner
filter is that it leaves the noise pixels after filtering and is slow to apply [5, 6]. Also, by
filtering edges get blurred and visual quality is affected. Various filtering algorithms
have been proposed for denoising breast cancer ultrasound images which have been
discussed in detail.

Perona Malik method is commonly used to denoise breast cancer ultrasound
images but this method results in a locally optimal solution having the approximately
samevalue of noise and edge gradient in the presence of large noise. So, for improving
the efficiency of Perona Malik method in [7], the fuzzy logic-based method used PM
method along with particle swarm optimization for finding a global optimal value.
Also, they used diffusion coefficients and fuzzy logic denoising algorithm based on
partial derivative and gradient differential operation for removing noise in highly
corrupted ultrasound images. In [8], authors calculated wavelet coefficients using
the wavelet transform and then applied sinusoidal membership function on the low-
frequency coefficients of wavelet decomposition for converting spatial domain to
fuzzy domain and soft thresholding denoising on high-frequency coefficients and
finally index transform in order to get an enhanced image. In [9] Fuzzy logic is
used to demarcate the corrupted pixels into homogeneous, detail, and edge-defined
classes, and then a weighted averaging filter is used to differentiate edges along with
noise.

To remove the nonlinear and speckle noise in breast cancer ultrasound images
authors in [10] applied hybrid of median and diffusion filtering. It is followed by
Otsu thresholding for extracting the region of interest and k means clustering for
local thresholding to detect an abnormality. The limitation of their technique was
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high run time. To overcome the limitation of high run time in removing speckle noise,
the bilateral filter was proposed in [11]. In this, instead of applying the bilateral filter
for Gaussian noise, the authors have applied the bilateral filter for speckle noise by
replacing the intensity values of every pixel with a weighted average of intensity
values from nearby pixels. This technique works well for a low quantity of speckle
noise but its performance gets degraded when the noise increases.

In [12], the authors assessed despeckling filtering techniques in terms of edge
and feature preservation. They applied the filtered results for segmenting malignant
and benign tumors from ultrasound images. Out of 42 filters, they found DPAD
despeckling filtering better for removing the speckle noise. In [13], authors found
pre-processing essential for removing speckle noise and enhancing the contrast of
the breast cancer ultrasound images. They observed that without enhancement, the
canny operator was giving indistinguishable contours so they applied fuzzy-based
enhancement techniques before fractal-based segmentation to get clear contours with
less discontinuity.

In [14], the authors provided a review of denoising techniques for ultrasound
images taking a better resolution, contrast enhancement, and edge preservation as
a quality measure and found non-subsampled contourlet transform better. In [15],
authors developed multi-gene genetic programming based intelligent estimator for
removing multiplicative nature speckle noise which affects the visual quality. They
found that by removing noise, ultrasound images get better resolution and contrast
with the preservation of edges.

In [16], the authors applied the median filter and adaptive median filter for
removing the speckle noise before segmenting the region of interest using the multi-
fractal dimension. They found that pre-processing is essential for getting high classifi-
cation accuracy. In [17], the authors applied histogram equalization and denoising for
improving the contrast between background and tumor.Without pre-processing, poor
quality and uneven distribution of echo make diagnosis difficult. So, they concluded
that pre-processing helps in extracting ROI and clustering before classification to get
better accuracy.

In [18], authors showed the effect of filtering on segmentation by applying
morphology and non-localmeans on breast ultrasound images and got better segmen-
tation with pre-processing. NLM filters classify patches as alike to a given filter
having the same orientation and structure but similar patches with different orienta-
tions and similar structures do not have an effect on average. To rectify this limita-
tion in [19], the authors assessed the orientation of the patch and modified it before
applying RIBM for the weighted averaging process to get suitable regions.

In [20], authors applied non-local means for noise reduction and fuzzy logic for
enhancement of breast ultrasound images before segmenting them using neutro-
sophic theory based on active contour to get better results. In [21], authors applied
a hybrid denoising technique combining bilateral filtering, anisotropic filtering, and
wavelet thresholding to get better segmentation and classification accuracy compared
to other filters including lee filter.

From the literature review, it can be inferred that authors have mostly worked
in removing speckle noise from breast cancer ultrasound images. Gaussian noise is
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equally probable to affect the quality of breast cancer images. Very little work is done
in removing Gaussian noise from breast ultrasound images. It can be deduced from
the literature review that the noise removal process affects the visual quality. Also,
edge correction of breast cancer ultrasound images introduces additional noise in the
image which can be speckle, Gaussian, or additive white noise. And the presence of
noise distorts the edges and affects the visual quality. To improve the visual quality,
various fuzzy-based enhancement algorithms are proposed for breast cancer images.
Usually, mammograms are of low contrast but after edge correction and denoising,
visual quality of breast cancer ultrasound images gets affected. So, we have reviewed
a few enhancement algorithms proposed for mammograms.

Fuzzy logic based on adaptive fuzzy contrast enhancement proposed in [22] over-
comes the difficulties created due to themammogram’s fuzzy nature and low contrast
between surroundings and breast cancer. It clears ill-defined borders that affect the
detection of automated breast cancer. It normalizes the mammogram on the basis of
grey level distribution for reducing the effects of various illuminations. Then it applies
the adaptive fuzzy contrast enhancement to enhance the features of mammograms.
It measures and enhances the local contrast using the local and global information
to enhance details and to suppress the noise. It uses the maximum fuzzy entropy
principle to do fuzzification. Finally, to transform the enhanced image of mammo-
grams into the spatial domain, defuzzification is done. It increases the contours and
texture structure and enhances the minute details of the features of mammograms
Fuzzy Rule-Based Enhancement anticipated in [23] is tested on both standard and
medical images. It has better visual quality compared with a fuzzy INT operator due
to SMRT (Sequence-based Mapped Real Transform Domain). It fuzzifies the grey
level by dividing the image into non-overlapping blocks and SMRT matrix followed
by calculation of histogram and SMRT matrix from the mean value of the block in
order to modify the matrix and to apply the fuzzy rule. Finally, defuzzification is
done by calculating inverse SMRT. These results are compared with the Fuzzy INT
operator to attest to its effectiveness. Histogram clipping, invariant and crisp nature
of clip limit (i.e. pre-defined value) made conventional histogram equalization-based
techniques unsuitable for real applications.

So, in [24] FC-CLAHE (Fuzzy Clipped Contrast Limited Adaptive Histogram
Equalization) was proposed. It generates a histogram and calculates contrast and
entropy. It uses Fuzzy Inference System to select the fuzzy clipping enhancement
parameter in order to get a clipped histogram. Finally, it checks the quality of redis-
tributed clipped pixels and results in the fuzzy clipped contrast-enhanced image. If
quality is not up to the mark, then it continues adjusting fuzzy rules and member-
ship functions and inputting them to FIS until it gets the better-enhanced image. It
provides better visual quality and high PSNR compared with traditional methods.
To overcome the limitations of conventional methods in understanding mammary
gland images, Intuitionist Fuzzy Sets (IFS) proposed in [25] uses membership func-
tion dependent on REFs (Restricted Equivalence Functions) to distinguish specific
ROIs (Region of Interest). IFS demarcates the mammogram into the background and
foreground area based on a threshold. To change the pixel plane to the membership
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plane, IFS constructs the intuitionist fuzzification generator of foreground and back-
ground areas. Then it separately hyperbolizes the membership degrees of both areas.
Normalization is performed to retransform the membership plane into a pixel plane
in order to get the filtered image. Finally, it combines the enhanced image with the
filtered image to get the enhanced image. It is efficient, simple, and uses only three
parameters to enhance contrast and visual quality of abnormalities in a mammogram.
It has a better mean Opinion Score, region of Interest, time expenditure, and visual
quality compared with conventional methods. Since ambiguity and uncertainty are
inevitably produced during the acquisition or transmission of mammogram and there
is a possibility of noise affecting the image quality.

Current enhancement techniques increase the visual quality but degrade the edge
information and fine details. Also, edge correction techniques lead to the introduction
of noise. So, we proposed an algorithm that removes the Gaussian noise, corrects the
edges without getting suffered from additional noise (Gaussian, speckle, or additive
white noise) and enhances the contrast. First, the proposed technique looks for the
presence of Gaussian noise. If Gaussian noise is present then it removes it using
Weiner filter. Weiner filtering is capable of removing a small amount of noise but
degrades the edges. After denoising, edges are corrected. Edge correction adds addi-
tional noise which cannot be removed well by Weiner filter. But the proposed tech-
nique is efficient in removing high density of speckle, Gaussian, and additive white
noise. The proposed technique is applied for removing Gaussian noise, correction
of edges, and removal of additional noise while correcting edges and improvement
of the visual quality of breast cancer ultrasound images. Conventional denoising
techniques were applicable either on colored or greyscale medical images but the
proposed technique is efficient in working on both medical and colored images.

This paper is organized as follows: Sect. 2 discusses the proposed approach
followed by results and discussions in Sect. 3. Section 4 draws a conclusion.

2 The Proposed Approach

Denoising and enhancement of breast cancer ultrasound images without degrading
the fine details, structural information, and edges are the basic pre-processing steps
for improving the detection accuracy of breast cancer [26]. In this paper, an image
denoising scheme for removing Gaussian noise followed by edge correction, addi-
tional noise removal during edge correction coupled with the enhancement of fine
details is proposed. It has two phases: first is detection tied with the filtering phase
followed by edge correction and second is the contrast enhancement phase.

The procedure of the proposed filtering approach is discussed in Fig. 1. In this, first
pixels of the input breast cancer ultrasound images are bifurcated into two categories
namely noisy pixels corrupted with Gaussian noise and noise-free pixels. Noise-free
pixels are left unchanged. For the noisy pixels,Weiner filter is applied.Weiner filter is
able to remove a small amount of noise having a density of less than 1%but it corrupts
the edges. For edge correction, edge correcting filter is used. In this first, �(u, v)
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NOISY IMAGE
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RESTORED
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CORRECT
VALUE

Fig. 1 The proposed filtering approach

detect edges in the direction of a pixel by calculating the difference in Luma values
of neighbor and Luma value of the pixel. Using optimization spread of membership
function ‘small’ is found.Optimization also affects the averaging of pixel values done
in all possible directions using fuzzy smoothing to get the correction term. Finally,
the correction value is added to the original pixel value. This restored image has low
contrast. In order to enhance the contrast, image is fuzzified followed bymodification
of membership values according to INT membership function. Also, in order to
get uniform distribution of grey levels, image intensity is changed using CLAHE
(Contrast Limited Adaptive Histogram Equalization) with Rayleigh distribution and
finally, we get the enhanced filtered image at the output. The proposed technique has
the following phases which are discussed in detail.

2.1 Noise Description

Gaussian noise is a statistical noise having zero-mean Gaussian distribution which
helps in reducing such noise by averaging pixel values in the local region. It has PDF
(The Probability Density Function) equal to that of the normal distribution. The PDF
P of a Gaussian random variable z represented by PG(z) is given by

PG(z) = 1

σ
√
2π

e
−(z−μ)2

2σ2 (1)

where z denotes grey level, μ is mean value and σ represents the standard deviation.
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During the process of image acquisition, high temperature and poor illumination
lead to Gaussian noise degrading the quality of the image. For an image J, the
intensity value is denoted by Juv where (uv) represents the pixel location of J. an
image domain. When ultrasound image of breast cancer is degraded by additive
noise (denoted by ρK

uv where K represents Gaussian and ρ implies noise at (uv) pixel
location), all pixel get corrupted and then the degradation model for the noisy pixel
Euv can be written as

Euv = Juv + ρK
uv (2)

where the value ρK
uv is taken from non- zero normal or Gaussian distribution. For

expressing the efficiency of the proposed technique, we have used breast cancer
ultrasound images with Gaussian noise density 0.001. While correcting the edges, a
high density of Gaussian noise affected the breast cancer ultrasound images which
is removed well by the proposed technique.

2.2 Fuzzy Filtering

It deals with removing Gaussian noise, edge correction, optimization, fuzzy
smoothing and finally averaging in all possible directions to get the correct value.
These phases are discussed in detail as follows. For the noise filtering, we used a
Weiner filter which removes less density of noise (0.001) but disturbs the edges. So,
we go for edge correction.

(a) Edge Correction: This filter first detects and corrects the edges by calculating
the difference in Luma values in possible eight directions. Consider a 3*3
block of pixels having (u, v) at the center. Here, the difference in the value
of Luma (�(u, v)) for an image K in all possible eight directions namely
N , E, W, S, N E, N W, SE, SW can be calculated using

�N (u, v) = K (u, v − 1) − K (u, v) (3)

�S(u, v) = K (u, v + 1) − K (u, v) (4)

�NE(u, v) = K (u + 1, v − 1) − K (u, v) (5)

and so on.
On combining the above three equations, we get an average filter that de-noises

image without preserving the edges. Optimization reflecting dispersal of small
membership function affects the amount of averaging and the correction term. For
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preserving edges, we compare �(u, v) it in a direction perpendicular to the correc-
tion term. E.g. for NE direction, we consider pixels along NW diagonal to determine
�NE(u, v) with p1, p2, p3 as diagonals using

p1 = �NE(u, v) (6)

p2 = �NE(u − 1, v − 1) (7)

p3 = �NE(u + 1, v + 1) (8)

If the value of either two or three diagonal (p1, p2, p3) is small, then there is
no edge in that direction. In this case, its correction value denoted by �N E(u, v)
is added to the final correction value. On the contrary, in the presence of an edge,
only a small fraction of correction term is to be added to the final correction term.
We denote the difference as small utilizing a fuzzy set with M(d) representing the
membership function and can be written as

M(d) =
{
1 − /a/

Md
, if 0 ≤ /a/ ≤ Md

0 if /a/ > Md
(9)

Here, Md represents the minimum standard deviation of all 8*8 blocks of
the image. Its selection depends on the optimization scheme. The term “a” is
representing the x-axis. For taking all above three differences to be small, we define
the fuzzy rules as

′′If�1 is small and �2 is small and�3 is small then �m R(u, v)is small′′

where p1, p2, p3 are�R(u, v)of the pixels perpendicular to R ∈
{S, N , E, W, SW, N W, N E, SE}. This rule is applied for all eight directions
and �M R(u, v) representing the membership function �R(u, v) is determined in a
small fuzzy set.

(b) Optimization (Find Md ): Instead of sampling the whole image, we take 8*8
blocks of image and calculate their standard deviation. Least deviation out of
all blocks is considered for determining the variation in Luma values. This value
is always less than the deviation in the case of edge. Finally, to reduce noise,
we multiply the amplification factor b and standard deviation.

Md = b ∗ standard deviation (10)

where b is determined according to noise level generally ranging from [3, 7] in order
to control the level of smoothing
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(c) Fuzzy Smoothing: For fuzzy smoothing, if there is no edge in the direction
then we add the difference of pixel value in a perpendicular direction to the final
correction usingCR(u, v) as the correction component and fraction of�R(u, v)
in the direction R.

CR(u, v) = �M R(u, v) ∗ �R(u, v) (11)

To obtain the final correction term, we utilize the following fuzzy rules

′′CRpo = If �M R(u, v)is small and �R(u, v) is positive then CRpo is positive′′
(12)

′′CRne = If�M R(u, v)is small and �R(u, v) is negative then′′CRne is negative
′′

(13)

(d) Averaging in all directions: Finally, averaging is done by finding the difference
between CR po and CRne to get the correction term using expression given in
[27–29] and written as

�C(u, v) =
∑

R ∈directions
(CRpo − CRne)/8 (14)

where directions ∈ {S, N , E, W, SW, N W, N E, SE}. Finally, we achieve the
correction, term with the help of direction who do not possess edges going through
its perpendicular direction. This phase removes the additional noise including a
high density of Gaussian noise which degrades the ultrasound images during edge
correction.

2.3 Contrast Limited Fuzzy Based Adaptive Histogram
Equalization

(a) Fuzzification using intensification MF: It involves fuzzification of the image
followed by modification of the membership values and finishing with defuzzi-
fication of image without affecting the brightness and naturalness of image. It
first calculates the fuzzy matrix for the image of size M*N having intensity
levels ranging from [0, L − 1] with L = 256 for 8 bit image using

W = M
g=1 ∪ N

h=1 ∪ μgh

Ygh
(15)
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where Ygh = the intensity of ghth pixel and μgh (membership function) lies in
the range of [0, 1]. To convert the spatial domain to fuzzy domain by making dark
portions darker and bright portions brighter leaving others unmodified, it utilizes the
INT membership function represented by T

(
μgh

)
given in [30] using the expression

T
(
μgth

) =
{
2μ2

gh if 0 ≤ μgh ≤ 0.5

1 − 2
[
1 − μgh

]2
if 0.5 < μgh ≤ 1

(16)

(b) Contrast Limited Adaptive Histogram Equalization (CLAHE): It changes the
image intensity to enhance the contrast of the image. It works on small tiles
rather than a global image. It increases the contrast so that the histogram of
the output image resembles the specified histogram [31, 32]. To remove the
artificially induced boundaries, bilinear interpolation combines the neighboring
tiles. CLAHE is applied using

F = /Imaximum − Iminimum/ ∗ Fc(Iinput) + Iminimum (17)

where Imaximum and Iminimum are maximum and minimum permissible intensity
level, Fc

(
Iinput

)
represent Cumulative probability distribution (CDF) for the input

image Jinput and I. presenting computed pixel value. For this, CDF (Fc
(
Iinput

)
) and

Probability distribution function (Fc(Ic)) are represented using expressions

Fc
(
Iinput

) =
c∑

h=0

fg(gh) (18)

Fc(Ic) = mc

M
(19)

wheremc represents pixel quantity having Ic intensity levels andM. notes total pixels.
Finally, defuzzification represented as T −1(F(u, v) denoted by the term G(u, v) is
applied using

G(u, v) = T −1(F(u, v) = M
u=1 ∪ N

v=1 ∪ F(u, v) ∗ (L − 1) (20)

where T −1 implies grey level. In this CLAHE with Rayleigh distribution is used
which provides uniform intensity distribution. Also, the Rayleigh distribution works
well for colored medical images.
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3 Results and Discussions

Results and discussions deal with performance measures and simulation results.

3.1 Performance Measures

In the experiments, the proposed filter has been tested on a number of greyscale
ultrasound images of breast cancer having ground truth to demonstrate its robustness
and effectiveness. The database is given by Queen Sirikit Center for Breast Cancer
of Thailand and the Department of Radiology of Thammasat University. Case-207-
G1, Case-203-G1, Case-200-G1 is an image of Cyst. Case-170-G1 and Case-169-G1
denote Fibroadenoma [33].While Case-22-G, Case-21-G, Case-19-G1, Case-16-G1,
Case-15-G1, Case-11-G1 represents malignant solid mass.

Objective measures are taken into consideration for assessing the quality of the
restored image as they can optimize the settings of the parameter by monitoring
and adjusting the image quality and thus can be used to benchmark the systems
of digital image processing. The quantitative metrics used to evaluate the perfor-
mance of the proposed denoising technique is PSNR (Peak Signal to Noise Ratio),
SSIM (Structural Similarity Index Measure), Entropy, MSE (Mean Square Error),
AMBE (Absolute Mean Brightness Error), and RMSE (Root Mean Square Error).
It is observed that the entropy of the output image should be greater than the input
image. Lower entropy represents a loss of image details while high entropy suggests
that the image is rich in detail. In the case of a noisy image, the value of entropy
is high sometimes for it considers image noise as image details. It pz is normalized
histogram then entropy H as given in [34], can be represented using the expression

H =
m∑

z=1

pzlog2 pz (21)

PSNR is the ratio of maximum signal power and power of noise affecting the
output signal. Let uv is image size, T is Dynamic range for pixel values, K (x, y)

is the noisy image and Z(x, y) is a denoised image, R, E representing reference
and enhanced image, respectively, then PSNR and MSE can be defined as given in
Eqs. (22) and (23).

PSNE(R, E) = 10 log10

(
(T − 1)2

Mean Square Error (R, E)

)
db (22)

and
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MSE (R, E) = 1

uv

u−1∑
x=0

v−1∑
y=0

[K (x, y) − Z(x, y)]2 (23)

In ultrasound images of breast cancer, the degree of contrast improvement
achieved by an enhancement algorithm is derived by the fact that it should preserve
brightness and originality. For a high degree of structural similarity, the value of
SSIM = 1. Otherwise, its value always lies between zero and one. Let mx , my our
local mean sx , sy are a standard deviation and sxy is cross-covariance for an image
x,y with G1 and G2 as constants then SSIM can be mathematically derived as

SSIM =
(
2mx my + G1

)(
2sxy + G2

)
(
m2

x + m2
y + G1

)(
s2x + s2y + G2

) (24)

AMBE measures the absolute difference between input mean (E(U)) and output
mean (E(V )). Its low value represents better brightness preservation. LetE(.) denotes
expected value or the statistical mean then for an input image U and output image
V, AMBE is denoted as

AMBE = |E(U ) − E(V )| (25)

RMSE measures the difference between the values that are estimated and the
values of the estimator. It is basically the standard deviation of mean square error. It
can be measured by the expression

RMSE = √
MSE (26)

Tables 1 and 2 compare the objective performance of the proposed technique with
the Weiner filter in terms of quantitative metrics. We have shown the noisy images
which are achieved during edge correction. By fuzzy smoothing and averaging oper-
ation and averaging operation used in the proposed technique, high-density noise
is removed effectively while the Weiner filter is not able to remove high-density
noise. Table 1 compares the value of SSIM, RMSE,MSE, and PSNR obtained by the
proposed technique with the Weiner filter. In case-169-U1, the proposed technique
increased the PSNR from 14.0370 (using Weiner filter) to 24.8471 and SSIM from
0.2678 (with Weiner filter) to 0.8890. It reduces the value of RMSE from 50.6630
(Weiner) to 14.5944 and MSE value from 2.5667e + 03(with Weiner) to 212.9975.
While in case-207, case-200, case-19 and case 15, the proposed techniques provide
values of SSIM almost double as that obtained by Weiner filter and PSNR values
about 1.5 times the value given by Weiner filter. It also reduces the values of RMSE
and MSE to one third the values obtained using Weiner filtering and hence it can be
used for denoising breast cancer ultrasound images corrupted with a high density of
noise.

Table 2 shows the performance measures for enhancement. In the proposed tech-
nique we have used CLAHE with INT membership function for enhancing the
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restored image. We have applied traditional histogram equalization (HE) with INT
membership function (MF) on the image restored by fuzzy filtering for compar-
ison purposes of enhancement block in terms of entropy and AMBE. Table 2 also
compares the SNR values of the proposed technique with the Weiner filter. The
proposed technique gives high entropy which shows no loss of information. The
value of AMBE is low in the case of the proposed technique which shows its better
ability in edge preservation. While in the case of Weiner filter, entropy is low and the
value of AMBE is large. For example, in case-21, the proposed technique increases
the SNR from 11.1345 using the Weiner filter to 14.7505. The value of AMBE is
reduced to one fifth compared with Histogram equalization with intensification MF.
The value of entropy (H) is 6.3712 in the case of the proposed technique compared
with 4.4454 usingHistogram equalizationwith intensificationMF. It can be observed
that by filtering block we get entropy as 5.9844 which is low in comparison with
a proposed technique that emphasis both filtering and enhancement have an effec-
tive role in improving the quality of the image. In case-203, case-15, case-11, and
case-22, the proposed approach shows its remarkable efficiency compared with the
traditional method.

3.2 Simulation Results

Figures 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12 represent 11 different ultrasound images of
breast cancer. In each Fig. 4 images are shown. The first image is the original image
with a very low density of noise (0.001). This noise is removed by Weiner filter but
edges get affected so, we have used edge correction technique. While correcting the

Fig. 2 a Case-207-U4.png (Cyst) b noisy image c Weiner filter d proposed technique

Fig. 3 a Case-200-U4.png (Cyst) b noisy image c Weiner filter d proposed technique
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Fig. 4 a Case-203-U4.png (Cyst) b noisy image c Weiner filter d proposed technique

Fig. 5 a Case-170-G5.png (Fibroadenoma) b noisy image c Weiner filter d proposed technique

Fig. 6 a Case-169-U1.png (Fibroadenoma) b noisy image c Weiner filter d proposed technique

Fig. 7 a Case-22-G-7-0.jpg (malignant solid mass) b noisy image c Weiner filter d proposed
technique

Fig. 8 a Case-21-D-24-0.jpg (malignant solid mass) b noisy image c Weiner filter d proposed
technique
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Fig. 9 a Case-19-U-30-0.jpg (malignant solid mass) b noisy image c Weiner filter d proposed
technique

Fig. 10 a Case-16-G-4-0.jpg (malignant solid mass) b noisy image c Weiner filter d proposed
technique

Fig. 11 a Case-15-D-18-0.jpg(malignant solid mass) b noisy image c Weiner filter d proposed
technique

Fig. 12 a Case-11-D-14-0.jpg (malignant solid mass) b noisy image c Weiner filter d proposed
technique

edges, a high density of noise affects breast cancer ultrasound images. The second
image is of high-level Gaussian noise obtained during edge correction to show the
effectiveness of the proposed technique in dealing with severe noise. The third image
shows the result obtained by the proposed technique and finally, the last image
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represents the results obtained after applying the Weiner filter. Results of simulation
show a marked improvement in the visual quality of image corrupted with a high
density of Gaussian noise compared with traditional Weiner filter.

From the results, one can see that the proposed technique is able to remove the
low-density noise, and is able to correct the edges along with additional noise which
affected the breast cancer ultrasound imageswhile correcting edges.WhereasWeiner
filter could remove a very low density of noise (0.001) but could not remove the
high density of Gaussian noise. Also, the proposed technique provides high contrast
and better visual quality. We have also applied histogram equalization with INT
membership function on the edge corrected image.

But this technique was not giving good results compared to CLAHE with INT
membership function so we didn’t use this technique in the proposed method. In
CLAHEwith INTmembership function, we focused on improving the visual quality
and in getting uniform intensity distribution of grey levels. The main hitch of the
proposed technique is that inCLAHE, insteadof using auniformdistribution,wehave
used Rayleigh distribution keeping other parameters as default. The significance of
using Rayleigh distribution is that Rayleigh distribution can work equally well even
in the case of colored medical images. While CLAHE having uniform distribution
sometimes changes the color of medical images.

Figures 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12 (a) Input Image (b) Noisy image having
a random high density of noise (c) Results of Weiner filter applied on noisy image
(d) Results obtained after applying the proposed technique on different images of
ultrasound breast cancer.

4 Conclusions

This paper proposed an enhanced fuzzy filter for removing additive noise from the
medical image. It preserves edges using the fuzzy difference in different directions.
Fuzzy rules are formulated based on the local neighborhood of pixel using different
membership functions like negative, positive, and small. Then optimization based
on a current image is allowed for few iterations of noise reduction on given image
simulation results show high visual quality coupledwith high values of PSNR, SSIM,
entropy, and low value of AMBE. Fuzzy filtering works well for both normal and
Gaussian noise. The smoothing process is intensified by tuning the amplification
factor without degrading edges. Compared with other filters, Fuzzy logic provides
better quality. After restoring the image, enhancement operation improves the visual
quality of the image which helps in extracting features and thus aid in the computer-
aided diagnosis of breast cancer. The proposed techniques exhibit high noise immu-
nity without degrading the edges and blurring the fine details. In the future, we can
come up with a multi-fuzzy filter that deals with all types of noise and adaptively
enhances the medical images.
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U-FIN: Unsupervised Feature
Integration Approach for Salient
Object Detection

Vivek Kumar Singh and Nitin Kumar

Abstract Salient object detection is a challenging research field in computer vision.
The existing saliency detection methods generally focus on finding feature maps
for saliency computation. However, the combination of these feature maps signifi-
cantly improves salient region(s) detection. In this paper, we propose a novel feature
integration approach called U-FIN in which final saliency map is obtained by a
weighted combination of individual feature maps. The proposed approach works in
three phases viz. (i) artifact reference (AR) map generation (ii) weight learning and
(iii) final saliency map computation. Firstly, AR map is produced using majority
voting on the individual feature maps extracted from the input image. Secondly,
linear regression is employed for weight learning which is used in the next phase.
Finally, the individual feature maps are linearly combined using weights learned in
the second phase to generate the final saliency map. Extensive experiments are con-
ducted on two benchmark datasets, i.e., ASD and ECSSD to validate the proposed
feature integration approach. The performance is measured in terms of precision,
recall, receiver operating characteristic (ROC) curve, F-measure and area under the
curve (AUC). Extensive experiments demonstrate the superiority of the proposed
U-FIN approach against nine state-of-the-art saliency methods on ASD dataset and
comparable on ECSSD dataset with the best performing methods.

Keywords Combine · Linear regression ·Majority voting · Artifact reference map

1 Introduction

The phenomenon of the human visual system is simulated in salient object detection.
Salient object detection approach rapidly extracts more relevant information in a
scene. It attempts to locate visually more prominent and conspicuous objects/regions
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in an image. Saliency detection is a more attractive and challenging research area in
various fields such as neuroscience, psychology and computer vision. Salient object
detection devoted to compute a saliency map [9] that highlights most significant
part(s) in an image. It has also been deemed as preprocessing step to rectify the
computational time in variety of visual applications such as object detection [20],
video summarization [15], visual tracking [32] and image classification [26].

In the last decade, a number of saliency detection methods have been investigated
to achieve efficient performance in a robust manner. However, this problem is still
challenging specifically on complex images. Salient object detection (SOD)methods
are broadly divided into two categories [30] (a) bottom-up and (b) top-downmethods
based on the way in which visual cues are explored. Bottom-up saliency detection
methods [5, 9] exploit various low-level visual cues, i.e., color, intensity, texture and
contrast, while top-down methods [17] entail training model and prior knowledge
for computing saliency value of image elements. Typically, a single feature is not
sufficient to capture salient object in an efficient and robust manner, e.g., frequency-
tuned (FT) SOD [1], and hierarchical contrast (HC) [3] methods are single feature
methods. In both these methods, contrast feature is employed for finding the saliency
map, which is not appropriate for complex structure images. Besides, many saliency
methods exploit multiple features and heuristic features combination approaches for
saliency analysis such as linear [9] and nonlinear [8].

Learning-based feature integration methods were introduced by Liu et al. [13]
who fused three novel visual feature maps, i.e., (a) color spatial distribution, (b)
surround histogram and (c) center-multi-scale contrast using a weight vector. This is
a supervised learning method, and weights are learnt using conditional random field
(CRF). Feature integration approach defines the role of each feature in the saliency
computation. Hence, the performance of these kinds of methods mainly depends
upon the weights which are used for combination of individual features maps. A
simple approach can be to linearly combine all the features with equal weights, but
the performance may be poor due to the fact that all the features may not equally
highlight salient regions. Another approach can be to derive single weight vector for
all the natural images similar to Liu et al. [13]. The performance may again be poor
due to the diverse characteristics of natural images. Based on the above discussion,
we have made an attempt to alleviate the problem of feature combination approach
by deriving image-dependent weights in an unsupervised manner.

Here, we propose an unsupervised feature integration (U-FIN) approach which
derives image-dependent weights by using unsupervised method. The feature inte-
gration approach has three phases: (i) artifact reference (AR) map generation (ii)
weight learning and (ii) final saliency map computation. Firstly, AR map is pro-
duced using majority voting on the individual feature maps extracted from the input
image. Secondly, linear regression (LR) is employed for learning weight. Finally, the
individual feature maps are linearly combined to generate the final saliency map. In
this paper, our contribution is twofold:
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1. A novel feature integration approach is proposed which derives weights in an
unsupervised manner using linear regression.

2. Extensive validation is performed on two publicly available datasets to exhibit
the better performance of the proposed approach.

2 Related Work

In the last few years, numerous saliency detection methods have been developed,
and fabulous performance has been achieved. The early saliency computation work
was prompted by capturing the visual attention process of human visual system
(HVS). First computational on salient object detection was proposed by Itti et al. [9]
in which feature integration theory [22] with biologically plausible visual attention
system [10] was explored to generate saliency map. Itti et al. [9] proposed model
extract various contrast feature maps, namely orientation, luminance and color based
on center-surround approach across multiple scales, and after that normalize all the
features and aggregate for generating the saliency map. A number of methods have
extended Itti et al. [9] work in different disciplines such as Walther et al. [23] had
extended it to highlight proto-object and Han et al. [7] extended it with Markov
random field (MRF) and region growing approach to identify salient objects. The
center-surround contrast has been extensively used either locally or globally in many
existing saliencydetectionmethods since it clearly highlights salient region from their
surrounds regions. The center-surroundmechanism is studied across variety of visual
features, viz. color, shape and texture [14]. Zhang et al. [29] measures saliency based
on information theory where the uniqueness is represented using self-information
of local image features. Seo and Milanfar [21] proposed saliency method in which
local regression kernels-based self-resemblance is utilized for saliency estimation.
Rahtu et al. [19] proposed saliencymethod that integrates saliencymeasures obtained
by jointly consideration of a statistical framework and local feature contrast with a
conditional random field (CRF). Murray et al. computed weighted center-surround
maps and applied inverse wavelet transform (IWT) for generation of saliency map.

Furthermore, global knowledge of visuals has been exploited in different direc-
tions to compute saliency map. Context-aware saliency detection approach pro-
posed by Goferman et al. [5] which incorporates local center-surround difference
along the global distinctive few visual organization principles and color feature to
compute saliency map. The statistical information of image has been exploited to
build foreground/background model which assigns saliency value to image elements
based on posterior probability of foreground model to background model [30]. Li
et al. [12] learnt the prior information for saliency estimation. In [11], saliency
is analyzed in the frequency domain that which part of the frequency spectrum
significantly contributed to saliency estimation. Additionally, many saliency detec-
tion methods decomposed the image into regions by applying either segmentation
or clustering approach. Such participation of images is helpful for incorporating
global knowledge at region level [3]. Ren et al. [20] proposed effective region-based
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saliency computation approach that decomposed input image into the perceptually
and semantically meaningful regions, and saliency of each region is measured based
on spatial compactness using Gaussian mixture model (GMM). Furthermore, Fang
et al. [4] suggested an approach in which discriminative subspaces are learnt for
image saliency computation. Zeng et al. [28] proposed saliency estimation based on
an unsupervised game-theoretic approach which does not depend on labeled training
data.

Recently, deep learning-based methods have been proposed that influence perfor-
mance greatly, but performance of these models entirely depends on large number
of training data for optimizing network learnable parameters which increase com-
putational time. Wang et al. [25] suggested saliency measure approach in which
two deep neural network (DNNs) are trained to extract local features and global
search, respectively. Context-based DNN is suggested by Zhao et al. [31] that con-
structs multi-context DNN with the consideration of local and global context. Pan et
al. [18] proposed various saliency estimation approaches using convolutional neural
networks (CNN) which greatly reduce computational cost. Guan et al. [6] proposed
edge-aware CNN in which global contextual knowledge is combined along with the
low-level edge features for saliency measure. Wang et al. [24] exploited recurrent
fully convolutional networks (RFCNs) that incorporated saliency priors to generate
saliency map.

3 Proposed Approach

In this section, we illustrate the framework of the proposed model in which features
are integrated using a three-phase approach, i.e., (i) artifact reference map generation
(ii) weight learning using linear regression and (iii) final saliency map generation.

In the first phase, more than one visually distinguishing featuremaps are extracted
from an image. In this proposed model, we have employed three features maps,
viz. color spatial distribution, multi-scale contrast and center-surround histogram as
suggested by Liu et al. [13]. A Gaussian image pyramid is employed for multi-scale
contrasts which are linearly added to derive multi-scale contrast feature map. This is
local feature that perseveres high-contrast boundaries (i.e., edges) while suppressing
homogeneous regions. The center-surround histogram is regional features which
significantly highlight salient object that is distinctive with its surroundings. This
feature is calculated with the consideration of surroundings for salient object and
measures the distinctiveness as the distance between histograms of RGB color of
salient object and its surroundings. The global information of image is captured
using color spatial distribution. Larger a color is scattered in the image, then it is
less likely to be contained by salient object. Hence, the global spatial distribution
of a certain color is utilized to compute saliency of regions. The spatial distribution
of color can be calculated as spatial variance of the color. The Gaussian mixture
model (GMM) is used statistically to describe all colors of image and assign all color
belongingness probability to each pixel. Then, variance of each color is computed,
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Fig. 1 A schematic representation of the proposed approach. Several features like color spatial
distribution, center-surroundhistogramandmulti-scale contrast are extracted usingLiu [13] saliency
method

and using these variances, color spatial distribution is calculated. Further, the color
spatial distribution is refined by image center weight. These features are integrated
into various disciplines such as linear summation and weighted linear summation.
All these feature maps are combined using majority voting, and the resultant labeled
map is termed as artifact reference (AR) map.

In phase two, linear regression (LR) is employed to learn the weights for combin-
ing initial feature maps. The ARmap is used as the target map. Thus, instead of using
human-annotated map of an image, our approach uses the estimated ARmap. Hence,
the proposed approach entails unsupervised learningmechanism and presents a novel
unsupervised learning-based feature integration approach which learns integration
weights for each image. In phase three, a final saliency map is found by combining
the initial feature maps with corresponding weights learnt in the previous phase.

The architecture of the proposed feature integration approach is delineated in
Fig. 1. First, the saliency method [13] is utilized to extract various features from the
given input image. These features are incorporated with majority of vote process to
obtainARmap. Further, features andARmap are fed intoLR, and a set ofweights (w)
are learnt. Afterward, the features are linearly combined using w to generate final
saliency map S. Next, we provide the mathematical formulation of the proposed
approach.
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3.1 Artifact Reference (AR) Map Generation

The feature maps of an image are obtained using Liu et al. [13] method. These
feature maps are represented as a set of features F = {F1,F2, . . . ,FN } where N is
the number of feature maps. F is transformed into a set of classified map in which
pixel value is either 0 or 1. SupposeCi is the classified map corresponding to feature
Fi . Thus, all the classified map can be represented as C = {C1,C2, . . . ,CN }. The
classified map is obtained using adaptive thresholding as suggested by Achanta et
al. [1] where the threshold (Ti ) for i-th feature map (Fi ) is computed as follows:

Ti = 2

Iw × Ih

Iw∑

x=1

Ih∑

y=1

Fi (x, y) i = 1, 2, . . . , N (1)

where Iw and Ih are width and height of the input image. Hence, classified map Ci

corresponding to feature Fi is computed as follows:

Ci (x, y) =
{
1 if Fi (x, y) � Ti
0 otherwise

(2)

Here, (x, y) represents the location of the pixel under consideration such that
1 ≤ x ≤ Iw and 1 ≤ y ≤ Ih .

Hence, the classified maps thus contain only two values, i.e., 1 and 0 where 1
denotes salient region and 0 denotes background region in a given image. Therefore,
the classified map is annotated map which partitions the input image pixels into two
parts. Further, we use these classified maps for generating artifact reference map.
Since these classified maps have class labels, we apply the majority vote scheme to
obtain a artifact reference map which is act like human annotation map in a better
manner. To find the artifact reference map AR for the input image, the following
equation is used:

AR(x, y) =
{
1 if

∑N
i=1 Ci (x, y) > N/2

0 otherwise
(3)

For proper working of the above equation, N must be an odd number. In this
research work, we have chosen N = 3.

3.2 Weight Learning Using Linear Regression

Linear regression using gradient descent learns image-dependent weights for com-
bination of various feature maps of an image. Each pixel value is described with the
help of a set of features (i.e., color spatial distribution,multi-scale contrast and center-
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surround histogram) given in Liu et al. [13] as a feature vector x = {x1, x2, . . . , xN }
where N is the number of features. Hence, the i-th feature of an image I is rep-
resented as Ai = {x1(i), x2(i), . . . , xp(i)}, i = 1, 2, . . . , N , where Ai ∈ R

p and
p = Iw × Ih . The set of features A = {A1,A2, . . . ,AN }, where A ∈ R

p×N and
corresponding artifact reference (AR) map Y = {y1, y2, . . . , yp}, where Y ∈ R

p.
The proposed linear regression is mathematically defined as follows:

Φ : (RN |w) → R (4)

wherew = {w1, w2, . . . , wN+1} is set of image-dependent weights. Initially,w is set
to zero and is gradually adjusted during learning in order to reduce error between
combined features output and the AR map. Consequently, the linear regression is
obtained fitted weights which is further used from features combination task. The
linear regression predicts pixel-wise output and is denoted as ŷ j for j-th pixel in the
given image and mathematically represented as:

ŷ j = Φ(x j |w) (5)

Φ(x j |w) =
N∑

i=1
xi ∈x j

wi xi + wN+1 (6)

The linear regression predicts saliency map for an image as follows:

Φ(A|w) = {Φ(x1|w),Φ(x2|w), . . . , Φ(xp|w)} (7)

Ŷ = Φ(A|w) (8)

where Ŷ is predicted saliency map of the given image. Linear regression is utilized
mean square error cost function between predicted saliency map Ŷ and AR map Y
to evaluate goodness of weights. The cost function L(x j |w) gives the error between
j-th pixel predicted output and its artifact reference value as given in Eq.9:

L(x j |w) = (y j − Φ(x j |w))2 (9)

L(x j |w) = (y j − ŷ j )
2 (10)

Similarly, we can define the cost function for an input images as follows:

L(A|w) = 1

p

p∑

j=1

(y j − ŷ j )
2 (11)

Thus, our objective is to minimize the cost function L(A|w) whose solution is
obtained using gradient descent algorithm.



1180 V. Kumar Singh and N. Kumar

3.3 Final Saliency Map Generation

The weight vectorw learnt for a specific image is used to integrate extracted features.
The set of features A and learnt weights are incorporated to compute final saliency
map as weighted linear combination of features as follows:

S =
N∑

i=1

wiAi + wN+1 (12)

Thereafter, the saliency map S is normalized in the range of [0, 1] as follows:

S = S − θmin(S)

θmax(S) − θmin(S)
(13)

where θmax and θmin are operators which find maximum and minimum value from
the input matrix, respectively.

4 Experimental Setup and Results

In this section, we discuss the experimental outcomes to analyze of the proposed
feature integration approach across various state-of-the-art methods on two pub-
licly available salient object datasets, i.e., ASD [1] and ECSSD [27]. ASD dataset is
widely used dataset which contains 1000 natural images with variety of salient object
from the MSRA-5000 saliency detection dataset [13]. ECSSD [27] dataset consists
of 1000 images which shows diversity in terms of semantics and complexity con-
structed from the Web resources. The human annotations (i.e., ground truth labels)
are obtained using five observers. Further illustrating the superiority of the proposed
feature integration approach, its performance is compared with nine state-of-the-art
saliency detection methods viz. Liu [13], SUN [29], SeR [21], CA [5], SEG [19],
SIM [16], SP [12], SSD [11], LDS [4]. The validation is conducted in two different
aspects: qualitative and quantitative.

The quantitative study is carried out with five performance measures, i.e., recall,
precision, receiver operating characteristics (ROC), F-measure and area under the
ROC curve(AUC), for validation of the proposed feature integration approach. Pre-
cision and recall are calculated by inferring an overlapped region of saliency map (S)
with human annotation, i.e., ground truth (G). The strength of saliency methods as
predicted salient regions are likely salient is depicted by precision. However, recall
reveals the strength of methods in the form of completeness of real salient regions.
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Besides, F-measure is illustrated as a weighted combination of precision and recall
for comprehensive validation. All these metrics are mathematically represented as
follows [2]:

Precision = |B ∩ G|
|B| (14)

Recall = |B ∩ G|
|G| (15)

Fβ = (1 + β2)Precision × Recall

β2Precision + Recall
(16)

whereB is a binary map corresponding to saliencymap Swhich is generated with the
help of an adaptive threshold as reported in [1]. The operator |.| is used to find sum of
ones in the binary map in the enclosed binary labeled matrix. The β is fixed with 0.3
during all the experiments as suggested in [1] to more emphasize on precision than
recall. Further, ROC is delineated using false positive rate (FPR) and true positive
rate (TPR) where false positive rate (FPR) and true positive rate (TPR) on the x-
axis and y-axis in the plot, respectively. The TPR and FPR are computed using a
sequence of thresholds which are varied between the range of [0, 1] with equal steps
and formulated as follows [2]:

TPR = |B ∩ G|
|G| (17)

FPR = |B ∩ NG|
|NG| (18)

Another most widely used metric AUC is determined as the area covered beneath
the ROC curve. The experimental parameters such as learning rate (α = 0.03) and
number of iterations (I = 25)which are used in LR for weight leaning are set empir-
ically.

4.1 Performance Comparison with State-of-the-art Methods

We compare the proposed approach against nine state-of-the-art saliency meth-
ods qualitatively and quantitatively to illustrate the effectiveness of the proposed
approach. Figure2 demonstrates the qualitative performances of the proposed model
and the compared well-performing state-of-the-art saliency methods. The columns
(from left to right) show the first-third and fourth-sixth input images from ASD [1]
and ECSSD [27] datasets, respectively.
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Fig. 2 Visual results of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

These images represent different scenes such as single object, object near to image
boundary and complex background. One can observe that some saliency methods
such as SP [12], SSD [11], LDS [4], SIM [16] and SeR [21] fail to capture entire
object even on simple image, e.g., fifth column. SUN [29] clearly detects the edge of
object but fails to suppress background and highlights region inside object. However,
Liu [13] and SEG [19] deliver better results on simple images, e.g., second and fifth
columns, while fail to suppress background on complex structure images, e.g., first
and sixth columns. In contrast, the proposed approach U-FIN performs uniformly
on each of these images and clearly suppresses background in comparison with the
second good performing saliency method, i.e., Liu [13] as shown in the first, third
and sixth columns.
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Fig. 3 Precision scores of the proposed U-FIN approach with compared nine state-of-the-art meth-
ods on ASD [1] and ECSSD [27] datasets

The quantitative analysis of the proposed U-FIN approach with compared state-
of-the-art saliency detection methods in terms of Precision, Recall, F-measure, AUC
and ROC curve is shown in Figs. 3, 4, 5, 6 and 7, respectively. It can be readily
observed that on ASD [1] dataset, U-FIN outperforms compared state-of-the-art
saliency detection methods. However, SIM [16] and SUN [29] are the worst per-
formers in terms of F-measure, recall, precision, AUC and ROC curve, respectively.
On ECSSD [27] dataset, U-FIN outperforms the other compared methods in terms
of F-measures and equally performs with Liu [13] in terms of AUC and ROC curve.
The proposed approach performs better than Liu et al. [13] in terms of recall, but
LDS [4] is the best among the compared methods. In terms of precision, Liu [13]
performs best, while the proposed method is comparable with the top performer.

4.2 Computational Time

The computational times of the proposed feature integration approach along with
the compared saliency methods on the ASD [1] dataset are reported in Fig. 8. The
dataset contains images whose size is 400 × 300. The execution timings have
been obtained on a desktop PC that configured with the following specification:
Intel(R)Core(TM)i7-4770 CPU@3.40GHz. As shown in Fig. 8, the proposed feature
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Fig. 4 Recall scores of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

Fig. 5 F-measure scores the proposedU-FINapproachwith compared nine state-of-the-artmethods
on ASD [1] and ECSSD [27] datasets
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Fig. 6 AUC scores of the proposed U-FIN approach with compared nine state-of-the-art methods
on ASD [1] and ECSSD [27] datasets

Fig. 7 ROC on the two widely used datasets: a ASD [1]. b ECSSD [27]

integration approach is faster thanCA [5],while SSD [11], LDS [4], SP [12], SeR [21]
and SIM [16] are better than the proposed feature integration approach, and from
other, it is comparable. Although the proposed method is computationally more
expensive than several methods, the same can be mitigated with the improvement
noticed in performance.



1186 V. Kumar Singh and N. Kumar

Fig. 8 Computational time analysis of the proposed U-FIN approach with compared nine state-of-
the-art methods on ASD [1] dataset

5 Conclusion and Future Work

In this paper, we have presented a novel feature integration approach U-FIN in which
image-dependentweights are learnt using linear integration of features extracted from
the input image in an unsupervised manner. Initially, artifact reference (AR) map is
produced from a set of features extracted from the image. This map assists in leaning
the appropriate weights to combine specific image features. Further, linear regres-
sion (LR) model is built using gradient descent to learn weights for specific image
features. Finally, these weights are used to linearly combine features to generate
final saliency map. A comprehensive evaluation has been shown on two publicly
available benchmark datasets, i.e., ASD and ECSSD, that show the effectiveness of
the proposed U-FIN approach. It is also found that U-FIN is superior than nine state-
of-the-art saliency methods on ASD dataset and comparable on ECSSD dataset. In
our future work, we will extend the current feature integration approach with the
selection of efficient feature maps and alternative feature integration approach(s).
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Input Image-Based Dictionary
Formation in Super-Resolution for
Online Image Streaming

Garima Pandey and Umesh Ghanekar

Abstract Real-time images are very much desirable in different real-life applica-
tions such as defense, medical, satellite, tv, Internet. Construction of relevant dictio-
nary for the training of computer during the prediction of high-resolution image from
low-resolution images in real-time requires high mathematical computations. This
paper presents a newway of dictionary formation for learning-based super-resolution
of real-time streaming of images. Here, the dictionary is formed with help of images
that are similar to the input image in terms of structural similarity score. It helps
in reducing memory requirement for the dictionary formation. Further, to speed up
the process, a technique based on similarity score is proposed for updating of the
dictionary. This involves the comparison of current image in the input sequence with
the present reference image that was used for dictionary formation. Efficacy of the
algorithm is shown through extensive simulations.

Keywords Sparse representation · Learning-based SISR · Online images

1 Introduction

In the world of technology, stipulation of high-quality images and videos for online
applications is growing exponentially. High-resolution (HR) images are mostly
required for either increasing the pictorial representation of images for human per-
ception or for better understanding and information extraction by computers for
automatic sagacity of machines. Accessibility of HR images is not an easy task due
to the limitations of optical hardware imaging systems and sensors. One of the eco-
nomical and propitious processes is to opt for software method like super-resolution
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Fig. 1 Classification of existing SISR processes

(SR), instead of hardware improvements [1]. SR is one of the straightaway methods
of increasing the resolution of low-resolution (LR) images by predicting the missing
information. Since in SR process more than one HR image can be estimated from
the same input image/images during reconstruction process, it is an ill-posed inverse
process. Basic classification of existing SR processes [2, 3] is shown in Fig. 1. Along
with images, SR process is also used in videos [4–6] which consist of image frames
related to each other in terms of context contained in it. Additional benefits of SR
are that it can be used with existing imaging system and are suitable for both offline
and online applications.

In current time, learning-based techniques [7–14] aremore prevalent in the field of
super-resolution. It helps in capturing the probable co-occurrence of prior informa-
tion between input LR and original HR image patches for HR image reconstruction.
In this process, SR techniques mainly consist of two steps. In first step, machine is
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trained by forming a dictionary/dictionaries and then, with the help of this dictio-
nary/dictionaries along with input image, the HR image is estimated in second step.
In this process, dictionary formation can be based on outside images, i.e., external
dictionary formation, or the input image itself, i.e., internal dictionary formation.
Normally, external dictionary is independent of input LR image and thus requires
large memory space for its storage and increases the time complexity of the system.
Dictionary size can be reduced by forming it with the help of images which are
similar to input LR image.

In online processing of images, input image-dependent external dictionary for-
mation is a very exhaustive and time-consuming process, and, image-independent
external dictionary formation results in a huge dictionary size and poor performance.
Thus, this research paper focuses on a variant of learning-based SISR technique for
images streaming in real time. It involves input image-based external dictionary for-
mation. Here, a new concept of updating the existing external dictionary has been
introduced which involves comparing of the present input image in the streamline
with the previously used reference image for the formation of dictionary. It uses the
statistical parameters like structural similarity for comparing the input LR images.
This helps in reducing the time complexity by lessing the updating of dictionary for
very separate image. At the same time, since dictionary formation is dependent on
input image, it requires less memory and has maximum textural variations with the
minimum number of images in the training process.

Layout of rest of the paper is as follows. Section2 consists the degradation model
and problem formulation. Section3 explains the algorithm proposed in this paper.
Section4 discusses the experimental setup, results, and comparison with some of the
existing SISR algorithms. At last, conclusion is drawn in Sect. 5.

2 Degradation Model and Problem Formulation

First step for any SISR reconstruction is to formulate a degradation model for math-
ematical modeling of the SISR process.

2.1 Degradation Model for Mathematical Modeling

Images captured by the existing image acquisition system are normally of low quality
due to the application of different degradation factors like rotation, mis-focuss, and
noise addition. A simple observation model [1, 2] including degradation factors like
rotation, averaging, downscaling, and noise addition is shown in Fig. 2.

Relationship shown in Fig. 2, between original HR image, i.e., H, and acquired
LR image, i.e., L, is modeled mathematically in Eq.1.

L = RADH + N (1)
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Fig. 2 Observation model for different degradation factors

Generally, only blurring and down-sampling are considered for SISR techniques
evaluation. Thus, Eq.1 is minimized to Eq.2 by removing the rotation and noise
addition factors.

L = ADH (2)

2.2 Learning-Based SISR

Equation2 discussed in 2.1 can be solved as optimization equation as shown in Eq.3.

min
H

‖ADH − L‖ (3)

A general diagram showing the basics of learning-based SISR is given by Fig. 3.
In learning-based techniques, machine is trained, which is further used for HR image
reconstruction. Since SISR is an ill-posed inverse problem, image priors are used
to restrict the possible solutions. It is incorporated in the mathematical equation in
form of regularizer. Generalized solution is shown by Eq.4. In this equation, λ is the
Lagrangian multiplier and θ(O) is the prior.

min
H

‖ADH − L‖22 + λ · θ(O) (4)

LR input image
Pre-processing
of LR image and
prior extraction

Image recon-
struction

Dictionary Forma-
tion and capturing

image priors
Training images

HR output image

Fig. 3 Block diagram for SISR using image priors
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2.2.1 Basic Concepts of Sparse Representation

Dictionary formation can bemore compact by using of sparse representation of patch
pairs instead of complete HR-LR patch pairs. Over-complete external dictionary E
consisting of k atoms can be used to obtain co-occurrence priors. Here, a HR patch
ph and pl can be represented with the help of sparse dictionary in the form of Eqs. 5
and 6, respectively.

ph = Eβ0 whereβ0 is a vector with few non zeros values (5)

pl = Lph where L is a projection matrix (6)

In this paper, sparse coding proposed in paper [7] is used for dictionary formation
and HR image reconstruction.

3 The Proposed Algorithm

Learning-based SISR consists of two main steps for image reconstruction. Firstly,
a dictionary is created for training of machine and secondly, HR image is created
by optimizing a minimization equation. This method is for online streaming images
on a machine. In this, an input image-based over-complete dictionary is formed. A
generalized process is explained here.

1. For the input LR image, tenmost similar images are taken from the image database
that is used for training ofmachine. For similarity calculation, structural similarity
index (SSIM) [15] is considered, which is given by Eq. 7. In this paper, training
dataset consists of 100 images taken from [16], comprising LR-HR pairs.

SSIM(i, j) = (2μiμ j + v1)

(μ2
i + μ2

j + v1)
(7)

2. The 3 × 3 overlapping patches from the selected LR and HR images are formed
to form Dl and Dh as given in paper [7].

3. Here, dictionary is dependent on input images. Dictionary is updated for a better
performance. For updating the dictionary, the present input LR image, i.e., qth,
streaming in queue is compared with the previous reference image that was used
for dictionary formation previously, i.e., (qp), on the basis of SSIM score given by
Eq.7. If the difference between score value of qth and (qp) is less than threshold,
i.e., th , then previously formed dictionary will be used for HR image reconstruc-
tion, and when the score value is greater than th , again dictionary formation will
be done according to the process explained in point 3.

4. Once the dictionary is formed, HR image is reconstructed as explained in [7].
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4 Experimental Results and Comparison

Usefulness of themethod proposed in this paper is proved by performing experiments
for images like Leena, Butterfly, Baby and Hat, which are taken from set5 and set14
[17], shown in Fig. 4. Peak signal-to-noise ratio (PSNR) and SSIM are used for
quantitative comparisons, which are given by Eqs. 8 and 7, respectively.

PSNR = 10 log10
( (Maximum Pixel Value)2

Mean Square Value

)
(8)

Validation of the proposed algorithm is done for a LR image that is obtained by
averaging a HR image by 3 × 3 block and down-sampling the obtained image by
a factor of 3. All the experiments are performed on the luminance component, that
is obtained by changing the format of image from ‘RGB’ to ‘YCbCr’. Threshold
value th is kept 0.05 for all the experiments. Experimental results, in terms of PSNR
(dB) and SSIM, are shown in Table 1. Techniques used for comparison are bicubic
interpolation, neighbor embedding (NE) [18], sparse coding (SC) [7], adaptive group-
based sparse domain selection (AGBSDS) [14].

Fig. 4 Test images (from left to right): pepper, Plant, leena, butterfly

Table 1 Experimental results of different SISR techniques in terms of PSNR (dB) and SSIM for
D = 3

Techniques Images

Pepper Plant Lenna Butterfly Measuring parameters

Bicubic interpolation 22.72 25.25 21.20 26.95 PSNR

0.78001 0.7355 0.7993 0.8035 SSIM

NE [18] 24.66 27.01 24.10 28.91 PSNR

0.8134 0.8098 0.8386 0.8276 SSIM

SC [7] 27.00 28.36 26.94 28.99 PSNR

0.8377 0.8432 0.8619 0.8605 SSIM

AGBSDS [14] 27.01 27.26 27.09 29.04 PSNR

0.8404 0.8490 0.8704 0.8656 SSIM

Proposed method 27.35 27.36 27.03 29.37 PSNR

0.8429 0.8507 0.8742 0.8661 SSIM
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Fig. 5 Pictorial representation of different SISR techniques on ‘Butterfly’ (from top to bottom and
left to right): LR input image, Bicubic interpolation, NE [18], SC [7], AGBSDS [14], Proposed
method, original HR image

Figure5 shows the pictorial representation of the HR images obtained by different
techniques, along with LR image and original HR image. A zoomed area of ‘Butter-
fly’ image is used for visual comparison. Quantitative comparison shown in Table
4 and qualitative visual comparison shown in Fig. 5 confirm the superiority of the
proposed method with a few other methods used in the present study. The proposed
method works well for online images and is efficient in producing corresponding HR
image for input LR image.

5 Conclusion

This paper consists of a learning-based SISR algorithm for online applications. Here,
an external dictionary based on input images has been formed. It uses sparse coding
for dictionary formation and HR image reconstruction. Here, during the streaming of
images, dictionary is updatedwhen the input image differs from the present reference
image by a threshold value. SSIM is used for comparing the input images, which
results in the global capturing of features. Input image-based dictionary formation
helps in reducing thememory requirement and thus speed up the process. The efficacy
of the proposed method is shown by the experimental results.
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Feature Selection Using Genetic
Algorithm for Cancer Prediction System

Rupali, Rupali Verma, Rohit Handa, and Veena Puri

Abstract In healthcare sector, cancer is one of themost threatening and fast-growing
diseases. The early diagnosis of this disease is very important as the success rate of
its treatment depends upon how early and accurately it is diagnosed. The machine
learning algorithms are helpful in detection and prediction of diseases. To improve
efficiency of these algorithms, optimal features need to be selected. So, this research
work uses genetic algorithm to select optimal features before applying k-nearest
neighbor (KNN) and weighted k-nearest neighbor (WKNN) on Wisconsin Breast
Cancer Prognosis dataset extracted from UCI repository. This approach helps in
early prediction and the results show that WKNN performed better with 86.44%
accuracy than KNN which gives 83.05% accuracy.

Keywords Genetic algorithm · Classification · K-nearest neighbor

1 Introduction

In recent years, the scope of data mining and machine learning has increased in the
healthcare sector. These algorithms are widely used due to their ability to process
huge datasets and extract meaningful insights from it. These insights provide vital
information to make early diagnosis and predictions about various diseases which
helps in providing proper treatment and care in advance.

Nowadays, cancer is emerging as a very fatal disease especially breast cancer
which has higher possibility of recurrence. Breast cancer occurs when there is a type
of mutation in cell or when cells in breast tissue involve unnecessary splitting and
developing uncontrollably. It most probably occurs in middle-aged women and if not
detected at initial stage, then it can increase uncontrollably, even leading to death.
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In 2017, about 252,710 cases of breast cancer are diagnosed among US women,
out of which 40,610 died due to late diagnosis [1]. Therefore, it becomes critical to
detect this disease as early as possible and with high accuracy. For this, advanced
technologies like datamining andmachine learning are used. Earlier these algorithms
are only useful for cancer detection and diagnosis but now recent systems mainly
focus on prediction and prognosis of cancer.

Data mining and machine learning uses advance models to make predictions by
processing information from huge datasets which are beyond the scope of human
capabilities. These algorithms have been used in detection and prediction of various
diseases which includes diabetes [2], skin cancer [3], colon cancer [4], arrhythmia
[5], breast cancer [6–10], heart disease [11], etc. The results of these studies show
that the new emerging algorithms of data mining and machine learning can become
a predictive tool for early detection and prediction of breast cancer.

The research work focuses on improving the accuracy of early prediction of breast
cancer. Out of different feature selection methods [12], genetic algorithm is used
with different mutation operators; k-nearest neighbor (KNN) and weighted KNN
(WKNN) are used for classification. Based on the results, a comparative analysis of
both the classification techniques is presented that showed WKNN performed better
than traditional KNN algorithm. The dataset used in this study is Wisconsin Breast
Cancer Prognosis dataset obtained from UCI machine learning repository.

The remaining part of paper is organized as follows: Section 2 presents review of
work done in this field, Sect. 3 presents description of phases involved in proposed
work, Sect. 4 represents the performance analysis of implementation and results, and
finally, conclusion of the paper is drawn in Sect. 5.

2 Literature Review

Sakri et al. [9] have studied the performance of three algorithms Naive Bayes,
k-nearest neighbor (KNN), and reduced error pruning tree (REP-Tree) with and
without feature selection algorithm onWisconsin Breast Cancer Prognostic Dataset.
Particle swarm optimization algorithm (PSO) was used for feature selection algo-
rithm. The results showed that with feature selection, performance of all algorithms
was improved and Naive Bayes outperforms with accuracy 81.3% than REPTree
(80%) and KNN (75%).

Mittal et al. [7] have studied the performance of KNN and k-means algorithm
for the diagnosis on the breast cancer and cervical dataset. The study concluded that
KNN performs better only for one value of k than k-means algorithm which is k =
21 close to square root of number of training data.

Pawlovsky et al. [8] have used genetic algorithm for selecting important compo-
nents to increase the accuracy of KNN algorithm on UCI breast cancer prognosis
dataset. The study used different mutation and crossover probabilities in genetic
algorithm. The results indicate that by using only 16 components, the accuracy of
KNN increases from 76 to 79%.
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Walid Cherif [13] has used k-means clustering algorithm and reliability coeffi-
cients with k-nearest neighbor(KNN) algorithm. The results indicate that f-measure
for the proposed approach was 94.1% which exceeds other approaches SVM
(89.7%),NaiveBayes (92.2%), andKNN (91.1%).Artificial neural networks slightly
performed better with 95.6% f-measure but time consumption was almost 2.2 times
the proposed algorithm.

Kumari et al. [6] have studied three classifiers SVM, linear regression, and k-
nearest neighbor (KNN) algorithm for prediction of breast cancer. To select most
favorable features, Pearson’s correlation coefficient was used. The outcome of study
indicates that the KNN (k = 10) algorithm with accuracy 99.28% outperforms SVM
and linear regression.

Ivancakova et al. [14] have used different classifier algorithms SVM, KNN,
random forests, Naive Bayes, neural network, and C4.5 algorithm on breast cancer
diagnosis dataset. The methodology applied was CRISP-DM. The author has used
the under-sampling method for balancing the dataset and the results indicate that
approach achieved highest accuracy with SVM-97.66%, random forest-97.37%, and
C4.5-96.61%.

Amrane et al. [15] have used k-nearest neighbor (KNN) and Naive Bayes for
prediction of breast cancer. The approach used value of k = 3 in KNN algorithm.
The study indicates that k-nearest neighbor algorithm has performed better with
accuracy 97.51% with lower error rate than Naive Bayes (96.19%).

Sharma et al. [10] have studied logistic regression, nearest neighbor, support
vector machines using breast cancer diagnosis and prognosis dataset. The results
showed that in case of diagnosis dataset, linear regression outperforms and in case
of prognosis, SVM outperforms.

Irfan et al. [16] have used genetic algorithm with k-means to reduce time and
to increase performance of algorithm. The results showed that by using genetic
algorithm, time and number of iterations required for clustering using k-means were
reduced and performance was increased.

Asri et al. [17] have studied the support vector machine (SVM), Naive Bayes
(NB), decision tree (C4.5), and KNN for early prediction of breast cancer onWEKA
tool. The results showed that SVM has best accuracy of 97.13%.

Al-Rajab et al. [4] have proposed three phase approach for cancer dataset. In first
phase, different feature selection approaches were implemented out of which particle
swarm optimization (PSO) performed better than other approaches. In next phase,
SVM approach outperforms other classification algorithms without feature selec-
tion. In last phase, PSO with SVM outperforms other combinations of approaches.
The results concluded that feature selection plays significant role before performing
classification algorithms.

Ayyad et al. [18] have proposed modified version of k-nearest neighbor algorithm
in twoways smallestmodifiedKNN(SMKNN)and largestmodifiedKNN(LMKNN)
on gene expression cancer datasets. Before implementing these algorithms, optimal
features are selected by information gain feature selection algorithm. The results
indicated that the proposed technique achieved better results when compared with
other standard techniques.
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Zhang et al. [19] have proposed a new sigmoid weighted weighted KNN-based
on sigmoid (WKS) classification algorithm performed on different UCI datasets.
The algorithm WKS works on idea of AdaBoost algorithm which changes values
of weight according to sigmoid function in training phase. The results showed that
proposed WKS algorithm performed better than traditional KNN algorithm.

3 Proposed Work

The proposed work consists of several phases as depicted in Fig. 1. Initially, dataset
is preprocessed and then feature selection using genetic algorithm with different
mutation operators is performed. The selected features are fed to the KNN and
WKNN classifiers. In the last phase, results of classifiers are analyzed.

The main phases are import dataset, data preprocessing, feature selection,
classification, and performance evaluation. Description of these phases is given
below:

Fig. 1 Proposed work
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Fig. 2 Attributes of dataset

3.1 Import Dataset

The study usesWisconsinBreast Cancer PrognosisDataset obtained fromUCI repos-
itory database [20]. The dataset contains 198 instances and 35 attributes description
of which are given in Fig. 2. It contains one output variable which has 151 non-recur
and 47 recur cases. There are four missing values in lymph node status attribute. This
raw dataset is imported into RStudio.

3.2 Data Preprocessing

The datasetmust contain appropriate values as it directly affects the prediction results
of algorithms. So, initially, preprocessing is done to remove the missing values from
dataset and further normalization [4] is done to use values of dataset on common
scale by using min–max formula using (1):

Xnorm = X − Xmin
Xmax − Xmin

(1)

3.3 Feature Selection

To eliminate redundant and insignificant features, genetic algorithm (GA) is applied
to choose appropriate features and reduces dimensionality of dataset. In this study,
the genetic algorithmuses differentmutation operators to have diversity in population
and avoid local minima.

Genetic Algorithm: The structural outline of GA is illustrated in Fig. 1 and
detailed description is given below:
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Fig. 3 Genetic parameters

1. Initial Population: The algorithm starts with initializing population that
provide encoded solutions. In this study, genetic algorithm initializes popula-
tion randomly in form of binary chromosomes. The number of attributes (33, 2
attributes are excluded ID and class label) represents length of chromosome. The
binary bits 0 and 1 represent exclusion and inclusion of features, respectively.

2. Fitness Function: This function is used to evaluate the fitness of each member
of population. On basis of fitness values, best-fitted members will be used to
reproduce using selection, crossover, and mutation operators. In this research
work, the RStudio is used for implementation. In RStudio, three functions rfGA,
caretGA, and treebagGA are available out of which rfGA function is used in this
work as it takes less time to run genetic algorithm than others. rfGA internally
uses random forest algorithm. The smallest fitness of member is picked as best
solution by GA. After evaluating fitness values, new population is created by
using efficient selection, crossover, and mutation methods. Figure 3 summarizes
the GA parameters utilized in this study. In order to determine these parameters,
proper analysis is carried out by altering one parameter at a time while keeping
other values constant.

3. Selection: After evaluating fitness function, selection operator is used for repro-
duction. The commonly used methods are Roulette wheel selection, tournament
selection, rank selection, and hierarchical selection. The study uses tournament
selection to choose best chromosome. In this method, any k number of chromo-
somes is taken and tournament is used to select the fitted chromosome. The value
k = 3 is considered in this work.

4. Crossover: Crossover operator is used to create new chromosomes from existing
one by exchanging the part of their chromosomes known as genes.Most common
types of chromosomes used are uniform, single-point, two-point crossover. In this
study, single-point crossover is used.

5. Mutation: This operator provides diversity in search space and avoid local
minima by making changes in genes of population. This work uses different
mutation operators described below:

(a) Uniform: Uniform operator randomly selects one position of chromosome
and changes the value of gene from 0 to 1 and 1 to 0 as shown in Fig. 4.
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Fig. 4 Uniform mutation

Fig. 5 Inversion mutation

Fig. 6 Swap mutation

Fig. 7 Scramble mutation

(b) Inversion: Inversion operator takes two positions of genes randomly and
invert the values of whole string between these positions as shown in Fig. 5.

(c) Swap: Swap operator chooses two positions of genes randomly and
exchanges the values of these genes as shown in Fig. 6.

(d) Scramble: Like inversion operator, scramble operator selects two positions
of genes and the values between these positions are randomly shuffled as
shown in Fig. 7.

6. Elitism: Elitism ensures that best-fitted members will be passed to next genera-
tion. To balance diversity and avoid over-fitting problem, small value of elitism is
used. In our implementation, value of elite is 2means best twofitted chromosomes
will be copied to next generation.

7. Termination: When best solution is obtained or number of generations is
reached, termination condition is satisfied. The study uses ten number of
generations.

3.4 Classification

After feature selection phase, k-nearest neighbor (KNN), and weighted KNN
(WKNN) algorithms are used for classification. The detailed description of algo-
rithms is given below:

K-Nearest Neighbor (KNN): KNN is simple, non-parametric and lazy learning
algorithmwhich provides high predictive power. The algorithm finds k closest neigh-
bors by using different distancemetrics and then classify new instance into class with
majority voting. There is no proper training phase in KNN, and all is done in testing
phase. Generally, KNN uses only odd values of k if number of classes is 2. In this
work, first divide the dataset into training and testing part in the ratio of 70:30 and
then perform KNN. The pseudo code of KNN is presented in Table 1.

Weighted K-Nearest Neighbor (WKNN): Weighted KNN is the extension of k-
nearest neighbor algorithm. This algorithm classifies data by usingweightedmajority
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Table 1 Pseudo code of KNN algorithm

voting. The main problem in KNN is that it is very sensitive to k value. KNN uses
only odd values for even number of classes. But WKNN uses both odd and even
values which results in improving the efficiency of algorithm. WKNN depends on
weights rather than only distance value for which different kernels is used. The study
uses following kernels [21] to compute weights:

1. Gaussian =
√
1exp
2π

(−D2)

2
2. Triangular = (1 − |D|) . I (|D| ≤ 1)
3. Rectangular = 1

2 I (|D| ≤ 1)
4. Inversion(Inv) = 1

|D|
5. Epanechnikov = 3

4 (1 − D2) . I (|D| ≤ 1).

Initially, divide the dataset into training and testing part in the ratio of 70:30 and
then performs WKNN. The pseudo code of WKNN is presented in Table 2.

3.5 Performance Evaluation

In this phase, the performance of KNN and WKNN algorithm is evaluated and
comparative analysis is done by using metrics accuracy, sensitivity, specificity,
positive predicted value, negative predicted value, error rate, and f-measure.
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Table 2 Pseudo code of weighted KNN algorithm

4 Implementation and Results

For implementation, an open source integrated development environment (IDE)
RStudio is used where R programming can be used. This tool provides advantage
of utilizing inbuilt packages which enable parallel execution of code. For example,
the proposed work uses caret package where gafs function uses parallel execution of
genetic algorithm.

The study uses breast cancer dataset which contains 35 features out of which two
features ID number and class variable are removed for preprocessing. After prepro-
cessing the dataset, genetic algorithm is implemented by using parameter values
listed in Fig. 3. Figure 8 displays different number of features selected for different
mutation operators. It shows that uniform operator selects the minimum number
of features whereas swap and scramble operators select the maximum number of
features.

When relevant features are selected, classification algorithms, KNN and WKNN
are performed. Firstly, data is divided into training and testing part in ratio of 70:30.
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Fig. 8 Number of features
selected by using different
mutation operators in genetic
algorithm

In KNN, k-nearest samples from training data are selected when new sample of
testing data is to be classified based on Euclidean distance. Further, classify samples
of testing data using majority voting. In this, values of k = 1–50 are considered and
finally, for k value which has highest accuracy of prediction is chosen. InWKNN, the
model is trained using different kernels on training data. The kernel and k valuewhich
has minimum classification error are selected. The kernel and k values selected for
uniform, inversion, swap, and scramble operators usingWKNN are shown in Figs. 9,
10, 11 and 12, respectively. By using selected kernel and k values, testing part is done
to measure accuracy of model.

Finally, the performance of both classification models KNN and WKNN is
analyzed by using confusion matrix which contains results, namely true positive
(TP), true negative (TN), false positive (FP), and false negative (FN) resulting in
various metrics given in Fig. 13.

The results and comparison analysis of classifiers KNN and WKNN are shown
in Table 3. In this analysis, the evaluation of three metrics accuracy, sensitivity, and
specificity is performed.

Fig. 9 Best kernel and k
value for testing data using
WKNN for uniform operator
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Fig. 10 Best kernel and k
value for testing data using
WKNN for inversion
operator

Fig. 11 Best kernel and k
value for testing data using
WKNN for swap operator

Fig. 12 Best kernel and k
value for testing data using
WKNN for scramble
operator
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Fig. 13 Performance metrics

Table 3 Evaluation metrics of KNN and WKNN

Mutation operator Metric KNN (K) WKNN (W) Gain (W-K)

Uniform Accuracy
Sensitivity
Specificity

0.8305
0.8333
0.8000

0.8644
0.8868
0.6667

0.0339
0.0535
–

Inversion Accuracy
Sensitivity
Specificity

0.8136
0.8571
0.6000

0.8305
0.8545
0.5000

0.0169
–
–

Swap Accuracy
Sensitivity
Specificity

0.8305
0.8333
0.8000

0.8644
0.9020
0.6250

0.0339
0.0687
–

Scramble Accuracy
Sensitivity
Specificity

0.7966
0.8269
0.5714

0.8475
0.8448
1.0000

0.0509
0.0179
0.4286

The evaluationmetrics shown inTable 3 indicates thatWKNNhas higher accuracy
as compared toKNN for all themutation operators. It has highest accuracy of 86.44%
for uniform and swap operator. WKNN has highest sensitivity of 90.2% for swap
operator. It has higher sensitivity compared to KNN for uniform, swap, and scramble
operators but has lower value for inversion operator. WKNN has lower specificity as
compared to KNN for uniform, inversion, and swap operator with minimum value of
50% for inversion operator. Further, the graphical representations of achieved results
of KNN and WKNN are depicted in Fig. 14.
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Fig. 14 Comparison of performance metrics of KNN and WKNN for all mutation operators

The detailed statistics of KNN and WKNN with all mutation operators are
illustrated in Table 4, with various performance metrics.

The evaluationmetrics in Table 4 depicts thatWKNNhas higher precision value as
compared to KNN for inversion and scramble operators. It also showed that WKNN
has lower error rate than KNN for all mutation operators. The classifier WKNN has
lower negative predicted value for inversion and scramble operators.

The average f-measure for WKNN has higher value when compared to KNN for
all operators.

Table 4 Detailed statistics of KNN and WKNN for all mutation operators

Metric Classifier Mutation operators

Uniform Inversion Swap Scramble

Positive-predicted value (precision) KNN 0.9783 0.9130 0.9783 0.9348

WKNN 0.9592 0.9592 0.9388 1.0000

Negative-predicted value KNN 0.3077 0.4615 0.3077 0.3077

WKNN 0.4000 0.2000 0.5000 0.1000

Error rate KNN 0.1695 0.1864 0.1695 0.2034

WKNN 0.1356 0.1695 0.1395 0.1525

F-measure KNN 0.8999 0.8841 0.8999 0.8775

WKNN 0.9215 0.9038 0.9200 0.9158
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Further, the graphical representation of performance metrics of KNN andWKNN
with all mutation operators is depicted in Figs. 15 and 16, respectively. The graph
shows the comparison analysis of all performance metrics between all mutation
operators with KNN and WKNN.

The comparative analysis presented in Fig. 15 shows that KNN with uniform
and swap operator performs better than inversion and scramble operators. Similarly,
Fig. 16 depicts that WKNN gives better results with uniform and swap operators.

Fig. 15 Performance comparison of KNN with all mutation operators

Fig. 16 Performance comparison of WKNN with all mutation operators
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5 Conclusion

In healthcare domain, there is need to propose a system for early detection and
prediction which can be developed by using machine learning algorithms with high
accuracy so that proper treatment can be taken on time. In this work, the study
has implemented genetic algorithm with different mutation operators, KNN, and
weighted KNN algorithm in order to diagnose breast cancer. This work initially
used genetic algorithm to select optimal features and further KNN algorithm is used
for classification. In KNN, choosing value of k is very tricky and wrong value can
decline efficiency of algorithm. Generally, KNN uses only odd values of k for binary
classification. Further, when weighted KNN is implemented with different kernels
and k values, the results showed that it has significantly performed better than KNN
algorithm. To conclude, by selecting significant features, choosing appropriate value
of k and classifying on the basis of weights enhance the performance of traditional
KNN algorithm.
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A Hybrid Approach for Diabetes
Prediction and Risk Analysis Using Data
Mining

Bhavna, Rupali Verma, Rohit Handa, and Veena Puri

Abstract With the increase in patients suffering from diabetes, early detection and
prediction of diabetes are the major area of concern. In this study, we propose a
hybrid model using data mining techniques to analyze the available data to predict
the occurrence of diabetes. This model is a combination of cluster and class-based
approach which uses K-means and weighted K-means for clustering and logistic
regression for classification. K-means is a simple and widely used technique, but
it is highly sensitive toward initial centroids and outliers which further affect the
prediction accuracy of logistic regression. The aim is to determine a way to improve
the initial centroid selection for K-means and retain maximum original dataset to
enhance the performance of logistic regression. Results show that accuracy of the
classification model using K-means and weighted K-means is 96.97% and 97.84%,
respectively. Further, using the classification results, this paper analyzes the risk
associated with diabetic and non-diabetic patients.

Keywords Data mining · K-means clustering · Weighted K-means clustering ·
Logistic regression

1 Introduction

With the ever-increasing data in every field, specifically in healthcare sector, there is
a need to utilize the obtained information in a productive way. Focusing on usage and
advantages of various technologies and their applications, they can result in refined
patient data analysis and better overall healthcare predictions. These technologies
and platforms can provide provisions for improved solutions, individual health plans
and development of clinical support systems.
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Nowadays, there has been an extensive increase in the number of diabetic patients.
According to WHO report, about 69 million people in India were diagnosed with
diabetes in 2015 [1]. It is estimated that this count will rise to 98 million by the
end of 2030. Diabetes is caused due to high rise in blood sugar level. The most
common types of diabetes are Type 1, Type 2 and gestational diabetes [2]. Type 1
diabetes is caused when the human body is not able to generate sufficient amount of
insulin. In type 2 diabetes, the body is unable to make proper use of produced insulin.
Gestational diabetes develops in pregnant women and in most cases goes away after
the birth of baby, but they are highly prone to type 2 later on. In order to identify the
high risk patients, advanced technologies can be used. The emerging technologies
play a pivotal role in addressing these challenges, and data mining proves to be an
appropriate field.

Data mining analyzes the data to obtain connections and find patterns within the
data, and using them, predictions can be made or the recent trends can be uncov-
ered and analyzed [3]. They are broadly categorized into predictive and descriptive
techniques. The predictive techniques have been implemented to obtain the results
regarding breast cancer, heart disease and diabetes to analyze the current status and
make future predictions regarding the occurrence of disease, early detection and
preventable patient deaths.

This research paper focuses on improving the accuracy of diabetes prediction
model. With a median-based approach for initial centroid selection, K-means and
weighted K-means (WKM) are used to cluster the instances based on the similarity
between them and are classified using logistic regression. Based on the results, a
comparative study of both the techniques is presented, and risk associated with non-
diabetic and diabetic patients is analyzed. This paper consists of different sections
as mentioned: Sect. 2 comprises the work related to disease prediction methods.
Section 3 gives an insight of the proposed work. Section 4 presents the results
obtained. Section 5 provides a comparative study of the existing work and the
proposed model followed by conclusions in Sect. 6.

2 Related Work

Recently, more efforts have beenmade to improve the accuracy of prediction. Several
techniques have been used to obtain better classification and prediction results. Some
of the existing works have been discussed in this section.

Priyadarshini et al. [4] proposed a hybrid algorithm for the classification of the
diabetic and non-diabetic patients using K-means algorithm and the gravitation
search algorithm.GSA is the optimization-based algorithmwhere the classification is
done based on the best available centroid. It identifies the true positive and true nega-
tive class. K-mean rather than taking the random classifier uses optimized centroid
for the classification purpose. The performance given by the hybrid technique is the
best for the given training and testing set.
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Rabindra et al. [5] proposed a process of SDI as spatial data infrastructure for
the sharing of geospatial big data. This SDI has been integrated to the cloud-based
architecture to build a combined process of cloud-SDI. This paper studied various
malaria vector-borne disease for the state of Maharashtra and also used lossless data
compression on the data for the easy sharing globally with efficient way.

Archana et al. [6] presented a comparative study of the performance of K-means
clustering by varying the distance metrics. Results showed that performance of clus-
tering using K-means is affected by the selection of distance metrics and Euclidean
distance metric provides the better result than the others.

Sandeep et al. [7] presented a hybrid approach for diabetes prediction where K-
means is used for dimensionality reduction and classification is done using support
vector machine. The initial centroids for K-means are obtained by partitioning the
dataset and choosing a centroid from each partition. Results showed that this hybrid
approach achieved an accuracy of 92%. Another hybrid approach used K-means
clustering. Further, data was classified using SVM [8]. The results showed that the
combination of K-means and SVM produces promising results and use of optimiza-
tion techniques can further enhance the performance of the model. Wenqian et al.
[9] proposed a hybrid approach implementing K-means for data reduction and clas-
sified PIMA Indian diabetes dataset using J48 decision tree. The correctly clustered
532 instances obtained from K-means were used to obtain the decision tree. Results
showed that the accuracy of prediction model came out to be 90.04%. Kanika et al.
[10] proposed an optimized hierarchical clustering method which aimed at reducing
the computation cost. Genetic algorithm and SVM were also used for feature selec-
tion and classification, respectively. PIMA Indians diabetes dataset was used, and the
accuracy was improved by 1.351%. Isaac et al. [11] compared the accuracy obtained
by implementing K-means algorithm and decision tree. Results showed that both
the techniques resulted in high accuracy, but statistical results show that K-means
algorithm has higher performance than decision tree.

DeAmorim et al. [12] presented a comparative study of different feature weighing
methods for K-means clustering. A discussion of the ninemost innovative techniques
to assign weights to feature for K-means is presented out of which six algorithms
were implemented using dataset with and without noise. Further, eight key charac-
teristics were discussed which were used to provide a detailed comparison of the
algorithms. Meng et al. [13] presented a comparison of the performance of three
different classifiers by using diabetes dataset consisting of 12 attributes. The three
models, logistic regression, ANN and decision tree were evaluated based on accu-
racy and a few more parameters. Experimental results showed that the decision tree
and artificial neural network came out to be the best and worst classifiers among
the three models. Ambika et al. [14] presented a comparative analysis of various
machine learning techniques by listing the pros and cons of each and comparing
their accuracy and other performance parameters. The techniques, namely decision
tree, ANN, random forest, KNN, Naive Bayes, logistic regression and SVM, have
been implemented using the PIMAdiabetes dataset. The experimental results showed
that logistic regression provides the best accuracy as compared to other algorithms.
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Liu [15] implemented logistic regression to classify the dataset using a combi-
nation of features. Varying the set of selected attributes affected the performance of
classifier. Results showed that logistic regression proved to be an easy and efficient
way. Sun et al. [16] used a combination of logistic regression, random forest algorithm
to identify different genes of breast cancer on micro array dataset. The prediction
accuracy rates were analyzed by varying the threshold value. Top 20 genes were
recognized that are expected to influence the development of breast cancer, and a
maximum accuracy obtained was 95.57%.

Han Wu et al. [17] also proposed a model that implemented K-means algorithm,
logistic regression usingWEKA toolkit to predict type 2 diabetes. The main aim was
to enhance the accuracy and implement the model using various datasets. This model
produced satisfying results and was less time consuming. Accuracy of the proposed
model was 3.04% more than the existing ones.

3 Proposed Work

The proposed model consists of several stages as shown in Fig. 1. Firstly, the data is
preprocessed and used to find the initial cluster centers usingmedian-based approach.
Then, using the obtained initial centroids, data is clustered into two clusters. The

Fig. 1 Design of proposed model
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Fig. 2 Dataset description

incorrectly clustered data items are removed and the rest are fed to the classifier.
In the final stage, results of classifier are used to analyze risk associated with the
patients.

3.1 Dataset

The PIMA Indian diabetes dataset contains data of 768 female patients fromPhoenix,
Arizona, the USA extracted from online repository [18]. It consists of eight attributes
and one output variable. Out of 768 patients, 500 tested negative, whereas 268 tested
positive for diabetes. The attributes of the dataset used are shown in Fig. 2.

The last attribute indicates whether the patient is non-diabetic(0) or diabetic(1).
Sample of dataset used is shown in Fig. 3.

3.2 Data Preprocessing

The dataset quality is of utmost importance as it directly affects the results of predic-
tion. So, initially, the dataset is preprocessed to replace the incorrect ormissingvalues.
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Fig. 3 Sample of dataset

The PIMA Indian diabetes dataset contains incorrect values for some attributes like
blood pressure and BMI. These attribute values cannot be zero and were replaced by
the column median. Further, each data value (x) was normalized [17] using (1).

x = x − mean

standard deviation
(1)

The preprocessed data is further divided into training and testing set.

3.3 Initial Centroid Calculation

The K-means algorithm starts by choosing random initial centroids, and after several
iterations, it obtains the final cluster centers. These initial centroids play a vital role
in K-means clustering. Selection of initial centroids can lead to more precise final
cluster centers, thus improving the accuracy of clustering.

In the proposed work, initial centroids are selected as shown in Fig. 4.
The distance of each data value is calculated from origin using (2).

Dxy =
√
√
√
√

m
∑

k=1

(xik − y jk)2 (2)

where Dxy is the distance between x and y and m is the total number of attributes for
each instance.

The dataset is sorted according to the distance, and based on the number of clusters
required, the sorted dataset is divided into k sets. Since the class variable has two
values (non-diabetic-0 and diabetic-1), value of k is assigned to 2. The median of
each set is selected as an initial centroid. Selection of median value diminishes the
effect of outliers and returns a unique value.
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Fig. 4 Initial centroid
selection

3.4 K-means Clustering

K-means clustering is a popular unsupervised approach where the observations are
partitioned into predefined number of clusters based upon the similarity between
them. The clusters formed follow the below-mentioned properties:

1. Ski=1Ci = N

where N = Number of observations and k = Number of clusters

2. Ck ∩ Ckt = ϕ∀k kt

In the second step, K-means clustering is applied on training dataset with specific
initial centroids as shown in Fig. 5. The correctly clustered data is collected and fed
to the logistic regression algorithm, and the incorrectly clustered data is discarded
so that the model is trained with more accurate data values.
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Fig. 5 Flowchart of K-means clustering

3.5 Weighted K-means Clustering

This approach is an extension of K-means clustering where the weights are assigned
to individual features based on their importance [12]. The features assigned more
weights will have more effect on figuring out the cluster to which the observation
belongs. Initially, a random weight is assigned to each feature. Then, the feature
weights are calculated automatically each time the clusters are obtained and distances
are calculated. The objective is to minimize the Eq. (3).

W (C, P,w) =
K

∑

k=1

∑

i∈Ck

∑

v∈V
wvd(yiv, pkv) (3)

where wv is the weight of feature v where v∈V (set of features) for a dataset y having
k number of clusters Ck and centroids Pk .

This process continues till the algorithm converges as shown in Fig. 6. The final
weights obtained indicate the importance of each feature.

Then, the correctly clustered observations are used to train the classifier.
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Fig. 6 Flowchart of WKM clustering

3.6 Logistic Regression

Regression comes into use when there is a need to establish a relation between the
independent variables that determine the output and the dependent variable. It maps
data values to predefined categories. There are several types of regression techniques,
but the commonly used are linear and logistic regression. Linear regression produces
a continuous outcome which can also fall outside the range 0–1 and is not suitable
for binary classification as shown in Fig. 7, whereas logistic regression is a predictive
analysis technique mostly used for classification where the output is either 0 or 1. It
can also be used for multinomial classification with or without ordering.
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Fig. 7 (a) Linear regression and (b) logistic regression

Logistic regression initially produces a continuous outcome but makes use of
sigmoid function. This function returns a probability value which can be mapped to
two or more discrete classes. Further, this value is mapped based on the threshold
value, which is normally set to 0.5 but may vary for imbalanced dataset.

In the proposed model, the correctly clustered data values are used to train the
logistic model considering all the attributes of the dataset. The probability for each
data value is calculated using (4).

P(t) = 1

1 + e−t
(4)

t = A0 + A1X1 + . . .+ AnXn where Ai denotes the model’s parameters, Xi refers to
the input parameters, and P(t) is the calculated probability. Based on threshold value
(th = 0.5), the probability obtained is mapped to binary outcome (0 or 1). The ones
having probability greater than 0.5 are marked as diabetic, whereas those having
probability value less than 0.5 are considered non-diabetic.

3.7 Risk Analysis

Risk analysis basically refers to analyzing the outcomes of previous observations
and based on that predicting the chances or risk probability for new ones. Based on
the results of hybrid model, risk analysis is performed for non-diabetic and diabetic
patients.



A Hybrid Approach for Diabetes Prediction and Risk Analysis … 1223

4 Results

The model is implemented using R tool. It provides a convenient and more user-
friendly interface to implement and study the experimental results.

The dataset containing eight different attributes and an outcome variable is
imported. The outcome variable is eliminated, and the remaining data is prepro-
cessed, and then, it is divided into training and testing set in the ratio of 70:30.
Further, using the median-based approach, two initial centroids are obtained based
on which data is clustered into two clusters using K-means and WKM clustering.
Since, the initial centers were defined, and this reduced the effect of outliers on the
formation of final clusters and increased the number of instances that are clustered
correctly. The clusters obtained are shown in Fig. 8. The cluster having data points
marked in green refers to non-diabetic patients cluster, and the one in red indicates the
diabetic cluster. Further, these data values were used for classification of instances
using logistic regression.

4.1 Performance Parameters

To measure the performance of the model, several evaluation parameters are used
which are obtained using confusionmatrix. The confusionmatrix is a combination of
actual and predicted values which are used to measure the performance of the model.
The performance parameter is calculated as shown in Fig. 9. Accuracy is the ratio
of correctly predicted instances to total number of instances. The accuracy obtained
for the proposed model using K-means andWKM clustering is 96.97% and 97.84%,
respectively.

Kappa coefficient is an evaluation parameter to measure homogeneity of the given
model. Its value ranges from 0 to 1. The value closer to 0 means that there is less
agreement between the actual and predicted outcomes, whereas value closer to 1
means that there is more resemblance between the actual and predicted values.

Fig. 8 Clusters obtained using K-means and WKM clustering
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Fig. 9 Various performance
parameters

1 − po − pe
1 − pe

(5)

where

po = TP + TN

N

and

pe = [(TP + FN) ∗ (TP + FP) ∗ (TN + FN)

N

The results obtained for the prediction of diabetes using the proposed model in R
studio are shown in Fig. 10. The confusion matrix shown in the screenshot is used
to calculate the value of various performance metrics.

Table 1 summarizes the values obtained for different performance metrics. It is
observed thatWKMand logistic regression perform better thanK-means and logistic
regression in terms of all parameters except for specificity.

The ROC curve is useful for visualizing the performance of binary classifier. For
every classification threshold, it plots the true positive rate against false positive rate
to provide a performance overview of the classifier. The ROC curve obtained for
the proposed model is shown in Figs. 11 and 12. Area under the curve is obtained
from ROC curve. Higher the value, more the accuracy of the model. The values
obtained for the classifier usingK-means andWKMclustering are 0.9712 and0.9775,
respectively.
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Fig. 10 Results of classifier using K-means and WKM clustering

Table 1 Performance measure indices of proposed work

Performance metric Proposed work (K-means and
logistic regression)

Proposed work (WKM and logistic
regression)

Accuracy 0.9697 0.9784

Recall 0.9630 0.9796

Precision 0.9629 0.9795

Specificity 0.9855 0.9762

F score 0.9629 0.9795

Kappa 0.9291 0.9534

Fig. 11 ROC curve using
K-means, logistic regression
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Fig. 12 ROC curve using
WKM, logistic regression

Fig. 13 Risk analysis of
non-diabetic patients

4.2 Risk Analysis

Based on the results obtained from classification, risk analysis for both non-diabetic
and diabetic patients is performed. The screenshot of plots obtained is shown in
Figs. 13 and 14.

In case of non-diabetic patients, the data values that lie close to zero as shown in
Fig. 13 have a high probability of having diabetes in the future, whereas the ones that
lie far away have low probability of having diabetes. This analysis can be helpful to
patients having high risk as they can take necessary precautions to avoid the disease.

In case of diabetic patients, the ones that lie near zero as shown in Fig. 14 can
take necessary precautions to control their sugar level, and the ones that lie far away
are at a high risk and need to take immediate measures to control the blood sugar
level since it can prove to be fatal.
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Fig. 14 Risk analysis of
diabetic patients

5 Discussion

The experimental results in Table 2 show that using the proposed model, the number
of correctly clustered instances increased as compared to existing work.Weqian et al.
[9] and Mustafa et al. [19] implemented standard K-means algorithm, whereas Han
wu et al. [17] implemented K-means with different seed values.

These approaches selected centroids based on local optima and were affected
by outliers. Using the median-based approach for initial centroid calculation in the
proposed work, improved the percentage of correctly clustered instances obtained
after clustering.

Table 3 summarizes the value of different performance parameters obtained by
researchers for diabetes prediction on the PIMA Indian diabetes dataset. The compar-
ison shows that the proposed model performed better than the existing work in terms
of various parameters like accuracy, precision, recall and specificity.

The model proposed by Han Wu et al. [17] has accuracy closest to the proposed
model. So, a comparative analysis of the models is shown in Fig. 15 considering

Table 2 Comparison of
clustering results

Author Correctly clustered instances (%)

Wenqian et al. [9] 69.27

Mustafa et al. [19] 74.21

Han Wu et al. [17] 76.69

Our proposed model (using
K-means)

80.07

Our proposed model (using
WKM)

84.72
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Table 3 Comparison of different models

Author Methodology Accuracy (%) Precision (%) Recall (%) Specificity (%)

Proposed
model

WKM,
logistic
regression

97.84 97.95 97.96 97.62

Proposed
model

K-means,
logistic
regression

96.97 96.29 96.30 98.55

Han Wu et al.
[17]

K-means,
ogistic
regression

95.42 95.4 95.4 –

Wenqian
et al. [9]

K-means,
Decision tree

90.04 – 87.27 91.28

Patil et al.
[20]

K-means,
C4.5

92.38 – 90.38 93.29

Purushottam
et al. [21]

C4.5 81.27 – – –

Deepti et al.
[22]

Naive bayes
SVM
Decision tree

76.30
65.10
73.82

75.90
42.40
73.50

76.30
65.10
73.80

–
–
–

Fig. 15 Comparative analysis using various performance parameters
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several quality measures. The figure clearly illustrates that the proposed model
performs better in terms of all parameters.

6 Conclusion

With the increasing demand of predictive analysis in the medical field, the aim is to
propose an efficient model for diagnosing and predicting the occurrence of diabetes
based on several parameters. The proposed model is a combination of cluster and
class-based techniques. ThoughK-means clustering is an efficient technique to obtain
clusters based on similarity between the instances, but it is sensitive toward the selec-
tion of initial centroids. Here, we presented a median-based method for the selection
of initial centers to reduce the effect of outliers and further enhance the performance
of the classifier. Further, K-means and WKM have been applied for clustering and
classification of instances is done using logistic regression. Experimental results
showed that about 80% and 84% of the original data is retained after K-means
and WKM clustering, respectively, which is fed to classifier. Accuracy obtained for
classification using K-means and WKM in combination with logistic regression is
96.97% and 97.84%, respectively. The model with WKM performs slightly better
than the one using K-means for clustering. Further, the risk associated with diabetic
and non-diabetic patients is analyzed using results of classifier which can be helpful
to the patients and medication can be prescribed accordingly.

The current research focused on hybridization of K-means and logistic regression
for diabetes prediction based on eight different parameters. In the future, focus can be
laid on using several other combinations of clustering and classification approaches
for disease prediction on a larger dataset having more number of attributes. Different
feature weighing approaches can also be used to enhance the process of clustering.
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Performance Analysis of Classification
Methods for Cardio Vascular Disease
(CVD)

N. Komal Kumar , R. Lakshmi Tulasi, and D. Vigneswari

Abstract Cardio Vascular Diseases (CVD) are a cluster of diseases of blood vessels
and heart, which ranges from a small blood clot to severe heart failure. Machine
learning classifiers help to forecast the plausibility of patients subjected to Cardio
Vascular Disease (CVD) by analyzing various medical parameters such as heart rate,
Cholesterol level, HbA1c, weight, ECG results. This paper focuses on the perfor-
mance of various machine learning classifiers based on accuracy and execution time
over a CVD dataset in predicting Cardio Vascular Disease (CVD). RandomForest,
J48, Hoeffding tree, Logistic Model Trees (LMT), and RandomTree classifiers were
used in the prediction. In the analysis, Hoeffding tree classifier achieved high accu-
racy of 85.1852% and execution time of 0.17 s in predicting patients subjected to
CVD than the other classifiers under analysis.
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1 Introduction

Cardio Vascular Diseases are the disorders of blood vessels and heart; they include
rheumatic heart disease, peripheral heart disease, cerebrovascular disease, coro-
nary heart disease, congenital heart disease, and deep vein thrombosis. Rheumatic
heart disease damages the muscles and valves of the heart caused by streptococcal
bacteria. Peripheral arterial heart disease is the disease of blood vessels in arms and
legs. Congenital heart disease deals with the malformation of heart structure from
birth. Cerebrovascular is the disease of the blood vessel connecting to the brain.
According to the heart disease and stroke statistics, 2017 cardiovascular disease
(CVD) listed as an underlying cause for death in US [1]. About 2200 die due to
Cardio Vascular Diseases every day. The main factors causing heart diseases are
Coronary Heart Disease (CHD), hypertension, and stroke. Heart attacks and strokes
are mainly caused by a blockage of blood that flows to the brain or heart. The reason
for the blockage is the growth of fatty deposits in the inner walls of the blood vessels.
Strokes are caused by the leakage in the blood vessels which carries blood to heart.
The causes of the strokes and heart attacks are due to the use of tobacco, hyperten-
sion, diabetes, consumption of alcohol, and hyperlipidaemia. Terminating tobacco
and alcohol use, reducing salt in the diet can reduce the risks of Cardio Vascular
Diseases. The common symptoms include difficulty in vision, speaking, and under-
standing, confusion, numbness of the leg, arms, and face. Recent advancement helps
to predict Cardio Vascular Disease at early stages and the factors affecting it. Data
mining classifiers help to reveal the hidden information by analyzing the medical
parameters and provides the solution efficiently.

2 Related Study

Cardio Vascular Disease has several factors such as smoking, Physical Inactivity,
Nutrition, Obesity, level of cholesterol in the blood, High BP, and even Diabetes
Mellitus. According to the statistics [1] about 2200 die due to heart-related diseases
every day, 9.1%ofmiddle age have been diagnosed suffering fromDiabetesMellitus,
30.4% of the population lack physical activity, 37.7% are obese, and 39.7% ofmiddle
age has a cholesterol level of 200 mg/dL. Irene Marzona et al. [2] has predicted the
model that the patients with diabetics have higher CV risk. Medical Practitioner
suggests that every individual according to their congenital characteristics may have
previous atherosclerosis diseases; these characteristicswill try to eruptwhen the envi-
ronment becomes favorable for them. The explosions of these are caused mainly due
to two reasons, one is improper dietary plan, smoking, alcohol consumption, etc., and
another reason is the intake of Oral Anti-diabetic Drugs (OAD) for the treatment of
Diabetics Mellitus. Even the patient with N-3 fatty acid is subject to Cardio Vascular
risk factors [3]. The study of High-Low risk of cardiovascular risk was presented
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in [4]. The data mining techniques can also be applied to software [5]. The perfor-
mance comparison of various classifiers such as C4.5 andNaïve Bayes is presented in
[6]. Machine learning classifier analysis for Diabetes Mellitus (DM) prediction was
presented in [7], where the machine learning classifiers such as REP tree, decision
tree, and Logistic Model Tree (LMT) were subjected to a dataset of the patients who
suffer from Diabetes Mellitus. A multimodel-based ensemble technique for chronic
kidney disease prediction was proposed in [8], which involves hybrid classifiers for
patient disease classification. An optimized random forest machine learning classi-
fier was proposed in [9], where a GA-ORF classifier is used for predicting patients
with Diabetes Mellitus. Further, machine learning classifiers [10] can be applied to
a medical dataset for optimized and accurate outcomes that can help the medical
practitioner to take preventive actions.

3 Methodologies

The analysis was conducted by using data set [11] from the University of California
at Irvin (UCI) which includes 13 attributes classified into two classes “present” and
“absent”. The implementation process startswith feature selection data preprocessing
technique, the preprocessed observations are fed to ML classifiers such as Random-
Forest, J48, Hoeffding tree, LMT, and RandomTree usingWEKA tool. True Positive
(TP), False Positive (FP), True Negative (TN), and False Negative values obtained
from the confusion matrix were used in the calculation of accuracy of the classifiers.
The framework for predicting cardiovascular disease is represented in Fig. 1.

Ho [12] proposed random forest orRandomDecision Forest in 1995, usesmultiple
learning classifiers such as decision trees to predict the solution. Taking the average
of the majority of votes can do prediction. J48 is a java implementation of C4.5 [13]
classifier, the decision trees created by this classifier can be used for classification
hence the name statistical classifier. C4.5 uses training data for classification. The
classifier works as follows. An attribute is chosen at each node, which effectively
splits the set of samples into subsets. The splitting is based upon the information gain.
Hoeffding tree [14] or VFDT (Very Fast Decision Trees) is the standard decision tree
classifier for data stream classification. VFDT uses the hoeffding bound to decide
the minimum number of arriving instances. Logistic Model Tree or LMT [15, 16] is
a classification model for supervised learning, which combines logistic regression
and decision tree. Logistic regression deals with linear regression models used in
the olden days. These linear regression models [14] are combined with the decision
tree learning classifiers for classification. Random Trees or Decision tree [17] is the
simplest classification mechanism created to classify the variable based upon certain
conditions.
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4 Experimental Analysis and Findings

The data set comprises of 75 attributes with 1550 observations. After data prepro-
cessing, the 13 attributes such as age, gender, blood pressure, ECG results, pain in
chest, cholesterol, blood sugar, angina, old peak value, the slope, no of major vessels
colored by fluoroscopy (value = 0–3), thal (3-normal, 6-fixed defect, 7-reversible
defect) and attribute class (present, absent) comprising of 270 observations which
are the major cause of CVD. A split criterion is used to divide the dataset into 60% as
training and 40% as test. The training set is used to build the classifiers model which
validates the test set. The satisfaction is obtained from both training and test sets. In
order to find the conclusions of the analysis, these classifiers are tested on the basis of
several statistics and models. First, we started to apply various statistics approaches
[18, 19] like finding its MAR (Mean Absolute Error), Percentage of RAR (Relative
Absolute Error), RMSER (Root Mean Squared Error), percentage of RRSER (Root
Relative Squared Error). Second, we followed to perceive the characteristics models,
calculating performance metrics such as true positive, false positive, true negative
and false negative values (Table 1), Precision, ROC (Receiver Operating Characteris-
tics), Recall [20], Precision-Recall Curve (PRC) [20], represented in Table 2. Finally,
we calculate the accuracy (CCI), inaccuracy (ICI), and model building time that are
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Table 1 Confusion matrix of RandomForest, J48, Hoeffding tree, LMT and RandomTree

Classifier TP TN FP FN

RandomForest 47 4 18 39

J48 48 3 14 43

Hoeffding tree 45 6 10 47

LMT 45 6 12 45

RandomTree 42 9 25 32

Table 2 Classifiers with their true positive rate, false positive rate, precision, recall, ROC, PRC

Classifier True positive rate False positive rate Precision Recall ROC PRC

RandomForest 0.796 0.191 0.820 0.796 0.916 0.905

J48 0.843 0.147 0.859 0.843 0.842 0.801

Hoeffding tree 0.852 0.145 0.854 0.852 0.917 0.919

LMT 0.833 0.162 0.838 0.833 0.926 0.927

RandomTree 0.685 0.300 0.708 0.685 0.692 0.637

NoteWeighted average of class a and class b are taken into consideration

Table 3 Classifiers with their
accuracy, inaccuracy and
execution time (s) to build the
model

Classifier CCI (%) ICI (%) Exec time (s)

RandomForest 79.6296 20.3704 1.03

J48 84.2593 15.7407 0.19

Hoeffding tree 85.1852 14.8148 0.17

LMT 83.3333 16.6667 1.4

RandomTree 68.5185 31.74815 0.06

represented in Table 3. Both, statistics and characteristics models are together used
in obtaining the feasible classifier by comparing the accuracy and the execution time.

General confusion matrix [21] is denoted as TP—True Positive, FP—False Posi-
tive (Type I Error), FN—False Negative (Type II Error) [22], TN—True Negative,
respectively [23, 24].

The comparison of the TPR, FPR, Precision, Recall, ROC, and PRC values of
RandomForest, J48, Hoeffding tree, LMT and RandomTree classifiers is represented
in Fig. 2. Accuracy and inaccuracy of RandomForest, J48, Hoeffding tree, LMT and
RandomTree classifiers are shown in Fig. 3. The execution time (sec) of Random-
Forest, J48, Hoeffding tree, LMT, and RandomTree classifiers are shown in Fig. 4
respectively.
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Fig. 2 Parameter values

Fig. 3 Accuracy and inaccuracy

Fig. 4 Execution time (s)

5 Conclusion and Future Outlook

This paper focuses on performance analysis of ML classifiers such as Random-
Forest, J48, Hoeffding tree, Logistic Model Trees (LMT), and RandomTree were
analyzed in predicting Cardio Vascular Disease (CVD) in this study. The accu-
racy of the classifiers was calculated based on the True Positive (TP), False Posi-
tive (FP), True Negative (TN), and False Negative (FN) values from the confusion
matrix [21]. In the analysis, the Hoeffding tree classifier achieved high accuracy of
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85.1852% and a model building time (execution) of 0.17 s which is greater than the
RandomTree machine learning classifier with 68.5185% accuracy. Applying hybrid
machine learning classifiers on a real-time datasets can do further exploration.
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Secure Data Deduplication (SD2eDup)
in Cloud Computing: Threats,
Techniques and Challenges

Basappa B. Kodada and Demian Antony D’Mello

Abstract Storage is the most important service provided by cloud computing
technology helps many individuals from managing in-house storage infrastructure.
To provide the availability of data at any time and anywhere, the cloud service
provider will store the redundant copy of data in the cloud storage server. This will
leads to the waste of storage space by duplicating the user’s data in the cloud. The
data deduplication technique has attractedmany cloud vendors to increase the storage
space by deleting the same copy of data from the cloud storage server and reduce the
storage cost for cloud users. The data deduplication comes with many security issues
due to its exploration of metadata stored in the cloud. To deal with these security
issues, many secure data deduplication techniques have been proposed. Hence, in
this article, we present the taxonomy on the classification of data deduplication tech-
niques for general data. And we discuss the secure data deduplication along with
different security threat models during data deduplication process. In this article,
we also discuss the various existing secure data deduplication schemes proposed by
researchers and present in taxonomy. Finally, we identify some of the open research
challenges and present for future research direction in the big data era.

Keywords Cloud computing · Data security · Cloud security · Deduplication ·
Secure deduplication · Taxonomy of cloud security · Big data · Big data security
1 Introduction

Cloud computing allows a huge amount of data to be stored in a centralized storage
server and allow users to access it at any time and anywhere based on their demand.
The increasing of its popularity and cost-effective [1], many organizations are plan-

B. B. Kodada (B)
A J Institute of Engineering and Technology Mangalore, VTU Belagavi, Belgaum, India
e-mail: basappabk@gmail.com

D. Antony D’Mello
Canara Engineering College Mangalore, VTU Belagavi,Belgaum, India
e-mail: demianantony@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_94

1239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_94&domain=pdf
mailto:basappabk@gmail.com
mailto:demianantony@gmail.com
https://doi.org/10.1007/978-981-15-5341-7_94


1240 B. B. Kodada and D. Antony D’Mello

ning to move from the private storage system to the cloud storage system. Because
storage service provided by the cloud is one of the most widely used by users and
organizations and have greatly benefited from it since they can store huge amount
of data without upgrading to their hardware [2]. Nowadays, cloud storage services
are provided by many local and global cloud service providers (CSP) and most of
the social media, software application, users and organizations use these services to
store their huge amount of data which is being generated from them.Hence, the cloud
computing has become the most important which has significantly changed the big
data management system for small and medium scale industry due to its scalability,
reliability and on-demand services wherever and whenever needs with negligible
cost. The applications of cloud computing have been used in health care sector, the
author of [3, 4] has presented the article of cloud computing application toward the
health care sector and analyzing the special data by spatial data infrastructure model
named as cloud ganga [102]. The author also presented the cloud architecture for big
data analytic technique for spatial data in [5].

The big data are being generated from small scale, medium scale industries, social
media and stored in the cloud storage server. The growth of data has become 8.4 ZB
by 2018 and will reach 15.3 ZB per year by 2020 [6] and 90% of traffic will be
coming from cloud data center [6]. That means the huge amount of duplicated data
may present in the cloud storage server. These duplicate data might be backup of
user’s data, but it eats a lot of storage space. In this regard, the lot of duplicated copy
of data is being generated from cloud users, CSP, social media which basically leads
to the waste of storage space in the cloud. Because many times, the same data being
uploaded to cloud storage server by many users which consume more storage space,
more bandwidth, more computing power leads to environmental pollution due to its
computational power requirements to manage the huge amount of data in a different
data center located at a different geographical location. Hence, it is very essential
that duplicated copies of data must be eliminated from the cloud which increases the
utilization of storage space by 30%. So CSP performs the deduplication process in
order to eliminate the same copies of data stored in the cloud storage server. It is a
challenging task to delete the redundant copies of data stored and is stored to the cloud
storage server. The data deduplication is a process of increasing the storage space by
eliminating the redundant copies of data stored in cloud storage. That means, only
one copy of data will be kept in cloud storage even if such data is owned by the same
or multiple users.

1.1 Literature Survey

There are many survey papers on data deduplication technique only for general data.
The author of [7] presented the deduplication technique for multimedia data in cloud
computing and has classified the deduplication technique based on multimedia like
type, level, inline and postline processing, client and server side, single and cross-user
deduplication techniques. Fue et al. presented a classification of data deduplication
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techniques based on functionalities and operational aspects in [8] and author of [9]
has identified the deduplication techniques based on the level of data like file level
and block level (fixed length, variable length). The author of [10] has classified the
data deduplication based on system design by referring classification of deduplica-
tion defined by [11]. The author further classified deduplication techniques into six
key decisions: granularity, locality, timings, indexing, algorithms and scope. Most of
all previous work has been focused on analysis and efficiency on data deduplication
without caring for the data security because deduplication and cryptographic algo-
rithms are opposed to each other [12]. The author of this paper has described detail
survey on various techniques for secure data deduplication by considering all threats
during data-in-transit and data-at-rest in the deduplication process.

1.2 Scope and Contribution

This survey presents an overview of cloud computing and its importance in providing
storage service for users. This article is mainly focused on secure data deduplica-
tion in cloud computing through which CSP and users will be benefited in terms of
storage space utilization at an affordable cost. We discuss the different deduplica-
tion techniques for general data and present their taxonomy based on computational
resources and geographical location. We extend this article by exploring security
threat models during data deduplication process. We also present the existing mech-
anisms to provide security during data deduplication in cloud computing at various
levels. We finally give some insights into the open research challenges of secure data
deduplication in big data ear.

1.3 Organization

The remaining part of this article is organized as follows: Sect. 2 describes and
presents the secure data deduplication and taxonomy on data deduplication classifi-
cations. The existing security schemes for data deduplication is resented in Sect. 3.
Section4 discusses some of the open research challenges for future research direction
in cloud computing and finally, we conclude the article in Sect. 5.

2 Secure Data Deduplication (SD2eDup) in Cloud
Computing

Duplicated copies of data are being generated from different users, organizations and
CSP to backup of data for availability purpose. Basically, if we have an important
file and would not like to lose it, then the copy of the file will be stored in different
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Fig. 1 Taxonomy of data deduplication techniques

locations and due to this duplicated data will be generated in the cloud. Hence, it
is very essential to eliminate the redundant copies of data is being stored in the
cloud storage server. The process of deleting the same copy of data stored in a single
cloud or multi-cloud called data deduplication [13] improves the storage efficiency,
increase the storage space and reduce storage cost. That iswhy, the data deduplication
has attracted many CSP to improve the storage space utilization and attracting the
many users by reducing the storage cost. The recent studies show that the data
deduplication in the cloud can reduce the 50% storage cost in the standard file system
and by up to 90–95% for backup application [14]. The data deduplication is usually
performed by three entities: Cloud user who is data owner, CSP is a storage service
provider to outsource the user data and third party who is trusted the party to trust on
related computation. We know that the data can be text, numbers and multimedia,
and we classify the deduplication based on computational resources and presents in
taxonomy which is shown in Fig. 1.

2.1 Classification

Generally, we know that duplicate copy of data will be stored in thememory (primary
or secondary) by the user at the source side or destination side. Hence, the data
deduplication has to be done at source or destination. But many researchers have
classified the deduplication techniques based on the general opinion, system design
and architecture. In this paper, we classify the data deduplication techniques based
on system resources and location of data being stored and duplicated. The taxonomy
on the classification of data deduplication is shown in Fig. 1.
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2.1.1 Based on Storage

The data deduplication techniques can be applied on either primary storage or sec-
ondary storage [6].

• Primary Storage: The primary storage-based deduplication executes on main
memory to delete the redundant copies of data being stored in main memory
because the primary storage consists of flash drives on storage area network where
data are used to store on a daily basis which includes structured and unstructured
data [9].

• Secondary Storage: All data are stored on a secondary storage device, the dedu-
plication techniques have been applied to the data stored on secondary storage
[9]. First, the data has to bring back to primary memory to verify the existence of
duplication.

2.1.2 Based on Computational Resources

To improve the throughput and efficiency of data, deduplication can be applied on
the node level or cluster level.

• Node Level: Instead the central deduplication, data can be distributed over node
level and improves the throughput of deduplication [7, 10]. Data deduplication is
identified by the computational resources of a single node, but it does not improve
the throughput much. It will have the same cost as a local node.

• Cluster Level: The set of nodes can improve the throughput of the deduplication
process on large scale data set. So distributed system needs to define the special
routing mechanism to route data to the clustering nodes where several compu-
tational resources of nodes will be used to identify the data duplication which
improves its efficiency and throughput as well [7, 10].

2.1.3 Based on Connectivity

Deduplication can also be categorized based on connectivity where cloud data are
distributed to locally and globally connected nodes to eliminate the duplicated copies
of data

• Local Connectivity: The data deduplication is done at local area network where
local computers are connected to each other. In this process, the data has to be
distributed to nodes in local connectivity to identify the duplicated copies of data
with the help of parallelism and indexing techniques [9].

• Global Connectivity: The common data elimination is done in the distributed
environment, i.e., across multiple data set at globally connected nodes. It is also
known as multi-node deduplication globally [9]. The data are sent to the cluster
connected globally to identify the existence of the common file and eliminate it.
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2.1.4 Based on Location

Data deduplication can be done based on the location of data is being generated.
That mean data is being generated at both source and destination side. So data dedu-
plication can be done at either source side or destination side by deleting common
copies of data

• Source and Destination Side: Data deduplication is performed at a source or
client side before sending into cloud storage server. Using this technique fewer
data can be sent over the network, so that network traffic will be reduced. The
index data component has to bring into the source side to compare the similarity.
The problem in this is, the index data can tamper. Because the data deduplica-
tion is performed after data arrives at the destination point. Data deduplication at
destination side, the data management is done at the server side, which is why,
the popular vendors like Amazon S3, Microsoft DepSky, Google Dropbox, etc.,
perform the destination side deduplication.

The data deduplication can be done before and after storing into system memory.
The deduplication can be performed before storing into system memory called
inline data deduplication [7], in which the first object comparison hash catalog has
to bring into systemmemory to verify the existence of the samedata. This technique
uses more system resources [2]. The data deduplication is performed after writing
into system memory is called offline (post processing) data deduplication [7]. It
does not require the heavyutilizationof computational resources. Thedisadvantage
of this technique is that all duplicates data must be written into the storage system
first, then verifying the same copy of data. Hence, data deduplication is at source
and destination side with the help of these techniques can be done in file level or
block level [7, 10]. By generating the hash code of files or blocks or checksum of
data will be compared with the existing index of hash code and verify the same
data existed or not.

2.2 Merits of Data Deduplication

The deduplication of data in cloud computing has many benefits and advantages for
the CSP, infrastructure and the users as well. This paper highlight some of the merits
of data deduplication in cloud computing.

• Storage Efficiency: The Data deduplication process will improve and increase the
storage space for the users by deleting a redundant copy of data, so that storage
space will be available to store more data.

• Profitability: By eliminating same copies of data in the cloud storage server, the
storage space at cloud will be increased due to this availability of storage space
will also be increased and more users will use the storage space and from this CSP
will be benefited and profited.
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• Network Bandwidth utilization: The only one copy is going to be stored in
storage server and reference pointers or links to the actual data will be created
for duplicated data, the duplicated data need not be transmitted to store in the
storage server. This deduplication helps in reducing network bandwidth usage
which improves network bandwidth utilization.

• Energy consumption efficiency: Nowadays, the huge amount of data is being
generated fromsmart devices and socialmedia andbeing stored in the cloud storage
server. To maintain these servers, lots of computational resources are required.
By deleting the duplicated copy of data from the server will have fewer data
to maintain and energy consumed by the server will also be reduced. Hence, by
deduplication, the energy consumptionwill be optimized and also the performance
of data maintenance will be increased.

• Green Computing: The huge amount of data is being generated and stored in
different data centers located in different geographical location. To maintain these
data centers, a lot of cooling systems are required. From these cooling systems,
the lots of carbon copy are generated which leads to the environment pollution.
The deduplication process will reduce environmental pollution, because of fewer
data in the data center which requires less cooling systems.

2.3 Security Threats

Nowadays, many users and organizations outsource their data into the cloud storage
server. The outsourcing data is owned by the data owner, but once the data is out-
sourced to the cloud storage server, the data owner will lose physical control on his
own data. The CSP will have full control over user data. Hence, many organizations
are having fairness of adopting cloud storage due to its security and privacy issues.
The data deduplication technique also faces sever and various security threats that
means deduplication itself may become the security threat to the adversaries because
deduplication and cryptographic algorithms are opposed to each other [12]. The
security threat model during deduplication can be categorized as insider, outsider
and network threats, its anatomy is shown in Fig. 2.

• Insider Threat: The adversaries might be within the cloud environment and could
be a malicious employee who has the access privileges on the storage server and
cloud network. This malicious employee may exploit the storage server while the
process in deduplication of data. Because, during the deduplication process, all
kinds of information will bring into the open environment, in such a situation, the
malicious employee may exploit the process or may help an outsider to exploit it.
Or just for curiosity, the employee may look into all information, which will lead
to violation of data privacy and other security-related issues. It is very essential
and important to consider these security issues like data breaches during data
deduplication in cloud computing as shown in Fig. 2.
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Fig. 2 Anatomy of security threat model during data deduplication

• Outsider Threat: There is some eavesdropper whowill be interested in just harm-
ing the system resources. So the eavesdropper will try to gain the access to the
resources during data deduplication at various levels or will try to break or exploit
the deduplication process itself by DoS attack and masquerading.

• Network Threat: During deduplication at client side, the CSP has to send indexed
data to the client for verifying the existence of redundant copy of data in cloud
before uploading it into cloud storage server. The index information has to send
through the network and the eavesdropper can perform various network attacks on
index information during data deduplication.

3 Existing Deduplication Schemes

Many individual organizations are moving toward cloud to outsource their data due
to its on-demand and availability characteristics. Once the data is outsourced to
cloud, the data owner will lose the physical control on data and will be controlled
by CSP. In practically, CSP is not trusted entity. So data owner may encrypt the
data before outsourcing into cloud to meet the confidentiality and privacy of data.
Presently, the convention encryption techniques are being used to provide the data
confidentiality and privacy. The data deduplication process will be very difficult
using these techniques. Because data owner encrypts their data with different secret
keys and then outsource the unique ciphertext to the cloud even though the same data
might present in the cloud storage server. The uniqueness of ciphertext will become
very difficult for the deduplication process. With respect to this issue, the message
level encryption is considered [12]. The message level encryption technique has
four deterministic algorithms, namely encryption, decryption, key generation and
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tag generation. The key generation algorithm will generate the secret key based on
outsourcing content for encryption and decryption. This message level encryption
technique has been classified into two categories: client-side encryption and server-
side encryption [12].

The author of [15] proposed a theoretical message level encryption called mes-
sage locked encryption (MLE). This is basically considered as convergent encryption
(CE) algorithm. It has four different variants like CE, HCE1, HCE2 and RCF [12].
The key is generated from its own contents, the adversaries can mount a brute force
and dictionary attack. Hence, this scheme does not providemuch data security during
deduplication. The author of [16, 17] has presented a client-side encryption tech-
nique without revealing about the outsourcing data to cloud storage. The client-side
encryptions are suffered from offline and online brute force attack, the [18] proposed
server-side encryption for data deduplication called DupLESS. In this scheme, the
key is obtained from the key server and is generated from pseudo-random function
(PRF) protocols and the key server is separated from cloud storage. In this, the key
server plays a vital role to resist the dictionary and brute force attack.

It is a single point of connection to get key, there is a possibility of failure in key
server and some data owners may not like, to avoid this problem, the author of [18]
presents multiserver-aided DupLESS which allows the data owner to generate the
keys from multiple key servers. The author of [19] proposed server-side data dupli-
cation schema over the encrypted data which allows CSP to control on outsourced
data and prevents the data leakages in cloud.

During deduplication in the client side, the hash code of data is being verified to
identify the duplicated copy data is stored in a cloud storage server or not. With the
knowledge of the hash code, an attacker can get the ownership of the data stored in
the cloud by showing the hash code of data to CSP. This will be one of security threat
in client-side deduplication. To overcome this issue, proof of ownership is introduced
[12]. The author of [20, 21] proposed MHT-based PoW in which CSP can challenge
the client to prove its ownership on the data stored in the cloud storage server. Later,
the Kaniche and Launt [22] also proposed a PoW schema over the encrypted data
with the help of CE to achieve the confidentiality on data.

In data deduplication, data integrity is also an important security issue in the
cloud storage server. [23] has proposed proof of storage with deduplication (POSD)
in which auditor can verify the integrity of data stored in the cloud storage server.
The author of [24] has identified the security weakness of weak key on the POSD
proposed by [23] and proposed a new schema called e-POSD which enhance the
security by minimizing the client load on key generation. The existing mechanisms
for secure data deduplication are presented in taxonomy which are shown in Fig. 3.



1248 B. B. Kodada and D. Antony D’Mello

Fig. 3 Taxonomy of existing mechanisms on secure data deduplication

4 Open Research Challenges in Cloud Computing W.R.T.
Deduplication

Duplicated copies of data are being generated from different users, organizations
and CSP to backup of data for availability purpose that will leads to increase in the
storage consumption and storage cost. Consider the scenario presented conceptual
diagram of data duplication as shown in Fig. 4, the cloud user1 (CU1), cloud user2
(CU2), cloud user4 (CU4) and cloud user5 (CU5) have the same data to outsource
into the cloud storage server. The CU1, CU2, CU3 and CU4 will encrypt their data
by using individual secrete key before uploading into the storage server to maintain
the confidentiality, then upload it on to the storage server. Due to the encryption of
same data with different secrete key, the same data will be stored in cloud storage
server and consumes the lot of storage space and also increase the storage cost and
maintenance cost. It is very essential to avoid the duplication of data of different users
in the cloud storage server that will improve the optimum usage of storage server
and reduces the storage cost as well as maintenance cost. The some of the research
challenges are listed below w.r.t the security during data deduplication process.

• Data Access Control: Whenever a new user would like to upload the data into
the cloud will be denied by CSP if it has the same copy in cloud storage. Now
CSP has to give access permission to a new user for the data which is owned by
someone else. Another case is that, if the owner of data stored in cloud storage
requests for deleting or updating the contents of the file, in such cases, the revoked
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Fig. 4 Conceptual diagram of data duplication

users will be prevented from access of data. Hence, this one of the major security
issues during data deduplication.

• Privacy of data: Nowadays, the ownership of data is dynamically updated in cloud
storage during deduplication process, the confidentiality and privacy of such data
will be exposed by a CSP to users who would like to upload the same data to the
cloud. Hence, the privacy of data during data deduplication has to be improved.

• Semantically Secure Deduplication: The semantic encryption schema enables
the user to have the privacy on their data stored in cloud storage by generating the
independent ciphertext. This may make the deduplication process impossible due
to independent ciphertext generated by the users for the same files.

5 Conclusion

Data deduplication has attracted many cloud service providers like Amazon, Google
dropbox, etc., from which both CSP and users will be benefited. The secure data
deduplication in cloud computing is a very important scheme for increasing the
storage space of cloud and preserving the data confidentiality, privacy and other
security of cloud data. In this article,we discussed the security concerns and classified
different deduplication methods for general data which helps in eliminating the same
copy of data. We also presented a security threat model during data deduplication at
both source and destination side. In this article, the existing mechanisms to provide
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the security to user data during data deduplication are presented. And finally, we
gave some insights into the open research challenges for future research direction
where security issues on data can still improve during the deduplication process in
the cloud.

Our future work is to provide data deduplication in a multi-cloud environment by
using lightweight cryptosystem.
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Analyzing Ensemble Methods
for Software Fault Prediction
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Abstract Prediction of software faults using different machine learning techniques
has been reported earlier by many researchers. However, these individual techniques
suffered from performance problems as the software fault dataset changes. In the last
few years, ensemble-based approaches gained popularity in the software fault predic-
tion because of their improved performance over the single-fault prediction tech-
niques. Motivated by this reason, an experimental study is performed on ensemble
methods for predicting whether a software contains fault or not. The study includes
random forest, bagging, random subspace, and boosting as ensemble methods, and
decision trees, logistic regression, and k-nearest neighbors as base learning algo-
rithms for the ensembles. The experiments are conducted on15 software fault datasets
corresponding to the Eclipse project and PROMISE Software Engineering reposi-
tory.We evaluated the results using precision, accuracy, recall, and ROC-AUC score.
Additionally, we performed the Friedman statistical test to see whether the perfor-
mance difference of ensemble methods is statistically significant or not. We also
performed the Wilcoxon signed-rank test for the paired samples to check which of
the two techniques have performance differences.
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1 Introduction

To ensure a fault-free operation of the software system, it needs to be completely
tested. However, testing a software completely is not possible due to various
constraints such as testing cost, time, and project budget [1]. Therefore, identifying
which software modules is likely to be faulty before the testing phase will help in
efficiently utilizing the resources. It is because now the limited resources can be
optimally allocated to the fault-prone modules. Software fault prediction is used to
detect such fault-prone modules. It is performed before the testing phase. It reduces
the unnecessary effort that is needed in the testing phase to find the faulty modules.
The software fault prediction model is generally constructed using the fault dataset
from the previous releases of similar software projects, and later it is applied to the
currently underdevelopment software. Many researchers earlier explored different
machine learning techniques such as decision trees, support vector machines, and
naive Bayes classifiers [2] for software fault prediction. However, these individual
techniques suffered fromperformance problems as the software fault dataset changes.

In recent years, some researchers evaluated ensemble methods for software fault
prediction [3, 4]. These studies showed that ensemble methods performed better than
single-fault prediction techniques. Motivated by this reason, we perform an exper-
imental study on the ensemble methods for the binary classification of software
modules that is whether the software module contains fault or not. The experiments
are conducted on 15 software fault datasets, out of which five datasets correspond to
different versions of Eclipse software and 10 datasets are from the PROMISE Soft-
ware Engineering repository. The results of the experiments are evaluated using four
metrics: precision, accuracy, recall, and area under the receiver operating character-
istic curve (ROC-AUC) score. Further, for each performance measure, we performed
the Friedman statistical test to see whether the performance difference of ensemble
methods is statistically significant or not. After applying the Friedman test, we also
performed the Wilcoxon signed-rank test for the paired samples to check which of
the two techniques have significant performance differences.

The paper is organized as follows. Related work is presented in Sect. 2. In Sect. 3,
the used ensemble methods are discussed. Section 4 discusses the experimental setup
and results. Section 5 concludes the paper.

2 Related Work

In recent years, software fault prediction has become one of the most important
research areas in software engineering due to its great contribution in improving
software quality. In this section, previous works done by researchers in the soft-
ware fault prediction have been presented. Based on the existing literature, it is
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found that ensemble-based approaches gained popularity in software fault predic-
tion because of their improved performance in comparison with individual machine
learning techniques.

Tao et al. [5] conducted a comparative study of ensemblemethodswith the context
of software defect prediction. The used ensemble methods were random subspace,
bagging, random forest, boosting, stacking, and voting. The datasets used were PC1,
PC2, PC3, PC4,KC1,KC2,KC3,CM1, JM1,KC4,MC1,MC2,MW1, andPC5 from
NASA data repository. From experimental analysis, it was concluded that ensemble
methods achieved better performance over a single classifier.

Huda et al. [6] proposed an ensemble model for software fault prediction, which
focused on the class imbalance problem in the software fault datasets. They reported
that different oversampling techniques have been used by the researchers to build
an ensemble model that can reduce low minority samples in the software fault
data. They presented a model that used a combination of three oversampling tech-
niques namely majority voted minority oversampling technique, fuzzy-based feature
instance recovery, and random oversampling to build an ensemble model. The
datasets used were from the PROMISE repository. The results showed that the
ensemble oversampling technique has reduced the false-negative rate and performed
better than standard classification techniques and identified the faulty components
more accurately.

Osman et al. [7] performed hyper-parameter optimization to improve bug predic-
tion accuracy. The authors investigated whether by optimizing the hyper-parameters
of a machine learning model improves its performance or not. The used tech-
niques were k-nearest neighbors and support vector machines and used datasets
were fromdifferent versions of Eclipse software, namely Eclipse JDT core,MYLYN,
Equinox, LUCENE, and Eclipse PDEUI. The results of the experiments showed that
hyper-parameter optimization should be performed before using a machine learning
model.

Shanthini et al. [8] analyzed the effect of the ensemble model build with the help
of the bagging technique for software fault prediction. They worked on the class-
and package-level metrics. The ensemble technique used was bagging with the base
learner as support vector machines. The datasets used were Eclipse package-level
dataset and NASA KC1 dataset. To evaluate the performance of the classifier, AUC-
ROC and PR curves are used. Results showed that better performance is given by a
bagged SVM classifier. In future work, the authors suggested building the ensemble
by using other machine learning algorithms such as neural networks and genetic
algorithms.

Alsaeedi et al. [9] performed a study on supervised machine learning techniques
and ensemble techniques for software fault prediction. The ensemble techniques
used were bagging and boosting. The base learners used were decision tree, support
vector machines, random forest, and logistic regression. The datasets used were PC1,
PC2, PC3, PC4, PC5, MC1,MC2,MW1, JM1, KC3 from the NASA data repository.
Accuracy, F-score and ROC-AUC score were used as performance measures. From
experimental analysis, it was concluded that random forest, AdaBoost with random
forest, and bagging with decision tree performed well.
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Chubato et al. [10] compared two ensemble techniques and realized their perfor-
mance improvement when combined with feature selection and data balancing. The
ensemble techniques used were bagging and boosting. The performance measures
used were accuracy and ROC-AUC score. The datasets used were ar1, ar4, JM1,
KC2, MC1, MW1, PC3, and PC4 from the NASA repository. Their results showed
performance improvement when ensemble techniques were combined with feature
selection and data balancing.

The conclusions from the above literature review showed that ensemble methods
help in obtaining better performance than individual fault prediction techniques.
However, very few works have been done in software fault prediction with ensemble
methods. Thus, this paper presents an experimental study on four different ensemble
techniques.

3 Ensemble Methods for Software Fault Prediction

Ensemble methods generate several intermediate models and combine them to
produce the final output with the aim of improved results. Generally, ensemble
methods produce better results than single machine learning techniques due to the
reason that the ensemble method utilizes a group of weak learners, each having
the expertise for a sub-region of the input data to form a strong learner and thus
increasing the accuracy of the prediction model. In this study, we have used four
ensemble techniques, which are discussed as follows. Chang and Ma gave a detailed
description of these techniques [11].

3.1 Bagging

Bagging stands for bootstrap aggregating. It is an ensemble technique proposed by
Breiman Leo in 1996. In the bagging algorithm, in the first step, multiple models are
created. For each model, the dataset is generated by randomly selecting the training
examples from the original training dataset, and then training eachmodel using some
base learning algorithm. There is a chance that some training examples are selected
more than once and some may not be selected even once. Finally, the results of the
models are combined by averaging for majority voting for classification.

3.2 Boosting

Boosting is an ensemble method proposed by Freund and Schapire in 1997. It is
a sequential method. Initially, all the instances in the training dataset are assigned
equal weights which mean that all the instances have equal probability to appear in
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the training dataset of amodel. Then, the firstmodel is built by randomly selecting the
instances from the original training dataset. After the model is trained, it is tested on
the original training dataset and then themisclassified instances by the first model are
assigned higher weights to increase their chances to be selected in the next iteration.
This process is repeated until we reach some specified models that we have to build.
Finally, their results are combined with majority voting.

3.3 Random Subspace

It is an ensemble method proposed by Tin Kam Ho. Like bagging, in this method
also the random selection is done, but instead of instances, it is of features. For each
model, the training dataset is created by randomly selecting the subset of features.
Each model is trained using some base learning algorithm. Finally, the results are
combined by majority voting. This method is used when the size of the training
dataset is small in comparison with the numbers of features because the relative
training size increases. Also, it is used when there are redundant features because a
better classifier is obtained in the subspace of features instead of the original feature
space.

3.4 Random Forest

Random forest proposed by Breiman is an ensemble method which is also known
as decision forest. Each model in the forest is constructed using the decision tree
as a base learning algorithm. For each model, the tree is constructed in two steps.
In the first step, at each node, a subset of features is selected randomly to split on.
In the second step, the feature at the node is selected which is performing the best
split. Finally, after building the specified number of trees in the forest, their result is
combined by means of majority voting.

4 Experimental Methodology and Results

This section describes the experimental methodology used for the analysis. Further,
this section provides the details of software fault datasets used in the experimen-
tation. Performance evaluation measures, base learning techniques, experimental
methodology, and the results of the experimental analysis are discussed thereafter.
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Fig. 1 Overview of the experimental methodology

4.1 Experimental Methodology

Figure 1 gives an overview of the experimental methodology used in the presented
work. It consists of four major steps. In the first step, we preprocess the original
software fault dataset to remove the imbalance problem. Since, in the fault dataset,
representation of minority class values (faulty modules) is lesser than the repre-
sentation of majority class values (non-faulty), therefore, we perform oversampling
analysis on minority class values (SMOTE) to make the dataset balanced. In the
second step, we perform hyper-parameter optimization of the base learners on the
processed fault dataset. This step will result in the optimized parameter values for
each used base leaner. In the third step, we build the ensemble method-based fault
prediction models. We use a tenfold cross-validation scheme to handle the prediction
biasing due to the partition of the dataset into training and testing parts. The used
cross-validation scheme initially partition fault dataset into ten parts: use 9 parts
as training data and the rest one part as testing data. This process is repeated ten
times and results are averaged. The last step is the evaluation of prediction results to
validate the performance of the ensemble method-based fault prediction models.

4.2 Software Fault Dataset

Out of 15 datasets used in this paper, five datasets correspond to the Eclipse project1

and 10 datasets correspond to the PROMISE Software Engineering repository.2

Eclipse is an integrated development environment (IDE) used in software devel-
opment and is the most widely used Java IDE. PROMISE Software Engineering
repository contains a group of open datasets and tools that are available publicly

1Available at: “http://bug.inf.usi.ch/download.php”.
2Available at: “http://tunedit.org/repo/PROMISE/DefectPrediction”.

http://bug.inf.usi.ch/download.php
http://tunedit.org/repo/PROMISE/DefectPrediction
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to help researchers in building predictive software models. The used software fault
datasets from Eclipse software are Equinox framework, Eclipse JDT core, Mylyn,
Eclipse PDE UI, Lucene and from PROMISE repository are ar1, kc1, mc2, mw1,
pc2, ar3, ar4, ar5, pc3, ar6.

Independent variables corresponding to the software fault datasets are coupling
between objects (CBO), fan in, fan out, depth of inheritance tree (DIT), lack of
cohesionmethods (LCOM), number of children (NOC), number of attributes, number
of attributes inherited, number of lines of code, number of methods, number of
methods inherited, number of private attributes, number of private methods, number
of public attributes, number of public methods, response for classes (RFC), weighted
methods for class (WMC). The dependent variable is bug,which is either true or false,
truemeans that the softwaremodule is faulty and falsemeans themodule is not faulty.

4.3 Performance Evaluation Measures

We have used four performance measures to evaluate the ensemble methods. The
used performance measures are precision, accuracy, recall, and ROC-AUC score.
Some common terms used to find performance measures are discussed below.

TruePositive (TP). Observation is predicted to be positive and actually is positive.
False Negatives (FN). Observation is predicted to be negative and actually is

positive.
True Negatives (TN). Observation is predicted to be negative and actually is

negative.
False Positive (FN). Observation is predicted to be positive and actually is

negative.
The used performance measures are:
Accuracy. It is the ratio of correctly predicted observation to the total number of

observations. It means how often the classifier is correct. It is calculated as (TP +
TN)/total numbers of observations.

Precision. It is the ratio of correctly predicted positive observations to the total
predicted positive observations. It means when the classifier predicts yes, how often
it is correct. It is calculated as TP/predicted yes.

Recall. It is the ratio of correctly predicted yes to all the observations in actual
class yes. It means when it is actually yes, how often the classifier predicts it yes. It
is calculated as TP/actual yes.

ROC-AUC score. It computes the area under the receiver operating characteristic
curve from prediction scores. ROC is a probability curve and AUC represents the
degree of separability which tells how much the model is able to differentiate the
classes. Higher the area under the curve, the good is the model in differentiating the
classes.
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4.4 Base Learning Techniques

Decision Tree. It is a flowchart-like structure where each internal node best divides
the data to classify a target variable. The tree contains a root node, internal nodes,
and leaves, which denotes the class labels. Each branch of the tree represents some
decisions. Now given a new instance, it is classified by traversing the tree from the
root node to leaves according to the values of its features.

K-NearestNeighbors. It is amachine learning technique that uses all the instances
in the dataset to classify a new instance. It basically computes the distance of a new
instance with all the instances in the dataset by using some distance functions such
as Euclidean distance, Manhattan distance, Minkowski distance. A new query is
classified by seeing which class in the k-nearest neighbors has the majority. The
class which is having the majority is assigned to it.

Logistic Regression. It is a machine learning algorithm that is used for classifi-
cation problems and based on the concept of probability. It computes the probability
of an event occurrence. It uses logit score to compute the probability of occurrence
of classes. The logit score is passed into the logistic function to get the probability
of each target class. If we pass the logit through logistic function, then it calculates
the probability of both the classes. Later the target class with high probability is
considered as the predicted class for the given activity.

4.5 Experimental Setup

We have done our experimentation using Python language. We have used python’s
sklearn library3 to implement and evaluate the ensemble techniques. First of all,
we have applied the synthetic minority oversampling technique (SMOTE) to the
datasets to oversample the minority class because most of the datasets are imbal-
anced. Then, we have performed hyper-parameter optimization to find the best hyper-
parameters for the individual techniques using grid search cross-validation. Then, the
base learners with optimized hyper-parameters are used with ensemble techniques
as a base learner. Thereafter, we evaluated the ensemble techniques with the perfor-
mance measures using cross-validation. At the last, using real statistics tool in excel,
we performed the Friedman statistical test4 for each performance measure to check
whether the performance difference of ensemble methods is statistically significant
or not. We further performed the Wilcoxon signed-rank test5 for the paired samples
to check which of the two ensemble techniques differ from each other.

3Scikit-learn, “Machine Learning in Python, https://scikit-learn.org/stable/”.
4Friedman Statistical Test, “http://www.real-statistics.com/anova-repeated-measures/friedman-
test/”.
5Wilcoxon Signed Rank Test, “http://www.real-statistics.com/non-parametric-tests/wilcoxon-sig
ned-ranks-test/”.

https://scikit-learn.org/stable/
http://www.real-statistics.com/anova-repeated-measures/friedman-test/
http://www.real-statistics.com/non-parametric-tests/wilcoxon-signed-ranks-test/
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4.6 Results and Analysis

The Friedman test is a statistical test that is used for checking whether there is a
statistical difference between several related samples or not. The Wilcoxon test is a
statistical test that compares two paired groups and checks whether these groups are
statistically different or not. In this section, we discuss the results of the Friedman
test on all the performance measures (i.e., precision, accuracy, recall, and ROC-
AUC score). Also, the results of the Wilcoxon test are discussed for the performance
measures for which the techniques have performance differences.

Tables 1, 2, 3, and 4 present the results of accuracy, precision, recall, and ROC-
AUC performance measures of all the techniques corresponding to all the datasets.
For each technique, we have taken the result of the best-performing base learner,
means out of the three used base learners for ensemble methods (i.e., decision trees,
logistic regression, and k-nearest neighbors), whoever is performing best, the results
of that base learner is taken.

We have performed Friedman test on the accuracy, precision, recall, and ROC-
AUCresults observed inTables 1, 2, 3, and4, respectively. The results of theFriedman
test are shown in Table 5. From the results, we conclude that in case of accuracy and
precision, there are no statistically significant performance differences among the
ensemble techniques. It is because the p-value is greater than the alpha value. But,
in the case of recall and ROC-AUC score, since the p-value is smaller than the alpha
value (i.e., 0.05), there are statistically significant performance differences among
the techniques.

Table 1 Accuracy results of ensemble techniques

Dataset Bagging Boosting Random subspace Random forest

Eclipse JDT Core 0.91 0.92 0.89 0.89

Eclipse PDE UI 0.90 0.92 0.90 0.90

Equinox 0.79 0.74 0.77 0.80

Lucene 0.93 0.96 0.92 0.94

Mylyn 0.89 0.91 0.91 0.91

AR1 0.92 0.92 0.90 0.89

KC1 0.71 0.71 0.62 0.72

MC2 0.76 0.81 0.79 0.76

MW1 0.93 0.94 0.95 0.94

PC2 0.99 0.99 0.99 0.99

AR3 0.88 0.86 0.90 0.85

AR4 0.85 0.89 0.84 0.84

AR5 0.90 0.92 0.92 0.89

PC3 0.92 0.93 0.92 0.92

AR6 0.85 0.85 0.90 0.88
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Table 2 Precision results of ensemble techniques

Dataset Bagging Boosting Random subspace Random forest

Eclipse JDT Core 0.89 0.91 0.89 0.90

Eclipse PDE UI 0.90 0.92 0.89 0.90

Equinox 0.77 0.71 0.72 0.80

Lucene 0.93 0.96 0.92 0.95

Mylyn 0.90 0.91 0.89 0.91

AR1 0.89 0.88 0.89 0.89

KC1 0.67 0.69 0.68 0.76

MC2 0.79 0.84 0.81 0.79

MW1 0.90 0.91 0.92 0.92

PC2 0.99 0.99 0.99 0.99

AR3 0.89 0.90 0.85 0.86

AR4 0.84 0.85 0.84 0.82

AR5 0.90 0.90 0.94 0.90

PC3 0.92 0.93 0.92 0.92

AR6 0.90 0.92 0.91 0.90

Table 3 Recall results of ensemble techniques

Dataset Bagging Boosting Random subspace Random forest

Eclipse JDT Core 0.94 0.92 0.90 0.92

Eclipse PDE UI 0.94 0.91 0.90 0.89

Equinox 0.82 0.80 0.79 0.84

Lucene 0.96 0.96 0.93 0.96

Mylyn 0.96 0.91 0.91 0.95

AR1 1.00 0.94 0.92 0.98

KC1 0.73 0.66 0.65 0.70

MC2 0.78 0.79 0.75 0.70

MW1 0.97 0.96 0.98 0.95

PC2 0.99 0.99 0.99 0.99

AR3 0.96 0.96 0.78 0.87

AR4 0.89 0.92 0.90 0.87

AR5 0.96 0.96 0.88 0.96

PC3 0.94 0.94 0.93 0.94

AR6 0.89 0.87 0.83 0.84
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Table 4 ROC-AUC score results of ensemble techniques

Dataset Bagging Boosting Random subspace Random forest

Eclipse JDT Core 0.95 0.97 0.95 0.95

Eclipse PDE UI 0.96 0.96 0.96 0.96

Equinox 0.83 0.85 0.81 0.87

Lucene 0.97 0.99 0.98 0.98

Mylyn 0.96 0.96 0.95 0.96

AR1 0.96 0.96 0.95 0.96

KC1 0.82 0.74 0.76 0.83

MC2 0.87 0.9 0.88 0.85

MW1 0.98 0.97 0.97 0.98

PC2 0.99 0.99 0.99 0.99

AR3 0.94 0.94 0.93 0.94

AR4 0.93 0.96 0.91 0.91

AR5 0.96 0.95 0.94 0.95

PC3 0.97 0.97 0.97 0.97

AR6 0.95 0.9 0.92 0.92

Table 5 Friedman test results on the accuracy, precision, and recall

Accuracy Precision Recall ROC-AUC score

Alpha 0.05 0.05 0.05 0.05

Q-stat 5.225 7.68595 17.136 8.234694

Df 3 3 3 3

p-value 0.156044 0.052968 0.000663 0.041402

Because there is a performance difference among the ensemble techniques in case
of recall and ROC-AUC score, we have also applied the Wilcoxon test on Table 3
(recall results) and Table 4 (ROC-AUC score results) to check which of the two
techniques differ from each other. The results of the Wilcoxon test are shown in
Tables 6 and 7 for recall and ROC-AUC score, respectively.

From the results of the Wilcoxon test on recall in Table 6, we observed that the
performance of bagging is differing with boosting, random subspace, and also with
random forest. Also, there is a performance difference between boosting and random
forest, and between random subspace and random forest. As there are performance
differences between the techniques, so we have compared the ensemble techniques
with each other. In order to compare the techniques, we have taken the mean from
all the datasets for each technique. The mean values of bagging, boosting, random
forest, and random subspace are 0.9153, 0.8993, 0.8693, and 0.8906, respectively,
which are shown in Fig. 2. From Fig. 2, we concluded that bagging is performing best
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Table 6 Wilcoxon test results on recall

Treatment p-norm p-exact Result

Bagging versus boosting 0.059006 0.048828 Significantly different

Bagging versus random forest 0.003121 0.001221 Significantly different

Bagging versus random subspace 0.012353 0.006836 Significantly different

Boosting versus random forest 0.007745182 0.004638672 Significantly different

Boosting versus random subspace 0.609368 0.625000 Significantly not different

Random subspace versus random
forest

0.109159 0.104004 Significantly different

Table 7 Wilcoxon test results on ROC-AUC score

Technique p-norm p-exact Result

Bagging versus boosting 0.811892 0.820313 Significantly not different

Bagging versus random forest 0.027717 0.024414 Significantly different

Bagging versus random subspace 0.669815 0.687500 Significantly not different

Boosting versus random forest 0.116056 0.123047 Significantly not different

Boosting versus random subspace 1.000000 0.945313 Significantly different

Random subspace versus random forest 0.103011 0.109375 Significantly not different

Fig. 2 Recall results for
ensemble techniques

among all the ensemble techniques. The lowest performance is achieved by random
forest. Boosting and random subspace performed relatively similar.

From the results of the Wilcoxon test on the ROC-AUC score in Table 7, we
observed that there is a performance difference between bagging and random forest,
and also between boosting and random subspace. Similar to recall, in the case of
ROC-AUC score, we have also performance differences between the techniques, so
we have compared the ensemble techniques with each other. The results are shown
in Fig. 3. The results showed that bagging is performing best among the techniques
and random forest achieved the least performance.
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Fig. 3 ROC-AUC score
results for ensemble
techniques

4.7 Comparative Evaluation

Table 8 shows the comparison of our results with the previous work [9, 10]. We have
compared our resultswith previouswork using datasets, techniques, and performance
measures that matched with their works. To compare the techniques, we have taken
themean of their performances from thematched datasets. In the case ofAlsaeedi and
Khan [9], the performance measures that matched are accuracy, ROC-AUC score,
the datasets that matched are PC3 and MC2, and the techniques that matched are
bagging, boosting, and random forest.

From the table, it can be observed that our presented techniques performed better
for both the performance measures and yielded better results. In the case of Chubato
et al. [10], the performancemeasures thatmatched are accuracy andROC-AUCscore,

Table 8 Comparison evaluation

Author Datasets used Performance
measure

Ensemble method used

Bagging Boosting Random forest

Alsaeedi and Khan
[9]

PC3, MC2 Accuracy 0.79 0.77 0.76

ROC-AUC
score

0.67 0.67 0.62

Our results Accuracy 0.84 0.87 0.84

ROC-AUC
score

0.92 0.93 0.91

Chubato et al. [10] AR1, AR4
MW1, PC3,

Accuracy 0.84 0.84 NA

ROC-AUC
score

0.90 0.89 NA

Our results Accuracy 0.90 0.92 NA

ROC-AUC
score

0.96 0.96 NA
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the techniques that matched are bagging and boosting, the datasets that matched are
MW1, PC3, AR1, and AR4. From the table, it can be concluded that our presented
work produced a better performance for both the performance measures. In the case
of accuracy, we achieved an improvement of 6% and 8% for bagging and boosting
techniques, respectively. Similarly, for ROC-AUCmeasure, we achieved 6% and 7%
improvement for bagging and boosting techniques, respectively

5 Conclusions and Discussion

In this paper, we performed an evaluation of four ensemble techniques namely
random subspace, bagging, boosting, and random forest for the software fault predic-
tion. We used three different learning techniques, namely decision tree, k-nearest
neighbors, and logistic regression, as base learners to the ensemble method. Four
performance measures were used which are precision, accuracy, recall, and ROC-
AUC score. The experiments were conducted on 15 software fault datasets corre-
sponding to the Eclipse project and PROMISE Software Engineering repository. For
each performance measure, we performed Friedman statistical test to see whether
the difference in the performance of ensemble techniques is statistically significant
or not. Results of the Friedman test showed that there was a statistically significant
performance difference between the techniques for the recall and ROC-AUC score
performance measures. However, for accuracy and precision measures, no statisti-
cally significant difference has been found between techniques. We have performed
the Wilcoxon test on the performance measures for which we have found perfor-
mance differences between the ensemble techniques. The results of the Wilcoxon
test on recall showed that the performance of bagging was statistically significantly
different from boosting, random subspace, and random forest. Additionally, a perfor-
mance difference between boosting and random forest and between random subspace
and the random forest has also been found. For the ROC-AUC score, the results of
the Wilcoxon test showed that there was a performance difference between bagging
and random forest and also between boosting and random subspace. Also, bagging
is performing best and random forest performed least among all the techniques in
case of recall and ROC-AUC score as the performance measures.
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Porting of eChronos RTOS on RISC-V
Architecture

Shubhendra Pal Singhal, M. Sridevi, N. Sathya Narayanan,
and M. J. Shankar Raman

Abstract eChronos is a formally verified real-time operating system (RTOS)
designed for embedded microcontrollers. eChronos was targeted for tightly
constraineddeviceswithoutmemorymanagement units.Currently, eChronos is avail-
able on proprietary designs like ARM, PowerPC, and Intel architectures. eChronos
is adopted in safety critical systems like aircraft control system and medical implant
devices. eChronos is one of the very few system softwares not been ported to RISC-
V. RISC-V is an open-source instruction set architecture (ISA) that enables a new
era of processor development. Many standard operating systems, software toolchain
has migrated to the RISC-V architecture. According to the latest trends [1], RISC-V
is replacing many proprietary chips. As a secure RTOS, it is attractive to port on
an open-source ISA. SHAKTI and PicoRV32 are some of the proven open-source
RISC-V designs available. Now having a secure RTOS on an open-source hardware
design, designed based on an open-source ISAmakes it more interesting. In addition
to this, the current architectures supported by eChronos are all proprietary designs
[2], and porting eChronos to the RISC-V architecture increases the secure system
development as a whole. This paper presents an idea of porting eChronos on a chip
which is open-source and effective, thus reducing the cost of embedded systems.
Designing a open-source system that is completely open-source reduces the overall
cost, increased the security, and can be critically reviewed. This paper explores the
design and architecture aspect involved in porting eChronos to RISC-V. The authors
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have successfully ported eChronos to RISC-V architecture and verified it on spike
[3]. The port of RISC-V to eChronos is made available open-source by authors
[4]. Along with that, the safe removal of architectural dependencies and subsequent
changes in eChronos is also analyzed.

Keywords eChronos · Porting · Real-time operating systems · RISC-V · SHAKTI

1 Introduction

Porting is the process of converting the software for the another architecture. A
software has many exceptions and forms of programming specific to the architecture
like memory or register allocation. To be able to run such executable file, we need
porting. There are many OS porting techniques available in the literature [5] that
follow trial and error approach. In this paper, we have used the hit and trial approach
for porting eChronos on an open-source architecture RISC-V [6, 7].

1.1 eChronos

The eChronos RTOS is a real-time operating system (RTOS) [8]. It is intended for
tightly resource-constrained devices without memory management units and virtual
memory support. Also, RTOS code base is designed to be highly modular so that
only the minimal amount of code necessary is ever compiled into a given system
image [8]. The eChronos RTOS is highly configurable and functional as shown in
Fig. 1 [9].

1.2 RISC-V

RISC-V is an open-source hardware ISA based on reduced instruction set computer
(RISC) principles. RISC-V is a layered and extensible open-source ISAwhichmeans
that it can support the implementation of well-defined extensions for a given appli-
cation. RISC-V offers a very flexible usage of instruction set which adds to up to
RISC-Vbecomingmore popular [10].RISC-V ismodular andflexible,which reduces
the effort to develop the ancillary software for a specific processor.
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Fig. 1 eChronos RTOS functionality

1.3 Porting an Operating System

Porting of OS is a time-consuming process as it involves changes to big and complex
programs. Porting every specific program seems to be a bit irrational. So the solu-
tion to such a complex problem is the modern-day compilers, which translates
the high-level language program to a platform-independent code unlike the tradi-
tional compilers translating the code directly to the machine code. The intermediate
language can then execute all programs, and it gets translated into a sequence of
machine code by a code generator to create a executable file. The use of intermediate
code enhances the portability of the compiler, because only the machine-dependent
code (the interpreter or the code generator) of the compiler needs to be ported instead
of porting the program itself. The remaining part of the code in the compiler can be
treated as an intermediate code and then processed by the ported code interpreter.
This reduces design efforts, because the machine-independent code just needs to be
developed only once to create a portable intermediate code. An interpreter is less
complex to code, and it follows a certain algorithm avoiding the need to be specif-
ically port for every single program [11]. A software can be compiled and linked
from source code for various operating systems and architectures. Real-time oper-
ating system files are all architecture-dependent. A small mistake in port files will
lead to an easy system crash. [3, 5].
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2 Porting eChronos

The subsequent sections explain the stepwise process involved in the porting of
eChronos for RISC-V architecture.

2.1 Prerequisites for Porting eChronos on RISC-V

The following are the prerequisites

1. A Linux operating system running on personal computer with 4 GB RAM.
2. A GNU-based environment that has all necessary software packages mentioned

in [12].

2.2 Platform Setup for eChronos

The following steps need to be done to run eChronos on an emulator,
Installation ofRISC-V emulator Follow the following steps that are listed below

for the installation of RISC-V tools [13–15]:

1. The following packages are required for the RISC-V tools:
autoconf automake autotools-dev curl libmpc-dev libmpfr-dev libgmp-dev
libusb-1.0-0-dev gawk build-essential bison flex texinfo gperf libtool patchutils
bc zlib1g-dev device-tree-compiler pkg-config
libglib2.0-dev zlib1g-dev libpixman-1-dev

2. Set up a directory for the RISC-V tools, and the RISC-V environment
variable, which we refer to in future steps.
mkdir RISC-V
cd RISC-V
export RISC-V = {PWD}

3. Get the RISC-V tools
cd RISC-V
git clone https://github.com/RISC-V/RISC-V-git
cd RISC-V-tools
git submodule update –init –recursive

4. Get RISC-V qemu sources, and build them:
cd RISC-V/RISC-V-tools
git clone https://github.com/heshamelmatary/RISC-V-qemu.git
cd RISC-V-qemu
git checkout sfence git submodule update –init dtc
./configure –target-list = RISC-V64-softmmu,RISC-V32-softmmu –prefix =
RISC-V make -j8 && make install

https://github.com/RISC-V/RISC-V-git
https://github.com/heshamelmatary/RISC-V-qemu.git
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5. Build the 64-bit toolchain
cd RISC-V/RISC-V-tools
sed -i ’s/build project RISC-V-gnu-toolchain –prefix = $RISC-V/build project
RISC-V-gnu-toolchain –prefix = RISC-V –with-arch = rv64imafdc –with-abi
= lp64’
./build.sh

6. Installation of eChronos
Download and install the eChronos [10].

3 eChronos System Design

Figure 2 shows the system diagram of eChronos. The following steps explain Fig. 2
[2] that help eChronos produce an executable file (of the test program) [8]:

1. Ensure that there is no break in the packages installed earlier and the dependencies
are installed properly. A yml file is created for the purpose of testing the version
of the dependencies installed and whether they are suitable for running eChronos
or not? For example, running 3.4 version of python needs to be verified.

2. /x.py build packages execute x.py file which uses the skeleton of the system as a
reference for the order of installation. The following output files will be produced
by x.py:

a. release/prj – <version>.zip
b. release/ <rtos – foo> – <version>.zip
c. release/ <build – name> – <version>.zip

3. If the installation shows any error related to traceback like Traceback (most recent
call last):

File “prj/app/prj.py”, line 1293, in start sys.exit(main()), then the installation or
dependencies are not installed properly. Follow the earlier steps again properly.

4. After prj errors are removed, we have to ensure that the class standard cfg.py
should contain the RISC-V architecture. Simultaneously, spike [12] emulator is
installed. The test setup.sh script downloads the package eChronos from Github.
It contains travis to ensure that if package is missing then the alternative can be
downloaded, i.e., the posix version [8].

5. Components folder:

Api-conditions, context-switch-RISC-V, docs, error, interrupt-event-RISC-V,
message-queue, rigel, rigel.py, stack-RISC-V, task, timer-RISC-V are the neces-
sary components that will be created once the script runs properly.

6. After ensuring a proper installation of eChronos, we test our sample program.
prj/app/prj.py build <example name> command runs the test case on eChronos
RTOS and produces the binary file which can be tested on spike.

7. The block “Test case runs” is explained in detail in Sect. 4.1.
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Fig. 2 Flow diagram of
eChronos

3.1 Challenges Encountered in Porting

Porting requires the understanding of the flow of data and the subsequent changes in
the system related to architecture. As eChronos is architecture-dependent, there were
many changes pertaining to specificity of the architecture like: General architecture
similar to 8086 consists of extra data segment by default; but in case of RISC-V
architecture, it has to be declared explicitly. The default edata (extra data segment)
initialization is missing from RISC-V architecture so the edata declaration had to be
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removed from every file in eChronos [4]. Likewise, there were some architecture-
dependent terms which had to be modified, so as to provide support to eChronos for
RISC-V.

4 Stepwise Porting of eChronos on RISC-V

eChronos initially could run only one program(test case), i.e., concurrency of task
A and task B. eChronos could not run any generic program like “Hello World”.
Porting eChronos on RISC-V thus became difficult because RISC-V cannot support
the execution of concurrent programs. So porting eChronos on RISC-V meant that
we have to change the test case to a generic one which RISC-V can support. Thus,
eChronos was first changed to support generic programs like “Hello World” and
then the subsequent execution of its exe file on the RISC-V could intimate whether
eChronos is ported successfully or not.

4.1 Changing Test Case in eChronos

Hit and trial method of porting The components section of eChronos consists of
libraries like mutex, context switching, and other concurrency supportive packages
which are not used by our sample program.We removed all the unnecessary packages
and removed their declarations from all the files like x.py core configuration, prj.py
file because “build packages” command would take unnecessary time executing
irrelevant packages otherwise.

After ensuring correct set of packages like rigel, api-conditions, errors, doc, we
try to modify the test case. Test case has only one external dependency, i.e., print
statement. “printf” could used as one of the options but then gcc support for eChronos
needs to be ensured which leads to multiple dependency issues and these issues
might be difficult to track. Also, we need to port eChronos with minimal set of
library dependencies, and thus, we configured the print function [1] by using write()
command of stdio library which is comparatively a less complex function than printf
function of gcc. Thus, a test program with least dependency is programmed, and
now, we have to produce its executable file to ensure that every interlinked package
is working properly. This implies that if its executable file is generated, then removal
of unnecessary packages was a success plus the test case is running properly on
eChronos else we have to again solve the package error and keep on trying (hit
and trial). Further, if risc-v linker along with this executable file generates a system
dump (which executes properly on spike too), then eChronos is successfully ported
on RISC-V.

Initialization of packages The main principle of porting is to understand what
lines of code to modify in accordance with the architecture and what dependencies
need to be taken into consideration. In this case, the prj tool written in python is
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the initial script which initializes all the packages present and creates the required
directories.When prj tools runs in eChronos, project.prj is the skeleton filewhich runs
x.py file. It states all the dependencies of packages that are required by the system to
function properly. There are many components like errors and api-conditions which
are addressed by eChronos and needs to be initialized. x.py helps in initialization of
these packages.

./x.py build packages
The command ./x.py will initialize the packages that are mentioned in skeleton of

your system in x.py file. For instance: For RISC-V, rigel is the system namewhich has
packages like error and test casementioned in x.py file, which helps in initial creation
of sub-directories. This helps to create the build structure in a modular fashion where
every module consists of .exe files of different packages initialized in x.py file.

Running an application on eChronos prj/app/prj.py build machine-RISC-V-
common.example.hello is the command that runs the test case by first creating an exe
file of the test case. After creating .exe files of packages using build command, we run
test case using these packages. This exe file created by OS is architecture-dependent
and may raise some errors if OS files are corrupted or not ported correctly.

Test case is stored in the hello.c file, and machine-RISC-V-
common.example.hello.prx consists of skeleton of how the test case should
run as shown in Fig. 3. It consists of the modules names which need to be executed
in the sequential order. This command searches for .prx file which contains all the
files to be used for running your program stored in the system.

We will illustrate this using our model rigel.

(1) prx file instructs the system to compile debug.c in generic folder, hello.c in
generic folder, default-linker.py in RISC-V folder and build.py as mentioned in
machine-RISC-V-common.example.hello.prx file.

(2) RISC-V.default-linker means that we should go to the RISC-V folder and run
default-linker.py file. One thing must remembered that only .c, .py, and other
high-level language files can run in the .prx file.

Data flow of a running application This section tries to explain the data flow
in eChronos, when a test case run. The file “debug.h” consists of initialization of
function: debug print and debug.c consist of its declaration. The hello.c, i.e., the test
case uses debug.h as its header file and uses the function debug print to print “Hello
world”. This requires the compilation of header files.

(1) build.py file takes the system files, and some other helper files like debug.h to
compile, assemble, and run your hello.c file in generic folder.

(2) hello.c file just wants to print “HelloWorld”. So for printing the command printf
is not used, rather we have created the debug.c file where the print command
has been declared. printf command is not used because it is a part of gcc library
which is yet not ported to RISC-V. So a generic print statement is declared in
debug file.

(3) The compilation of all libraries is over. Rigelmodel alongwith its components is
built, and the libraries used in the test case are also compiled.Only proper linking
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Fig. 3 Machine-riscv-common.example.hello.prx

of all these files is left. The linker file default.ld is created where the linking
occurs according to RISC-V architecture. Linker file of different architectures
was referred while making default.ld. This linker file assumed “edata” one of
the variables to be declared by default but RISC-V does not support any default
declarations. So we changed “edata = null” and linking errors were solved.
Thus, all the compiled files were linked.

4.2 Running Test Case on Spike(RISC-V Emulator)

As soon as you hit the first command, the out folder is created with rtos- <system-
name> folder. Continuing further, if the second command runs with no error, then
the system image will be created in the <program–name> folder. This, then needs
to be executed on your respective architecture as in our case it is on spike, RISC-V
emulator [11, 12].
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5 Results

Running the system dump of hello.c file gave an output: “Hello World” assuming
the starting address of execution of program was 10,000 on the architecture. RISC-V
emulator [11] has been designed in such a way that the address for the program
needs to be specified above 10,000 only. But it is just a design issue which will not
be of any problem in the real chip SHAKTI [6]. This indicates that the executable
file produced by eChronos successfully ran on spike (RISC-V emulator). The output
of sample program on eChronos is available (open source) [1].

Additions of any critical programs will be just a further extension of ported Hello
World program provided the RISC-V supports that functionality of the program.
Supposedly, a programwhich needs to determine the shortest path needs to be ported
on RISC-V using eChronos. Program would consist of the same logic but instead of
using gcc functions we will be using generic functions as seen with print in debug.h.
This ensures a safe porting technique with no dependency on outer (alien) packages.
Thus, eChronos is ported forRISC-V, for the base programhelloworld.Any additions
to eChronos will be an extended version of the ported hello.c file with some extra
headers files (declaring some predefined functions).

6 Conclusion

eChronos real-time operating system is ported to the RISC-V architecture and
successfully executed on spike. The sample program hello.c has only one external
dependency, i.e., print. This is the base-level porting for RISC-V that can be used
as a reference for further adaptability of complex programs. Extensive porting of
libraries in eChronos can be done by modifying the files in the same way as the
sample program file.
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Development of Multi-band MIMO
Antenna with Defected Ground Structure

Shrenik S. Sarade and Sachin D. Ruikar

Abstract This paper presents the proposed design of a multi-band MIMO antenna
for the Wi-Max technology having a frequency range is 2–11 GHz. The MIMO
antenna was designed by using two rectangular patches having width 19.76 mm and
length 15.67 mm with defected ground structure. The inset feed method is used in
phase for the exciting the antenna. This antenna has resonated on multiple bands
with the enhancement of specifications like VSWR, return loss, efficiency, gain, and
directivity. The Directivity and Gain of MIMO antenna have obtained 6.09 dB and
6.03 dB, respectively. Also, the efficiency of the MIMO antenna is 99.06%. This
MIMO antenna is provided better return loss and VSWR for higher efficiency. The
objective of this paper is providing a novel approach with multi-band operation by
using the defective ground.

Keywords Microstrip patch antenna · Wi-Max · VSWR · Return loss · MIMO ·
DGS

1 Introduction

Wi-Max is a broadband technology, similar to Wi-Fi. This is operated on digital
communication, which is also known as “metropolitan area networks”. Wi-Max has
an operating range of signal up to 50 km for fixed devices, and 5−15 km for movable
devices (mobile) [1].

The wireless communications industry is growing tremendously. Therefore,
require to design the microstrip patch antenna for proper communication. This
antenna plays a very important role in wireless communication. MIMO antenna is
mostly used in the wireless technology for enhancement of the capacity of channels
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and the strength of the signal. MIMO antenna is consisting of multiple antennas used
at the transmitting side and receiving side.MIMObasedwireless technologywhich is
integrates themultiple antennaswithinmobile devices. The use of theMIMOantenna
in communication technology can increase the data rate by providingmultimedia and
real-time video connectivity for the mobile user [2].

MIMO antenna, which is small, compact, reasonable and easy to fabrication,
which is required to design in the wireless systems for the higher frequency. The
MIMO antenna consists of two or more radiating patches on a single substrate.
Therefore, isolation between the patches is making the effect on antenna parameters
[3–5]. The MIMO antenna was designed for the enhancement of the return loss,
VSWR, gain, efficiency, and isolation [6–8].

There are so many techniques of energy feeding methods available to energize
the radiating patch. Here, in this paper, the inset feed techniques are used to energize
the radiating patch [9]. The efficiency and isolation of the antenna are improved
by using the defect in ground structure (DGS). Therefore, which is affects on the
effective capacitance and inductance of the ground structure, due to that affects on
the current distribution in ground plane [10–12]. In this paper, the MIMO antenna is
designed for the multi-band operation for the Wi-Max band by using the DGS. This
antenna resonates on the 3, 4, 6.3, 6.9, 7, and 9.2 GHz frequency. The parameter of
the antenna, i.e., return loss, gain, VSWR, and efficiency are enhanced.

2 Literature Survey

The following research paper suggests the literature survey.
Chen et al. [3] have proposed a compact size MIMO antenna, which successively

reduces the size of the antenna. Also, enhance the isolation between the antennas by
using the Meander strip connected to the ground [3].

Bansod and Niture [4] has designed a circular patch antenna with providing two-
port orthogonal feed. Therefore, these techniques have improved bandwidth and
isolation. Besides, this antenna proposed for the multi-band operation [4].

El Bakouch et al. [5] has investigated a MIMO antenna for WLAN, Wi-Max, and
Hiper LAN/2 applications. This MIMO antenna results in a large broad bandwidth
with good isolation between the radiating elements [5].

Kavitha and Rajan [6], has designed a MIMO antenna with dual bowie shape by
providing slots in each patch that operates on the dual-band by using the microstrip
feed line with circular polarization. This antenna structure is simple and easy to
fabricate [6].

Suzanzefi et al. [7] have to investigate a dipole MIMO antenna with omnidirec-
tional radiation pattern. When the operating frequency is changed, then the size of
the antenna is changed. It works on the enhancement of parameters like VSWR,
Return loss [7].
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Yussuf and Paker [9] in this paper, a wideband MIMO antenna has investigated
for a wireless technology that operates on the LTE and Wi-Fi band. The designed
MIMO antenna contains a single patch with 4-port. Therefore, the bandwidth, return
loss and isolation are improved [9].

Chaudhari and Gupta [10], has a proposed MIMO antenna that operates on
the multi-band with higher isolation. In addition, various isolation improvement
techniques, i.e., Metamaterials, DGS, parasitic elements are explained [10].

Kishore et al. [11] have designed multi-band circularly polarized antenna. The
T-shaped patch designed with the defected ground structure for the improvement
of the bandwidth. The proposed antenna use for GPS, Wi-Max and short-range
communication [11].

Zhang et al. [13], has designed a small size MIMO antenna that operates on the
dual-band for 5G smartphone application, which consists of four radiating patches.
Therefore, the reflection coefficient and isolation have improved [13].

Wen et al. [8], has proposed a compact MIMO antenna, which operates on the
two different frequencies for theBluetooth/Wi-Fi band in the smartwatch application.
High isolation has achieved for the operating frequency band [8].

Shoaib et al. [12] has proposed a compactMIMOantenna consist of 8 *8 structures
for the smartwatches and dongles used for the 5G devices. This antennawas designed
for the enhancement of gain and efficiency [12].

Zhao and Ren [14], has designed a compact size MIMO antenna, which consists
of eight elements for the 5Gmobile application. The proposed antenna has enhanced
isolation and efficiency [14].

3 Design of MIMO Antenna

The printed antenna is shown inFig. 1was designed by using the following parameter.
The square, rectangular, circular, triangular, and elliptical shapes are mostly used for
radiation patch [15, 16]. For a rectangular patch, the substrate height (h) is selected
from

Fig. 1 Simple structure of
MSA
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Fig. 2 Top side of MIMO antenna

0.003λ0 ≤ h ≤ 0.05λ0

and having dielectric constant (εr ) is selected from range 2.2 ≤ εr ≤ 12. The width
and length of the patch and ground plane are calculated by using transmission line
model.

In this paper, the MIMO antenna has been designed by using HFSS software,
which contains two rectangular patches as shown in Fig. 2.

This antenna is designed,which contains two radiating patcheswith the dimension
of length 15.67 mm and width 19.76 mm. The FR4 substrate is used for the design
of an antenna having length 27.67 mm, width 63.52 mm, and height 2 mm. The RF
energy is provided to a radiating patch by using the inset feed method. The spacing
between the two patches is [2].

The length L p and width Wp of the radiating patch is computed by using the
following equation [15, 17].

Width
(
Wp

) = 1

2 fr
√

μ0ε0

√
2

εr + 1
(1)

�L = 0.412h
(εreff + 0.3)

(
Wp

h + 0.264
)

(εreff − 0.258)
(
Wp

h + 0.8
) (2)

Leff = L p + 2�L (3)
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fr = 1

2L p
√

εr
√

μ0ε0
(4)

εreff = εr + 1

2
+ εr − 1

2

[
1 + 12

h

Wp

]−1/2

(5)

where

Wp = Width of Patch

L p = Length of Patch

The length Lg and width Wg of the ground plane is computed by using the
following equation.

Lg = L p + 6h (6)

Wg = Wp + 6h (7)

where

Lg = Length of Ground

Wg = Width of Ground

Feed line length and width for inset feed is calculated by using the following
formula.

Feed line length(L f ) = λg

4
(8)

where,

Guided wavelength(λg) = λ0

4

The minimum width of the inset feed line required to excite the patch antenna is
given by,

W f = 2h

π
×

[
377π

2Z0
√

εr
− 0.7 − ln

(
2 × 377π

2Z0
√

εr
+ 1

)]

+ 2h

π
×

[
(∈r −1)

2εr

(
ln

(
377π

2Z0
√

εr
− 1

)
− 0.6

εr

)]
(9)

where
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Fig. 3 Ground plane of designed antenna

Characteristics Impedance = Z0 = 50�

The ground plane of the antenna with DGS as shown in Fig. 3. The rectangular
slot cut with length 5 mm and width 30 mm is provided in the ground plane. This
DGS technique is used for the improvement of isolation and efficiency [2, 11, 17].

4 Design Flowchart

The flowchart shown in Fig. 4 indicates the design step of antenna.

5 Result and Analysis

TheMIMOantenna,whichdesigned inHFSS software shown inFig. 2.After comple-
tion of the simulation, the return loss of S(1, 1) as shown in Fig. 5, as well as values in
Table 1 and the return loss of S(2, 2) as shown in Fig. 6, as well as values in Table 2.
All values obtained are less than −10 dB.

The Gain (G) and the Directivity (D) of antenna have shown in Figs. 7 and 8
respectively. Table 3 shows the values of gain and directivity.

The radiation pattern of the antenna as shown in Fig. 9.
The VSWR 1 and VSWR2 of MIMO antenna as shown in Figs. 10 and 11 respec-

tively. The VSWR absolute value as shown in Tables 4 and 5. The VSWR values
obtained is less than 3.
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Fig. 4 Design flowchart of
antenna
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0.00
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HFSSDesign1Return loss S(1,1)

m1 m2

m3

Curve Info

dB(S(1,1))
Setup1 : Sweep

Name X    Y

m1 3.0000  -18.4640

m2 4.0000  -18.5584

m3 6.9000  -28.2373

Fig. 5 Return loss S(1,1)

Table 1 Return loss S(1,1)
values verses frequency

Name Frequency in GHz Return loss (dB)

m1 3.00 −18.46

m2 4.00 −18.55

m3 6.9 −28.23

Fig. 6 Return loss S(2,2)
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Table 2 Return loss S(2,2)
values versus frequency

Name Frequency in GHz Return loss (dB)

m1 6.3 −24.18

m2 7.00 −23.88

m3 9.20 −12.15

Fig. 7 Gain (G) in dB

Fig. 8 Directivity (D) in dB
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Table 3 Gain And directivity
measured value

Parameter Value (dB)

Gain 6.03

Directivity 6.095

Fig. 9 Pattern of MIMO Antenna

1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 10.00

Freq [GHz]

0.00

12.50

25.00

37.50

dB
(V

SW
R

(1
))

HFSSDesign1VSWR 1

m1 m2
m3

Curve Info

dB(VSWR(1))

Setup1 : Sw eep

Name X Y

m1 3.0000 2.0831

m2 4.0000 2.0604

m3 6.9000 0.6733

Fig. 10 VSWR of antenna 1
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1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 10.00
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37.50
dB

(V
SW
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(2

))
HFSSDesign1VSWR 2

m1 m2

m3

Curve Info

dB(VSWR(2))

Setup1 : Sw eep

Name X Y

m1 6.3000 1.0750

m2 7.0000 1.1127

m3 9.2000 4.3773

Fig. 11 VSWR of antenna 2

Table 4 VSWR 1 values
versus frequency

Name Frequency in GHz VSWR Absolute value

m1 3.00 2.08 1.61

m2 4.00 2.06 1.60

m3 6.90 0.67 1.16

Table 5 VSWR 2 values
versus frequency

Name Frequency in GHz VSWR Absolute value

m1 6.30 1.07 1.27

m2 7.00 1.11 1.29

m3 9.20 4.37 2.73

The isolation S(1, 2) and S(2, 1) as shown in Figs. 12 and 13, respectively. and
corresponding values are shown in Tables 6 and 7. The isolation values are obtained
which is less than −8 dB.

The Energy flow diagram of the antenna has shown in Fig. 14.
Radiating antenna with a radiating beam has shown in Fig. 15.
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Fig. 12 Isolation S(1,2)

Fig. 13 Isolation S(2,1)
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Table 6 Isolation values Frequency (GHz) S(1,2) in dB

3.00 −10.12

4.00 −8.32

6.90 −17.59

Table 7 Isolation values Frequency (GHz) S(1,2) in dB

6.30 −8.43

7.00 −21.74

9.20 −33.11

Fig. 14 Energy flow diagram

6 Conclusion

In this paper, the MIMO antenna is designed for the Wi-Max application by using
HFSS simulation software. The MIMO antenna is designed which contains the two
radiating patch of the same length and width with inset feeding. The simulating
results obtained for various bands. Return loss S(1, 1) has obtained −18.45 dB for
3 GHz, −18.56 dB for 4 GHz and −28.23 dB for 6.9 GHz and the return loss S(2,
2) has obtained −24.18 dB for 6.3 GHz, −23.88 dB for 7 GHz and −12.15 dB for
9.2 GHz. The VSWR 1has obtained 2.08 dB for 3 GHz, 2.06 dB for 4 GHz and
0.67 dB for 6.9 GHz and VSWR 2 has obtained 1.07 dB for 6.3 GHz, 1.11 dB 7 GHz
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Fig. 15 Radiation pattern with antenna

and 4.33 dB for 9.2 GHz. The VSWR values for resonating frequency is in between
the 1 and 3, hence it is the perfectly matched antenna. The Directivity and Gain of
MIMO antenna have obtained 6.09 dB and 6.03 dB, respectively. The efficiency of
the MIMO antenna is 99.06%. This MIMO antenna has provided better return loss
and VSWR for higher efficiency.
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Reliability Evaluation
of Environmentally Affected Mobile Ad
Hoc Wireless Networks

N. Padmavathy

Abstract Mobile ad hoc network due to its inherent capabilities received a
significant researcher’s attention recently. Wireless networks like mobile ad hoc
networks are application-specific, infrastructure-less, short-duration networks with
many features like arbitrary or dynamic topology, homogeneity/heterogeneity, self-
organizing, decentralization, highflexibility, routing, etc. Themainpurpose ofmobile
ad hoc networking is to extend its short-duration services for specific applications
into the realm of autonomous, mobile, wireless domains, where the mobile nodes
form the network topology in an arbitrary fashion. The vulnerabilities in a wireless
environment, viz., temperature, noise, pressure, magnetic effects, have significant
impact on the connectivity. Connectivity is related to node mobility, link formation
and hence failure of either one or both results in connectivity loss.When connectivity
is lost, the network becomes unreliable. In this paper, a comprehensive review of the
effects of wireless environment on mobile ad hoc network reliability is proposed.
From the results, it is understandable that in the absence of noise the network is
highly reliable and as the environmental noise increases, the reliability falls down
by 32%.

Keywords Arbitrary topology · Geometric random graph · Infrastructure-less
networks · Mobile ad hoc networks · Multi-hop · Network reliability

1 Introduction

Communication is a purposeful activity of exchanging information between living
organisms or artificial devices using various technical or natural means. A commu-
nication network consists of two or more nodes (computers/devices) that are linked
for the purpose of transfer or exchange of information which may be either a wired

N. Padmavathy (B)
Vishnu Institute of Technology, Bhimavaram, AP, India
e-mail: padmavathy.n@vishnu.edu.in

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_98

1297

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_98&domain=pdf
mailto:padmavathy.n@vishnu.edu.in
https://doi.org/10.1007/978-981-15-5341-7_98


1298 N. Padmavathy

network or wireless network. A network connected through cables and telephone
lines is a wired network, whereas a network that is linked via RF, satellites or IR
waves is wireless network.

Among different types of the networks, infrastructure-less wireless networks
(wireless sensor networks (WSNs) and mobile ad hoc networks (MANETs)) are
considered here in this paper for reliability evaluation. In infrastructure-less wire-
less networks, the nodes arewirelessly connected and are auto-configurable networks
with scarce resource. Moreover, these networks are inadequate in terms of traditional
protocols and networking algorithms. In MANET, the nodes move continuously in
any direction with the capability of path configuration periodically. The formation
and deletion of link depend on the mobility of the nodes [1]. The temporary commu-
nication link among the nodes within its deployment area (undesirable areas) [2]
defines connectivity.

The networks’ wireless topology may change rapidly and unpredictably such that
network may operate in an arbitrary fashion. The routes between nodes in an ad hoc
network may include multi-hops. Each node will be able to communicate directly
(single-hop communication) with any other node that resides within its transmission
range. For indirect communication with destination nodes, there is a need of inter-
mediate nodes (multi-hop communication [3]). Ad hoc wireless networks inherit
the traditional problems of wireless communications and wireless networking [4] as
listed below.

1. Thewirelessmediumhas neither outright, nor promptly discernible limits outside
of which stations are recognized to be unable to organize network frames.

2. The channel is unprotected from outside signals.
3. The wireless medium is notably much less dependable than wired media.
4. The channel has time-varying and asymmetric propagation properties.
5. Hidden-terminal and exposed-terminal phenomena may occur.

To the above-mentioned problems, the multi-hop nature and the lack of fixed
infrastructure add a number of characteristics, complexities and design constraints
that are specific to ad hoc networking [5–7]. All these problems pose direct effect
on the performance of the MNs. Points 2 and 3 indeed mean that the channel or the
medium is prone to noise which further has impact on the nodes, due to which the
nodes may fail leading to a decrease in reliability. In other words, due to the failure
of the network components (nodes and links), the network reliability reduces [8].

The authors of this paper previously have contributed over the past decade on
evaluation of connectivity-based network reliability considering non-capacitated [9],
capacitated [10], path reliability [11], interference [12], link reliabilitymodels (binary
[9] and propagation-based [13]), mobility models [14], fading models [15], node
failures [16] and node distribution [17]. But, all the above-mentioned contributions
[9–17] have failed to consider environmental noise.

This paper mainly emphasizes on the connectivity of network considering envi-
ronmental noise in order to estimate the reliability of the network. Therefore, the
authors of this paper have evaluated the reliability of the MANETs considering the
environmental noise. It is been depicted that environmental noise has significant
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impact on the reliability of the network. To improve the readability of the paper, the
paper has been organized in the following way. Section 2 elaborates on the assump-
tions considered for the reliability evaluation. The reliability evaluationmethodology
alongwith theproposed algorithm is provided inSect. 3 andSect. 4 provides a detailed
simulation result.

2 Assumptions

1. The network is homogeneous and operational at the start of the mission time.
2. The node movement follows RWPMwith zero pause time, uniformly distributed

node velocity (Vmin, Vmax) and direction (0, 2φ).
3. Every node has the same transmission range (rj), and every node pair within the

transmission range is considered to be connected.
4. Times-to-failure of nodes are assumed to fail due to environmental parameters,

viz., noise (EP), and the failure followsWeibull distribution with scale parameter
(β) and shape parameter (θ ).

5. Failures of node are statistically independent, and once a node fails, it is in the
same state for rest of the time.

6. All links are bidirectional without any constraint on their load-carrying capacity.
7. The creation and destruction of the link depend on the distance (dij) between the

nodes and the transmission range (rj).

3 The Methodology

3.1 Network Model

At any instant of mission duration, MANET can be represented as a fixed geometric
random undirected graphG = (U, L , K ) consisting of a set ofU number of vertices,
a set of L number of edges and a set of KU terminals. Both node and links can
fail. However, time-to-failure of nodes follow a known distribution as explained in
assumption # 4.

The successful communication between the nodes in K is a random event with
a probability RG(τ ) given that the all nodes in K must be active. Therefore, the
network reliability is defined of the product of the reliability of (s, t) pair and the
reliability of the network with perfect (s, t) node pair. Therefore, the reliability of the
network uses factoring theorem [9] to be mathematically expressed as (1) by noting
that the failure of designated nodes will certainly lead to network failure.

R
′
G(τ ) =

⎛
⎝ ∏

ui∈K⊆U

Rui (τ )

⎞
⎠R(G|K )(τ ) (1)
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Therefore, (1) can be utilized to compute the reliability of MANET at a particular
instant of mission duration in our MCS.

3.2 Network Model

Each environmentally affected node ui has an operational probability and is defined
as in (2)

Pr(ui (τ )) = e
[ −(EP+τ)

θ

]β

(2)

where

ui (τ ) =
{
1 if nodei is operational at time τ

0 Otherwise
(3)

Each node ui has an operational probability Rui [9] and is defined as given in (4)

Rui (τ ) =
{
Pr(ui (τ )) if nodei is operational at time τ

0 Otherwise
(4)

The status of the links, Li j (τ ), [9] between a pair of nodes
(
ui , u j

)
is determined

by Euclidian distance, di j (τ ), between them at time, ′τ ′, and transmission range, ri,
of the nodes, i.e.,

Li j (τ ) =
{
1 if dij(τ ) ≤ ri (or rj)
0 Otherwise

(5)

where

di j (τ ) =
((
x j (τ ) − xi (τ )

)2 + (
y j (τ ) − yi (τ )

)2)1/2
(6)

Therefore, at time ′τ ′, the network can be represented by an adjacency matrix [9],
A(τ ) of size |U1 ×U1|, with its elements, Li j (τ ). This matrix is utilized to determine
the connectivity [18, 19] between the (s, t) pairs, where connectivityCq(τ ) is defined
as in (7)

Cq(τ ) =
{
1 if K ⊆ U nodes are connected at time τ

0 Otherwise
(7)
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3.3 Node Mobility Model

The node movements are modeled using random-based synthetic mobility model as
it mimics the real-time movements of the nodes. Location change, node speed and
direction change are the characteristics that had direct impact on the movement of
the MNs at time instant. The study using the node movements according to RWPM
has been discussed in detail in several literatures [9, 20–23]. Thus, the mathematical
equation used for computing the new locations is as given in (8).

xi (τ+ � τ) = xi (τ )+ � τvi (τ ) cosφi (τ )

yi (τ+ � τ) = yi (τ )+ � τvi (τ ) sin φi (τ ) (8)

The reliability RG(τ ) ofMANET KU is defined as functions of time by averaging
the results for simulation run at each incremental time (τ ) of the totalmission duration
(9). That is, (9) indicates the ratio of the product of the node reliability of any two
nodes of a network over entire duration of the mission time over the total number of
simulation runs.

RG(τ ) =
(∏

ui∈K⊆U
Rui (τ )

) ∑Q
q=1 Cq(τ )

Q
(9)

3.4 Algorithm for Computing MANET Reliability

Based on the descriptions and discussions done in earlier sections, an algorithm
is developed to compute reliability of the MANET. The algorithm starts with the
network conversion, wherein the network that has perfect KU nodes as per (1) is
considered. The next task is connectivity check, and this process is repeated for every
�τ till the specified mission time has been reached. It may be noted that every �τ

is one complete iteration of ‘Q’ numbers of iterations in our simulation study. The
MC simulation-based algorithm is as follows:

Step1: Initialize networkparameters (U,A, tMission), nodeparameters (parameter
of time-to-failure pdf (θ, β),

(
Vmin, Vmax

)
, (0, 2), r j , (Xi ,Yi )), q = 1,Cq(τ ) =

0, EP (environmental noise).

Step 2: Initialize R′
G(τ ) =

(∏
ui∈k

Rui (τ )

)
.

Step 3: Simulate the node status using (2).
Step 4: Simulate the link status using (5) after computing the Euclidean distance

(6).
Step 5: Check for connectivity of nodes KU of the network at time τ . If network

is connected, then increment the Cq(τ ) and set τ = τ + �τ .
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Step 6: Simulate the mobility of the nodes according to RW PM , and compute
the new node positions at every time increments using (8). Repeat step 3 through
step 5 if τ <= tMission.

Step 7: Repeat step 2 to step 6 for q number of simulation runs.
Step 8: Compute network reliability as per (9).
The algorithm has been implemented using MATLAB® 2009a on a Windows®

XP run on a Pentium dual processor @1.60 GHz speed. MATLAB is being used in
simulating the concept demonstration for problem solving on the specified example
defined in subsequent section.

4 Simulation Results

The proposed algorithm is applied on the study considered in [1, 9] to evaluate
the reliability of the MANET. The impact of EP on the movement of the radios is
additionally considered in this paper.

The simulation study on the reliability evaluation of the MANET has been
conducted considering a network size (NS) (9–100 nodes) placed in simulation
boundary (NCA) (say 8-by-8 sq. miles to 20-by-20 sq. miles) with node transmission
range (TR) up to 8 miles. It may be noted that, at the start of the mission time i.e., at
0th hour the network nodes are fully operational and at the end of the mission time
i.e., at 72nd hour the nodes may be operational or fails. Network’s performance on
the basis of the effect of EP (0 dB to 1.5 dB) subjected to different scenario condi-
tions has been analyzed. In this paper, it is assumed that natural noise exists in the
environment. The following session describes the effect of different scenario metrics
(NCA, NS, TR) [24] on the reliability metrics 2TR under the influence of environ-
mental noise. Initially, the network is considered to be free from the environmental
noise, i.e., EP = 0. Later, the environmental parameter is increased up to 1.5 dB in
steps of 0.5 dB.

4.1 Simulated Network Topology

Network topology is the arrangement of the entities (links and nodes) of a network.
Essentially, it is the topological structure of a network which may be depicted physi-
cally or logically. For the study taken, many network structures are generated through
simulation as observed through Figs. 1, 2, 3, 4 and 5 that no two topologies are alike,
and only few of the simulated topologies are shown below. This segment gives an
understanding of the topology changes depending on different scenario metrics with
and without noise effect at different time instants. Figure 1a, b shows the changing
topology in the absence of noise (EP = 0.0 dB) and in the presence of noise (EP =
0.5 dB), respectively, for the parameters considered in this study.
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Fig. 1 Network topology with D = 64 miles2, U = 18, rj = 3 miles, t = 0: a EP = 0 and b EP =
0.5

Fig. 2 Network topology with D = 100 miles2, U = 18, rj = 3 miles, t = 0: a EP = 0 and b EP
= 0.5

Fig. 3 Network topology with D = 64 miles2, U = 27, rj = 3 miles, t = 0: a EP = 0 and b EP =
0.5

There is loss of connectivity between the mobile nodes when the environmental
noise increases though all other simulation parameters are maintained constant as
shown in Fig. 1b. That is, the network connectivity is good (Fig. 1a) in the absence of
noise and subsequently in the presence of noise the established connectivity breaks
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Fig. 4 Network topology with D = 64 miles2, U = 18, rj = 5 miles, t = 0: a EP = 0 and b EP =
0.5

Fig. 5 Network topology with D = 64 miles2, U = 18, rj = 3 miles, t = 36: a EP = 0 and b EP
= 0.5

(Fig. 1b). Clusters are predominantly visible in large numberwhen the environmental
noise is high. Figure 2a, b indicates that the probability of the network connectivity
is very small and hence has direct impact on the network reliability.

As the coverage area increases (say D = 10-by-10 sq. miles) with a fixed node
size (say 18 nodes), due to mobility the distance between the nodes exceeds the
node transmission range and hence link formation fails. The simulated topologies
depict the occurrence of isolation nodes which may be either the source node (see
Fig. 2a; node 1 is isolated) or the destination nodes (see Fig. 2b; node 18 is isolated),
though these nodes are active at the start of the mission time. Not only source node
or destination node is isolated, sometimes the intermediate nodes are also isolated.
Figure 2b clearly shows the isolation of the intermediate nodes (node 6 and node 10).
However, the connectivity can be improved by allowing same number of nodes to
move in a smaller area (see Fig. 3a, b) or increase the transmission range of themobile
nodes (see Fig. 4a, b). Though the number of nodes is increased, the environmental
noise still has a significant effect on the reliability as shown in Fig. 3b because of
the isolated (s-t) pair nodes. Similarly, studies have been done for different network
sizes and different transmission ranges in the absence of noise (EP = 0.0) and in the
presence of noise (EP = 0.5) as shown in Figs. 3 and 4.
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Figure 5a, b depicts the change in topology of the MANET at different time
instants for changing environmental condition during a single iteration. The topolo-
gies depicted here show the probability of successfully connected network, though
few nodes seem to be active but isolated (see Fig. 5b). As mission time increases,
the node may also become inactive because of the statistical distribution considered.
If node is inactive, connectivity between the nodes will be lost. It was also observed
that if the node fails at a particular instant of time it remains in the same state for the
rest of the mission time (topology not shown here).

4.2 Effect of Environmental Noise on Network Reliability

The effect of environmental noise on network reliability with varying network
coverage area has been studied and performed with coverage area ranging from
64 to 400 sq. miles and environmental noise ranging from 0.0 to 1.5 dB. The reli-
ability (2TR) of the network decreases with increasing network coverage area and
environmental noise as shown in Figs. 6 and 7. Because the non-existence of link (the
distance between the nodes is so large) for small number of nodes (though active) of a
network is deployed in large simulation boundary, the connectivity is lost. Similarly,
when the noise in environment is high, the connectivity between nodes is lost. In the
absence of environmental noise, the network is reliable with a reliability of 0.6944
and further the reliability decreases by 68% in the presence of high environmental
noise (1.5 dB). A fall in reliability implies that the network is not suitable for the
specific application in the presence of high noise.

Fig. 6 Effect of EP on 2TR with changing NCA
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Fig. 7 Effect of NCA on 2TR in noisy environment

Figure 8 clearly depicts that an increase in the environmental noise causes a
decrease in the reliability of the network, and Fig. 9 depicts the performance of
MANET in a noisy environment for different network sizes. Here, the network size
is varied between 9 and 100 and environmental noise is also varied up to 1.5 dB to
study the effect on network reliability. An effect similar to the one seen in earlier

Fig. 8 Effect of EP on 2TR with changing NS
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Fig. 9 Effect of NS on 2TR in noisy environment

cases can also be seen here. With increasing environmental noise, the network is
almost unreliable and the values decrease by more than 45%.

The evaluation of 2TR is performed by considering environmental noise and
transmission range ranging from 1mile to 8miles while keeping the other parameters
such as network coverage area andnetwork size as constant.As the transmission range
increases, the reliability also increases while reliability decreases with increasing
environmental noise. These variations are shown in Figs. 10 and 11, respectively.

With varying scenariometrics (NCA,NS, TR), it can be observed that the network
reliability decreases or increases. Figure 11 depicts that larger the transmission range,
each node covers a large area, and hence more mobile nodes fall within the vicinity
of each other, thus increasing the link connectivity. Figures 11 and 12 clearly show
that in the absence of noise the 2TR is high (0.9575 when TR = 5 miles) and is
almost stable beyond 5 miles (0.8513 for NS of 27 nodes). This implies that it would
be optimum enough to consider nodes that can transmit or receive at a range of 5
miles. The simulation results show that for the given example with NS = 18, NCA
= 64 sq. miles and TR = 3miles, the obtained reliability is 0.6944 which is quite
low. The designer can improve the reliability of the network (say up to maximum
of R2

i ) by considering optimum parameters that would cover a simulation area with
large number of nodes with the best transmission range. In other words, the network
reliability can be improved by increasing either the number of nodes in the network
or transmission range of the node when the coverage area is small.

When nodes are environmentally affected, Figs. 6, 8 and 10 depict a drastic
decrease in reliability. A noise of 0.2 dB has amonotonic impact on the reliability that
decreases by about 32%when compared with the case of noise-free nodes. However,
the reliability under influence of noise can be increased to 0.6855 (approximately
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Fig. 10 Effect of EP on 2TR with changing TR

Fig. 11 Effect of TR on 2TR in noisy environment

to 0.6944) by increasing the transmission range to 7 miles or can achieve higher
reliability (say 0.7340) by decreasing the coverage area to 50 sq. miles or still lesser
(plot for D = 50 sq. miles has not been provided).
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5 Conclusion

Nowadays, every application (military, disaster management, health care, etc.) needs
a reliable communication. Hence, reliability plays a vital role in mobile ad hoc
network. For the analysis of reliability, modeling of network has been done by using
geometric random graph. The mobility of node is governed by random waypoint
mobility model (RWPM). The nodes are subjected to environmental noise (noise
is assumed to be present in the environment), and hence the simulation studies of
the effect of environmental noise on network reliability have been considered. The
reliability of the MANET varies in accordance with the scenario metrics (network
coverage area, network size, transmission range) and environmental noise. From the
results, it is understandable that in the absence of noise the network is highly reliable.
Moreover as the environmental noise increases, the reliability falls down by 32%.
The reliability can be improved by considering large network size or transmission
range.
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Design of Tunable Miniaturized
Frequency Selective Surface Based
on Miura-Ori Pattern

Sailabala Soren and Ashwin Kothari

Abstract In this paper, a foldable miniaturized higher-order FSS with a tunable
characteristic which acts as the band-stop filter is studied. The miniaturized config-
uration is achieved by bending the arms of the rotated cross-shaped structure. The
proposed parallelogram facet is reduced by 75% as compared to the facet of the
rotated cross-shaped structure. The proposed Miura-ori pattern design demonstrates
the most stable angular performance at large angles of incidence and the frequency
deviation obtained is 0% when the angles of incidence (θ ) are varied from 0◦ to 60◦
at different TE and TM polarization. The folding and unfolding in the FSS structure
occur due to the variation of different folding angles α = 0◦, 30◦, 60◦. This causes
the interaction between the incident waves and the movement of the interface of
the foldable FSS which results into shift of the resonant frequency up to 20% as
per the desired performance. Thus, the kinematics deformation makes the design
tunable. The proposed structure of FSS is simulated in HFSS 15.0. The correspond-
ing higher-order transfer function of the twisted and foldable FSS is obtained from
the MATLAB R2014a using the HFSS simulation data. The simulation results are
presented which shows the viability of the proposed design.

Keywords Frequency selective surface · Miura-Ori fold · Scattering parameters ·
Origami · Tunable filters · Polylactic acid

1 Introduction

A frequency selective surface (FSS) is an assembly of identical conducting elements
arranged in two-dimensional array on a dielectric substrate. The arrangement of each
unit cell should be in a periodic manner. The periodic structures are excited in two
methods: by an incident wave or by connecting generators to individual elements [1].
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The FSS exhibits different scattering parameters to illustrate the filtering behavior
which is highly dependent on the geometrical structure of the element, substrate
thickness, periodicity, relative permittivity of the dielectric substrate, the polarization
of incident wave, and inter-element spacing. The proper selection of these mentioned
properties results in enhanced filtering characteristics due to the occurrence of the
matching between the frequency of the plane wave and the resonant frequency of
the elements in FSS. The applications of FSS can be often found in antenna radar
domes, cellular communication system, resonant beam, radars, spatial filters, and
electromagnetic band-gap material. Theoretically, the FSS is a periodic surface with
infinite elements. But practically, it is limited in size. Generally, the desired result is
achieved by including a large number of elements which is around 400 [18]. Unlike
classical filter, FSS deals with the angle of incidence of the wave and polarization
along with the frequency of the signal. According to researchers, the sensitivity of
the FSS to the various oblique angles of incidence can be reduced by miniaturizing
the area of the unit cell keeping the size of the arms unchanged and also the resonant
frequency.

Various FSS designs have been proposed for miniaturization. The convoluted
technique [2, 3], lumped reactive element [4], and fractal geometry [5] are used to
optimize the design of FSS for reduction in the size of unit cell. Complementary
structures have been applied to improve the miniaturization [6–8]. The 2.5D ultra-
miniaturized FSS is one of the versatilities found in recent research [9].

Mathematics and the philosophy behind origami art have a good impact on the
architecture framework as it is useful for innovative designs and deployable systems
used in transportation, such as rocket and foldable origami-style solar panels. It is
expected that the entire complex system can be regulated with a basic motion. In
this phase, the most feasible approach is selected for FSS tuning. The proposed
Miura-ori model has a single control parameter that determines the angle of the
folding state and therefore the strength of the resonance. Such motion should not
disturb the periodicity of the system. A 3D mechanically tunable FSS with a flat
square slot having incident angle stability up to 45◦ and tunability from 2.4 to 4
GHz [10]. An active FSS used as a tunable low-frequency radar broadband absorber
with a frequency range between 2 and 11.3GHz controlled by p-i-n diodes is studied
in [11]. An electronically switchable FSS used as a spatial filter with square loop
aperture geometry controlled by four p-i-n diodes and wave polarization insensitivity
up to ±45◦. The FSS designed by circular loops connected through varactor diodes
having a tunability range of 363% for band-stop application is discussed in [12]. The
FSS can also be tunned by using special types of the substrate like liquid crystals
[13–15] and ferrites [16] achieving 15–20% shift in resonant frequency.

The lead idea in this project is to embed a miniaturized pattern in a foldable FSS-
based origami art structure. The proposed FSS structure is insensitive to large angles
of incidence and to both TE and TM polarization. The resonance frequency can be
changed with a single control parameter of the Miura-ori pattern. The difference
of resonance frequency is the result of a change in the direction of the conductive
elements owing to variability in the folding angle. The tunability is therefore accom-
plished in a specific band. First, an incurved cross-shaped structure is used to design
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an FSS array that shows stable performance for different incident angles and polar-
izations. The second is to create a geometrical structure based on the Miura-ori fold,
which allows the FSS to be tailored to one control variable (folding angle:α). The
shifting of the folding angle takes the system from smooth to highly folded. In order
to demonstrate the effectiveness of the system, the simulated tunable FSS experiment
is carried out in HFSS 15.0.

2 Design of FSS Structure

The unit cell is designed consisting of four parallelogram facets and each cell is
assembled periodically. Each facet is made of a biodegradable plastic, i.e., polylactic
acid (PLA) material. The facet is arranged in such a way that it is foldable. The
accumulation of all the unit cells is aligned in x- and y-directions. The angle α

determines the folding state of paper for the surface. When α is 0◦, the structure
appears as a 2DFSS. Butwhen the angleα becomesmore than 0◦ the proposedmodel
develops height giving rise to a 3D FSS structure where height is in z-direction. To be
more precise the lengths of Px and Py will changewhenα is increased or decreased as
shown in Fig. 3. The lengths Px and Py are different for various unit cell structures.
The variation in Px and Py affects the orientation of the locations of the metallic
patches. The proposed design of facet, unit cell, and array of unit cell are shown in
Fig. 2a, b, c, respectively. The arrays of metallic patches are aligned on top of the
dielectric substrate as shown in Fig. 2c. The angle (β) determines the angle between
two sides of the facets. The sheet becomes parallel to the plane (flat), when α =
00. When the value of α changes from 0 to 60◦, the lengths of Px and Py vary
correspondingly but the value of angle β remains constant. The value of β is 450.
These expressions are represented in (1) and (2) [17].

Px = 2xcos(φ) (1)

Py = 2y(sin(φ)cos(β) + cos(φ)cos(α)cos(β)) (2)

where, φ = tan−1[1/tan(β)cos(α)].
Foldable design is evolved without tearing the surface of the sheet. The dielectric

substrate used for simulation is PLA having a thickness of 0.76mm. PLA filament
is widely thought of as an aesthetic material best used for rapid prototyping. The
permittivity of the dielectric and loss tangent are 2.3 and 0.07, respectively. The
dimension of the overall facet is 30 × 20.21mm2. The symmetric structure is con-
sidered to reduce the dependency on polarization. In the first step of the modification
process as shown in Fig. 1, the crossed shaped reference design [1] is converted to
rotated crossed shaped structure aiming for miniaturization. After incurving the arms
of rotated cross-shaped element, the area of the unit cell is reduced up to 75% as
shown in Fig. 2a.
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Fig. 1 First modification of unit cell from cross-shaped to rotated cross-shaped

Fig. 2 a Facet, b unit cell of proposed FSS, c array design of proposed tunable FSS

The angle of rotation of the cross structure conducting element is 45◦. Each arm
is twisted by 90◦ inside for all the facets of the unit cell as shown in Fig. 2a as per
the second modification and the proposed unit cell of FSS is shown in Fig. 2b. The
size of the rotated cross-shaped FSS is 39.68 × 28.05mm2. The length of arm (l)
remains unchanged before and after the modification process as shown in Fig. 4 [1].
The substrate used here is the same as before. The areas of unit cells before and after
modification process are compared. The area of the proposed unit cell is reduced by
75% after modification process. The size of facet for the resonant frequency of stop-
band filter corresponds to 1.313λ0 × 0.928λ0, where λ0 is free-space wavelength.
The significance of miniaturization is to reduce the dependency of FSS on the angle
of incidence (Fig. 3).
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Fig. 3 Geometry of rotated cross-shaped unit cell before proposed miniaturized unit cell

Fig. 4 Dimension of proposed unit cell

Table 1 Geometrical parameters of proposed design

Parameter x (mm) y (mm) d (mm) l (mm)

Value 30 30 1 5

The structure is designed symmetrically to both x- and y-axes to eliminate polar-
ization sensitivity. The geometrical parameter of incurved rotated cross structure
shaped FSS is shown in Table1. An optimized filtering characteristic is aimed at
the beginning of the process of designing. Therefore, miniaturization is done by
incurving rotated crossed structure keeping the length same as shown in Fig. 2b at
the resonant frequency 9.4 GHz.

The sides of these crossed shape structures are rotated inside with 45◦ keeping the
arms identical in lengths and then incurved with 90◦. The strategy of the design is
formed symmetrical in both x- and y-axes to make the FSS design miniaturized and
polarization insensitive. The proposed unit cells are arranged in a chevron pattern for
incorporating the tunability in the FSS design. Since the folding and unfolding are
done for the required operation, the inter-element spacing does not affect the result
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much. Still, the periodicity (B) needs to be maintained to eliminate the grating lobes
[18] so that the following condition should be satisfied.

B <
λ0

1 + sin(θ0)
(3)

whereλ0 is thewavelength and θ0 is the angle of incidence. For 60◦ angle of incidence,
the periodicity should be less than 12.24mm.

The optimal transfer function is obtained with MATLAB using data solution of
S21 of proposed FSS (imaginary and real parts of S21, amplitude, and phase of S21).
S21 is showing the transmission coefficient which can be collected from the result
of simulation of the proposed design. The improved band-stop filter is analyzed by
determining the transfer function (4).

Using MATLAB code, the optimal transfer function is obtained by changing the
degree from 5 to 8. It is observed from the simulation of MATLAB that when the
number of poles and zeros are 8, the most optimal transfer function (4) of the FSS
is achieved. The curves obtained from HFSS analysis and MATLAB results are
compared and it is found that both curves are similar in nature as shown in Fig. 6.
Resultant band-stop filter characteristics are estimated by observing the location of
poles and zeroes as shown in Fig. 5.

−0.2861s8 − 0.8233s7 − 1.036s6 − 1.488s5 − 1.223s4

−0.7818s3 − 0.5421s2 − 0.09735s − 0.06447

s8 + 0.1297s7 + 3.489s6 + 0.3541s5 + 4.001s4 + 0.2508s3

+1.731s2 + 0.0355s + 0.2031

(4)

Fig. 5 Location of poles and
zeros of estimated transfer
function
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Fig. 6 HFSS analysis and evaluated transfer function comparison

3 Simulation Results

The demanding characteristics of band-stop spatial FSS are to obtain flat pass band
gain near 0 dB over wide range and to obtain sharp roll-off at the cutting edges. These
specified features are expected fromminiaturizedmodel even if the angle of incidence
is high. The proposed new design accomplishes the mentioned characteristics with
a good precision. When the angle of incidence wave is 0◦, −3 dB bandwidth of
the band-stop filter is acquired between 8.9 and 10.41 GHz. From the simulation
results, it is confirmed that even if the polarization are TE and TM, the transmission
coefficient is unaffected and stable and also the bandwidth is also wider in proposed
FSS. Excitation of FSS is considered due to different angle of oblique incident
waves (0◦, 15◦, 30◦, 45◦, and 60◦). The newly designed foldable FSS gives a stable
performance at various incident wave angles and linear polarization. When FSS with
larger unit cell size is being illuminated by plane wave with oblique incidence the
sensitivity of the FSS structure to the angle of incidence is increased as a result the
frequency deviation becomes more which is compared in Figs. 7 and 8.

Fig. 7 Plot of transmission coefficient of proposed FSS under different, normal, and oblique angles
of incidence
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Fig. 8 Plot of transmission coefficient of FSS before modification

The deviation in resonant frequency is around 0% when the resonance frequency
at a various angle of incidence is compared with the resonance frequency at normal
incidence. Compared to the resonance frequencywhich is 9.4GHz, it is observed that
the relative deviation in case of crossed shaped structure is 1.29% for TE polarization
at the angle of 60◦ incident wave. The less frequency deviation means less sensitiv-
ity to the incident wave angles. This design with biodegradable plastic substrate is
showing a good result. It is observed by implementing the following equation [18]
on the data obtained from simulation result.

� f = Fr − Fang

Fr
× 100 (5)

where, �f is relative frequency deviation, Fr is resonance frequency, and Fang is
frequency at different angle of incidence.

During the filtering process when the FSS is in excited state the current paths are
observed. The current path is visible along the vertical arms in case of TE mode.
The current is distributed along the horizontal path at 9.4GHz in case of TM mode.
Figure9 represents the current distribution for TE and TM polarization. Even though
the linear polarization is different the resonance zero frequency is obtained around
9.4GHz till 60◦ angle of incidence.

Simulation of the second modification is as shown in Fig. 4, with ANSYS HFSS
15.0 the resonant frequency is obtained at 9.4 GHz. Bandwidth utilization has been
increased in this design segmentwhere each facet consists of incurved rotated crossed
structure shape metallic patch. The later FSS has a single layer, as shown in the chart.
Figure2c indicates notch features of the filter. At different angles (0◦, 30◦, and 60◦)
the electromagnetic waves are reflected on the FSS. The operational frequency is
9.4GHz for usual occurrence. The folding and unfolding of FSS can be depicted by
Poisson’s ratio as follows.

σ = − εl

εs
= −tan(2α) (6)
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Fig. 9 Simulated surface current distribution under a TM mode and b TE mode of proposed FSS
at resonant frequency

Fig. 10 Simulated transmission coefficient at θ = 0◦ of the proposed FSS design when α = 0◦ (red),
30◦ (blue), and 60◦ (green)

where α—folding angle, εl—transverse contraction strain and εs—longitudinal
extension strain. In different folding angles, 0◦,30◦, and 60◦are observed transmitting
functions of this FSS system. With natural and oblique incidence to 60◦, the FSS
irradiates through EMwaves. As Fig. 10 indicates the resonance frequency at α = 30◦
is observed at approximately 9.4GHz at the normal angle of incidence. Customizing
the folding angle (α) should control the FSS.

After changing the folding angle around α = 60◦ the resonance frequency is
switched near to 10GHz as shown in Fig. 11. When the folding angle (α) deviations
take place from 0◦ to 60◦, a shift of 20% occurs in resonance frequency relatively.
If the single control parameter, i.e., α, is modified, the controllable FSS changes in
an exact frequency band. Such treatments should be carried out across a broad spec-
trum. Because of the contact between the conduction components and the interaction
with the incident waves at different angles, the target position creates a resonance
frequency. The groundbreaking aspects of this architecture are that FSS is only oper-
ated by a single variable. The frequency shifts by increasing the α folding angle is
calculated by:
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Fig. 11 Simulated transmission coefficient at θ = 30◦ of the proposed FSS design when α = 0◦
(red), 30◦ (blue), and 60◦ (green)

Fig. 12 Different folding
angle versus simulated
resonant frequency

� f

fmid
= − fα1 − fα2

0.5| fα1 + fα2| (7)

where �f is change in frequency when α varies from α1 to α2, f mid is middle
position in frequency band between f α1 and f α2. A graph is plotted to summarize
the tuning result as shown in Fig. 12 at a different folding angle. It is observed that
within a shared band of frequency spectrum the change in folding angle α causes a
considerable shift in resonant frequency. This shared band is displayed in gray color
as shown in Fig. 12. The folding pattern and dimensions of conducting elements are
highly responsible for shift in resonance frequency.

4 Conclusion

In X-band implementations, both the proposed FSS architecture is miniaturized and
adapted to band-stop properties. With each facet of the unit cell, the rotated cross-
shaped structure can be bent without alteration of the arm length of the structure.
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The proposed new feature has two benefits: for a specified resonance frequency and
tuning capacity, the size of the engineered aspect of the unit cell is 75/cent reduced.
Increased filtering properties improve performance stability, while the incidence
angle is sufficiently large in the various types of linear polarization. This system
has the advanced filters that achieve the required sharp roll-off at the stop band and
strong flattop at the pass band below 0 dB, using only 0% resonant frequency gap in
different angles of incidence, foldable, and miniaturized devices. In order to achieve
tunability with the required resonant frequency of FSS, any miniaturized part will be
arranged in chevron pattern by varying only one control variable (α). The suggested
FSS indicates that the resonance frequency ranges from 0◦ to 60◦ in a 20% change
from folding angle (α). Miniaturization is therefore built into the origami system,
which exhibits tuning and provides a stable performance at the optimal level of
incidences and polarizations, simulated and tested in HFSS 15.0. This is why PLA
is known as the substratum and the requisite measurement of the folding duration is
done to insure that production is feasible in the future. The object is the proposed
FSS model with a 3D printer.
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Vulnerability Assessment, Risk,
and Challenges Associated
with Automated Vehicles Based
on Artificial Intelligence

Aditya Raj Singh, Harbhajan Singh , and Abhineet Anand

Abstract Artificial intelligence is the future of technology and due to the presence
of artificial intelligence in the vehicle industry the growth rate has increased expo-
nentially. With this enormous growth in the technology, various vulnerabilities also
emerged that are generally neglected by the manufacturers during the manufacturing
stage. The vulnerabilities are not only from the manufacturer’s side but also it can be
from the developer’s side who is developing the hardware for Internet connectivity
and also the software which is being used to operate the hardware which will ulti-
mately control the vehicle. These vulnerabilities can prove to be a hacker’s paradise
that is looking to infiltrate into a system like this and it will make things complicated
as human lives will be at risk. This paper deals with a discussion on various security
features and challenges that are emerging with the development of this technology.
The paper also discusses the various risk associated with the vulnerabilities of auto-
mated vehicles and it also discuss the possible security and safety measures that can
be opted to produce a safe automated vehicle. This paper also discusses the security
models that are implemented by various manufacturers of the automated vehicles
and it also measures the precision of those security models. The paper also deals
with various intrusion detection and prevention methodologies that can be followed
to control the attack on the target machine.
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1 Introduction

Automated vehicles are connected in a network which is commonly known as vehic-
ular ad hoc networks (VANET) that are based on the principle of ad hoc networks. An
ad hoc network is a type of network in which there is no fixed topology that is to be
followed by the connected nodes, which means that the connected nodes or the vehi-
cles have a dynamic topology in which vehicles get connected and leave the network
according to their desire and they do not have to follow a static topology. This type of
network is much more advantageous as compared to a centralized network in which
all the functioning is maintained by a single controlling unit. But the network is not
purely centralized but it is partially centralized as the dynamic networks themselves
are under control of a centralized network which keeps the record of the dynamic
networks with the help of Internet. This tendency of the network makes way for the
loopholes in the security of the structure as an intruder can pretend to be a vehicle
by using a pseudo-vehicular identity and can mislead other vehicles of the network
to perform some malicious activity. So vulnerability assessment becomes a crucial
point that has to be covered while developing technology of this nature.

Automation of vehicles attracted humans for a long time. Automation of vehicles
was first shown in fictionalmovies as a conceptwhichwould be broadly implemented
in the future. But today this idea is under implementation and the world is looking
forward to it [1]. The automated vehicle uses software that works on the observations
that they get from the surroundings with the help of various sensors that are placed
at different points of the vehicle so that the vehicle can cover every aspect that
should be taken into account while driving the vehicle. The decision-making and
observing tendency is achieved through artificial intelligence which is explained in
the upcoming sections. Precise location calculation is achieved with the help of GPS
trackers that are placed on the vehicle at appropriate positions so that the vehicle
can identify its location concerning other automated vehicles that are connected in
the ad hoc network and can also know the location of other vehicles that are nearby.
Involvement of the ad hoc networks and the Internet makes it easy for intruders and
attackers to infiltrate into the network.

Artificial intelligence has made it possible for the vehicles to distinguish and
recognize the behavior and objects like humans, vehicles, and various traffic signals
and symbols.Due to this tendency of automated vehicles, they overshadow the human
capabilities in some aspects of driving. Further, this paper describes how artificial
intelligence is responsible for this emerging growth of technology and also numerous
security issues that are faced by this type of technology when they are exposed to
the environment.
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2 Automated Vehicles

A type of vehicle of any size in which no human interaction is required for safely
operating the vehicle in any environment inwhich it is intended towork appropriately
is an automated vehicle. Automation of a vehicle is achieved through GPS, software
running on the vehicles that provides the control of the vehicle by managing the
physical components of the vehicle, sensors which observe the environment in which
the vehicle has to be operated, Internet connectivity using an ad hoc network so that
the vehicles should not be connected in a centralized manner but instead they are
connected in a dynamic topological network so that any vehicle can join with any
network and leave it according to its requirements without affecting any other vehicle
in the network.

Automation of vehicles is categorized into five major levels depending upon the
capabilities that the vehicle upholds concerning the controls of the vehicle that are
mentioned in Table 1. These five levels broadly cover the controlling of vehicles
from a little automation to full automation of the vehicles. The zero-level vehicles
are those in which no automation is achieved and the vehicle remains in the old
school form. The first-level vehicles are an advanced version of zero-level vehicles
in which automation is achieved up to some extent but not entirely which means
that some of the control goes into the hands of the vehicle but they require major
control of the vehicle to be performed by the human driver who is operating the
vehicle. The advanced first-level vehicles are categorized as second-level vehicles
in these vehicles the characteristics of the first-level and zero-level vehicles are kept
intact while advancement is made in controls. In this type of vehicles, the steering

Table 1 Autonomy of automated vehicles

Levels Capability

Zero This level is one in which the control of the vehicle is entirely in the hands of the driver
sitting in the vehicle

One This level is one in which the control of the vehicle is not entirely in the hands of the
driver sitting in the vehicle but some of the features of the vehicle are automatically
performed by the vehicle itself

Two This level is one in which the control of the steering of the vehicle and the accelerator
are performed by the vehicle, moreover, the vehicle is also capable of collecting data
related to the driving environment and it allows the driver to sit back and let the vehicle
control itself just like the autopilot mode of an airplane

Three In this level, the advancement is done in an auto-driving mode where in any case the
driver thinks that he needs to intervene in the situation the control of the vehicle goes
into the hands of the driver

Four This level is one in which the vehicle can control not only the driving part but also it can
take decisions based on the security that has to be followed appropriately while driving
but this is limited to only a few scenarios

Five This level is more advanced than level four where the vehicle takes full control of
driving and safety in every situation
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and acceleration of the vehicle are managed by the vehicle itself which provides it
with the tendency to turn and fluctuation of the speed of the vehicle according to it.
When further modifications are done in the driverless mode of second-level vehicles
then they are characterized in level three automated vehicles. Level three automated
vehicles are capable of providing the control of the vehicle to the driver whenever
the driver feels that he need to intervene in a situation. Another level of automation
is when the vehicle gets the control of driving aspects as well as decision-making
tendencies then those types of vehicles come under the fourth level of automation of
vehicles. When maximum advancement is made in fourth level automated vehicles
where the full control goes into the hands of the vehicle and no involvement of human
is required then they are termed as level five automated vehicles.

Figure 1 shows the connectivity among various automated vehicles with the help
of different technologies. Following technologies are used in the vehicles to achieve
automation of level five autonomous vehicles [2]:

• RADAR: Radars sends and receive radio waves around the automated vehicle to
observe the surroundings and it precisely spots other vehicles that are present in
the surrounding. Radars are reliable as they do not get affected by fog, rain or
snow.

• LIDAR: LIDAR’s are fixed on the top of automated vehicles to detect light and it
also helps in range calculation. LIDAR’s transmits millions of laser beams every
second, to measure the bounce back the time taken by the lasers, this collected
data is then used for building a virtual 3D map which is easier for a computer to
understand than compared to a normal 2D camera image.

• Deep Learning: It is a very important artificial intelligence tool that is used
for training the automated vehicle to do the functions like detection of lanes,
identification of other objects like cars, bikes, trucks, traffic signals, etc.

Fig. 1 Connectivity among automated vehicles through radar, lidar, and cameras
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• Cameras: Cameras are used for spotting entities like lane lines on highways, road
signals, road signs, and other vehicles like cars, bikes, cycles, trucks, buses, etc.
With the help of better machine vision, cameras can be utilized for recognizing
various other entities.

3 Artificial Intelligence

Artificial intelligence is the ability of a computer programor amachine to think, learn,
and make decisions similar to humans. Artificial intelligence enables algorithm and
machines to do what human desire. Machine learning and deep learning concepts
are utilized to train the artificial intelligence-based automated vehicles. Numerous
programs are fed with a massive amount of data that is analyzed and processed by
the computer, robot or software that results in thinking logically and performing
human actions, on behalf of it, or computer command. Artificial intelligence enables
the vehicle to manage, make sense of, and respond quickly to the real-world data
inputs fromhundreds of different sensors receiving information from the surrounding
environment.

The automotive industry has joined the race to reach higher-level autonomous
driving capabilities. There are many challenges that are being faced but artificial
intelligence has taken the automotive industry by storm at a very high level to drive
the development of level four and level five autonomous vehicles as given in Table 1
However, the benefits of level four and level five autonomous driving vehicle’s capa-
bilities are, particularly, with regards to fewer accidents and life-longmobility, which
means that every aspect of driving experiencewill changewith the implementation of
artificial intelligence to the vehicles. Artificial intelligence-based systems are broadly
categorized into two types:

• Infotainment human–machine interface, which comprises speech recognition,
gesture recognition, eye tracking, drivermonitoring, virtual assistance, and natural
language interfaces.

• Advanced driver assistance systems (ADAS) and autonomous vehicles, which
includes camera-basedmachine vision systems, radar-baseddetection units, driver
condition evaluation, and sensor fusion control units.

4 Working of Autonomous Vehicles Based on Artificial
Intelligence

The working of artificial intelligence-based automated vehicles comprises of the
following three components those are as follows (Fig. 2):

• In-vehicles data collections and communication systems,
• Autonomous driving platform,
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Component-1 

Component-2 

AI-Based Functions in Autonomous Vehicles 

In-Vehicles Data Collections and 
Communication Systems 

GPS Antennas, Traffic light cameras, 
Data communication systems, Trifocal 

cameras, long and short range LIDARS, 
radars and super computer. 

Component-3 

Autonomous Driving Platform

Memory, Database, Control Policy and 
Decision making 

Automated drive, Object Detection, voice 
recognition, Speech recognition, Eye Tracking, 
Driver Monitoring, Virtual assistant, Gesture 

controls, safety systems. 

Input

Output 

Action Data 

Fig. 2 Data flow in autonomous vehicles (artificial intelligence perception cycle)

• AI-based functions in autonomous vehicles.

Automation of the vehicle is achieved by performing the following three major
steps [3]:

• Generation of data for autonomous vehicles,
• Testing of the autonomous vehicle,
• Training of autonomous vehicles.

A. Generation of Data for the Autonomous Vehicles

This is the first step for achieving automation in the vehicles. In this process, four
cameras are installed on the vehicle in which automation has to be achieved, two
cameras are placed at the top center of the vehicle, one of which is for a front view
while the second camera is for back view and other two cameras are placed on each
side of the car. They recorded the steering wheel’s data and capture the steering
angles. Installation of GPS, Radars, LIDAR’s, and sensors also takes place. After
all, the installation of various types of observing equipment is finished then these
equipment become capable of generating the data for observation. These data are
stored in a CSV file for observation.

B. Training of Autonomous Vehicles

The data and images captured from equipment that is installed on the vehicles are
randomly shifted and rotated and then fed into the neural network. Based on these
input data, the neural network gives the output as a single value, the steering angle.
With the help of input data, the neural network decides by what angle the car must
be steered. Again this output value is compared with the steering data collected from
human driving to compute the error in the convolutional neural network’s decision.
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C. Testing of Autonomous Vehicles

• After training the automated vehicle successfully the testing of autonomous vehi-
cles is done taking the perspective of the front view camera and the rearview
camera. Then the camera’s inputs are fed to the neural network, the neural network
outputs the steering angle values and these values are fed into the autonomous
vehicles. An autonomous vehicles simulator follows the server-client architecture.
In which server will be the simulator and the client would be the convolutional
neural network. The simulator inputs the images, further analyzed by the program-
ming language and outputs the steering angle. The simulator receives the data and
turns the car accordingly. And this whole process goes on and on iteratively or
cyclically.

5 Vulnerability Assessment of Automated Vehicles

Security is an essential element of any automated device so is it for an automated
vehicle as it would be functioning in an environment where it can affect the masses.
The connectivity of the automated vehicle to the Internet and the ad hoc networks is
oneof themajor trouble-causing issues as these types of networks are broadly exposed
to numerous vulnerabilities [4]. These factors can be exploited by an attackerwho can
use them for fulfilling his malicious intentions. Numerous attacks can be performed
on these types of networks and they can be categorized into various sections that are
explained in Table 2.

The attacks can target the vulnerabilities that are present in the network like
a data packet that is containing the information related to the device control and

Table 2 Classification of
attacks based on vulnerable
sections of automated
vehicles

Category of associated attack Effects

Attack on network • Causes problems in
authentication

• Causes unavailability
• Compromised integrity

Attack on timings • Response timing loses
synchronization

Attack on application • Loss of reliability
• Causes unavailability
• Compromised integrity
• Compromised
confidentiality

Social attacks • Compromises all security
components

An attack based on monitoring • Causes problems in
authentication

• Causes loss of anonymity
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device location is traveling through a network that does not end to end encrypted can
be under a spoofing attack in which the attacker can get access to the data packet’s
information which he can modify using various exploitation techniques [5]. Since in
an ad hoc network vehicles can join or leave the network at any point of time so an
attacker can use a pseudo-identity of a vehicle and can get into the network to cause
malfunctioning to the vehicular network and the connected vehicles. Further, the
vehicle’s response time can be altered by the attacker to delay the information that is
to be conveyed to other devices that are present in the ad hoc network. Another point
of vulnerability can be in authentication phase as it can be under de-authentication
attack in which the vehicle would be removed from the ad hoc network forcefully,
and when the vehicle will try to connect to the network, then it would not be allowed
to pass through the authentication phase which will cause the automated vehicle to
function improperly as connection with other automated vehicles is a necessity for
automated vehicles. Another problem with the authentication phase can be that an
intruder with the false identity after getting into the network can send a large amount
of data into the network which will cause network instability, as a result, the vehicles
connected to the network will start working abruptly and no more vehicles would
be allowed to join the network which can cause complications in the surrounding
in which the vehicle is operating. Another vulnerable section can be the software
running on the automated vehicle, an attacker can install malicious software on the
victim vehicle to take the control of the vehicle or he can use some payload to get
the access of the victim vehicle. The exploitation methodology can vary but the
outcome would be same, i.e., the control of the vehicle will go into the hands of
the attacker which will use the vehicle to perform some malicious activity. Another
point of attack can be the GPS connectivity of the automated vehicle as GPS is
required by the vehicle to calculate the location of the automated vehicle along with
the location of known local vehicles. Further, various attacks that are possible on
automated vehicles are mentioned in Table 3 along with their brief information.

6 Risk Assessment

The nature of risks associated with automated vehicles differs hugely as compared to
the non-automated vehicles but some of the risks associated are quite the same. The
idea of automation is being adopted in order to achieve precision in driving as humans
can get distracted while driving the vehicles but this does not mean that automated
vehicles are perfect in nature, instead, there are lots of technologies associated with
an unmanned vehicle and any technical failure in any of the component of the vehicle
can be disastrous [36]. There are chances of fault in manned vehicles and unmanned
vehicles; it is certain that when any of the two will face an accident then both of them
can cause loss of life or can cause serious damage to the environment. But there is
one fact that if a fault occurs in an automated vehicle and it loses its control then it
can be more disastrous as compared to manned vehicles. This does not mean that
severe accidents cannot be caused bymanned vehicles but there are very few chances
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Table 3 Possible attacks that can be implemented on automated vehicles

Attack name About the attack References

Masquerade attack In this type of attack, an illegitimate
entity acquires the identity of a known
autonomous vehicle and tries pretending
to be that legitimate entity

[6–11]

Fuzz testing attack In this type of attack, a large number of
messages are generated and sent in the
network which comprises of various
vehicles to activate the instructions as
done in the brute force methodology

[12]

Message flooding attack (DOS) In this type of attack, a large amount of
data is flooded in the network to cause a
problem in the vehicular network. This
data is generally false and illegitimate and
affects the vehicle functioning by
stopping it

[13–21]

Malware In this type of attack, malicious software
is injected into the victim vehicle which is
used later to control the vehicle remotely

[14, 22–25]

Replay attack In this type of attack, a previously
obtained information of the vehicle is
repeated in the later period for malicious
intention

[9, 11, 26–28]

Sybil attack In this type of attack, various false
vehicular entities are created in a network
to perform malicious activity

[21, 29, 30]

GPS spoofing In this type of attack, a false GPS signal is
produced and sent to take control of the
vehicle whose navigation depends on the
GPS signals

[31]

Location spoofing In this type of attack, false coordinates of
a vehicle is transmitted which shows the
false location of a vehicle that is
connected in a network

[32]

Isolation attack In this type of attack, all the data coming
in and out of the vehicle is dropped as a
result the vehicle becomes isolated

[9]

Timing attack In this type of attack, the data timeslots of
vehicles are modified to perform
malicious activities

[33]

(continued)
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Table 3 (continued)

Attack name About the attack References

GPS jamming This attack is the first attack of hacking
the GPS which is later followed by GPS
masquerading. In this type of attack, the
GPS signals that are produced by a
vehicle in a vehicular network are
jammed. This attack is very much similar
to de-authentication attack

[31]

Packet duplication In this type of attack, network messages
are sent on a large scale to exhaust the
bandwidth of the network or it is
performed to make the network work on a
lot of data which will result in a lot of
data processing

[29, 30, 34]

Sensory channel attack In this type of attack, a false environment
is portrayed in front of the sensors of the
vehicle to mislead them so that they can
be used to fulfill a malicious task

[24, 35]

Selective forwarding In this type of attack, data is transmitted
to selective vehicles of the network only

[29, 30, 34]

that manned vehicle drivel will show such type of actions. There are also cases when
GPS directs to a passage that can be of greater risk as in some cases when there is a
road which is under construction or it has gone through some calamity than the path
according to the satellite would be appropriate for the automated vehicle but humans
taking such risk can be neglected for safety reasons [37]. Another risk associatedwith
automated vehicles is the risk of the market value for the automated car manufacturer
as if an unmanned vehicle of a particular company suffers a serious malfunctioning
then the market value of that company can go down which could be of great loss for
the manufacturing company. Further, there is a risk of maintaining the cybersecurity
of the automated vehicle as it is open to the Internet and various types of attacks that
are mentioned in the previous section can take place in the automated vehicle.

7 Challenges Associated with Automated Vehicles

On looking at various features of the automated vehicles they appear to be fascinating
but there are lots of challenges that are faced in implementing the automation in the
vehicles, someof the challenges arementioned inTable 4. The size of the bandwidth is
one of the serious challenges that are faced during the implementation of automation
in vehicles as the size of the bandwidth is restricted that causes delay in the message
delivery to the other vehicles that are connected to the network [38]. The integrity of
the transmitted data is another issue as the data packet can be altered before it reaches
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Table 4 Challenges faced by automated vehicles

Challenges needed to be overcome Difficulties faced

Bandwidth restriction Bandwidth causes a delay in the message
delivery, network issues like congestion, the
signal becomes less reliable

Intruders and hackers Vulnerability in security architecture, various
attacks, loss of privacy

Computation of the associated key values and
their management

Lack of proper encryption methodologies and
algorithms, distribution of the computed keys
and their maintenance becomes very difficult

Maintaining the originality of the transmitted
data

Data sent can be altered and modified which
can cause devastating results

Lack of centralization Any unknown vehicle can join into the network

the required recipient vehicle in the network. The network itself is a huge issue as it
lacks centralization which results in the connectivity of vehicles at any point which
causes the chance for an attacker to get the control of the network and the automated
vehicle. Another challenge that is faced by the automated car manufacturers is the
price of the automated vehicle as lots of expensive technology is installed in an
automated vehicle so it cannot be made available to most of the common masses but
can be made available to only luxury class.

8 Intrusion Prevention System Based on Authentication
Factor

Automated vehicles while traveling transmit a beacon message in every specific
period which comprises of information related to the automated vehicle like the
speed of the vehicle, time, and GPS location information of the automated vehicle.
This information from the beaconmessage can be used alongwith certain other infor-
mation to authenticate the vehicular node that wants to get into the vehicular network.
The proposed model for intrusion prevention is based on the concept of the beacon
messages that are transmitted by the on-board unit (OBU) that are installed in the
automated vehicle and the road side units (RSU) along with IEEE 802.11p standard
for vehicular networks. The proposed model states that the beacon messages are split
into its different components from which GPS information is used for calculating
the distance between the vehicular node that is requesting for connectivity and the
nearest vehicular node of that network. The distance (DR) is computed using Eq. (1).

DR =
√
(X2 − X1)

2 + (Y2 − Y1)
2 (1)
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The computed distance between the two vehicles is then used for the implemen-
tation of IEEE 802.11p standard according to which the vehicular node can get into
the network, if the distance between the two nodes is less than or equal to 1000 m,
then the time(TR) is calculated which is relative. Time is computed in a relative
manner which provides the information that the vehicles are coming toward each
other or they are going away from each other as this information is very necessary to
compute the time the vehicular node will get to transmit the request frame for getting
connectivity in the network. If the two vehicles are coming toward each other than
the time for packet transmission they will have would be lesser than compared to
the vehicles that are going away from each other within the range of 1000 m. The
relative time between the two vehicles is computed using Eq. (2).

TR = D

SR
(2)

If the packet transmission time between the two vehicles is lesser than or equal to
the relative time, then the authentication packet size of the vehicular node is compared
with the standard packet size of the predefined organization vehicle authentication
packets if the packet matches with any of the organization standard packet then
authentication is granted or else authentication is denied.

Algorithm 1: Authentication of a node in the vehicular network 
1: Input: Beacon messages from the OBU and RSU. 
2: for the two vehicular nodes do
3: Compute DR between OBU and RSU using equation (1) 
4:  for DR <=1000 meters do
5: compute the relative between the vehicles using equation (2) 
6:      if packet_transmission_time <= TR then
7:              if packet_size == SPS then
8:   Auth=1; 
9:              else
10:   Auth=0; 
11:             end if
12:     end if
13:  end for
14: end for
15: Output: Authentication managed 
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9 Conclusion

This paper covers various vulnerabilities of automated vehicles along with the
numerous types of attacks that an unmanned vehicle can go through in a detailed
manner alongwith the working of automated vehicles based on artificial intelligence.
This paper also describes various challenges alongwith the risks that are faced during
the implementation of automation in the vehicles. This paper helps understand the
working of automated vehicles and it also provides a broad overview of loopholes
that can be exploited by an attacker. In the future, this work can be extended to
provide an assessment of more security vulnerabilities in automated vehicles which
in turn can be used to reduce the risks and can also be used to overcome some of the
challenges associated with automated vehicles.
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A Review to Forest Fires and Its
Detection Techniques Using Wireless
Sensor Network

Roopali Dogra, Shalli Rani, and Bhisham Sharma

Abstract Recently reported technological growth in wireless sensor network
(WSN) has extended its application in various disastrous applications. One of the
most concerned issues is the forest fires occurring across the globe. Every year thou-
sands of hectares of forest are burnt in the forest fires occurring due to one or the
other reasons. Although numerous attempts have been made for the detection of
forest fires at the earliest, there is still scope for the utilization of optimum technique
for the same. This paper aims to report a review of taxonomy of some of the signif-
icant forest fire detection techniques encountered in the literature so far. Moreover,
scenario of the forest fires prevailing in India is also discussed. In this paper, the
comprehensive tabular study of the state-of-art techniques is given which will help
in the appropriate selection of methods to be employed for the real-time detection of
forest fire.

Keywords Wireless sensor network · Forest fire detection · Routing protocols ·
Forest fire causes · Early detection

1 Introduction

One of the prominent environmental problems is the forest fire that mostly leads to
the number of dangerous catastrophes that further disgruntled human lives. Retro-
spectively, historical data and meteorological factors were taken into consideration
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for the estimation of probability of danger caused by fire [1]. The forest fires are a
global occurrence that happens throughout the year in different parts of the world.
However, a number of fires are not reported on a common platform to keep an eye on
the global status of forest fire suffering countries [2]. Extinguishing the forest fires
normally costs billions of dollars to the victim nation [3].

Forest not only brings ecological balance to the earth but also helps in many
different ways to the corresponding nation. It is quite unfortunate that the fires caused
in forests aremostly discoveredwhen are they are spreading over the large area,which
makes it possible for human being to have a control over it. Consequently, devastating
loss and irreparable damage are caused to the particular atmosphere as 30% of the
carbon dioxide is generated from the atmosphere [4]. Other than causing eventual
loss to the forest resources, the long-term adverse effects are also seen due to the
forest fires that may include the devastation of flora and fauna [5].

The remote areas, abandoned/unmanaged areas filled with trees, and region with
dry leaves act as a fuel to cause forest fire. In addition to this, human actions may
cause forest fires that include smoking or barbeque parties, the temperature rise in
the hot weather and sometimes the piece of glass that makes the sunlight focusing
on the single point causing it to catch a fire. Such fire at the initial stage is termed as
‘surface fire’; however, as soon as it catches the other trees and leading to the high
flames of fire it is termed as ‘crown fire.’ At this stage, it becomes quite difficult to
control fire and it lasts for a long time causing heavy damage to the forest resources.

The amount of land being destroyed due to the forest fire is in millions of hectares.
It is quite unfortunate to know that the carbon dioxide released due to the forest fire
is more as compared to that of automobile traffic. Early detection of forest fires could
reduce the amount of loss that would have occurred in the case of fire. To make the
things easier to understand, the following example can be considered. Let us suppose
for an instance of fire, 1min of fire, 1 cup of water is required, for nextminute, i.e., for
twominutes, 1000 L of water are required and 10min of fire make the requirement of
water to be 10,000 L [4]. Therefore, it is imperative to detect fire as early as possible
to minimize the loss that would be caused by the forest fire.

1.1 The Scenario of Forest Fire in India

In accordance with the report of the Food and Agricultural Organization (FAO) [4],
the humans contribute to 80% of total forest fires. The harms caused by the forest
fires are much more than the harms caused due to the insects causing damage to the
woods. India is the seventh-largest country in terms of area it owns. The total forest
covers it owns around 7 lacs square km covering almost 21% area of the country. The
fires affect much of the forest cover. The forest fires occur in tropical and subtropical
areas. Dry deciduous forests andmanufactured plantations aremostly victim of forest
fire [1].

As shown in Fig. 1, in the year 2017 the forest fires are enhanced to the tremendous
amount, i.e., 35,888, which is much more than what it was in the year 2011 [2]. In
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Fig. 1 Scenario of forest fire in India [1]

the British time, the first time the negative effect of forest fire was reported. It was
reported that one-half to three-quarters of mature trees in plains was hollowed due
to the forest fires. That caused heavy damage to the forest resources in India [4]. It
is not only India; in fact many countries across the globe suffering from forest fires.
The status of forest fires in world can be studied from [5]. It is important to note
that the virtues of forest fires are the growth of plants that contain many nutrients.
The negative effects still overcome positive effects. The hard rules have not been
implemented; therefore, appropriate strategies are needed to be devised to protect
our environment, human health, biodiversity. Forest fire policies need to be cemented
and need to be grounded [6].

1.2 The Different Genres of Forest Fires and Their Causes
The Scenario of Forest Fire in India

Forest fires are caused by the three essential elements act altogether; these elements
or sources are fuel, air, and some ignition source. The classification of the forest fire
causing factors can be done as follows and also shown in Fig. 2 [7].

Natural

There are some natural reasons, which are not in the control of human beings. For
example, whenever there is lightening hitting in dry areas where the availability of
grass and logs is at higher magnitude, the chances of fire in those areas become
maximum. Whenever there is high-temperature weather, under those circumstances,
the needles, peel are dried down and become favorite to forest fires. Sometimes,
such fires are caused in no man’s land, and in those scenarios, the bacterial breathing
becomes responsible as it emits enough energy that causes fire. The term ‘ghost
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fire’ is used for such generated fires. In addition to these circumstances, when two
quartzite stones hit each other and create a spark that may contribute in causing fire.
The important thing here that is to be noticed is the fact that chances of such fires
are very few.

Anthropogenic

The anthropogenic component of forest fire includes the ‘accidental and incendi-
arism’ reasons that result in causing the fires in the forest. These factors are discussed
as follows.

Accidental

Mostly, the human activities cause forest fires and the surprising fact is that it is
due to more than 80% of the total causes for forest fire that is responsible for forest
fires, and they are categorized under accidental forest fires [2]. These are discussed
as follows.

(a) In some scenarios, when cigarette or a bidi is thrown into the forest, the crown
fires are resulted.

(b) Railways contribute to forest fires due to their locomotive engines; however,
such incidents are very low due to the replacement of such engines with diesel
engines.

(c) To avail the lights in the dark nights, the part of wooden is burnt that leads to
the forest fires in the worst-case scenarios.

(d) The farmers burn the old residue of crop to plant new seeds for new cultivation
that also results in forest fires.

(e) In India, people burn tendu leaves to have enhancement in the production of
tendu leaves.

(f) Charcoal making and alcohol extraction are the others prominent reasons of
causing fires in forest.

(g) Fires from the transformers installed nearby to the forest lead to the forest fires
in some adverse scenarios.
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(h) There are some religious beliefs that prompt the residents to light fire in some
portion of the forest that sometimes expands in uncontrolled fashion.

Incendiarism

Incendiarism can be a reason for forest fires in some locations where forest offenders
can light trees to hide illegal felling and other forest crimes. Forest fires are also
induced by hunters and poachers to promote the killing of wild animals. Frustrated
villagers burn forests/plants unless their real requirements for grasslands, fuel, wood,
and other liberties aremet.Often land grabbers/innovationists deliberately burn forest
regions adjacent to their planted lands and orchards to illegally expand their holdings
in public forest fields.

2 Existing Forest Fire Detection Techniques

The detection of forest fire is one of the essential concerns that every other nation is
experiencing. Although the huge number of attempts have been reported to detect the
fires to the earliest, the control on the crownfires is still not acceptable in consideration
of the damage that is being caused by these fires. The techniques for forest fire
detection have been briefly discussed as follows.

2.1 Wireless Sensor Network (WSN)

Wireless sensor network (WSN) is the network constructed from the various nodes
deployed in mostly remote areas to sense the surrounding and the gathered data is
forwarded to the sink [8–10]. Since its development, the WSN has been playing
a significant role in handling the remote and attended area monitoring through its
various applications [11, 12]. The routing of the data packets sensed from the different
environment helps in uplifting the quality of monitoring the target area. It is the sink
from where the alarm signals are sent to the user or the rescue team for the necessary
steps to douse the fire. The various essential methods have been discussed that helps
in dousing the fire at the earliest.

The sensor nodes that are deployed have four main components: battery, micro-
controller, transceiver, and sensing device [13]. The one thing that bothers the user
while employing WSN is the limited battery of the sensor nodes which cannot be
replaced once its exhausted [14]. Therefore, the efficient utilization of these sensor
nodes becomes one of the primitive tasks for the users working toward forest fire
detection [15].

Once these sensor nodes are deployed, they connect to each other. These sensor
nodes have sensing device that can have different sensors, namely temperature, mois-
ture, vibrational, etc. It entirely depends upon the application for which the WSN is
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made to work. In forest fire detection, it is the temperature sensor that is used and in
case of an event that crosses the upper limit to the predefined hard threshold for the
temperature; subsequently, an alarm is generated [16].

These sensor nodes communicate wirelessly with some wireless technology like
Zigbee with IEEE Standard of 802.15.4 [17–22]. Many countries have started to
utilize the sensor nodes for the detection of forest fires so as the damage could be
minimized.

The devastation caused by the forest fires is of great magnitude and that too
occurring all over the world [23].

The numerous studies have been reported so far that have been utilized WSN for
the forest fire detection. Some of the extensive reviews that are reported for deciding
upon any selected suitable technique are discussed as follows.

In [24], Bahrepour et al. reviewed the crucial aspects that demonstrate the fire
detection for different regions like residential or commercial areas. Shahid et al. in
[25] presented the features of outlier detection techniques forWSNs that too targeting
the harsh environment. Alkhatib et al. in [26] discussed various methods that help in
detecting the forest fire.

Comparative analysis of forest fire detection methods in WSN

We have devised a Table 2 that incoporates different methods that cover forest fire.
Further, their key findings and research gap are also highlighted.

2.2 Satellite-Based Systems

In themodern technological world, the satellites have also been used for the detection
of forest fires. These satellites are Earth-orbiting satellites and in addition, some air
floating device has been also used for the detection of forest fire. Advanced very
high-resolution radiometer (AVHRR) [27] and the MODerate resolution Imaging
Spectroradiometer (MODIS) gathered images for the forest fire detection [28, 29].
But the most unfortunate fact about using these satellites is that the images are
delivered after two days which would be an unacceptable delay to deal with crown
fires. Furthermore, while these satellites are put into practice, the weather conditions
can disturb the image capturing by the satellites [30].

2.3 Optical Sensor and Digital Camera

In modern technology, various sensors are available for fire detection. The optical,
automated early recognition and warning of forest fires are developed due to the
production of huge number of sensors for the same purpose of fire detection. Various
sensors are employed in terrestrial systems [31] that are mentioned as follows.
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Table 1 Table captions should be placed above the tables

Metrics Satellite System Optical Cameras WSN

Detection latency Very long Long Small

Information related to fire behavior Yes _ Yes

Fire localizing accuracy Medium Medium High

Efficiency Low Medium High

Repetition of faulty alarm Low Medium Medium

(a) Many applications use video camera that recognizes the smoke in a day and fire
at night.

(b) Thermal imaging camera that depicts the flow of heat from the present sources.
(c) IR spectrometers helps in the identification of spectral components of smoke.

2.4 Comparative Analysis and Discussion

Among the aforementioned methods, the WSN has left an everlasting impression on
the early detection of forest fires as given in Table 1. The sensor nodes are cheap
and readily available in the market to use for the harsh environment monitoring.
The methods involving ‘satellites’ and ‘optical sensor and digital cameras’ have the
following shortcomings over the WSN.

(a) There is comparatively larger delay in case of delivering critical information to
the rescue team in case of employing satellites and digital cameras; however,
WSN performs the same task by consuming very little of time.

(b) The methods employingWSNs are more robust as compared to the competitive
methods.

(c) The most striking feature for using WSNs is the least cost incurred for fire
detection in forest as compared to the other methods.

3 Management of Forest Fires

The management of forest fires is done in four ways [32]. These ways have been
shown in Fig. 3. Firstly, the prevention of forest fires is done by taking control on the
activities nearby to the forest prone areas. Secondly, there are different mitigation
processes shown in Fig. 3, that are important to consider to control the number of
forest fires. Thirdly, it is essential to create early warning for the forest fires occurring
in the fire-prone areas. Lastly, the preparation needs to be intact to deal with the crown
fires. It is the responsibility of every citizen to follows the laws laid down by the forest
ministry. Moreover, it is also important to be aware of the mischievous activities that
might bring havoc to the natural resources of any nation. Prevention of throwing
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Table 2 Methods of forest fire detection in heterogeneous WSN

Study
reference

Name of
technique

Method used Key findings Research gap

Yu et al.
(2005)
[33]

Neural Network
Method

• Collected data
by CH is then
forwarded to
sink and hence
to manager node

• Data processing
and network
processing,
neural network
is applied in
context of forest
fires

• Average
communication
load is reduced
on nodes with
the proposed
method

• The threshold
factor is varied
for inspecting
behavior of
communication
load at different
values of
threshold

• The selection of
CH is inefficient
as it only
considers
energy and node
density factor

• The approach is
not suitable for
large area
network, as the
hotspot problem
will counter the
network
performance

Zhang et al.
(2008)
[34]

Zigbee-based
WSN

• Employed
Zigbee-based
WSN

• CC2430 chip is
used to design
the hardware
circuitry

• Information
regarding
temperature and
humidity can be
collected from
any part of the
network at any
given time

• The concern of
energy
consumption,
location of
nodes, and
requirement of
synchronization
question the
reliability of the
proposed
system

Hefeeda et al.
(2009)
[35]

Distributed
k-Coverage
algorithm

• It employs Fire
Weather Index
(FWI) to model
the fire
detection
system by
investigating its
(FWI) different
parameters

• Activate
near-optimal
number of
sensors

• The selection of
CH is done only
based on
remaining
energy which
can be improved
further

Aslan et al.
(2012)
[23]

A general forest
fire detection
framework

• Develops its
own custom
simulator using
C# and
Microsoft
Visual Studio
2008
development
environment

• Focuses on
efficient energy
consumption
along with the
earliest
detection of
forest fire

• Remaining
energy is
considered for
CH selection
but the distance
and node
density factors
are not taken
into
consideration

(continued)
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Table 2 (continued)

Study
reference

Name of
technique

Method used Key findings Research gap

Koga et al.
(2014)
[36]

Improved
Maximize Unsafe
Path routing
protocol (MUP)

• The priority fire
detection data is
selected, and
thereafter parent
election is done
for a node to
whom data is to
be forwarded

• Improves MUP
by decreasing
dropped rate
and end-to-end
delay of high
priority data

• Multi-hop
transmission
among nodes
will exert
burden on
relaying nodes
that eventually
lead to
energy-hole
problem

MA et al.
(2018)
[37]

Sybil detection
method

• RSSI-based and
Residual
energy-based
Sybil attack
detection
techniques are
used

False negative
alerts are avoided

• High stability
period and
network lifetime
are achieved by
the proposed
technique as
compared to
LEACH, SEP,
and PASCCC

• There is
computational
complexity in
CH selection.
Overheads are
too many that
lead to energy
consumption

any inflammable material in the forest mitigating the dry leaves and helps the ruling
government bodies to declare early warning timely are some of the important tasks
that are to be valued.

4 Conclusion and Future Scope

Forest fires are one of the important concerns that every other countrywith significant
forest resources is experiencing. In this paper, different scenarios of forest fires are
briefly discussed while pointing out the reasons and the prevention measures to avoid
the forest fires. Moreover, we have statistically discussed the forest fires prevailing
in India and the role of WSN and different attempts made in WSN to detect forest
fires are discussed. It is observed through the reported study that the forest fires
still seek a lot of significant serious attention to avoid heavy damage to natural
resources or human resources at big magnitude. In future, this study will be taken
into consideration to frame an effective measure to avoid the forest fires and also
the actions that should be taken to put control on fires before it spreads all across
the lands. Moreover, in future, a framework can be generated that regulates the local
body around the forest area, so as the forest resources could be saved from fire caused
due to any reason.
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Prevention

Management of 
Forest Fires

Mitigation

Early Warning Preparation

Keep a control and special 
attention at fire prone areas
Proper boundary must be 
installed to keep fire line to 
maintain a needed gap 
between village and forest 
communities. 
The communication gap 
between forest filed officials 
and communities has to be 
reduced.

Early warning through 
satellite shall be more robust 
and shall be delivered to 
rescue team to the earliest. 
Control rooms must be 
established that takes 
command at the earliest. 

Preparation need to be 
started before the arrival of  
fire prone seasons. 
The training camps must be 
established to train every 
resident about dealing with 
forest fire. 
The tools for the fire 
extinguishing must be 
updated one to motivate the 
officials to give their best. 

Need to eliminate one of 
the sources i.e., fuel, air 
and ignition source to 
mitigate risks
Awareness should be 
generated to make people 
understand how crucial the 
forest resources are to the 
human body
The burning of cigarettes 
shall be  banned around 
the fire prone areas. 

Fig. 3 Management of forest fires
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The Need for Virtualization: When
and Why Virtualization Took Over
Physical Servers

Abhineet Anand, Amit Chaudhary, and M. Arvindhan

Abstract In early days, industries used physical role-based servers but as they were
hard to scale according to the load they are getting and it was hard to manage
the infrastructure; if any server is failed, then the service that corresponds to that
server also gets down and a plausible solution to all these problems was solved
by virtualization. Different researchers have been contributing and showing their
effort to make this worth in the past. In this work, the server has been deployed and
Datadog tool has been used to record different parameters to check the performance.
Different parameters which have been considered are CPU utilization, disk usage,
disk latency, memory breakdown. The aim of this work is to show how servers are
reacting when the servers are at full load and when the load is lesser. Further, the
virtualized environment also provides advanced features like load management on
servers in real time and it also enables the organization to make their environment
more efficient and robust with more efficient backups and security.

Keywords Cloud computing · Virtualization · Datacenter · Performance ·
Response time · Resource utilization

1 Introduction

Today many people know that the most efficient way of getting max performance
from an infrastructure is by virtualization as it provides efficiency and redundancy
at many levels but only a few knows that why all major organizations moved to
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virtualization from using physical servers in their datacenters and why is it more
efficient, convenient, and better choice to run all servers on virtualized computing
fabric rather than deploying everything on physical servers [1].

2 About Virtualization

Virtualization is a technology that takes an application, guest shell, or cloud storage
away from real hardware or software. The main use of virtualization is server virtual-
ization, which uses hypervisor software to simulate the existing hardware. It includes
the memory, I/O, and network traffic of the CPU in terms of politics. Now all the
communication with the actual hardware is done through that hardware’s software
emulation, and sometimes the host OS will have no concept on virtualized hard-
ware. The reliability of this virtualization framework is not equal to the efficiency
of OS running on real hardware, and the principle of virtualization works because
most guest operating systems and applications do not need the complete use of the
corresponding hardware. It allows for greater versatility, power, autonomy, and more
productive use of true hardware by eliminating reliance on a given platform of hard-
ware. The idea of virtualization now applies and extends to devices, networks, data,
and desktops [2].

2.1 History of Virtualization

As many say that virtualization started from 1972 by IBM in its mainframe on
VM/370 as an advanced function and a Type-I code; but the truth is that it goes at
least 8 years before that, and the idea of virtualization came in a research by IBM
Cambridge Scientific Center in 1964 as System/360 Model 40 and then in 1967,
all this aligned with IBM system/360 Model 67 with also start of new technology
dynamic address translation (DAT) which basically acted as the base technology
for virtualization of memory. Later by 1968 when IBM started to provide all this
technology as CP/CMS as type-III code without any service or support. Now then
IBM announced its IBM System/370 in 1970. Virtualization was not part of it, and
later in 1972, when IBM announced advance function for its System/370, it was
called VM/370; but at this time all virtualization was only focused on mainframe
systems to make them more secure and to make them more efficient [2, 3].

2.2 The Rise of Virtualization in Commercial Marketplace

At this time, the virtualization was limited to mainframe computing field but as the
time continues researchers realized that virtualization can be a great boon for the
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field of datacenters, servers, and normal computing environment as typically these
systems are being under or overused at a given piece of time. By 2001, the first major
program for virtualization or a hypervisor came in market by many different brands
like Connectix, VMware, Egenera Inc., and Virtutech in collaboration with AMD. At
this point, the race of bringing virtualization came into the place, and by 2003, first
open-source hypervisor came which was named as Xen; at this point, Microsoft also
came into market with Microsoft Virtual PC, by the real use of virtualization started
by 2006 [4, 5]. Now these companies started to make solutions for enterprise server
virtualization environment, and it was first done by product name virtual iron from
virtual iron software later which have been bought by oracle. At this point, people
started to realize why it was better to use virtualization by 2009 [5, 6].

3 Comparative Study

In his paper, Richard Scroggins (2013) describes that trends in virtualization are
constantly changing. As the technology recovers and improvements are made, there
are more solutions that can be introduced for management and more cost-saving
initiatives for virtualization. TheWeb site TheVMwareCorporation’s virtualize your
IT systemsgiveyou some insight into the functionality of using theVMware software,
which is just one of the choices for virtualization. The usability of VMWare’s ESX
and Esxi looks off when compared to other hypervisors such as Hyper V or KVM.
(Virtualize Your IT Infrastructure 2012) [7].

Connor (2004) makes the case that the virtualization of servers moves from the
smaller leagues to themainstream and that the introduction rate is increasing steadily.
Spiegel (2006)made the case that there aremarket benefits in application and applica-
tion virtualization. “Database virtualization is the new hipster name for cloud-based
processing. Instead of installing applications on desktops; however, applications are
installed for safe remote access in a server farm. Virtualization of servers enables
you to take various physical servers and build its same number of physical servers,
or “machines,” on a single computer server–client [8].

Hassell (2007) offers us a review of his abstract article when he states, “virtual-
ization, shifting from actual, physical technology to virtual hardware, has also been
one of the” last huge things “ in IT. Envision a world where the terms of economics-
purpose operating system are replaced by a much smaller, purpose-specific archi-
tecture that only exists to run a single component are becoming simpler. I think that
is where the future lies, but we should not expect the market to change overnight.
(Matt Prigge-InfoWorld). According to all of these people, the shift to virtualiza-
tion from physical infrastructure has been a major move in the industry. At present,
virtualization is very popular and commonly used, as well as very significant [9].
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4 Why Major Industries Went for Virtualized Environment

Virtualization helps to regain control of the organization’s infrastructure. Virtual-
ization allows the organization to view and manage the organization’s computing
resources in a way that offers more flexibility; since the organization is not restricted
by the accomplishment, location, or physical package among virtualization, the
organization has a logical rather than physical view of the data, compute power,
luggage compartment capacity, and other resources. By gaining greater control of
the organization’s infrastructure, the organization can improve cost management
[10].

1. Cost reductions are a primary driver for the initial implementation of virtualiza-
tion. Virtualization’s current value is its capacity to:
Reduce operating costs.

2. (A) Simplify to less systems by virtualization.
(B) Simplifying network management.
(C) Recapture by the reduction of floor space.

3. Improve service responsiveness.

(A) Improve the performance of the program, network, and application.
(B) In order to make better financial decisions, process additional information

in real time.
(C) Fast delivery of new products online.

4. Supervise accessibility in a 24/7 world.

(a) Boost efficiency and resilience.
(b) Handle and secure data without regard to their availability.

5. Enthusiastically adapt to the peaks of the business.

(a) Provide resources efficiently where they are most needed.
(b) Render anywhere, everywhere, information available.

By reducing administration costs and increasing the utilization of assets, the orga-
nization can experience a rapid return on investment (ROI) with virtualization. In
adding up, by virtualizing assets and facilitating migration or failover to other phys-
ical devices or locations, the organization can improve system availability and help
reduce the price tag and complexity of disaster revival solutions.

Virtualization facilitates the pooling of information that can be efficiently handled
through a company center to meet better-evolving business needs. Virtualization
offers a stable platform and shared network to improve access to resources and
knowledge to encourage business operations.

Virtualization technologies are being actively embraced by businesses of all sizes
to assist with:

1. Simple form of infrastructure—Virtualization can help control network expan-
sion by installing safely operating virtual servers and computing in a common
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hardware environment. Virtualization helps not only to combine servers, but also
to host servers as new devices are deployed. Virtual development restructuring
can enable you to increase server utilization rates from 5 to 15% to more than
70%, which helps to improve ROI. Furthermore, with a common management
platform and tools, a streamlined infrastructure can help to reduce management
costs.

2. Rapid application deployment—Virtualization can help to activate quick
infrastructure provision (e.g., minutes versus days). It can allow developers to
speed up the development and delivery of software, boost collaboration, and
increase network access. Project and test conditions can gain significant benefits
from virtualization by building and reorganizing guest operating systems (OS)
with ease and versatility. For instance, in a shared development platform where
applications can reside in logically separate operating system environments; but
on communal hardware, you can use dynamic logical partitions (LPARs) in
power. Partitions can be dynamically extended for the load test and when the
test is done, it can be dynamically contracted. Therefore, you can maximize your
investment in your environment and make changes quickly based on business
demands and priorities.

3. Business resiliency—Inorder to encourage replication and reconstruction, virtu-
alization can help IT administrators secure and isolate throughput and soft-
ware data on virtual servers and storage systems. This increased strength can
provide more flexibility for IT administrators to maintain a high-availability
network when conducting planned maintenance and configuring solutions for
low-cost disaster preparedness. Virtualization systems address many conven-
tional backup issues by decoupling the relations between the operating system
(with the program and data) and the corresponding hardware.

4. Managing a virtualized infrastructure—Several different companies offer the
right framework for system management and specific technologies to benefit
both virtual and external devices. IT managers should discuss all of their infras-
tructure’s configuration, deployment, reporting, task management, and external
administrative functions in a clear and standardmanner. This can help to improve
the detection of issues, improve performance, and reduce costs of administration.

Virtualization enables the enterprise to freely mix and match technologies to
handle heterogeneous decentralized resources through increasing management solu-
tions. This added freedom provides the ability to reduce switching costs, add
versatility and option independence, and mask uncertainty. Never having to handle
each device or resource individually, but handling them in virtual form allows for
substantial improvements in use and expenditure.

Virtualization facilitates faster maintenance, greater reliability, and better
problem-solving. Because you can now create virtual machines by trying to copy
a disk from a specific prototype to a production disk, this improves the client oper-
ating system’s stability and longevity. Admins used to install operating systems with
various disk controllers, different network cards, etc., on hardware compatibility plat-
forms in the past, which increased the difficulty of the software stack and the devices
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being installed. Because one of the key virtualization benefits is to preserve the actual
hardware used, it offers a comprehensive set of virtual hardware frameworks that are
accessible to the guest operating system.

5 Implementation

5.1 Softwares and Hardwares Used

1. Physical server specifications

(a) CPU—2 × Xeon E5450
(b) RAM—48 GB DDR2 ECC 5300R
(c) MOBO—SuperMicro X7DCL-3
(d) HDD—2X Seagate Constellation (Raid 1)
(e) OS—Centos 7 minimal
(f) Webserver—Apache
(g) Major Role—Webserver, MySQL server (MariaDB)

2. CentOS Web Panel (CWP): Web hosting panel is used for quick and easy
management of servers without the effort to use SSH console every time.

3. Putty: Open-Source SSH and Telnet Client.
4. Datadog: Software for modern monitoring and analytics.
5. Apache Webserver and MySQL server.

5.2 Process

Setting up the test environment is started by installation CentOS 7 on the phys-
ical server and using an SSH client to access and configure it as a webserver. It
is a common industry practice to use headless servers which are servers without a
monitor. For metrics, Datadog was used which is a monitoring software to generate
the performance metrics. Putty is a commonly used SSH client which is used to
access the server for configuration of the server (Fig. 1).

CWP stands for centos web panel which provides a Gui-based dashboard which
helps to control the services that are being installed on the server as shown in Fig. 2.

This is a custom script to request http request from the server on different services
its running, andwe used to simulate the workload on the server as discussed in Figs. 3
and 4.

The analysis includes CPU utilization, disk usage, disk latency, memory break-
down and MySQL and Apache statistics. The load is at its peak from 4:00 pm to
7:00 pm. From the above images of Datadog metrics, we can conclude that this
server is only being used for a certain role and this server is highly inefficient as its
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Fig. 1 Accessing the server

Fig. 2 Managing server using CWP

wasting power 24 × 7 and the workload is on its peak only for a few hours, which
can be solved if we virtualized the server on a pool and a custom rule can be also
created to make the server configuration better when the server observes the peak of
its workload and decreases it back again.
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Fig. 3 Managing server using CWP

Fig. 4 24 h metrics of physical server on Datadog
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6 Result

Whatwas observed from this study is that in enterprise environment, this serverwould
be runningmany role-based servers 24× 7 and doing its work; but when its workload
was on its peak, this server was not able to handle all the workload which this server
was requested because it was too much for its capacity, and as the role of this server
was limited to a few roles, this was wasting power. For an enterprise environment, the
most important thing is performance–watt ratio for them, and as this server was used
only a few hours a day and wasting power all other time, so servers like this are very
inefficient; hence, this all was changed when virtualization came into the loop. By
virtualizing the environment, we can keep this server at minimum configuration, and
at the time when this server expects heavy workload, the configuration of the server
can be cranked up so the server performs maximum on the performance–watt ratio.
The virtualized environment also provides advanced features like load management
on servers in real time, and it also enables the organization to make their environment
more efficient and robust with more efficient backups and security.
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A Comparative Analysis on Online
Handwritten Strokes Classification Using
Online Learning

Charanjeet, Sukhdeep Singh, and Anuj Sharma

Abstract The online handwriting recognition is recognition of handwritten data
through the machine using a digital pen. The online learning includes training of the
classifier with test data and the test data becomes part of a training model for next test
data. We have done a novel study first in this direction to experiment online learning
with online handwritten strokes. The experimentation carried out with benchmarked
datasets as unipen and online handwritten Gurmukhi script strokes including 12,477
and 26,572 samples, respectively. The tool used in experimentation is Libol which
includes all the state of art algorithms for online learning. The results indicate that
online learning could be a suitable choice for online handwriting recognition. The
online learning is popular today for its use with large data and less computation
time. The present study could be benefited for online handwriting recognition like
applications in online learning environments.

Keywords Online handwriting recognition · Classification · Machine learning ·
Online learning

1 Introduction

The recent advances in online handwriting recognition resulted in reliable real-time
applications. Alignment and different structures of handwritten strokes need special
attention in the recognition process. Some of the geometrical properties as aspect
ratio, position, size, slants, and retraces of strokes are common examples of align-
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ments and variability. The variations in handwriting exist from one writer to another
writer as well as happen in individual handwriting. As dataset includes multiple
records of a character class, the variations among same class records are challenging
in view to see a high degree of similarities. Also, the shape of a character does have
variations subject to a position in a word. Some of the handwritten strokes appear
similar, although the difference in their writing order, directionality, and positions.
Handwriting styles could be constrained and unconstrained.Writers handedness offer
special variations as left/right handed directions that could have multiple challenges
geometrically. The situational factors also result in variations of handwriting. The
text waswritten in haste or stressed or slowly do havemultiple variations for the same
writers. In addition, the handedness to record digital handwriting results in a varia-
tion of handwriting. The dependency of handwriting is writer based and independent
of writers. The writer-based is writer dependent and the other is writer independent.
The handwriting known to system prior recognition is writer dependent, otherwise
writer independent.Writer-dependent system has better accuracy, but not suitable for
unknown handwriting. Therefore, the writer independent system is more complex in
comparison with writer dependent and advised for real-life use. The detailed study
regarding handwriting recognition is available in the literature [3–6]. Handwriting
recognition is a popular application of pattern recognition and machine learning.

Machine learning includes two types of training data as batch-based and online.
If the system is trained in batch mode and used for test data prediction. In the case
of online learning, data is trained as it comes and tested simultaneously. The online
learning is an important part of machine learning and a very useful technique in
large scale data applications. The nature of online learning algorithms is influenced
by artificial intelligence, statistics, andmachine learning. A rich set of online learning
algorithms can be witnessed in the state-of-art study in this area. The online learning
refers to understand the data as it comes and classifies parallelly, this continuously
improves the training system with new data and helps in making system more reli-
able. This makes online learning an integral part of real-life use and overcomes the
disadvantages of traditional batch-based learning. The details of online learning are
available in the literature [7, 8].

One of the motivations behind online handwritten strokes with online learning
is their behavior in common. This could be more meaningful if unknown scripts
strokes are understood in real life where training data is not available or for unknown
writers for common scripts strokes. This paper is an effort in this direction to use the
rich properties of both online handwriting and online learning.We have included five
sections in this paper including this first section as an introduction. The second section
presents selected literature for online handwriting and online learning. Section three
discusses features of handwriting strokes and problem formulation in online learning
and the common techniques. The experiments are discussed in section four using
benchmarked datasets and discuss the outcome of experiments. Section5 presents
the conclusion of the proposed study.
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2 Previous Work

The online handwritten strokes and online learning do have rich literature but these
both used together have not been observed. In themid-seventies, digitizer tabletswere
available in which resistive technique and analog to digital conversion techniques
were used. It was possible to measure the pen tip using these tablets. The estab-
lished flow to recognize online handwriting include: data collection, prepossessing,
feature computation, segmentation, recognition, and post-processing [9, 10]. These
components are most of the time used in the same sequence as the output of one
component becomes the input to the next component. The data is captured in the
first step and this data is referred to as capturing of input handwritten stroke. These
collected handwritten strokes include noise in the form of irregular sizes or missing
points of trajectories, such noise removed in the preprocessing stage. The features
are computed in the next stage and this step provides concrete information about
writing trajectories as features make handwritten data points more meaningful and
helpful in recognition or post-processing stages. Also, segmentation is performed
in many cases where writing strokes need to be broken in subparts so that small
trajectories could be attended easily. The next stage is recognition where the out-
come of the handwritten stroke is found in terms of labels assigned. The last step
is post-processing which includes recognized strokes to verify further or used for
any linguistic information. The literature of all these steps has been discussed many
times in the past [6, 11].

In online learning, it has been observed that research carried out in the last fifteen
years, although the first algorithm by Rosenblatt for classification was in the 1960s
[12].An approximate largemargin algorithmwas based on a p − normmargin of lin-
early separable data [13]. The other algorithm called relaxed onlinemaximummargin
was proposed that repeatedly chooses the hyperplane for previously seen examples.
This technique achieved by minimizing the length of weight vector subject to linear
constraints [14]. Ultraconservative online algorithms for multi-class problems stud-
ied which include updation of only the prototypes attained similar scores higher than
the score of correct label prototype. This techniquewas calledmargin infused relaxed
algorithm [15]. A second-order perceptron algorithm was developed as an extension
of classical perceptron where second-order data was considered [16]. An online
passive-aggressive algorithm was developed for multi-classes including three cases
as hard margin, soft margin linear, and soft margin quadratically [17]. Multi-class
confidence weighted algorithm proposed where multivariate distribution with mean
and covariancematrix was used [18]. A technique usingGaussianweight distribution
by trading off velocity constraints with a function [19]. A double update online algo-
rithm was developed where fixed weights for misclassified examples were used with
weights of existing support vectors [20].An exact soft confidenceweighted algorithm
was developed which includes large margin training, confidence weighting, handle
non-separable data, and adaptivemargin [21]. This algorithm resulted in better results
than earlier algorithms. An adaptive regularization weights technique was developed
that combines large margin training, confidence weighting, and capacity to handle
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non-separable multi-class data [22]. An online passive-aggressive active learning
technique was developed to handle multi-class data where a Bernoulli random vari-
able is computed based on smoothing parameter and prediction margin [23]. A large
scale online learning using two algorithms as Fourier online gradient descent and
Nystrom online gradient descent was applied to approximate large kernel machines
[24]. A study for comparing linear and kernel classification presents the key features
of using linear kernel machines [25]. Implementation of linear online kernels has
been performed for popular techniques and their comparison is done [7].

3 Online Learning Machines and Handwritten Strokes
Features

In the online setting, a learning algorithm works in a sequential manner for each
observation to predicts an outcome. This outcome results in to accept or reject the
decision. After the prediction is done, it gets feedback indicating the correct outcome
and online algorithm may modify its prediction mechanism to higher the correct
prediction chances based on subsequent modifications. The common abbreviations
are presented in Table1.

The data is represented as (x1, y1), (x2, y2), . . . , (xn, yn) in vector Rn , where xt
are data points and corresponding yt are targets. The corresponding targets are unique
labels as yt ∈ {−1,+1}. An instance on round t is represented as xt and its example
is (xt , yt ). The decisions are based on sign function as sign(wT .x), where w is the

Table 1 Symbol descriptions

Notations Definitions

w weight vector

X x1, x2, . . . , xt
y The true class label

μt Mean vector

Σt Covariance matrix

mt Mean margin

vt Margin variance

αt Optimal value of the Lagrange multiplier

C Aggressiveness parameter

φ Probability required for the updated
distribution on the current instance

r The value of r ∈ (0,+∞)

lt Loss function of t th interation

||.|| Euclidean norm
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weight vector as w ∈ Rn . The magnitude as |w.x | is the degree of confidence in
prediction. The common hinge loss is computed in each round of training as:

�(w; (x, y)) =
{
0 y(w.x) ≥ 1
1 − y(w.x) otherwise

(1)

and the loss suffered in round t is termed as �t = �(wt ; (xt , yt )). This makes sum
of squared loss as

∑T
t=1 �2t , where T is the total round of sequences. The general

method used for deriving online update rule is to define the new weight vector wt+1

as the solution to the following projection problem:

wt+1 = argminw ‖ w − wt ‖2
s.t. Lγ (w; (x, y)) = 0

(2)

The Lagrangian of the above problem is:

L(w, α) =‖ w − wt ‖2 +α(γ − yt 〈w, xt 〉) (3)

where α ≥ 0 is Lagrangian multiplier. On simple differentiating of Lwith respect to
w, we find:

w = wt + αyt xt (4)

This is the update step, where α is:

α = Lγ (w; (xt yt ))/‖xt‖2 (5)

The details of above are available in [8].

3.1 Online Learning

Some of the selected online learning with better results are discussed here with
their update step and upper bounds of errors. We have used data where soft margin
minimizations are required and data is multi-class in nature. Therefore, we have
studied the techniques that solve these two conditions of data as softmargin constraint
and multi-label classes. These algorithms are first-order and second-order learning
methods. The first order mainly includes classical method of working as discussed
above and second order includes weight vector follows Gaussian distribution with
mean vector μ ∈ Rd and covariance matrix Σ ∈ Rd×d . We have done experiments
including both first order and second order. For multi-class, update rule common
equation in first order is:

wt+1,i = wt,i + αt,i xt (6)
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Here, t is the current iteration round and the value of α is subject to technique used.
In online gradient descent method [26], the value of α calculated as:

αt,i =
⎧⎨
⎩

−1/
√
t i = argmaxkj=1wi, j .xt

1/
√
t i = yt

0 otherwise
(7)

The other algorithm as passive-aggressive [17] for squared loss is:

αt,i =

⎧⎪⎨
⎪⎩

− �(wt ;(xt ,yt )
2‖xt‖2+ 1

2C
i = argmaxkj=1wi, j .xt

�(wt ;(xt ,yt )
2‖xt‖2+ 1

2C
i = yt

0 otherwise

(8)

In case of multi-class using second order, confidence weighted learning [18] includes
the following update rule as in Eq.9.

μt+1 = μt + αtΣtΔψt ,

Σt+1 = Σt − βtΣtΔψtΔψT
t Σt ,

mt = μT
t Δψt , vt = ΔψT

t ΣtΔψt

αt = max{0, −(1 + 2φmt ) + √
(1 + 2φmt )2 − 8φ(mt − φvt )

4φvt
}

βt = 1

1/(2αtφ) + vt

(9)

Here, ψ is label dependent feature. An algorithm adaptive regularization of
weights was proposed [22] include as in Eq.10.

μt+1 = μt + αtΣtΔψt ,

Σt+1 = Σt − βtΣtΔψtΔψT
t Σt ,

where,Δψt = ψ(xt , yt ) − ψ(xt , ỹt ), ỹt = argmaxki=1,i 	=yt (μi .xt )

mt = μT
t Δψt , vt = ΔψT

t ΣtΔψt

αt = max{0, 1 − mtβt )

βt = 1

r + vt

(10)

The other development in this area by introducing soft confidence weighted tech-
nique for squared loss [21] include as in Eq.11.
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μt+1,rt = μt,rt + αt ytΣt xt , μt+1,st = μt,st − αt ytΣt xt

Σt+1 = Σt − βtΣt x
T
t xtΣt ,

where, αt = max{0, −(2mtρt + φ2mtvt + γt )

2ρ2
t + ρtvtφ2

}, βt = αtφ√
2ut + vtαtφ

γt = φ

√
φ2m2

t v
2
t + 8ρtvt (ρt + vtφ2), ρt = 2vt + 1

2C

ut = 1

8
(−αtvtφ +

√
α2
t v

2
t φ

2 + 8vt )
2, vt = xTt ΣT xtmt

φ = �−1(η), ψ = 1 + φ2

2

(11)

The details of above-mentioned update steps for respective algorithms are avail-
able in [7] in addition to their individual references.

3.2 Handwritten Strokes Features

Online handwriting data is a sequence of pen coordinates in two dimensions. The
data input to the online kernel machine needs to be in amoremeaningful form as a set
of features. These features better present the nature of handwritten strokes and results
in more accuracy as compared to data in raw format. There are two categories of
features in handwriting as low-level and high-level features. In handwriting strokes,
we consider low-level features existence inside a stroke, whereas high-level features
depend on multiple strokes. High-level features mainly include features among one
or more strokes and low-level features include features inside a single stroke. Some
of the common low-level features inside a stroke are directions, positions, slope, area,
slant, etc. The high-level features are distance, writing directions between strokes,
etc. The computational complexity of a classification problem can also be reduced
if suitable features are selected. Each script result in a different set of features and
the same set of features is not suitable for different scripts. In addition, a common
method to compute features is not possible in view to see the complex nature of
handwritten strokes. Also, computed features must vary to an acceptable level, such
that feature must be available in different writer’s data. Also, these features should
be measurable through algorithms. In the present study, we have used a common
high-level feature technique as a chain code. The chain code technique includes
computation of directions between trajectories sequential points. The two adjacent
points make one direction chain code and this applies to other points of handwritten
stroke trajectory. These computed directions from the handwritten stroke result in a
string as chain code feature vector. The scope of directions and their use has been
studied in past for handwritten strokes [6, 27].
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4 Experimental Results

The online learning performance has experimented with benchmarked datasets as
unipen and online handwritten Gurmukhi strokes [11, 28]. The unipen dataset
includes 10 classes of digits written for online handwriting environment from mul-
tiple writers. The online handwritten Gurmukhi strokes dataset include 62 classes
and written in an online handwriting environment contributed by 100 writers. The
datasets as unipen and online handwritten Gurmukhi strokes used in our experiments
include 12,477 and 26,572 samples of data for respective 10 and 62 classes. The tool
used to execute online linear kernel is Libol [7], a benchmarkedMATLAB-based tool
includes all mentioned techniques in Sect. 3 on online learning. We have conducted
experiments for online performance and studied results for mistake rate, support vec-
tors, and execution time. This way we are able to understand that how online learning
performs for different techniques and their accuracy could be studied for respective
classes. Table1 presents the outcome for different algorithms for both datasets used
and information for mistake rate, support vectors with execution time. The total fea-
tures used for both the datasets per sample is 37. These features are computed based
on the dominant point feature extraction technique as discussed in literature [29].
The five techniques experiment for both datasets as online gradient (OGD), passive
aggressive 2 (PA2), confidence weighted (CW), adaptive regularization of weights
(AROW), and soft confidence weighted 2 (SCW 2). The other techniques mentioned
in Libol also used but results are not better than these five common techniques. We
find that the techniques as adaptive regularization of weights and soft confidence
weighted learning results in low mistake rates as compared to other techniques. The
number of support vectors is observed in soft confidence weighted learning is less as
compared to other techniques. Also, theCPU time is less for soft confidenceweighted
learning as compared to other techniques. This is interesting to observe for online
handwritten Gurmukhi strokes dataset as it includes 62 classes and complex nature
of handwritten strokes. The mistake rates for this dataset shows that online learning
could be promising techniques in the real-life environment as mistake rate reduces
with more number of data addition. This shows how online handwriting is adapted
by the system for classification in the online environment. This helps to understand
the sensitive data points in classification. As stated earlier, online handwritten data
include a number of variations and its complexities increase with unknown writers,
online learning could overcome such issues as such online learning are suitable for
large data and new environments. The accuracy of online learning could be improved
with the selection of suitable features and adaptability of data with more samples
(Tables 2 and 3).
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Table 2 Online learning performance for Gurmukhi dataset (26,572 samples, 62 classes)

Technique Mistake rate Support vector updates Time (s)

OGD 0.535± 0.002 14,326.7± 56.4 1.270 ± 0.097

PA2 0.586 ± 0.002 22,180.9 ± 44.5 1.549 ± 0.360

CW 0.403 ± 0.001 14,431.2 ± 43.5 2.057 ± 0.105

AROW 0.382 ± 0.010 20,349.8 ± 405.7 2.180 ± 0.107

SCW2 0.348 ± 0.004 11,951.8 ± 106.5 2.066 ± 0.119

Table 3 Online learning performance for unipen dataset (12,477 samples, 10 classes)

Technique Mistake rate Support vector updates Time (s)

OGD 0.596 ± 0.004 7476.5 ± 56.2 0.553 ± 0.034

PA2 0.681 ± 0.003 11,908.8 ± 27.6 0.609 ± 0.033

CW 0.497 ± 0.003 9121.3 ± 41.8 1.102 ± 0.036

AROW 0.378 ± 0.010 11,737.5 ± 244.4 1.088 ± 0.032

SCW2 0.398 ± 0.007 5758.1 ± 90.8 0.950 ± 0.026

5 Conclusion

We present a comparative analysis of online handwritten data in the online learning
environment. In this study, we show how online learning algorithms are responded
with online handwritten data. This study helps us in classification to understand the
responsive data points in classification. The datawhich is online handwritten in nature
include a number of variations and its complexity differs from the writer to writer,
Therefore, it could be suitable technique in recognition of continuous handwritten
data.
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Segmentation of Noisy Mammograms
Using Hybrid Techniques

Jyoti Dabass and Manju Dabass

Abstract Breast cancer is the most routinely identified carcinoma among women
in India, and it is one of the foremost causes of cancer death in women. Radiol-
ogists prefer mammograms for visualizing breast cancer. Different types of noises
including Gaussian noise and salt-and-pepper noise affect the mammograms leading
to inaccurate classification. Mammograms consist of numerous artifacts too, which
depressingly affect the finding of breast cancer. The existence of pectoral muscles
makes anomaly finding a cumbersome task. The recognition of glandular tissue in
mammograms is vital in assessing asymmetry between left and right breasts and in
conjecturing the radiation risk associated with screening. Thus, the proposed method
focuses on improving the segmentation accuracy of noisy mammograms. It involves
preprocessing which includes denoising using a pretrained convolutional neural
network, artifacts removal using thresholding, and modified region growing and
enhancement using two-stage adaptive histogram equalization along with segmen-
tation of mammogram images into sections conforming to different densities using
K-means clustering. The projected method has been confirmed on the Mini-MIAS
database with ground truth provided by expert radiologists. The results illustrate that
the proposed method is competent in eradicating noise and pectoral muscles without
degrading quality and contrast and in fragmenting different denoised mammograms
into different mammographic densities with high accuracy.
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1 Introduction

According to GLOBOCON 2018 reports, breast cancer is one of the most frequently
identified carcinoma in the hugemass of countries (154 of 183). It is themajor reason
for cancer-related demises in about 100 countries, i.e., 15%. Worldwide, there are
about 2.1 million women who are diagnosed with cancer in 2018 making a record of
one in four cancer cases in females. Most of the breast cancer-related demise cases
are from Fiji, while Melanesia shows utmost mortality [3]. It is also anticipated that
by 2025 there will be about 19.3 million new cancer cases [4, 25]. Furthermore,
in the case of developing countries like India, the mortality rate is high because of
the massive population, unawareness of patients’ regarding the cancer symptoms
and coming for treatment when the problems get critical or it gets too late. Also,
in rural areas, medical specialists and experts are less which makes early exposure
of breast cancer a difficult task. In order to abridge the transience frequency and to
increase the treatment likelihood medical support systems using medical data and
information technology can be a great answer as it can succor in early detection of
abnormalities by satirizing the doctor’s reasoning and concluding symptoms. The
accuracy and efficacy of the medical support system are augmented by providing the
exact region of interest. The mining region of interest is a thought-provoking task in
preprocessing because the occurrence of pectoral muscles stimulates the exposure
of anomaly [17].

Also, mammogram gets affected by different types of noises comprising salt-
and-pepper, Gaussian, and speckle noise during image acquisition which affects
the accurate classification of mammograms. Additionally, a lot of uncertainties are
present in mammograms because of poor illumination. Most of the structures which
are essential to determine the degree of carcinoma are not perceptible properly which
can sometimes lead to delay in the treatment of breast cancer patients. In order to get
a better quality of mammograms, it is imperative to denoise the mammograms. By
denoising, mammograms are renovated into a form that is apt for further processing
[6].

Furthermore, the amount of fibrous or glandular tissues appearing on woman
mammograms and called breast density affects the radiologist’s propensity to detect
breast cancer. Sometimes, tumorous lump and calcifications that can be associated
with breast cancer appear as white on a mammogram. It becomes difficult to detect
cancer in case of dense breast tissue. Also, high tissue density makes it difficult to
find out the vicissitudes that may indicate cancer [18].

The BIRADS classification system is mostly used for the classification of breast
density. According to the American college of radiology, the BIRADS cataloging
system is helpful in segmenting breast region into different densities which helps
in early detection of breast cancer. There are four classes as per the BIRAD clas-
sification. BIRAD type 1 and type II classes are early stages of benign phases as
breast cysts and breast Lipomas. BIRAD type III has numerous fibrous tissues and
symbolizes probable benign stage, and BIRAD type IV deals with malignant stage or
skeptical anomaly. BIRAD classification rules are applied to the publicly available
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mini-MIAS database. This database is established on the basis of BIRAD classifi-
cation and categorizes the breast density into three classes: dense glandular, fatty
glandular, and fatty [5].

In order to support the radiologists in early and precise identification of breast
cancer, the proposedmethoddedicated to denoisingmammograms, breast part extrac-
tion, and muscle part deletion, enhancement of mammograms and segmentation of
mammograms into distinct densities. The draft of the paper is as trails. Section 1
offers the topic trailed by the related work in Sect. 2. Section 3 provides the proposed
techniques which are followed by Sect. 4 dealing with conclusion.

2 Related Work

This section analyzes the literature related to image denoising, image segmentation,
pectoral muscle segment and breast density segmentation under the following heads.

2.1 Image Denoising

During the process of mammogram image transmission and acquisition, it gets
affected by noise. Image denoising is the process that denoises the mammograms by
removing the Gaussian noise without affecting the information content required for
finding the presence of carcinoma. Gaussian noise basically follows the Gaussian
distribution function and it is evenly distributed over the image. Different types of
filtering techniques are proposed for removing Gaussian noise from the mammo-
grams. In [9], a residual learning approach is used to denoise medical images. While
in [2] deep neural networks were used for removing noise from the medical images.
Table 1 reviews the denoising techniques for removing the Gaussian noise. Most of
the techniques used for removing Gaussian noise are based on a convolutional neural
network as they are easy to train.

Table 1 Methods for denoising mammograms

S. No. Author and year Methods used

1 Ghosh et al. 2020 [6] Deep convolutional denoising auto-encoders based on
multi-norm loss function minimization

2 Lee et al. 2019 [12] The non-local means denoising algorithm

3 Marrocco et al. 2018 [15] Generalized transformation, Convolutional neural
networks.

4 Singh et a. (2019), [31] Deep convolutional neural network
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Table 2 Methods for segmenting the pectoral muscle

S. No. Author and year Methods followed

1 Shen et al. 2018 [28] Polynomial curve fitting, genetic process, and
morphological medley algorithm

2 Pavan et al. 2018 [22] Active contour to segment pectoral muscles and Hough
transform to detect edges

3 Yin et al. 2019 [36] Fitting and rough contour, Iterative threshold

4 Shinde and Rao 2019 [29] k-means clustering, thresholding and region growing

2.2 Image Segmentation

Image segmentation means manual, automatic or semi-automatic dissection of
mammograms in order to find the region of interest. Manual segmentation is subjec-
tive and tedious but accurate [20]. In the case of the automatic segmentation results
are objective in nature but there are chances of error in this because of noise and other
imaging artifacts. Most of the commonly used automated segmentation techniques
comprise graph and region based-basedmethods [23, 33, 35], level set-based [34] and
active contour-based [13]. In the present scenario, there is no standard segmentation
that can work perfectly for all datasets. These days researchers have started exploring
deep learning techniques like convolutional neural networks for mammogram image
segmentation [11, 24].

2.3 Pectoral Muscle Segment

Pectoral muscle (PM) is a tissue with high density. It has somewhat the same features
as that of fibro-glandular tissues which make its impulsive exposure a difficult task
[22]. So, in order to detect breast cancer in the early stages, it becomes essential to
remove the pectoral muscles. Table 2 reviews the methods utilized for segmenting
pectoral muscles.

2.4 Breast Density Segmentation

Breast cancer is mostly found in the fibro-glandular part of breast tissue which looks
bright on mammograms and called as breast density. This breast density consists of
fibrous connective tissues, lobular elements, and ducts. Breast density plays a crucial
role in analyzing themammogram images. Breast density is a significant aspect of the
elucidation of mammograms. While analyzing the mammograms, radiologists look
for fibro-glandular and fatty tissues of the breast region. This assessment is subjective
in nature and varies from one radiologist to another [26]. Therefore it becomes



Segmentation of Noisy Mammograms Using Hybrid Techniques 1375

Table 3 Methods for breast density segmentation

S. No. Author and year Methods used

1 Kallenberg et al. 2016 [10] Sparse autoencoder, deep convolutional network

2 Mohamed et al. 2018 [16] Convolutional neural network (CNN)-based model

3 Oliver et al. 2015 [19] Supervised pixel-based classification and exploiting
morphological and textural features

4 Pavan et al. 2016 [21] Fuzzy c means clustering

5 Salman and Ali (2019) [27] Median filter, k-means clustering, region growing

essential to fragment breast density in order to get early and accurate exposure of
breast cancer. Table 3 reviews the breast density segmentation methods.

3 Proposed Technique

The proposed approach comprises of five stages which involves denoising of
mammograms, deletion of background, removal of pectoral muscles, and enhance-
ment of mammogram image and finally segmentation of enhanced mammogram
into regions of different breast densities. These approaches are applied to a publicly
available mini-MIAS database consisting of 322 mammograms having a size of
1024*1024 pixels. These approaches are discussed below in detail.

3.1 Denoising Mammograms

Mammogram image corrupted with Gaussian noise having a variance of 0.01 is
provided as the input. Because of the presence of noise, the segmentation of pectoral
muscles and breast density becomes a cumbersome task. In order to remove theGaus-
sian noise, a pretrained feedforward Denoising is performed using a convolutional
neural network [1].

A Convolutional Neural Network (CNN) [8, 38] resembles a typical multilat-
eral network comprising one or more additional layers which are followed by one
or more fully connected layers. The structural design of a CNN [7, 30] helps
in availing the benefits of a 2D arrangement of an input image. Local networks
and weights supervised by certain pooling methods affecting translation-invariant
features help in achieving this. Moreover, CNN needs a few parameters than fully
associated networks with the same size as hidden units. They are simple to train
that’s why predominately used for regression and classification. In [14], for image
Denoising, CNN was used and it was emphasized that CNN has improved power
representation compared to the MRF model. The DnCNN [37] contains 59 layers
including batch normalization, convolution, and regression output layers. Moreover,
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it offers favorable outcomes when used for numerous traditional denoising tasks.
This model is efficient in removing speckle, salt and pepper, and Gaussian noise.
The proposed technique used DnCNN for removing the Gaussian noise present in
improved mammogram images.

3.2 Removal of Background

In this phase, the background of the mammogram images is removed. For this
purpose, first mammogram images are converted into binarized form by using thresh-
olding with threshold value 0.1 which helps in extracting breast profile. For threshold
values up to 0.7, the proposed technique shows good results. After that, in order to
extract the largest blob or pectoral muscles, binarized connected components are
rearranged in order from highest to lowest.

3.3 Removal of Pectoral Muscle

In the third step, a modified region growing method is used to remove the pectoral
muscle. For the segmentation seeded region growing method segments the mammo-
grams either on the basis of the assortment of seed point or selected pixel location
value. This seed point can be chosen either adaptively or manually. In this paper, the
seed point is selected automatically taking the help of the orientation of mammog-
raphy. This technique is useful in regulating the pixels which are near to the seed
point. It examines the next pixels and takes the decision whether it can be merged
into the region or not. This procedure is continued for extracting the whole region of
interest.

3.4 Enhancement of Image

In the fourth phase, two-stage adaptive histogram equalization techniques are applied
to improve visual quality. For the two-stage adaptive histogram equalization, we have
applied contrast limited adaptive histogram equalization twice in order to get better
visual quality. In the first stage, we used uniform distribution and in the second
stage, we used Rayleigh distribution keeping other parameters as default. It helps
in improving the image contrast with uniform distribution. The enhanced image
devoid of noise, artifacts and pectoral muscles is provided to k-means clustering for
dissection centered on breast density. K-means clustering segments the enhanced
mammogram image into regions of different density.



Segmentation of Noisy Mammograms Using Hybrid Techniques 1377

3.5 K-means Clustering

The fifth phase is k-means clustering in which repetitive alteration is practiced in
order to get an ultimate result. In this, the first no of cluster z and dataset are given
as input. This dataset comprises features of all data points. The algorithm twitches
with original estimates for the k centroids which can be either randomly created
or unpredictably chosen from the dataset. The process then reiterates between two
phases.

• Consignment of data: In this stage, on the basis of squared Euclidean distance,
each centroid makes outlines of clusters by dispensing to its nearest centroid.

• Updating of Centroid: In this stage, the centroids are computed. This step carries
on until the mean of all data points distributed to that centroid’s cluster is trans-
fixed. This phase of reiteration amid steps one and two endures until a stopping
benchmark is encountered.

• Selection of k: For finding the number of clusters and relating its outcome, a user
is required to run k-means clustering algorithm for a range of k values.

Algorithm phases involved in segmentation mammograms using k mean clus-
tering For segmenting the mammogram images into areas of diverse densities
k-means clustering follows a few steps which are discussed as follows.

• Let us consider an image ‘I’ with member labels denoted by ml. Consider p = 1
to M, q = 1 to N, Cs be cluster centroid, Dipqk be the distance between pth row,
qth column and kth cluster centroid, Tm is the extreme number of iterations, DM
be matrix distance between input image I and cluster centroids, mlpq be label of
pth row and qth column pixel of the input image, Cs(k) with k = 1 to k., be k
cluster centers.

• Set EPS = 1E-5, NC (No. of clusters) = 4, Cs as randomly initialized value and
Tm= 50. While T < Tm (Tm= T+1) and CMS > EPS then DM= find_distance
(I, Cs), ml = cluster labeling Dipqk,Cs=update_cluster_centroid(ml) CMS =
max(abs(pCs− Cs), where pCs signifies the previous iteration cluster centroid.

This classification is finished in a supervisedmanner taking the expert radiologists’
ground truth as reference. The proposedmethod is competent in segmenting the noisy
mammograms into different densities with accuracy.

3.6 Results and Discussions

The anticipated method is applied to publicly available mini-MIAS [32] databases
having 322 images. This dataset includes all categories of images such as dense
glandular, fatty and glandular images.

Figure 1 shows the results achieved by the proposed algorithm. Figure 1a shows
the input image corrupted with Gaussian noise having a variance of 0.01. Noisy
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a) Noisy Input Image                                                 b) Denoised Image 

c) binary image                     d) background detached          e) removal of Pectoral muscles 

f) Enhancement of mammograms                   g) segmentation of enhanced mammograms  

Fig. 1 Mammogramattained after denoising, pectoralmuscle deletion, enhancement and dissection
a input mammogram image corrupted with Gaussian noise b denoised image c binary image with
threshold value 0.1 d after deleting the background e after removing the pectoralmuscles f enhanced
image g segmented image
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mammograms are denoised using a pretrained feedforward convolutional neural
network. This pretrained network implements a residual learning technique for
predicting residual image. Figure 1b shows the denoised mammogram image.
Denoised mammogram images contain labels and pectoral muscles which can affect
the segmentation accuracy. So, after denoising, binarization is applied with threshold
0.1 to remove the artifacts. After this in order to extract the largest blob, all the associ-
ated components are rearranged from biggest to minutest in size. Then for obtaining
the original breast profile, the original image is multiplied with the blob. The region
growing technique helps in removing the pectoral muscles. Figure 1c displays the
binary image having 0.1 as the threshold value. Figure 1d represents the image
attained after eradicating the background.

After the automatic selection of seed point, The proposed method applies an
adaptive region growing which helps in removing the pectoral muscles. On the
basis of image alignment, a conventional grouping of seed points is reformed. This
reformation helps in automatic selection of seed point which aids in removing the
pectoral muscles using an adapted region growing process. The mini-MIAS database
comprises right-oriented or left-oriented images. So, the seed pointwill be either right
topmost or left topmost first non-zero pixel. For finding the orientation of the image,
the first image is divided into half and then non-zero pixels are counted. In the case
of right-oriented, the right part has more pixels while in case of left-oriented then the
left part comprises more pixels. Figure 1e displays the image which is obtained after
removing the pectoral muscles from the mammograms. For improving the visual
quality of the image, two-stage adaptive histogram equalization is applied. Figure 1f
demonstrates the enhanced image with better visual excellence.

The basic aim of the proposed segmentation process is to find the effects of k-
means clustering in dispersing themammogram images into different densities (glan-
dular, adipose, etc. as givenbyWolfe for different density patterns). These patterns are
considered as diverse density regions by radiologists in analyzing the mammogram.
The segmentation results authenticate functionally credible breast density segmen-
tation. Figure 1g shows the segmented image with different mammographic breast
densities.

As per the assessment of radiologists, segmentation can result in different sections.
This section may include breast edge, purely adipose tissue, adipose tissue having
curvilinear strands of fibrous tissues dense tissues with non-homogeneous structures,
comparatively dense tissues having glandular tissue or fibrotic stromal tissue and
highly dense tissues. Table 4 shows the segmentation accurateness achieved in the
case of three- category classification.

The results achieved by the proposed method are compared with the results
provided by radiologists. There was a strong resemblance between both results in
segmenting mammograms into regions of different densities. It can be deduced from

Table 4 Accuracy results
obtained by automatic region
segmentation

Segmentation
precision

Breast edge (%) Dense Fatty (%)

94.8 98.75 95.8
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the results that for darker images, the density of the classified texture will be lower.
On the basis of ground truth provided by radiologists, images are analyzed both
qualitatively and quantitatively. The algorithm was applied to publicly available
mini-MIAS database considering 321 mammogram images from it. For assessing
the segmentation qualitatively, a highly expert screening radiologist was pleaded to
scale the segmentation results into four categories: satisfactory, very satisfactory,
poor or good. Out of 321 images, 4 images were ranked as good, 8 were rated as
acceptable and 309 images were found as very satisfactory. The proposed algorithm
is able to segment the mammogram into three classes with segmentation accuracy as
follows: 98.75% for dense, 95.8% for fatty and 94.8% for breast edge respectively.

4 Conclusion

This paper proposes the technique for improving the segmentation accuracy of noisy
mammograms. For this, first input mammograms corrupted with Gaussian noise are
denoised using a pretrained convolutional neural network. This network removes
noise by calculating the difference between the latent clean image and noisy image.
İt is then followed by thresholding for background suppression and modified region
growing for removing pectoral muscles. Two-stage adaptive histogram equalization
is applied to denoised mammograms free of artifacts in order to increase the visual
quality. Preprocessed mammograms are then segmented into different mammo-
graphic densities. The proposed technique delivers high accuracy in segmenting
the breast density and its results match with the segmentation results provided by
radiologists. The proposed approach shows a good example of the texture-based
segmentation of breast density.
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An Empirical Comparison of Generative
Adversarial Network (GAN) Measures

Pradnyawant Kokate, Amit D. Joshi, and P. S. Tamizharasan

Abstract Generative adversarial network (GAN) is the most potent unsupervised
learning generative model in deep learning. Though numerous impressive results
have been published in computer vision tasks, it is still complex to compare and
validate the performance of GAN algorithms. In this work, the review of quantitative
evaluation measures of GAN is done with the performance of Frechet inception
distance (FID) and the inception score (IS). Evaluations of several recently proposed
GAN approaches are based on these two metrics. These evaluations demonstrate an
evident variation in their performance based on key factors like training model and
hyperparameters such as dimensions of the latent space, learning rate, and gradient
penalty. This work discovers the proper dimension of latent space and compares FID
and IS that are implemented for evaluation of generated data distribution. FID and
IS are the best metrics for evaluating generated data distribution. This work gives
an emphasis on appropriate dimension of the latent space and compares these two
metrics concerning the improved GAN models. The experimental analysis shows
that FID gives better performance compared to IS. NS-GAN and LS-GAN perform
more precise. The generator generates better results for 10-dimensional latent spaces,
which are not really distinct from the consequence of the normal 100-dimensions.
It is recommended to use LS-GAN foe better performance and understanding of
algorithms.
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1 Introduction

GAN generates photo-realistic images which are indistinguishable from original
images [1]. The new process for training generative models is a generative model
(G) which synthesizes the data and a discriminative model (D) which tries to distin-
guish properties in data to identify fake samples (samples created by the discrimi-
nator). The generator is expected to generate unique and different samples each time.
Hence, it is supplied with random noise. G tries to generate fake data (which seems
like real) and D tries to identify (given both real and fake data) which is artificial
and which is original. When D can authenticate the fake data, G incurs loss corre-
sponding to the mistakes it made and it trains itself using it. Likewise, when G can
fool D, D provokes the loss and uses it to train itself. This extraordinary ability has
powered numerous real-world applications which range from visual recognition to
image manipulation and video prediction [2–4]. Several GAN variants have been
proposed for such real-world applications that usually produce more realistic and
diverse samples with satisfying training stability [5, 6]. GAN are analyzed exten-
sively in the past several years. Besides producing incredibly plausible images, their
evaluation remains mainly qualitative, quite often resorting to manual inspection of
the visual fidelity of generated images. This evaluation is time consuming, subjec-
tive, and possibly misleading. Thinking about the inherent limitations of qualitative
evaluations, proper quantitative metrics are crucial for the development of GAN to
steer the design of much better models.

The main goal of this work is to conduct detailed comparative analysis of GAN
evaluation metrics IS and FID. After analysis this can be used in practice. In this
work, unconditional generative adversarial network is used with unlabeled data. The
analysis is performed using recently proposed improved GAN training methods like
MM-GAN, NS-GAN, BEGAN, DRAGAN, LS-GAN, WGAN, and WGAN-GP.

The contents of this paper are organized as literature review in Sect. 2, experi-
mental analysis and results in Sect. 3 followed by conclusion and future scope in
Sect. 4.

2 Literature Review

This section gives an overview of present evaluation methods that are generally
implemented along with different metrics. The emphasis is given on the evaluation
of GANmodels to achieve diversity and quality. Of the diversity aspect, we evaluate
GAN’s capability to generate diverse fake samples capturing various modes in the
actual distribution; and by the quality perspective, we evaluate GAN’s ability to
generate realistic looking data samples.
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2.1 GAN

GAN is composed of a generative network (G) that generates data samples with the
same distribution as the real data (x), (D) that distinguishesG(z)= x from each other.
The block schematic of GAN is shown in Fig. 1. In this case, the creation network
can be expressed as playing the minimum maximal game and the loss function [1].

minGmaxD(D,G) = Ex∼pd

[
log(D(x))

] + Ez∼pz

[
log(1 − D(G(z)))

]

DC-GAN The most notable of the various approaches proposed to conquer the
problems of GAN include instability andmode collapse. DC-GAN is a convolutional
neural network (CNN)with excellent performance in imagemapping learning neural
networks and various GAN discovered after that are all based on the structure of DC-
GAN. DC-GAN is one of the most productive network designs for GAN. It mostly
composed of convolution layers without any max pooling or fully connected layers.
It employs convolutional stride and transposed convolution for the downsampling
and the upsampling [5].

NS-GAN Since the data generated at the initial steps of learning are much different
from the actual data, the discriminative network shows excellent results. Then, the
term log (1− D(G(z))) is close to 0 and the generative network is not able to provide
an adequately large slope to be learned GAN non-saturating training to maximize the
log (D(G(z))) rather than minimizing log (1 − D(G(z)). Goodfellow et al. proposed
the NS-GAN. As a result of this research, in the early stage of learning, we can get
quick results [1]. The NS loss function is given as follows.

LGAN - NS
D = Ex∼p

[
log(D(x))

] + Ex̂∼pg

[
log(D(x̂))

]
,

LGAN - NS
G = Ex̂∼p

[
log(D(x̂))

]

LS-GAN The GAN discriminator (D) classifies actual images from the generated
data samples. In practice, the discriminator generally performs reasonablywell. In the
GAN, sigmoid cross-entropy function is used as the loss function of the discriminator

Fig. 1 Generative adversial network
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function. If the generated data is classified as actual data, no matter how far the
generated data are from the actual data. This causes a problem that the learning
does not proceed any further in the generative network. To solve this problem, least-
squares loss function is used to disrupt the generated data away from the actual data.
Least squares help to improve the stability of learning by making it more accessible
[7]. Its value function is as follows.

LLS-GAN
D = Ex∼pd

[
((x) − 1)2

] + Ex̂∼pg

[
D(x̂)2

]
,

LLS-GAN
G = Ex̂∼p

[
(D(x̂) − 1)2

]

WGAN Neither KL-divergence nor JS-divergence may give the ideal way to learn
the capability. Martin et al. proposed EM distance or known as Wasserstein1 [8].
The physical idea of EM distance is to determine the quantity of work you need to
spend to transfer the distribution to a different one. This gives the positive value with
symmetric shape.

LWGAN
D = Ex∼pd [D(x)] + Ex̂∼pg

[
D(x̂)

]
,

LWGAN
G = Ex̂∼pg

[
D(x̂)

]

WGAN-GP InWGAN, it takes a long time to converge when the threshold value of
theweight constraint is substantial. On the contrast, if the threshold value is small, the
problem of slope disappearing occurs that complicates the process of optimization.
Gulrajani et al. solved this problem with the Wasserstein GAN-gradient penalty
(WGAN-GP) that applies a constraint and limits the slope of the discriminator output
for the input [9]. The value function of the generation network is the same as that of
WGAN and the discrimination network is as follows in the form of a slope penalty
added to the value function of WGAN.

LWGAN - GP
D = LWGAN

D λ Ex̂∼p
[∥∥D(αx + (1 − α x̂))

∥
∥
2 − 1

]
,

LWGAN - GP
G = LWGAN

G

DRAGAN In the learning process, if the slope of the discriminant function around
the actual data is vast, the mode collapse occurs, leading the generation network
to a single output. Kodali et al. proposed a deep regret analytic GAN (DRAGAN)
that normalizes the discrimination network and limits the slope in the data space,
thereby improving learning speed and stability [10]. The value function is expressed
by the following equation, including inclination penalty in the GAN discrimination
network.

LDRAGAN
D = LGAN

D + λ Ex̂∼pd + N (0, c)
[(∥∥∇D(x̂)

∥∥
2 − 1

)2]
,

LDRAGAN
G = LGAN

G

where λ is a parameter controlling the strength of the penalty.
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BEGAN The boundary equilibrium GAN (BEGAN) proposed by Berthelot et al. is
based on the energy-based GAN [11]. The energy-based GAN was propose by Zhao
et al. [12]. The Wasserstein distance of the auto-encoder loss distribution is used to
compute the value function.

LBEGAN
D = Ex∼pd

[‖x − AE(x)‖1
] − kt Ex̂∼pg

[∥∥x̂ − AE(x̂)
∥∥
1

]
,

LBEGAN
G = Ex̂∼pg

[∥∥x̂ − AE(x̂)
∥∥
1

]

Here, AE is an auto-encoder, and kt [0, 1] is a parameter for controlling the degree
of emphasis on generation data.

2.2 GAN Evaluation Measures

This subsection gives an overview of present evaluationmethods which are generally
implemented along with different metrics. The emphasis is given on the evaluation
of GANmodels to achieve diversity and quality. Of the diversity aspect, we evaluate
GANs capability to generate diverse fake samples capturing various modes in the
actual distribution; and by the quality perspective, we evaluate GANs ability to
generate realistic looking data samples. Borji et al. proposed a detailed summary of
different GAN evaluation measures [13].

Visual Inspection GANs are generative machines that may generate samples
directly; therefore, professionals often appraiseGANsby visually inspecting samples
that can be produced. One easy method is to visualize a batch of samples generated
by GANs and to evaluate their attributes by researchers. This practice is employed
in several research works [1, 5]. Even though they claimed the top left model be the
best, it had been slightly biased. It is generally tough to get a reasonable judgment
according to visual inspection. Unluckily, these manual works suffer from reduced
scalability and higher subjectivity. Unconscious bias at the theoretical analysis is
unavoidable, such as when investigators report only their best outcomes that lead
to unfair comparisons for a variety of GAN. An observer could likely miss mode
collapse and do not evaluate diversity. Although to get a simple dataset like the
MNIST, it is easy for an individual viewer to see the missing digits by inspecting a
succession of samples in much more realistic configurations where a GAN is trained
on data with thousands of modes. An individual observer would hardly detect the
missing version by manual review. Thus, we clearly demand an excellent statistical
assessment method.

Inception Score The generated samples would distinguishably look like some real
thing, e.g., buckets or cows. Thismeans that the samples look real andwe cangenerate
samples of items in our dataset. For this, we already have computer vision classifiers
that can classify an image as belonging to a class. It is known as inception network,
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which is one of those classifiers. Moreover, our classifier should be confident that
what it sees is an item it recognizes. The generated samples should be varied and
include ideally all the classes that were represented in the original dataset. This point
is also highly desirable because our samples should be representative of the given
dataset. One most commonly used metric taking this method is using inception score
[14].

Frechet Inception Distance Heusel et al. proposed classification-based technique
using Frechet inception distance [15]. Rather than working with the class label distri-
bution, the FID uses a specific layer of inception net to compare embedding of the
actual and the data that is generated. The Frechet distance between these two Gaus-
sians is known as Wasserstein-2 space. It is used to measure the quality of generated
data samples.

2.3 Training Challenges

Training GAN models is complex. Following are the main issues associated with
training GAN.

Mode Collapse Mode collapse is a state where some of the modes (classes) are not
alone outlined in the generated samples. To put it differently, the mode has collapsed
even though the actual data distribution has support for those samples. Be aware that
mode collapse can occur even if the network has converged. This work discusses
inter-class mode collapse throughout the explanation of IS and intra-class mode
collapse while discussing the FID.

Slow Convergence This is a big issue with GAN and unsupervised settings where
commonly the rate of convergence and available computer systems are the principal
constraints. Unlike with supervised learning, available labeled data is normally the
first obstacle.

Failure to Learn Here, we discuss exceptional circumstances where modes
(possible data samples) which should not have support (should not exist), do this
occurs when the GAN over generalizes and learns things that should not exist based
on the real data. Mode collapse and failure to learn can sometimes most naively be
resolved by re-initializing the algorithm that makes the algorithm weaker. This list
gives us broadly two key measures speed and quality. These two measures are quite
alike as much of training is eventually focused on closing the gap between the real
distribution and the generated distribution faster. So how do we resolve this?When it
comes to GAN training, there are several techniques that help to improve the training
method. This is exactly the same way as with any other machine learning algorithm.
In this work, some training techniques are discovered.
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3 Experiments and Results

Experiments are performed using recently proposed improved GAN training models
likeMM-GAN, NS-GAN, BEGAN, DRAGAN, LS-GAN,WGAN, andWGAN-GP.
The values of GAN measures are obtained and compared with respect to parameters
such as latent space dimension, structure of GAN, and various datasets.

3.1 Experimental Setup

All experiments are performed in Python language using a deep learning library
Tensorflow by Google with Nvidia GeForce GTX TITAN X GPU of 64 GB RAM.
The packages like Tensorflow and Keras are used as back end. The datasets used
for these experiments include Fashion-MNIST, CIFAR-10, CelebFaces Attributes
Dataset (CelebA), and MNIST.

3.2 Measures

Inception Score Inception model includes 1000 classes and 1.2 million of images
[16]. CNN model is pre-trained by ImageNet and outputs a probability vector
belonging to 1000 classes each [17]. This is due to the wide use of transfer learning
and fine tuning.

I (G) = exp
(
Ex̂∼pg K L(p(y|x̂)‖p(y)))

where (p(y|x)) is the conditional class distribution andp(y)marginal class distribution.
IS can have a value between 1 and 1000, but usually has a value near 2 [18].

Frechet Inception Distance The measure FID developed by Heusel et al. measures
the difference between two normal distributions. A smaller value of FID represents
a better quality of a model. It is calculated as follows.

FID = ‖m − mω‖22 + Tr (C + Cω − 2(CCω)1/2)

where (m, C) and (m, Cω) mean and covariance are the distribution of generated data
samples and the actual data. FID is the ratio of two distributions. Since the difference
between actual and generated distribution is calculated, it can be a large value.



1390 P. Kokate et al.

3.3 Methods

In order to estimate the appropriate latent space dimension, this work has considered
the size of latent space dimensions as 1, 2, 3, 10, 50, and 100. The different types
of generative adversarial networks like MM-GAN, NS-GAN, BEGAN, DRAGAN,
LS-GAN, WGAN, and WGAN-GP are considered for each size. Although all GAN
learning conditions cannot be the same. After the learning of the GAN, the IS and
FID values of the generated data are measured, this experiment was repeated three
times.

GAN Training The training process includes training of the discriminator and
generator separately for each iteration. The discriminator network is to classify
between real example x and fake example x*. It also computes the classification errors
and backpropagate the total error to update the discriminator weights and biases to
minimize the classification errors. The generator network uses a new random noise
vector z to synthesize a fake example x*. The generator network uses a discriminator
network to classify the x*. It also computes the classification error and backpropagate
the error to update the generator weights and biases to maximize the discriminator’s
error.

3.4 Comparison of Results

Table 1 shows the average FID for various datasets, latent space dimensions, and
GANmodels. The least significant value in bold indicates the optimal value for each
model with respect to the latent space dimension.

FID and IS In Table 1, FID has the largest value in the 1, 2, and 3 latent space
dimensions, especially in CelebA except for Cifar-10. It cannot confirm the trend
that FID value of the data increases with dimension except Cifar-10. However, the
FID value does not have the smallest value in the 1, 2, and 3 dimensions, as shown in
Table 1. FID is more superior than IS. Figure 2 shows the quality of images generated
in 1, 2, and 3 dimensions. Inmost of themodels and datasets, the FID value decreases
sharply from 10 to 100 dimensions. There are many cases in which the least value is
obtained in 10 dimension.

Table 2 shows the average IS for various datasets, latent space dimensions, and
GANmodels. The most significant value in bold indicates the optimal value for each
model with respect to latent space dimensions 1, 2, 3, 10, 50, and 100.

Latent Space Dimension In most of the models, FID values are rapidly decreased
up to 10 dimension. As shown in Table 1, there are no significant changes in 10 or
more dimensions. The values in 50 and 100 dimensions are not significantly smaller
than in 10 dimension. Figures 2 and 3 show the gray-scale images of MNIST and
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Table 1 Average FID for various datasets, latent space dimensions, and GAN

Data Model 1 2 3 10 50 100

MNIST GAN-MM 316.36 33.56 17.10 4.96 5.46 5.28

GAN-NS 186.43 29.60 14.21 4.93 4.93 4.90

LS-GAN 166.79 26.67 13.96 4.79 4.99 4.98

WGAN 142.57 65.88 44.43 25.77 27.25 24.35

WGAN-GP 176.28 92.97 45.21 18.94 20.94 17.67

DRAGAN 221.04 44.64 22.68 8.46 6.94 8.36

BEGAN 136.32 49.18 25.35 23.11 18.79 19.70

Fashion GAN-MM 366.01 65.25 38.10 17.27 16.31 17.59

GAN-NS 232.19 68.34 37.46 15.94 15.87 15.80

LS-GAN 311.81 71.72 39.33 16.28 15.28 15.53

WGAN 177.42 95.01 75.55 61.83 67.35 66.73

WGAN-GP 197.58 93.35 54.78 36.22 28.88 30.12

DRAGAN 255.11 87.64 42.76 23.49 22.91 27.28

BEGAN 164.90 71.91 41.00 36.94 35.61 33.25

Cifar-10 GAN-MM 477.09 220.43 161.25 96.46 87.21 85.29

GAN-NS 320.36 197.49 150.07 88.46 91.08 83.20

LS-GAN 326.35 205.98 160.87 86.03 85.81 89.41

WGAN 270.79 178.49 157.73 130.27 148.65 144.60

WGAN-GP 360.58 318.33 226.03 207.80 179.99 192.14

DRAGAN 332.29 222.52 182.41 117.88 101.53 102.44

BEGAN 361.71 236.29 186.26 117.88 152.20 117.06

CelebA GAN-MM 459.98 319.80 414.02 60.96 72.69 88.90

GAN-NS 376.76 160.36 94.71 51.21 46.23 53.26

LS-GAN 430.22 299.40 112.83 57.68 61.40 54.17

WGAN 319.16 160.55 113.88 77.91 76.51 78.49

WGAN-GP 442.79 379.45 323.68 212.01 118.12 103.28

DRAGAN 436.35 168.98 167.05 72.52 62.81 63.33

BEGAN 290.72 190.59 119.51 67.23 69.93 68.37

Fashion-MNIST datasets give good results in 2D. However, in Figs. 4 and 5, the
more complex color images of Cifar-10 and CelebA datasets are used. The images
generated in the dimension less than 10 dimensions are not perfect. It is confirmed
that this produce data similar to the actual data in 10 dimension or higher. In many
studies, the size of the latent space is typically used as 100 dimension. These studies
confirmed that 10 dimension is sufficient. It reduces the amount of space and time
required for computations.
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Fig. 2 Generated images of MNIST dataset with LS-GAN for different latent space dimensions

GANComparison It is difficult to keep the experimental conditions same to decide
the best GAN model [19]. According to the FID results of this work, NS-GAN is
evaluated as a good model with MNIST and Fashion-MNIST datasets.

LS-GAN performs better with Cifar-10 and CelebA datasets. As a result of
comparing performance of the models in the 10 dimension, NS-GAN and LS-GAN
show stable performance in both gray-scale and color images. The WGAN, which
gained much attention, shows low performance with the gray-scale images. WGAN-
GP showed low performance with color images. Therefore, it is recommended to use
LS-GAN, which is considered to be better in performance and easy to understand
algorithms.

4 Conclusion

This work focused on performance evaluation of GAN including NS-GAN, BE-
GAN, DRAGAN, LS-GAN, WGAN, and WGAN-GP. The latent space dimension
used as the input of the GAN is divided by 1, 2, 3, 10, 50, and 100. The appropriate
dimension size is estimated. Evaluation of proper latest space dimension is carried
out with performance improvement up to 1, 2, 3, and 10 dimensions. Thereafter, the
performancewasmaintained at 10, 50, and 100 dimensions. However, in theWGAN-
GP, unlike other models, the CelebA dataset has shown continuous performance
improvement in the 10, 50, and 100 latent space dimensions. WGAN has shown
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Table 2 Average IS for various datasets, latent space dimensions, and GAN

Data Model 1 2 3 10 50 100

MNIST GAN-MM 1.15 2.17 2.17 2.19 2.18 2.19

GAN-NS 1.76 2.22 2.18 2.20 2.20 2.19

LS-GAN 1.82 2.15 2.29 2.19 2.17 2.18

WGAN 1.92 2.14 2.15 2.31 2.23 2.23

WGAN-GP 1.92 2.27 2.22 2.19 2.20 2.22

DRAGAN 1.68 2.13 2.25 2.19 2.19 2.18

BEGAN 1.90 2.26 2.17 2.21 2.26 2.26

Fashion GAN-MM 1.51 4.02 4.07 4.43 4.33 4.35

GAN-NS 2.46 4.11 4.31 4.43 4.37 4.40

LS-GAN 1.36 4.04 4.39 4.32 4.33 4.34

WGAN 3.19 3.61 3.91 3.89 3.79 3.77

WGAN-GP 2.74 3.65 4.03 4.20 4.28 4.24

DRAGAN 2.32 3.72 4.04 4.42 4.02 4.05

BEGAN 2.82 3.82 4.26 4.25 4.02 4.05

Cifar-10 GAN-MM 1.01 2.46 3.15 4.57 5.12 5.29

GAN-NS 2.13 2.82 3.27 4.92 4.67 5.19

LS-GAN 1.72 2.85 3.05 4.70 5.04 4.83

WGAN 2.34 2.95 3.09 3.10 2.69 2.85

WGAN-GP 1.67 1.89 2.18 2.21 2.38 2.49

DRAGAN 1.90 2.67 2.80 3.79 4.28 4.16

BEGAN 1.62 2.40 2.92 4.32 3.62 4.26

CelebA GAN-MM 1.58 1.52 1.01 2.13 2.20 2.43

GAN-NS 2.58 2.02 2.15 2.37 2.19 2.25

LS-GAN 2.05 2.24 2.03 2.23 2.90 2.24

WGAN 2.77 2.25 2.39 2.27 2.24 2.26

WGAN-GP 1.72 2.47 2.55 3.03 2.65 2.45

DRAGAN 2.21 2.00 2.58 2.21 2.21 2.24

BEGAN 1.47 2.35 2.12 2.15 2.21 2.21

poor performance in gray-scale images andWGAN-GP has shown low performance
in color images. In the first dimension, dimensions IS shows a better measure for
evaluating the performance over FID. It is recommended to use LS-GAN, which is
considered to be better in performance and easy to understand algorithms. Future
research can be done that compares the structure of generative adversarial networks,
learning rate, batch normalization, and dropout ratio using various parameters.



1394 P. Kokate et al.

Fig. 3 Generated images of Fashion-MNIST dataset with LS-GAN for different latent space
dimensions

Fig. 4 Generated images of Cifar-10 dataset with NS-GAN for different latent space dimensions
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Fig. 5 Generated images of CelebA dataset with NS-GAN for different latent space
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The Fusion of Local and Global
Descriptors in Face Recognition
Application

Ali Mohammed Sahan and Ali Sami Al-Itbi

Abstract In a complex process like face recognition, the type of the features
embedded in human face plays a dominant role in the recognition process. The
global features describe the whole face image, while the local features are used to
describe the local areas in the face. Therefore, combining these features together in
the same feature vectors leads to provide attractive features, which have the ability
to distinguishing between similar face images. In this paper, we propose a combined
local and global face recognition technique. The local features are captured using
radon transform descriptor, while the global features are provided using Chebyshev–
Fourier moments. Extensive experiments have been performed on four different face
databases, namely JAFFE, FERET, YALE, and UMIST, to evaluate the accuracy
of the suggested approach under different face variations. Results of these experi-
ments indicate that the presented technique achieved high recognition accuracy in
the presence of illumination, pose, and facial expression variations.

Keywords Local descriptor · Global descriptor · Face recognition · Radon
transform · Chebyshev–Fourier moments

1 Introduction

Face recognition is an important field in the biometric domain, because it has a
large number of applications such as content-based indexing, different authentica-
tion and identity purposes, access control, video retrieval control, video; therefore,
face recognition received high attention by the researchers. Hence, different face
recognition methods have been existed. Face recognition operation suffers from
different challenges like illumination, facial expression, age, and pose variations
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[1, 2]. The existing human face recognition methods can be classified into four types
[3], which are local feature extraction methods, global feature extraction methods,
and combined local and global feature extractionmethods. The global methods focus
on the complete image of the face. Therefore, they are more robust against the vari-
ations that affected the entire face image like illumination. However, the accuracy
of these methods is affected by facial expression variations. On the other hand, the
local feature extraction methods capture the local details in the face image. The prin-
cipal advantage of these methods is that they are not much affected by irrelevant
information in the face image such as background, shoulders, and hair. However,
the disadvantage of these methods is that they are affected by environmental condi-
tions and unpredictability of face appearance [4]. Face recognition process in the
human visual system uses both local and global features [5]. The local features are
used to recognize the finer details of the face image, while global features are used to
recognize the complete face image.Combined face recognitionmethods stimulate the
human perception in face recognition problem. Themain advantage of thesemethods
is that they exploit the best characteristics of both local and global feature extraction
descriptors. Yu et al. [5] analyse the robustness of both local and global features in
the face recognition system. The global features are extracted using two-dimensional
Fourier transform, while Gabor wavelet is utilized to provide local features. Singh
et al. [6] propose a face recognition approach that uses both local and global features
based on wavelet moments. The same author in [7] presents combined global and
local features. The global features are derived by ZMs, whereas the local features are
captured by scale-invariant feature transform (SIFT). The traits of ZMs and SIFT are
exploited to construct robust descriptor against pose, illumination, and expression
variations. Ruba and Murugesan [8] presented a combination of global and local
features by using linear discriminant analysis (LDA) to capture global features and
locality preserving projections (LPP) to extract local features. Fang et al. [9] proposed
the fusion of global PCA features andHaar wavelet-based local features for face veri-
fication. Zhou et al. [10] used a discrete cosine transform (DCT) to derive both global
and local facial features. The low-to-mid-frequency subset of the two-dimensional
DCT coefficients of a face image is extracted as the facial global feature, while the
facial local features are extracted from several subset images such as eyes, nose, and
forehead. In [11], global features are extracted using Fourier transform while the
local features are derived using Gabor wavelet. Sahan et al. [12] proposed global and
local face recognition method. In this method, the vectors of face features consist
of the global features extracted by Zernike moments and local features provided by
radon transform. Nguyen et al. [13] proposed a method to improve the security of
face recognition system by combining the deep image features with presentation
attack detection extracted using support vector machine.

Singaravelan and Murugan [14] presented global and local face recognition
method. The global features are provided by a linear discriminant analysis, while
the local features are extracted by locality preserving projection.

In this article, we introduce an effective face recognition system that combines
global and local features; the global features are provided by Chebyshev–Fourier
moments, while the local features are extracted by radon transform. Extensive
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experiments are performed to evaluate the performance of the proposed approach
against facial expressions, pose, and illumination variations. Extensive experiments
are conducted on four different face databases, namely JAFFE, FERET, UMIST, and
YALE.

The rest of the paper has been organized as follows: Sect. 2 provides an overviewof
Chebyshev–Fourier moments. The radon transform is explained in Sect. 3. Section 4
describes the utilized similaritymeasures. Section 5 presents the proposed technique.
The databases used are presented in Sect. 6. Details of experimental results are given
in Sect. 7. Section 8 concludes the paper.

2 Chebyshev–Fourier Moments

Chebyshev–Fourier moment was early introduced by [15] as a special case of
Jacobi–Fourier moments with high capability of image reconstruction and better
noise sensitivity. The Chebyshev–Fourier moments are used in different applications
such as representation of printed characters [16], action recognition [17], image
focus measure [18], image description [19], target recognition in SAR images [20],
and image fusion [21]. The two-dimensional Chebyshev moments of order p with
repetition q of image intensity function are [22–26]:

f (x, y) =
M−1∑

p=0

M−1∑

q=0

chpqap(x)aq(y) (1)

where the coefficient chpq are the Chebyshev moments which satisfy the orthogonal
property, with

P(i, M) = M
(
M2 − 1

)(
M2 − 22

)
. . .

(
M2 − i2

)

2n + 1
= 0, . . . , M − 1 (2)

To make it suitable for image analysis:

chpq = 1

ρ(p, M)ρ(q, M)

M−1∑

x=0

M−1∑

y=0

ap(x)aq f (x, y) p, q = 0, 1, . . . , M − 1 (3)

where

ρ(p, M) =
M

(
1 − 12

M2

)(
1 − 22

M2

)
. . .

(
1 − p2

M2

)

2p + 1
(4)

And the scald Chebyshev polynomials tp(x) are computed using the following
recurrence relation:
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a0(x0) = 1 (5)

a1(X) = 2X + 1 − M

M
(6)

ap(x) =
(2p − 1)a1(x)ap−1(x) − (p − 1)

{
1 − (p−1)2

M2

}
ap−2(x)

p
, p > 1 (7)

3 Radon Transform

Radon transform has an inherent trait. Hence, it has the ability to provide the direc-
tional details of images [27]; therefore, radon transform is used as an active descriptor
in a different nondestructive special testing. Radon transform converts the image
components into peaks by computing the image projections at different angles. Each
projection derived computes multiple line integrals of the intensities along with a set
of parallel beams. The general equation of the 2D radon transform can be defined as
[28]

R(x, θ)[ f (i, j)] =
∞∫

−∞

∞∫
−∞

f (i, j)δ(x − x cos θ − y sin θ)dx dy (8)

where δ(:) is the delta function with value, not equal zero only for argument equal 0,
θ ∈ [0, π ] is the angle of incidence of the beams, and x is the perpendicular distance
of the beam from the origin and can be computed as follows:

x = i cos θ + j sin θ, x ∈ [−∞,∞] (9)

The discrete approximation of 1 can be defined as:

R(x, θ) =
M−1∑

i=0

N−1∑

j=0

f (i, j)δ(x − i cos θ − j sin θ) (10)

Figure 1 illustrates the radon transform of an image.
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Fig. 1 Radon transform of an image

4 Distance Measure

In the stage of classification, we have considered the cosine distance similarity
measure. The cosine distance similarity measure evaluates the similarity between
two feature vectors in an angular direction [29]. It estimates the angle between
feature vectors. The lower the angular separation refers to little similarity. The utilized
distance measure can be expressed as:

d =
∑N−1

i=0 (Fi (T ) × Fi (D))
√

∑N−1
i=0 (Fi (T )2)

√∑N−1
i=0 (Fi (D)2)

(11)

5 Proposed Technique

The proposed technique exploits the advantages of fusion, and both local and global
features ensure good distinguishing between different face images. Chebyshev–
Fourier moment descriptor has been used to provide global features, while the radon
transform descriptor has been used to extract local features. The resulted radon
transform coefficients are converted into histogram bins, to reduce the complexity
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of the classification stage. Cosine similarity measure is used to compute the differ-
ence between training and query face images. The following steps summarize the
proposed technique:

1. Extract the global feature of the face image by using Chebyshev–Fourier moment
descriptor.

2. Compute the radon transform coefficients of the face image, which represent the
local features.

3. Compute the histogram bins of radon transform coefficients.
4. Construct the feature vector by combining the result features in the steps 1 and

3.
5. Estimate the difference between the query and training face images using the

cosine similarity measure.
6. Classify the query face image into recognized or unrecognized.

Figure 2 presents the block diagram of the proposed technique.
The novelty of the proposed technique is that we have combined two distinct

descriptors, namely radon transform (provides local features) and Chebyshev
moments (provides global features); also, the proposed technique has been evaluated

Test face image

Database consist of 
combined histogram bins 

of local features and 
global features

(Training dataset)

Extract global features using Chebyshev 
Fourier moments descriptor

Extract local features using Radon 
transform descriptor

Compute the histogram bins of the 
resulted local features

Combine the resulted features in the same feature vector

Classifiy the test face image

Recognised

Unrecognised

Yes

No

Compute the distance between test and training dataset images

Fig. 2 Proposed technique’s block diagram
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under most important challenges in face recognition problem such as illumination,
facial expression, and pose variations using three standard face databases. Further-
more, each descriptor has been assessed alone under the same conditions which
applied on the proposed technique.

6 Description of the Utilized Databases

The used four standard databases are explained as below:

(a) YALE database: It consists of 15 individuals. Each individual has 11 samples
representing different facial expression variations; therefore, the total database
images are 165 with a size of 243 × 320 pixels. The images in this database
exhibit significant changes in illumination and different facial expressions.

(b) JAFFEdatabase: It includes 213 images for 10 female individuals. The database
contains 7 facial expression variations, which are surprise, fear, disgust, anger,
happiness, sadness, and neutral. Each individual is represented by 2 or 4 images
with a size of 256 × 256 pixels.

(c) FERET database: It includes 1196 individuals represented by several 256×384
pixel greyscale images. The database contains facial expression, illumination,
pose, ageing, etc. Here, in our experiments, we consider pose and facial expres-
sion variation. The evaluation protocol of FERETdatabase consists of five probe
sets, namely fa, fb, fc, dup I, and dup II. The images in fa are used for training.
The fb and fc sets contain images with facial expression and illumination vari-
ations, respectively, while the sets in dup I and dup II include images with an
ageing variation.

(d) UMIST database: It includes 20 subjects with different pose angle variations.
Each subject is presented by different pose 220 × 220 pixel images. A few
images from the above databases are shown in Fig. 3.

7 Experimental Analysis

Weperformdifferent experiments using the above-mentioneddatabases to investigate
the accuracy of the proposed technique under different variations. We convert all
images to the size 64× 64 pixels to reduce the computation time of the experiments.

7.1 Facial Expression Variation Evaluation

In this section, we conduct two experiments to assess the robustness of the suggested
technique against facial expression variation using two different standard face
databases. The first experiment is performed using JAFFE database, while the second
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Fig. 3 Some samples from utilized databases: first row (JAFFE), second row (UMIST), third row
(YALE), and fourth row (FERET)

experiment is performed on FERET database. In the first experiment, the test images
are selected by taking three images representing normal expression of each indi-
vidual as training, while the remaining facial expression taken for testing. In the
second experiment, two sets of FERET database are used, which are fa and fb. The
first set represents frontal images utilized for training, while the second set includes
images with facial expression utilized for training. Tables 1 and 2 present the results
of the first and second experiments, respectively. As observed in Tables 1 and 2, the
recognition rate of the proposed technique is higher than the recognition rates of all
the comparable techniques. The recognition rate gained using global features is less

Table 1 Results of facial
expression variation
evaluation (first experiment)

Method Recognition rate (%)

Chebyshev–Fourier moment descriptor 96.9

Radon transform descriptor 97.8

Proposed technique 98.8

Table 2 Results of facial
expression variation
evaluation (second
experiment)

Method Recognition rate (%)

Chebyshev–Fourier moments 93.3

Radon transform descriptor 94.1

Proposed technique 96.0
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Table 3 Results of pose
variation experiment

Method Recognition rate (%)

Chebyshev–Fourier moment descriptor 97.2

Radon transform descriptor 98.2

Proposed technique 99.4

than the recognition rates provided by local features. This is because of the fact that
the global feature extraction techniques are sensitive to facial expression variation,
while the local feature extraction techniques like radon transform are not. Therefore,
radon transform descriptor is robust against facial expression variation.

7.2 Pose Variation Evaluation

The impact of pose variation on the accuracy of the proposed technique is investigated
by carrying out an experiment usingUMISTdatabase. In this experiment, the training
set includes a random selection of 11 face images of each person, while the remaining
utilized for testing. Results of this experiment are presented in Tables 3. The results
refer that the accuracy of the suggested technique is better than the accuracy of its
counterparts (Chebyshev–Fourier moment and radon transform descriptors). More-
over, the local feature extraction descriptor (radon transform) is better than the global
feature descriptor (Chebyshev–Fourier moments). This is because the performance
of global descriptor is affected by some occluded areas in the face image caused by
pose angle.

7.3 Illumination Variation Evaluation

In this section, we evaluate the effect of illumination variation on the accuracy of
the suggested technique. For this purpose, two experiments on YALE database are
conducted. The data set of the first experiment consisted of four images selected
randomly for each person while remaining utilized for testing. The data set of the
second experiment consists of one normal face image for each person for training,
while remaining utilized for testing. As presented in Tables 4 and 5, the recogni-
tion rates achieved using the suggested technique outperform the recognition rates

Table 4 Illumination
variation evaluation (first
experiment)

Method Recognition rate (%)

Chebyshev–Fourier moments 93.5

Radon transform descriptor 91.4

Proposed technique 97.1
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Table 5 Illumination
variation evaluation (second
experiment)

Method Recognition rate (%)

Chebyshev–Fourier moments 92.1

Radon transform descriptor 90.3

Proposed technique 95.0

achieved using radon transform descriptor and Chebyshev–Fourier moments. More-
over, the recognition rate achieved using Chebyshev moment descriptor is better
than that achieved using radon transform descriptor; this is because the illumination
variation affects the whole face image and causes global distortion.

8 Conclusions

The local and global features in the face image are complementary to each other
in the recognition processes. The local features reflect the finer details, while the
global features represent the general information about the face image. In a complex
application like face recognition, one type of features is not sufficient to represent the
image of a human face with high accuracy. In this paper, a combined technique using
local and global features is presented to achieve an accurate distinction between the
face images. The radon transform is used as the local descriptor, which captures the
local variation in the image. The global features are extracted using Chebyshev–
Fourier moments. Results of the extensive experiments carried out on four standard
databases, which are JAFFE, FERET, UMIST, and YALE, refer that the presented
technique is robust against most of face recognition challenges like illumination,
pose, and facial expression variations.

The results of the experimental analysis are summarized as follows:

• The proposed face recognition technique achieves high accuracy under illumina-
tion, pose, and facial expression variations.

• Combining local and global features provided by utilizing radon transform and
Chebyshev–Fourier moments, respectively, leads to provide distinct features
having the ability to achieve a high recognition rate in the face recognition
system. Moreover, the proposed combined features perform much better than
their individual counterparts.

• The performance of radon transform descriptor is better than the performance of
Chebyshev–Fourier moment descriptor in facial expression variation.

• In the presence of pose variation, which causes local distortion in some areas
of the face image, the accuracy of radon transform descriptor is better than the
accuracy of Chebyshev–Fourier moment descriptor.

• The recognition rate achieved using Chebyshev–Fourier moment descriptor is
better than that achieved using radon transform descriptor; this is because the
illumination variation affects the whole face image and causes global distortion.
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ANFIS-Based Reactive Strategy
for uRLLC and eMBB Traffic
Multiplexing in 5G New Radio

Naveen Kumar and Anwar Ahmad

Abstract Ultra-reliable low-latency communications (uRRLC) and enhanced
mobile broadband (eMBB) traffics are needed to be supported expeditiously in the
emerging 5G networks. To achieve ultra-reliability as high as 1 − 10−7 in uRLLC,
ongoing eMBB packets should be stopped instantly, which results in reduced quality
of services (QoS) of eMBB services. This difficulty, known as co-existence problem,
is a serious concern in 5G cellular networks and requires a proper mechanism to
protect the ongoing services. This paper introduces ANFIS-based reactive strategy
for a flexible frame structure that can provide high priority to the uRLLC traffic while
ensuring the reliability to other eMBB traffic in the 5G cellular network scenario.
Proposed flexible frame structure approach can be a possible solution to the co-
existence problem by providing improved QoS for eMBB and reduced delay for
uRLLC. The experimental results prove that the proposed approach contributes to
the critical advancement for forecasting performance in accordance with the error
analysis results.

Keywords 5G · uRLLC · eMBB · ANFIS

1 Introduction

As multi-scenario has become a major feature of fifth generation (5G) cellular
networks. A modern air interface in 5G, known as new radio (NR) has been intro-
duced by Third Generation Partnership Project (3GPP) to bring out completely new
features and technologies [1]. With enhanced mobile broadband (eMBB) and ultra-
reliable low-latency (uRLLC) scenarios, 5G will face acceleratory requirements and
challenges with diverse services [2]. On one hand, eMBB traffic such as virtual
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reality, real-time traffic alerts, 4 K video streaming, etc., require bandwidth as high
as 100 MHz with few milliseconds latency. On the other hand, uRLLC services
such as wireless industrial automation, real-time vehicle to vehicle communication,
smart grid, automatic drive, etc., require extremely low latency, on the order of
tens to hundreds of µSec with ultra-high reliability (99.999%) [3]. Various perfor-
mance requirements, such as heavy connectivity, low latency, high reliability, energy
efficiency, have been acquainted with adapt to these new service requirements.

eMBB, an extension of 4G wireless standard, is defined by larger payloads as
well as design stimulation pattern that stays static over a larger time interval, so that
maximum data rate can be achieved while guaranteeing an average reliability on the
order of 10−3. While in uRLLC, transmission of small payloads with low latency and
very high reliability from a limited set of terminals is required, which become active
due to patterns specified by exterior events. However, due to the spectrum limitations
it becomes quit challenging for uRLLC and eMBB both the applications, to co-exist
in the same carrier. At the point when there is a service request, the packet must be
transmitted immediately by the base station, regardless of whether it is in scheduling
period or in middle of the eMBB transmission, which will lead to degraded eMBB
services. This problem commonly referred as co-existence problem is critical issue to
non-uRLLC traffic and requires immediate solutions to protect the ongoing traffic. In
one approach, adopted by 3GPP-NR, a preemptive indicator is used, which consists
of the time and frequency information of the interruption to provide users data about
lost packets. Furthermore, part of code-blocks affected due to uRLLC can be retrans-
mitted. However, efficiency will decrease if frequent uRLLC transmissions occur, as
it will lead to more preemptive indicator transmissions. Due to the fact that uRLLC
transmissions are much less as compared to eMBB transmissions, a combination of
scheduling can be employed to ensure available resources’ predictability instead of
keeping the resources idle [4].

For uRLLC and eMBB traffic multiplexing in 5G, Esswie et al. [5] proposed
null space-based spatial preemptive scheduler, which seeks for cross-objective opti-
mization where the critical uRLLC quality of service is guaranteed while providing
maximum capacity to the eMBB traffic. Anand et al. [6] designed an optimal joint
scheduler, which uses an iterative gradient scheduler for eMBB services to anticipate
the likely losses from uRLLC services, and uRLLC demand scheduler that is obliv-
ious to channel conditions of eMBB traffic, utility functions and allocation decision
of the eMBB scheduler. Another approach by Elsenvi et al. [7] introduced condi-
tional value at risk (CVaR)-based risk measurement for eMBB traffic. Recently, an
approach based on machine learning (ML) was exploited by [8] where random forest
decision algorithm was used for flexible transmission time interval (TTI) scheduling
for each service. However, besides providing strong ability of generalization, the
time cost of ML classifiers is relatively high [9].

Compared to traditional methods ANFIS-based approach provides advanced
prospects and possibilities. In this work, ANFIS-based flexible framework scheme,
where ultra-low latency for uRLLC can always be guaranteedwhilemaintainingQoS
of eMBB. Compared to classical methods used for traffic control in 5GNR, proposed
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flexible frame structure-based approach shows robustness toward the co-existence
problem.

Remaining of the paper is organized as follow, Sect. 2 provides system model
and problem formulation where a multi-user system is considered with two service
types—eMBB and uRLLC. uRLLC services are assigned higher priority. Then,
Sect. 3 introduces a detailed machine learning-based reactive strategy is for the
solution. Performance evaluation results are discussed in Sect. 4 and finally Sect. 5
concludes the paper.

2 System Model and Problem Formulation

Fifth generation new radio (NR) technology is standardized by 3GPP in which many
proposals and issues related to physical layer protocols as well as radio frequency
are investigated [10, 11]. 3GPP-NR has a flexible and wide range of bandwidth for
orthogonal frequency divisionmultiplexing framework. To provide flexible transmis-
sion time interval (TTI), resource blocks (RB) are considered where RBs determine
the length and frequency of flexible TTI. Figure 1 provides the basic idea of the
resource blocks where one square grid represents one RB (i.e., 0.125 ms-time axis
and 180 kHz-frequency axis) and entire area represents all resources available.

Mostly, larger TTI is chosen for eMBB traffic and shorter TTI for uTLLC traffic.
Figure 2 illustrates a scenariowhere, for the eMBBservice, transport block consisting
of three sequentially mapped code-blocks, is transmitted. However, problem arises
when uRLLC service is initiated in the middle of eMBB service. To achieve low
latency some of the symbols in the eMBB code-block are immediately replaced by
uRLLCcode-blocks.While the flexible frame structuremay ease the problem, amore
feasible solution is required for the practical implementation due to randomness and
uncertainty of uRLLC services.

Fig. 1 Resource allocation
using flexible TTI
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Fig. 2 Illustration of scheduling of uRLLC packet into eMBB packet at the symbol level

Coincidentally, artificial intelligence (AI) provides the potential solutions by
learning with variations, classifying the issues and interacting with the environment.
Therefore, cellular network traffic in 5G can leverage the idea of cognitive radio
[12, 13] and interact with traffic conditions of various 5G services using AI. Various
multi-disciplinary approaches such as machine learning (ML), optimization theory,
game theory, control theory, and metaheuristics [14] have been evolve in AI. Among
them, ML belongs to one of the most crucial field in AI.

3 Reactive Strategy for uRLLC-eMBB Traffic Multiplexing

In this paper, based on adaptive neuro-fuzzy inference system (ANFIS), a new reac-
tive strategy is proposed to provide flexible frame structure with higher priority for
uRLLC traffic while ensuring the QoS for eMBB traffic. Based on the frame struc-
ture, each time the system is flexibly schedules to satisfy QoS. However, it is not
easy to choose the transmission frame length in frequency and time domain, as it
involves various influencing factors. The work done in [5] concluded that transmis-
sion and queuing delay play a major role in achieving the low latency and are highly
correlated with packet size and rate of packet arrival. In this paper, four parameters:
eMBB-uRLLC service ratio, traffic load, control overhead, and packet magnitude
are considered in fuzzy environment to decide the frame structure. The relationship
of these four factors with the frame can be observed from surface plots as illustrated
in Fig. 3.

Service Ratio The ratio of eMBB and uRLLC services reflects traffic density.When
there are no available resources, uRLLC traffic can occupy eMBB resources. Gener-
ally, eMBB traffic requires high bandwidth as compared to uRLLC traffic. Higher
bandwidth with larger TTI can be provided to eMBB traffic if the service ratio is
high.

Traffic Load Taking TTI length directly proportional to the traffic load is feasible;
however, this approach will lead to queuing delay due to increased TTI length with
increased traffic load.
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Fig. 3 Surface rule-view of fuzzy inference system

Control Overhead Transmission delay can be reduced by using short TTI length
but it will result in decreased spectral efficiency due to higher control overhead
requirements. Control overhead also depends on the signal to interference plus noise
ratio (SINR). Poor channel quality will result in larger control overhead requirement.

Packet Magnitude Due to the impact of transmission time, increased data packets
lead to delay in the service. However, increased packet magnitude overcomes the
effect of control overhead on delay. Therefore, packet magnitude of same service
can vary to completely explore the influential factors.

Based on above factors, a data set, composed of 1000 sets of data, is generated
through Sugano-based fuzzy inference system (FIS). Each of which contains four
eigenvalues described above representing the input, along with frame structure in
terms of frequency and time, as the output. Furthermore, as shown in Fig. 4, neural
network structure is developed usingANFIS inMATLAB,where first layer, the input
layer shows four inputs discussed above.

First layer fuzzification layer, each node represents membership function

O1,i = µAi (x) (1)
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Fig. 4 Structure of ANFIS in MATLAB

where O1,i denotes the output of the i node, and µAi (x) is Gaussian membership
function.

Second layer is rule layer, where 80 rules, designed in FIS are represented by 80
neurons.

O2,i = wi = µAi (x)× µBi (x), for i = 1, 2 (2)

where O2,i represents the output result in this layer, wi denotes the weight of the ith
rule.

Third layer is normalization layer.

O3,i = wi = wi

w1 + w2
, for i = 1, 2 (3)

Next, layer four is defuzzification layer.

O4,i = wi fi = wi (pi x + qi y + ri ), for i = 1, 2 (4)

Finally, in the output layer, two nodes represent two outputs, i.e., flexible length
of the TTI on time and frequency axis.

O5,i =
∑

i

wi fi =
∑

i wi fi∑
i wi

for i = 1, 2 (5)

MATLAB toolbox-nnstart is used to train the ANFIS model. Weight between
the two neurons is first determined by backpropagation algorithm, and Levenberg–
Marquardt (LM) algorithm is used to train the network. According to the certain
proportion training, validation and testing data of the experimental samples are
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Fig. 5 Model structure of
input and output and curve
fitting

selected and the built model is trained and tested. Then, after performing the valida-
tion to determine the requirements the model is optimized, tested and the results are
predicted and the errors are analyzed (Fig. 5).

4 Results and Discussion

Figure 6 shows the normalized error histogram, where it can be observed that the
difference between targets and outcomes is slightly less, representing the predicted
values are approaching to the target values.
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Fig. 6 Error histogram

Next, the target and calculated output values are computed as shown in Fig. 7
where out of 1000 trials data set, 70% of total trials (700) are used for training, 15%
(150) of the total trials are used for validation and 15% (150) of the total trials are
used for testing.

The model is trained in nnstart toolbox andmean square error (MSE) is calculated
according to the LM algorithm. The results of training, validation and testing data are
consisting of the foremost results. The best performance obtained is 0.000096424 at
318 epoch, as indicated in Fig. 8 by the MSE plot.

5 Conclusion

Due to the unavailability of the standard/reference data set, in this paper, four impor-
tant factors were taken and based on their effects on the uRLLC-eMBB traffic and
Sugano-based FIS was used to generate data in the MATLAB. Then, ANFIS-based
approach was proposed to generate flexible frame structure for eMBB and uRLLC
traffic in 5G-NR. The data obtained from FIS was used for training and testing.
The parameter MSE was used for predicting the performance of proposed approach.
The analysis shows that flexible frame structure can easily solve the co-existence
problem, maintaining short delay for uRLLC traffic while providing high QoS for
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Fig. 7 Structure of model control training data

eMBB traffic. Futurework can consider real-time data set and employmore advanced
machine learning-based methods, also can provide a detailed study to recover eMBB
capacity.
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Fig. 8 Structure of ANFIS in MATLAB
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Lexicon-Based Sentiment Analysis

Kavleen Kour, Jaspreet Kour, and Parminder Singh

Abstract The sentiment analysis is an emerging field of natural language processing
which is based on human–computer interaction, information retrieval and distilling
sentiments from the ever-increasing online social data. It involves identifying the
words or phrases in the underlying text express positive, negative or neutral attitude.
The objective of this paper is to extract the editorial text of a leading newspaper
and classify the sentiments expressed at different levels, namely paragraph level,
sentence level and word level into positive, negative or neutral.

Keywords Natural language processing · Sentiment analysis · Lexicon based

1 Introduction

The human beings communicates with each other through different ways such as
speech, text and sign language. Natural language like other types of data needs to
be understood and analyzed. Natural language processing abbreviated as NLP is the
manipulation of natural language by using computers through software. It is a way
by which computers can bring out meaning from human language which enables
their human–computer interaction to have various real-time applications like speech
recognition, stemming, entity recognition, sentiment analysis, machine translation
to name a few.

Sentiment analysis is an approach to NLP which identifies the emotion expressed
in a text. Sentiment analysis is an area of research that finds human opinions,
responses, feedback and emotions toward various products, people, facilities, activ-
ities, etc [1]. It is a hot topic of research in the field of NLP and machine learning.
Sentiment analysis is also known by other names as opinion mining, emotion AI

K. Kour (B) · P. Singh
GNDEC, Ludhiana, Punjab, India
e-mail: kavleenkour99@gmail.com

J. Kour
Galgotias College of Engineering and Technology, Greater Noida, UP, India

© Springer Nature Singapore Pte Ltd. 2021
G. S. Hura et al. (eds.), Advances in Communication and Computational
Technology, Lecture Notes in Electrical Engineering 668,
https://doi.org/10.1007/978-981-15-5341-7_108

1421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5341-7_108&domain=pdf
mailto:kavleenkour99@gmail.com
https://doi.org/10.1007/978-981-15-5341-7_108


1422 K. Kour et al.

opinion extraction, subjectivity analysis and review mining. SA is used to gather
insight from unstructured data obtained from various sources into meaningful and
subjective information. Since the information/data available over the Internet is expo-
nentially growing, large chunk of text is available publically or privately in the form
of socialmedia content such as reviews, blogs,micro blogs, comments and discussion
forums. This available data can be used for various commercial and non-commercial
applications as the opinions expressed in data. Automated sentiment analysis is the
need of the hour as today we are having huge volume of opinion data freely available.
The research in SA would not have been possible without this huge chunk of data.
Today, SA is an important part of the social media research.

There are various areas where sentiment analysis is in use, the foremost being the
branding. In today’s world, the companies and their promoters are keen to know the
value of their product or brand in public. Earlier people use to ask the opinions from
the friends, elders or known people but nowwith the advancement in technology they
read the reviews and comments of various users available freely on the Internet and
make decision accordingly. Marketers also look forward to the information shared
by their potential users. It also help the companies in knowing the credibility of
the brand, reputation crisis, etc. SA gauges the attitude of the company along with
that of competitors which can be used to find the strength and weakness of one’s
company as well as others. The product developer team uses sentiment analysis to
find the strength and flaws of the product launched. Early feedback helps in bringing
necessary changes in the product. Nowadays, people share the views and discuss new
products, events, news on social media. Using SA consumer behavior and market
track can be studied and future decisions can be made. Users who voluntarily pass
information can be used to understand market trends. SA can also be used for human
resource-related issues. Organizations use SA to measure employer satisfaction and
track the response of their employers to various policies to maintain a friendly and
healthy environment. It is also auseful tool forworkforce analysis. Prediction analysis
is another application of SA,wherein candidate expectations are knownby the leaders
before elections [2].

SA can be done at three different levels, namely document level, sentence level,
entity or aspect level. In the document level, the task is to classify the opinion of
whole document where it is assumed that the document express opinion on a single
entity. In sentence level, each sentence in a text is positive, negative or neutral. In
this level there are two steps: the first is subjective classification of a sentence and
the other is objective classification. The sentence which presents factual information
is called objective sentence, on the other hand, the sentence expressing emotions,
feelings, views are called subjective sentence. The second step of sentence level
classification is expressing sentence as positive or negative or neutral. Finding out
the particular aspect of the service offered or the product launched is taken care of
in aspect level SA.

There are various challenges involved in the developing automatic sentiment anal-
ysis. As anyone is free to express opinions without disclosing the identity and place
where he belongs to, it leads to opinion spamming. Some people post fake reviews
and comments to discredit certain products and services. There have been reports of
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some companies who are commercially involved in the business of fake reviews for
fake clients. Sentiment lexicon suffers from several issues like same word expresses
opposite meaning in different contexts and applications. Some sentiment words may
not be expressing any sentiment; on the contrary, from words without sentiments,
opinion can be inferred.

The sentiment techniques can be broadly classified into three categories namely
machine learning-based approach, lexicon-based approach and hybrid approach.
Machine learning-based SA can be further subdivided into supervised and unsu-
pervised learning techniques. In supervised learning, the data is divided into training
and testing set. The classifier learns the distinct characteristic of the training set and
a model is developed. This model is fit on the test set to check the performance of
the classifier. Naive Bayes is the simplest and first choice to be used as a classifier.
The other classifiers in the category of supervised learning are maximum entropy
classifier, support vector machine (SVM), neural network, etc. The application of
deep learning approaches to finance research has received a great deal of attention
[3]. Sometimes there is difficulty in obtaining the labeled training data, in such
cases, unsupervised learning methods are used. Also, machine learning-based clas-
sifiers work with acceptable accuracy when sufficiently large text as given as input.
Lexicon-based approach is very common because of its accessibility and economy.
It has poor recognition of affect when linguistic rules are involved. For example, it
can correctly classify the sentence “today was a happy day” as being happy, it is
likely to fail on a sentence like “today wasn’t a happy day at all” [4].

2 Literature Review

The challenge in sentiment analysis is not only to find out the sentiment behind the
word but also to understand the sentiment of the reader, his pre-specified notions
about the product [5]. This includes detecting sentiment at various levels of text
granularities; finding out the sentiments of the person reading a text; obtaining the
opinion of various aspects of the product, etc. The author in this paper also addresses
the challenges of lexicons created by individuals at various levels.

The detailed study of lexicons and dataset used for SA is done in [6]. Sentiment
lexicon is a repository of words labeled as positive negative and neutral. This paper
discusses different labeling schemes and trends underlying research in lexicon gener-
ation. Also, it shows how datasets and lexicons for one language can be transferred to
a new language. In [7], lexicon-based approach is applied to BBC news dataset and
news is classified as business, entertainment, sports, technical and politics. Docu-
ment level analysis is done on the basis of score generation. SA on news dataset
helps users to read the news of their corresponding interests, thereby customizing
their news feed. Machine learning-based approach is considered in [8] for sentiment
analysis of popular blogging platform Twitter. Naive Bayes classifier is used for cate-
gorizing of polarity of English tweets. The classification of text in the form of tweets
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is very useful for business interpretations, product management, political campaigns,
etc.

The classification is done in [9] based on document level using support vector
machine. A new algorithm has been proposed where in parts of speech is used to
enhance the accuracy on the movie reviews dataset. The analysis of election senti-
ments using two popular machine learning algorithms, Naïve Bayes and support
vector machine, is done in [10]. They authors have done comparison between senti-
ment lexicons (W-WSD, SentiWordNet, TextBlob) so that the best can be utilized
for sentiment analysis. The authors in paper [11] extract the subjective review infor-
mation as the object of the study and perfect the emotional dictionary of the social
security theme. A model of emotional analysis is built which helps government in
grasping the public opinion and knowing the feelings of the people from different
levels of society.

The performance analysis of sentiments using machine learning techniques is
elaborated in [12]. The authors in [13] describe the sentiment classifier approach
based on various features and discuss the tools available for sentiment analysis. The
effect of tweets over the rise and fall in stock prices of Samsung Electronics limited
is available in [14] along with the strategy to predict the fluctuation in stock price.

3 Proposed Work

The dictionary-based approach has been used for sentiment analysis of news article
using VADER. An overview of the steps involved in sentiment analysis is shown by
the flowchart in Fig. 1.

The steps involved are as follows:

• Retrieve URL of the Web site: For fetching the HTML page of the Web site, we
use requests library/package of python.

• Web scrapping: Extracting content fromURL:HTMLpage of the desiredWeb site
obtained in first step is not in structured form. Beautiful Soup, a Python library is
used for HTML parsing. It provides methods for extracting information contained
within HTML tags. The desired text for analyzing here is the first paragraph of
the retrieved Web page.

• Tokenization: The text obtained from step 2 is a paragraph which needs to be
segmented into individual words. The splitting of text into words is referred to as
tokenization. Tokens or words are separated by white space and are input to the
next step.

• Pre-processing: This step involves removal of somewords from the text which are
called as stopwords. Thesewords do not carrymeaning and donot confer semantic
values. There is a list of core English stopwords inNLTK though additional words
can be added to the list. After this process, we get a list of filtered words.

• Sentiment analysis at three different levels: The sentiments can be measured at
various levels in a text, namely paragraph level, sentence level and word level.
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Fig. 1 Flowchart of the
proposed sentiment analysis

– A document may contain a single or multiple paragraphs which may be
expressing positive, negative or neutral opinion. The first paragraph of the
retrieved Web site is considered for analysis. Valence Aware Dictionary and
sEntiment Reasoner (VADER) is a lexicon and rule-based sentiment analysis
tool that is used to classify sentiments expressed in the text available on the
Internet in the form of reviews comments or feedback, etc. VADER uses senti-
ment lexicon which is a list of lexical features (e.g., words) which are generally
labeled according to their semantic orientation as positive, negative or neutral.
Compound score is generated by the weighted sum of positive, negative and
neutral score. The paragraph is finally classified based on the compound score.

– Next formore detailed analysis, for each sentence of the paragraph, a sentiment
score is generated. The paragraph is broken down into individual sentences.
Sentiment analysis using VADER is done for each sentence and score is gener-
ated. The sentence is classified based on the compound score obtained for
particular sentence.

– The in-depth and exhaustive analysis is done at word level in the next step.
VADER is capable of classifying the words into positive negative and neutral
words along with the intensity of the underlying sentiment. The sentence is
fragmented into individual words. The stop words are removed from the list
of words. The filtered text after tokenization and pre-processing is used in this
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Fig. 2 Extracted paragraph

step for sentiment analysis. The sentiment score is generated for each word in
the filtered list. Also, the words in the filtered text are classified into positive
negative and neutral words based on threshold.

4 Result

In this section, details of the dataset used and various experiments performed are
discussed.

4.1 Dataset

The dataset used for analysis in this work is the paragraph of leading Indian news-
paper titled ‘The Hindu’ dated July 29, 2019 [15]. It is an editorial article regarding
Unlawful Activities Act and terrorism. The first paragraph scrapped in this work is
shown in Fig. 2.

4.2 Experimental Results

• Paragraph Level
The news article having a sentiment score of 0 is considered as neutral, with a
score of +1 as positive and score of −1 as negative. As seen in Fig. 3 the first
paragraph has been classified as negative with a compound score of −0.9732.

• Sentence Level
The snapshot of the sentences in the paragraph with their respective scores is
shown in Fig. 4. It has been observed that most of the sentences are neutral along
with one sentence classified as positive and two sentences as negative.
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Fig. 3 Paragraph level SA

Fig. 4 Sentence level SA

• Word Level
The result of a word-level classification is shown in Fig. 5 where each word
(except stop words) has been classified into positive, negative or neutral based on
the score.

4.3 Word Cloud

Word cloud generators work on the principle of breaking the text into words and
count the frequency of their appearance in the text. Further font point size is attached
to the words based on the number of times a word appears in the text. Word cloud is
effective means of showing responses obtained from surveys and helps in prelimi-
nary analysis and validation of previous findings. It displays the keywords, provides
emotion connection and is engaging. Word cloud adds clarity in the text which helps
in communicating the data results effectively. It is used by politicians to share polit-
ical pulse, educators to convey important issues, Q researchers for communicating
qualitative data, marketers to highlight customer needs and nonprofit organizations
to collect and share sentiments.
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Fig. 5 Word level SA

Fig. 6 Word cloud of filtered text

The words extracted from the paragraph scrapped from Web site are packed into
a rectangular region as shown in Fig. 6 where font size indicates word frequency.
The filtered text obtained after removal of stop words is considered here for word
cloud formation.

4.4 Frequency Distribution

The frequency of occurrence of a word is counted in a body of text which is useful
step in text processing. The frequency distribution curve counts the number of times
a word occurs in a text. The word frequency can be used to analyze the words
customers use frequently in their text. The first twenty words in the filtered text are
plotted against their count as shown in Fig. 7.
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Fig. 7 Frequency distribution of filtered text

5 Conclusion and Future Scope

Sentiment analysis can be explored in many directions. In this paper, we defined
the polarity (i.e., positive or negative or neutral sentiment) of the news article by
observing the scores obtained using VADER. The structural level at which sentiment
analysis is performed is entirely driven by the requirements and the type of text to
be processed. For tweets or very short texts, document level sentiment analysis is
a good choice. However, if profiling sentiment around a specific aspect or feature
of a brand, product or organization is to be done, and then sentence level or entity
level analysis is considered. The experimentation in this work includes sentiment
analysis at paragraph, sentence and word level. Future work in the area of sentiment
analysis will based on developingmachine learning as well as hybrid approach-based
classifier.

References

1. Liu B (2012) Sentiment analysis and opinion mining. Morgan & Claypool, San Rafael, CA
2. Kaur H, Mangat V, Nidhi N (2017) A survey of sentiment analysis techniques. In: International

conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud), pp 921–925
3. Souma W, Vodenska I, Aoyama H (2019) Enhanced news sentiment analysis using deep

learning methods. J Comput Soc Sci 1–14
4. Cambria E, Das D, Bandyopadhyay S, Feraco A (2017) Affective computing and senti-

ment analysis. In: Das D, Cambria E (eds) A practical guide to sentiment analysis. Springer
Publication

5. Mohammad MS (2017) Challenges in sentiment analysis. https://doi.org/10.1007/978-3-319-
55394-8_4

https://doi.org/10.1007/978-3-319-55394-8_4


1430 K. Kour et al.

6. Joshi A, Ahire S, Bhattacharyya P (2017) Sentiment resources: lexicons and datasets. In: Das
D, Cambria E (eds) A practical guide to sentiment analysis. Springer Publication

7. Taj S, Shaikh BB, Meghji AF (2019) Sentiment analysis of news articles: a lexicon
based approach. In: International conference on computing, mathematics and engineering
technologies-iCoMET, Pakistan

8. Wagh B, Shinde JV, Kale PA (2017) A Twitter sentiment analysis using NLTK and machine
learning techniques. Int J Emerg Res Manag Technol 6(12). ISSN 2278-9359

9. Mouthami K, Nirmala KD (2013) Sentiment analysis and classification based on textual
reviews. In: International conference on information communication and embedded systems
(ICICES), Chennai, India, pp 271–276

10. HasanA,Moin S,KarimA, Shamshirband S (2018)Machine learning-based sentiment analysis
for Twitter accounts. Math Comput Appl 23(1):11

11. Zhang X, Li C (2017) The research of sentiment analysis of microblog based on data mining
exampled by basic endowment insurance. In: International conference on signal processing,
communication and computing. https://doi.org/10.1371/journal.pone.0191163

12. Gautam G, Yadav D (2014) Sentiment analysis of Twitter data using machine learning
approaches and semantic analysis. In: 7th international conference on contemporary computing,
Noida, India, pp 437–442

13. D’Andrea A, Ferri F, Grifoni P, Guzzo T (2015) Approaches, tools and applications for
sentiment analysis implementation. Int J Comput Appl 125(3). ISSN 0975-8887

14. Bakshi R, Kaur N, Kaur R, Kaur G (2016) Opinion mining and sentiment analysis. In: 3rd
international conference on computing for sustainable global development, New Delhi, India,
pp 452–455

15. https://www.thehindu.com/opinion/editorial/

https://doi.org/10.1371/journal.pone.0191163
https://www.thehindu.com/opinion/editorial/


Early Prediction of Childhood Obesity
Using Machine Learning Techniques

Kakali Chatterjee, Upendra Jha, Priya Kumari, and Dhatri Chatterjee

Abstract The aim of this research work is the early prediction of childhood obesity
after the age of three years from available clinical records of patients. Nowadays,
child obesity is a highlighted research area as excessive body fat harmfully affects
a child’s health.Obese children havemore risk of suffering fromhealth problems such
as heart diseases, type 2 diabetes, cancer, and osteoarthritis in their adulthood. Thus,
early prediction of childhood obesity is essential for fat and overweight babies. In
this paper, we have proposed a prediction model for this purpose. Analyses of three
differentmachine learningmethods: SVM,KNN, andANN for establishing accuracy
in the predictionmodel have been done. From the result analysis, it can be established
that a prediction model based on machine learning techniques can be used to predict
obesity in children after the age of two years.

Keywords Obesity · Prevention ·Machine learning techniques

1 Introduction

Obesity is a common problem in child healthcare. It may occur due to excessive food
intake, lack of physical activity, genetic susceptibility, endocrine disorders, etc. It can
result in many diseases including heart diseases, high blood pressure, diabetes, some
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types of cancers, gall stones, osteoarthritis, and breathing problems from a very early
age [1]. Hence prevention is a better approach than treatment since the treatment of
the aforementioned conditions is more expensive and time-consuming. Early age
prediction of obesity is needed because if the symptoms of obesity or obesity itself
can be predicted at an early age, then it will decrease the chance of diseases caused
by obesity.

Children with a high BMI (Body Mass Index) at a very low age and those with a
faster increase in BMI between the ages of 8–12 years have increased risk factors for
cardiovascular morbidity and vascular diseases [2]. The chances of obesity in some
individuals increase in a short period due to the unhealthy lifestyle of the family or the
child. There aremany obesity conditions that are especially critical in childhood. Due
to childhood obesity, psychological distress [2] and complications from associated
conditions like high blood sugar can arise. In adulthood it may increase the risk of
heart diseases, diabetes, and premature mortality [3].

The risk of adult obesity is at least doubled in the case of obese children relative
to non-obese children [3]. Many research works have been proposed in the literature.
Some of them proposed clinical prediction models [4], machine learning techniques
[5–7], and decision tree based approaches [8–10]. High body mass index (BMI) in
childhood is related to increased risk of cardiovascular disease (CVD), type 2 diabetes
mellitus (T2DM), and premature death [3]. The regression models used modifiable
predictors like maternal pregnancy BMI, paternal BMI, and non-modifiable risk
predictors such as birth weight, weight gain, sex [10], etc. The frequency of obesity
has been increased in the world from 1975 to 2017 [11]. Recent reviews of Butler
et al. [12] show that there is an established guideline for risk threshold for these
prediction models where prediction is more important than treatment in this case.

Hence in this paper, we have proposed a prediction model of early childhood
obesity using machine learning techniques such as Support Vector Machine (SVM),
k-Nearest Neighbor (KNN), Artificial neural network (ANN). These algorithms
have been applied on a standard dataset for performance evaluation and the highest
accuracy obtained 97.77% using the KNN algorithm. Our major contributions are:

• Wedesign and implement a predictionmodel for early childhood obesity detection
and also find the best features for this early prediction model.

• This model has been experimented using real-world data for accuracy checking
and the result shows that performance is acceptable.

• This model performance is also compared with other existing models to establish
its performance. We have selected and prioritized the attributes on the basis of
information gain. Hence the accuracy percentage has been improved from other
models.

The rest of the paper is organized as follows: Childhood obesity risk is discussed
in Sect. 2. Section 3 presents the proposed prediction model. The implementation
Result andPerformanceAnalysis is explained in Sect. 4 andConclusion are discussed
in Sect. 5.
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2 Childhood Obesity Prevalence and Risk

As an essential survival mechanism, human body is equipped with the ability to store
excess energy in adipose tissue as triglycerides which is released when required as
free fatty acids. Any imbalance in the levels of energy intake, energy utilization,
which are regulated by the neuroendocrine and metabolic systems, or a combination
of both energy intake and utilization results in a state of excess adipose tissue which
is termed as obesity [13].

Obesity is associated with 50–100% increase in the risk of death from systemic
causes compared to normal-weight individuals and hence corresponds to an increased
mortality rate despite it being a preventable disease [1]. Obesity in children has been
observed to show ‘tracking’ with age as basal metabolic rate and physical activity
usually decreases with age and they tend to become obese adults [2]. Hence, an early
prediction and employment of a suitable prevention strategy would be considered
beneficial. Underlying aetiology maybe environmental factors like dietary composi-
tion, amount and frequency of meals, lack of physical activity, and genetic suscepti-
bility.Other causes include endocrinal disorders, hypothalamic causes, drugs, genetic
syndromes, single-gene mutations and eating disorders [14–16]. Environmental
factors account for 95% of the cases [2] increased consumption of energy-dense
food, including fats and rapidly absorbed sugars, larger quantity of meal, frequent
meals and irregular eating habits promote obesity. Sedentary lifestyle is also known
to promote obesity [2].

Sleep deprivation has been suggested to be a factor for obesity [4]. Heritability of
body weight has been supported by studies that state that adopted kids resemble their
biological parents and biological siblings more closely than their adoptive parents
[5]. Twin studies also support genetic influence [6]. Genetic obesity, which is rela-
tively uncommon, has been studied in rodents. It is attributed to a number of distinct
single-gene mutations in their genome, causing increased appetite and decreased
energy utilization. Normal variant of ob gene causes the production of peptide leptin
from adipose cells which acts on the hypothalamus and is responsible for decreased
appetite and increased energy utilization and a mutation in the aforementioned gene
results in severe obesity [7]. Administration of leptin in such genetically obese ob/ob
mousehas led to a decrease in bodyweight [8].A similar course is seen in themutation
of db gene which affects leptin receptor and results in obesity. Mutations in ob gene,
which is also present in humans have been described in several families with morbid
early onset obesity [9]. Single-gene mutations in genes encoding for POMC,MC4R,
PC-1,AgRPare also known to cause obesity [1]. Endocrinal causes includeCushing’s
syndrome, hypothyroidism in which obesity occurs along with other specific symp-
toms of the respective diseases. Genetic syndromes with proven inheritance like
Prader–Willi, Bardet–Biedl syndrome also present with obesity. Insults on central
nervous system in cases of trauma, tumor, infection, surgerymay result in rapid onset
of obesity [3]. A recent study has suggested that a rapid weight gain during infancy
may be a risk factor for childhood obesity [11] Gut microbiota may have a possible
role [1] as it can determine the metabolic potential.
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The most widely used method to determine obesity is the calculation of body
mass index. BMI more than 85th percentile for age is considered as overweight and
BMI more than 95th percentile is considered obese. Weight for height more than
120% is considered obese [3]. Waist circumference is an important parameter as
intra-abdominal and upper body fat is strongly linked with complications of obesity
like insulin resistance, hypertension, hyperlipidemia, and hypoandrogenism [1].

Other parameters include skinfold thickness and densitometry. According to the
Framingham study, obesity is an independent risk factor for cardiovascular disease
[11]. It leads to hyperlipidemia, hypertension, coronary artery disease, and stroke.
Obesity is associatedwith insulin resistance and hencemay present as type 2 diabetes
mellitus. It is also associated with increased androgen production leading to a poly-
cystic ovarian syndrome inwomen. Restricted respiratorymovements may occur due
to chest wall obesity and in severe cases, ‘obesity hypoventilation syndrome’ may
occur. Obese children aremore likely to have slipped femoral epiphyses, flat feet, and
early onset osteoarthritis [3]. Obesity is also associated with fatty liver disease and
cholecystitis. There is an increased risk of several types of cancer including cancer
of colon, pancreas, liver, gall bladder, ovaries [10]. Acanthosis nigricans (hyper-
pigmented patches on the neck, axilla) occurs due to the associated raised insulin
level. Psychological trauma due to stigmatization may result in low self-esteem or
depression.

3 Proposed Prediction Model

The main objective of this proposed model shown in Fig. 1 is to build an intelligent
obesity prediction model that predicts obesity accurately before the age of five years,
using data collected prior to the fifth birthday. This model has three units. First one
is Dataset Collection Unit. Second one is Data Preprocessing and Normalization
Unit and third one is machine learning unit. It will run in two phases training and
testing phase. After several training and testing processes, the learned model will be
prepared.

3.1 Dataset Collection Unit

We first gather data from CHICA system [17]. This clinical decision support system
is mainly nine years of collection of clinical information from four different health
centers. In this data set, 167 attributes were present with 7519 patient records. From
this database we have selected 11 attributes to predict obesity. Attribute selection
is mainly performed through information gain calculation. Now we have collected
data of these attributes from a hospital database where only children aged 3–5 years
are considered. The total no of children data is 200 having both rural and urban
backgrounds. This database contains child data of age, gender, weight, height, birth
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Fig. 1 Proposed model

weight, physical activity, school hours, food habits, parental data, etc. To develop
this system 11 input attributes are used in Table 1.

Table 1 Details of attributes for prediction model

No. Attribute Description

1 Age Numerical values of ages of children from age of 2 years to 5 years

2 Gender Boy child as 0 and girl child as 1

3 Weight Weights of children as a numerical value

4 Height Height is also considered as a numerical value

5 BMI Weight in kg/(height in meters)2

6 Food habit Healthy food taken by a child is considered as 1 and unhealthy food is
considered as 0

7 Mother obesity An obese mother is considered as 1 and not obese is considered as 0

8 Father obesity An obese father is considered as 1 and not obese is considered as 0

9 Physical activity For outdoor games, it is considered as 1 and for indoor games it is
considered as 0

10 Infant weight Birth weight (Numerical value is considered)

11 Sleeping duration Time in mins
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3.2 Dataset Preprocessing Unit

The function of this unit is to transform raw data into an understandable format.
Real-time data is incomplete, inconsistent, and contain many errors. Hence Data
preprocessing is essential to resolve in completeness, inconsistency issues of dataset.
We used Data Preprocessing for this purpose and also checked whether any missing
values are there or not. Dataset preprocessing algorithm is giving below:

Algorithm 1: Dataset Preprocessing

1: Importing the libraries (import numpy as np, import pandas as pd, import
matplotlib.pyplot as plt)

2: Importing the dataset (dataset = pd.readcsv(‘training_data_set.csv’))
3: Checking out the missing values (data.isnull().sum())
4: Seeing the categorical values (from sklearn.preprocessing import LabelEncoder

encoder = LabelEncoder())
5: Splitting data in training and testing dataset (from sklearn.model selection import

train_test_split)

After this processing, we get the normalized data which is considered as an input
of the next section.

3.3 Classification and Decision Unit

This unit mainly involves in data classification and decision purposes. After
completing two phases of work dataset collection and dataset preprocessing, we
analyzed our dataset and found that our problem can be solved with supervised
learning techniques.

Therefore, we have applied three machine learning algorithms namely Support
VectorMachine (SVM),K-Nearest Neighbors (KNN), andArtificial Neural Network
(ANN). The standard SVM algorithm builds a binary classifier to construct a hyper-
plane separating class members from non-members in the input space. K-Nearest
Neighbors is a simple algorithm that stores all available cases and classifies new
cases based on a similarity measure (e.g., distance functions) [9]. Also ANN can
actually learn from observing data sets. Thus these algorithms are used for learning
purposes. The classification that is involved in our problem is binary classification,
as either a child will be obese or not obese. The performance of these classification
algorithms is measured in the form of accuracy, Precision, and recall. Accuracy is
defined as the ratio of correctly predicted samples from the total samples. Precision
Value is the ratio of correctly predicted positive samples to the total predicted positive
samples. Recall is the ratio of correctly predicted positive samples to all samples in
actual class.

Precision and recall are used for prediction purposes with current data set. To
measure the prediction performance of classifiers, sensitivity, and specificity values
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are used. Sensitivities refer to the true positive rate or recall rate which is defined as
risk class [7]. Specificities measure the proportion of true negatives which is defined
as normal class. In this work, we have considered higher priority for sensitivities
than specificities because it is important to predict a risk case so that the medical
practitioner can plan appropriate treatments.

4 Result and Performance Analysis

To evaluate the performance of our prediction model, we conduct experiments with
real-world data. Firstly data collected from CHICA system [17]. This clinical deci-
sion support system is mainly nine years collection of clinical information from four
different health centers. In this data set, 167 attributeswere presentwith 7519 records.
From this data set, we have selected the most sensitive 11 attributes which we used in
our model. We calculate information gain of every attribute using its entropy. After
the calculation of individual information gain, we prioritize the attributes with higher
information gain.

Records of those selected attributes (11 attributes) are used for trainingmodel.We
use SVM, KNN, and ANN classifiers for this purpose. This model is implemented
using the data mining tool Weka 3.8. To check the performance of our prediction
model, we have created a new data set with our collected real-world data. The dataset
consists of 222 records and 11 attributes. This is used as testing data test. SVM,KNN,
and ANN models are implemented for performance evolution and results are shown
in Table 2.

Table 2 shows that, the accuracy increases when KNN model is used. But the
highest accuracy is achieved by using ANN classifier. Performance is also measured
in terms of Sensitivity and Specificity. Recall is also referred to as Sensitivity. It has
been observed that Specificity is increased from 85 to 92%whenANNmodel is used.
Also Sensitivity is increased from 94 to 97% when ANN model is used. It means
that ANN can classify risk cases better than normal classes. Hence the proposed
prediction model achieved 96% accuracy while predicting it. This is more desirable
for our prediction model.

InTable 3,MeanAbsoluteError (MAE),RootMeanSquaredError (RMSE),Rela-
tive Absolute Error (RAE), Root Relative Squared Error (RRSE) of three different
algorithms are shown. MAE and RMSE mainly show the difference between actual
and prediction value. Here MAE is lesser than RMSE. If the sample size increases,

Table 2 Implementation results

Algorithm Accuracy (%) Precision (%) Recall (%) Specificity (%)

SVM 91.90 93.46 94.70 85.91

KNN 94.14 94.80 96.68 88.73

ANN 96.81 96.73 97.36 92.85
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Table 3 Error calculation results of three algorithms

Algorithm Correlation coefficient MAE RMSE RAE RRSE

SVM 0.8122 0.081 0.284 18.67 61.04

KNN 0.9639 0.059 0.200 13.57 42.97

ANN 0.9135 0.071 0.199 16.38 42.37

Table 4 Comparison with other works

Work Method used Accuracy (%) Specificity (%) Sensitivity (%)

[1] RF 86 85 84

[7] KNN 88.62 91.30 64.71

[7] SVM 90.54 88.24 86.96

This work SVM 91.90 85.91 94.70

This work KNN 94.14 88.73 97.36

RMSE will be greater than MAE. The other two metrics are “relative”, so those can
be used for measuring accuracy. The classifier which produces bigger correlation
value with smaller error estimation is preferable for this prediction model. Hence
ANN can be considered for more accurate results of our prediction model.

This model is compared with the existing models [1, 7]. In this work [1], different
machine learning algorithms such as RT (Random Tree), RF (Random Forest), NB
(Naive Bayes), BN (BayesNet) are applied on CHICA data set to predict childhood
obesity after age of two years. From the analysis of that work, it has been found that
highest accuracy (86%) is achieved by using Random Forest. The second work [7]
is mainly prediction of obesity using Publicly Available Genetic Profiles with own
dataset. Here highest accuracy has been achieved by using SVM classifier. In our
model KNN classifier gives the highest accuracy.

The result of Table 4 shows that sensitivities are lower than the corresponding
specificities for above-mentioned classifiers in existing approaches. This means that
normal cases can be classified better than risk ones by these tested models. In our
work, SVM and KNN show higher sensitivity than specificity. This shows that these
classifiers can predict more risk classes than normal classes. This result is promising
because predicting risk classes is more important than normal classes so that the
medical practitioner can plan appropriate treatments. Hence our model is a better
model in comparison to other models.
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5 Conclusion

This paper proposed a model to predict obesity accurately after the third birthday of
a child as an early prediction of childhood obesity is essential for fat and overweight
babies. To predict obesity more accurately, data mining classification techniques
SVM, KNN, and ANN are used. Different attributes are identified during feature
selection and data capturing module is used to capture the data of those selected
features. After preparing the raw dataset, Data Preprocessing has been performed.
This process results in a new dataset which is used in the machine learning unit
for classification and decision purpose. The result shows that the model can predict
more risk classes so that the medical practitioner can plan appropriate treatments.
Performance analysis shows that this model’s prediction accuracy is comparably
better than existing models.
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A Review on Automatic Epilepsy
Detection from EEG Signals

Satyender, Sanjeev Kumar Dhull, and Krishna Kant Singh

Abstract Epilepsy is a well-known neurological disorder which affects moreover
2% of the World’s population. Irregular excessive neuronal activities to the human
brain cause epileptic seizures onset. Electroencephalograph (EEG) signals aremostly
examined for the detection of epileptic seizure onsets. But an EEG signal consists of a
huge amount of complicated information and it is very difficult to analyze itmanually.
Over the decades, a lot of research has been focused on the development of automated
epilepsy diagnosis systems. These systems are dependent on sophisticated feature
captureization and classification techniques. The paper aims to present a generalized
review and performance comparison of the work reported over a decade in the area of
automated epilepsy diagnosis systems that will help future researchers lead a better
direction.

Keywords Electroencephalogram (EEG) · Epilepsy · Feature extraction ·
Classifier

1 Introduction

Epilepsy is among the commonly existing neurological infirmity and is described
as an unexpected change in the usual electrical activities in some parts of the brain
or in the entire brain. These abnormal responses in the brain are called epileptic
seizures [1]. A normal brain produces low amplitude electrical pulses but if a person
is suffering from epilepsy then these pulses are produced in excessive amounts and
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are not easily controllable. The diagnosis of seizures is not easily predictable and if
it is ignored, then it may lead to the death of the patient. According to a recent study,
epilepsy affects around 6–10 million people in India, and less than half are treated
[2].

Electroencephalogram (EEG) is a method of recording the electrical signals of the
brain developed by cortical neurons. As per international standards, 10–20 electrodes
are located around the scalp of the person to record the brain signals which are
produced by the cerebral cortex nerve cells [3]. Neurologists generally use EEG
signals for detection and diagnoses of epileptic seizures. Analyzing the EEG signals
visually or manually requires a lot of time and neurological knowledge, making the
epilepsy detection process tedious, difficult and may sometimes result in incorrect
diagnoses. So, a lot of research has been done to propose computer-based automatic
EEG epilepsy detection systems. Such a systemmust be able to classify the epileptic
seizure signal from non-epileptic signals with more accuracy and in less time.

To automatize the seizure detection from an EEG signal, variousmachine learning
approaches have been proposed by various researchers. Machine learning methods
are more fast, accurate, and consistent in performance compared to manual labelling
[4–9]. The machine learning approach is basically based on training a classifier
with a repository of existing data consisting of both, epilepsy seizure signals and
normal signals. A typical automated diagnosis system for epilepsy detection gener-
ally consists of followingmodules: EEG signal pre-processing, feature extraction and
feature selection and finally classification of extracted features as normal, seizure or
non-seizure. The performance efficiency of a typical automated epilepsy seizure
detection technique is dependent on the type of classifier used, as well as on the
features that are inputted to that classifier. Figure 1 presents a typical approach of
detecting epileptic seizures for single-channel dataset, for example, the University
of Bonn dataset. Similarly, Fig. 2 provides a general framework of epilepsy seizure
detection for a multichannel dataset, for example, CHB-MIT dataset. These datasets
are discussed in detail in the next section.

Fig. 1 Common approach to detect epilepsy seizure for single-channel dataset

Fig. 2 Schematic illustration of the general approach to detect epilepsy seizure for multichannel
dataset
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The objective of this literature is to present an advanced review of the methods
and techniques used for designing these modules. The remaining part of this paper
is organized as follows: Sect. 2 focused on the various freely available standard
seizure and non-seizure EEG signal datasets. Section 3 briefly summarizes various
pre-processing and feature extraction techniques available in the literature. Section 4
studies various classification techniques used in the literature. Finally, the conclusion
is given in Sect. 5.

2 EEG Dataset

In literature, many standard datasets for epileptic EEG signals and non-epileptic
EEG signals have been utilized by authors for their research work. Online access
is available for all such datasets; some are freely accessible and some have paid
access. Two well-known datasets are being discussed, in this paper, that have free
access online, and these are the University of Bonn dataset and CHB-MIT dataset.
The details of these datasets are given below:

(i) University of Bonn dataset

The above-aforementioned EEG dataset was recorded at the University of Bonn,
Germany acquired by Andrzejak et al. [10]. This dataset comprises five sets A, B,
C, D and E of EEG signal, where every set encompasses 100 single-channel EEG
fragments of 23.6 s, which are sampled at a rate of 173.61 Hz, thus giving a total
of 4097 samples per set. The spectral bandwidth for all sets ranges between 0.5 and
85 Hz. All the recordings were made using the same 128 channel amplifier system.
Set A and B comprises of information gathered from five healthy volunteers with
eyes open and closed, separately, utilizing the standardized surface EEG recordings.
Sets C, D and E were obtained from five epileptic patients experiencing pre-surgical
epilepsy diagnosis. Set C and set D were recorded during epilepsy free interval and
set E was recorded during the occurrence of epileptic seizures. More information
about this dataset can be gathered from [10]. The authors in papers [4, 6, 12, 13,
16–20] have utilized the University of Bonn dataset for their research work. Table 1
depicts a summary for the University of Bonn dataset and Fig. 3 presents waveforms
of typical signals from set A to set E. As can be observed from Fig. 3 the amplitude
of set E (ictal with seizure) is much greater than the amplitude of other sets.

(ii) CHB-MIT Dataset

It is also one of the commonly used datasets. This dataset is also referred to as
the EEG PhysioNet dataset. It was acquired at Boston Children’s Hospital [11],
consisting of multichannel EEG signals that were recorded from 23 paediatric
patients (5 males and 18 females) suffering from intractable epilepsy. The paediatric
patients were reported to be between age 1.5 and 22 years.

The data was recorded for 23 channels using the international Federation of clin-
ical neurophysiology standard of 10–20 electrode placement. Each channel data was
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Table 1 Detail of University of Bonn dataset

Set A Set B Set C Set D Set E

Patient’s
condition

Conscious and
eyes open
(normal)

Conscious
and eyes
closed
(normal)

Seizure-free
(inter-ictal)

Seizure-free
(inter-ictal)

Seizure
activity(ictal)

Type of
electrode

Surface Surface Intra-cranial Intra-cranial Intra-cranial

Placement of
electrode

International
10–20 system

International
10–20 system

Opposite to
epileptogenic
zone

Within
epileptogenic
zone

Within
epileptogenic
zone

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0
- 2 0 0
- 1 0 0

0
1 0 0

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0
- 2 0 0
- 1 0 0

0
1 0 0
2 0 0

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0
- 2 0 0- 1 0 00
1 0 0

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0
- 1 0 0

0
1 0 0

0 1 0 0 0 2 0 0 0 3 0 0 0 4 0 0 0
- 2 0 0 0
- 1 0 0 0

0
1 0 0 0

SE
T

 A
SE

T
 B

SE
T

 C
SE

T
 D

SE
T

 E

Fig. 3 Single channel Bonn dataset typical EEG signal from set A, B, C, D and E

digitized at a sampling rate of 256Hzwith 16-bit resolution.While recording clinical
experts manually annotated the beginning and end of each seizure, and classified the
EEG signals as epileptic seizures and non-seizures. The acquired dataset was 916 h
long and consisted of a total of 198 identified seizures. The shortest duration seizure
lasts for 6 s and the longest duration seizure lasts for 752 s with an average seizure
duration of 72 s. The authors in papers [7, 8, 27–31] have utilized CHB-MIT dataset
for their research work. Table 2 further gives detailed insight into the CHB-MIT
dataset. Figure 4 plots a typical multichannel CHB-MIT dataset signal.

3 Pre-processing Techniques and Feature Extraction
Methods

Pre-processing is a process of removing unwanted artifacts and noise from raw EEG
signal that is collected directly from the scalp. These artifacts/noise may be present
either because of blinking eyes, muscle movements, head motion during the record
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Table 2 CHB-MIT dataset detailed description

Identification
No.

Patient gender Patient age Seizure events
(Tmin − Tmax)
in seconds

Total seizure
time in seconds

Total
seizure-free
time in seconds

1 F 11 7 (28–102) 449 23,475

2 M 11 3 (10–83) 175 7983

3 F 14 7 (48–70) 409 24,791

4 M 22 4 (50–117) 382 37,976

5 F 7 5 (97–121) 563 17,437

6 F 1.5 9 (13–21) 147 93,051

7 F 14.5 3 (87–144) 328 32,208

8 M 3.5 5 (135–265) 924 17,076

9 F 10 4 (63–80) 280 34,218

10 M 3 7 (36–90) 454 50,008

11 F 12 3 (23–753) 809 9249

13 F 3 12 (18–71) 547 28,253

14 F 9 8 (15–42) 117 25,023

15 M 16 20 (31–205) 2012 48,420

16 F 7 10 (7–15) 94 21,506

17 F 12 3 (89–116) 296 10,528

18 F 18 6 (31–69) 323 19,951

19 F 19 3 (78–82) 239 10,307

20 F 6 8 (30–50) 302 19,732

21 F 13 4 (13–82) 203 13,587

22 F 9 3 (59–75) 207 10,593

23 F 6 7 (21–114) 431 31,823

24 16 (17–71) 527 42,673

of the data, any problem in the channel/electrode, or any connectivity issue. Pre-
processing thus may be utilized not just for artifacts removal but also for improving
the Signal to Noise ratio and spatial resolution. Digital filters have been used by most
of the authors in the pre-processing step.

In [12] EEG sample data is filtered through a 50 Hz IIR notch filter to eliminate
AC power supply noise. In [13] the raw EEG signal is made to pass from a band-pass
filter having a lower cut-off frequency of 0.53 Hz and higher cut-off frequency of
40 Hz for the removal of artifacts and noise. In [14] seventh order Chebyshev IIR
filter is utilized. In [15] the EEG signal is de-noised by passing it through an FIR
low-pass filter designed using Hamming with cut-off frequency at 60 Hz.

For an EEG prediction model to accurately classify between epileptic and non-
epileptic signals, feature extraction is a very crucial step. Feature extraction is
required because of the non-linear, stochastic and non-stationary behaviour of the
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Fig. 4 Multichannel CHB-MIT dataset typical signal

EEG signal [6]. A good feature exaction technique must minimize the resources
required for accurate classification of the signal as well as the loss of valuable infor-
mation. The feature extraction process basically converts the raw signal information
into a set of mathematical descriptors so that a better understanding of the complex
data can be gained. Feature extraction is followed by a feature selection that aims
to select the most relevant features and removes redundant features. Although there
exist a number of feature selection algorithms in the literature, however Independent
Component Analysis (ICA) [14] and Principal Component Analysis (PCA) [18]
being the most popular.

The feature extraction techniques used in EEG signals analysis model are either
time-based [2–14, 23], frequency-based [5, 12, 14, 23] or time-frequency based [4, 5,
16–18, 20, 21, 23–25, 27]. The most popular being the time-frequency analysis since
it is able to provide both time and frequency information of the signal simultane-
ously. Time-domain features are obtained by analyzing the EEG signal as a function
of time. Examples of typical features of time-domain includemean,median, standard
deviation, kurtosis, amplitude, etc. Likely frequency-domain features are extracted by
analyzingEEGdata as a function of frequency.Various techniques like Fourier Trans-
form are used for frequency-domain feature extraction. These features are related to
spectral information of EEG signals. Examples of such features include spectral
flux, power spectrum, spectral centroid, spectral entropy, etc. In the time-frequency
domain both time-domain as well as frequency-domain features are extracted simul-
taneously. Discrete Wavelet Transform (DWT) is the most popular time-frequency
domain based feature extraction technique.

In [4] authors have proposed a unique feature extraction technique based on
Stockwell-transform (ST). It is a joint time-frequency analysis technique that is
applicable to non-stationary signals. Such technique is more noise-robust, able to
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retain the absolute phase of the individual frequency component and provide more
information with less features. After performing S-transform, two features namely,
energy and standard deviation are extracted for both seizure and seizure-free EEG
signals. In [12] the cross-bispectrum values for three EEG channels are computed to
determine various linear (average, maximum and minimum) and non-linear features
in EEG data. In [13], for feature extraction EEG signals are sampled twice and
plotted as vertical bars. Then a feature called visibility height is computed for the
three adjoining neighbours from the top of the referenced bar. Then four various types
of entropy are computed to reduce the dimension of data. In [14] after pre-processing
the EEG signal, Wavelet Analysis also known as DWT is used for feature extrac-
tion. DWT is a time-frequency analysis method used for analyses of non-stationary
signals. In this technique the signal is passed through a set of consecutive low-
pass and high-pass filters to decompose the signal into set of five sub-bands. Thus,
decomposing the initial signal into a set of coefficients that describe the frequency
content. But to lower the spectrum usage and time complexities authors in this paper
have used only the lowest frequency sub-band for feature extraction. The feature
extracted from these identified sub-bands helps in further classification of data. In
[15] authors have extracted thirteen features like min amplitude, max amplitude,
Entropy, Mean, Median, Standard Deviation, etc. belonging to time, frequency as
well as both domains. In [16] also authors have utilized DWT for feature extrac-
tion. After DWT decomposition, the sub-bands of EEG signals are discretized using
Equal Frequency Discretization (EFD) technique. EFD technique helps to compute
the probability density for all sub-band of each EEG segment. Thus, providing the
probability densities of both healthy EEG dataset and epilepsy patient EEG dataset.
In [17] Local Mean Decomposition (LMD) is utilized that iteratively transforms raw
EEG data into a set of product functions (PFs) where a PF is generated by multi-
plying envelope signal with a frequencymodulated signal. This technique has got the
advantage of high processing speed along with low computational complexity. From
each PF three time-domain features namely maximum amplitude, minimum ampli-
tude, average absolute value, and three frequency-domain features namelymaximum
power spectral density, skewness, kurtosis are extracted. The authors have further
computed the Fractal Dimension (FD), Renyi Entropy (RE) and Hurst exponent for
EEG dataset to form a nine-dimensional feature vector. In [18] for feature extraction
authors have utilized Daubechies Wavelet order 4 (DB4). Then for the dimension-
ality reduction, PCA is applied to the extracted data. PCA reduces the data to lower
dimensional space bymodifying the signal into the newPrincipal Components (PCs).
This is done to reduce the complexity in both space and time. In [19] authors have
proposed a Discrete Cosine Transform (DCT) based 3-level multi-rate filter bank
that extracts alpha, beta, gamma, delta and theta brain rhythms. Delta brain rhythms
are modelled using fractional Brownian motion (fBm) process and the other four
brain rhythms namely alpha, beta, gamma and theta are modelled using fractional
Gaussian noise (fGn) process. Autoregressive Moving Average (ARMA) model and
Hurst exponent (H value) together constitute the extracted feature vector. In [20]
Daubechies 4 (DB4) wavelet transform (WT) of the EEG signal is computed to
produce wavelet coefficients. Then, phase-space reconstruction (PSR) is computed
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for the wavelet coefficients of both normal and epileptic EEG signals. Then, in the
third step Euclidean Distance (ED), the distance between the origin and the wavelet
coefficients plotted in PSR, is calculated. These EDs form the initial feature vector.

4 Classification

An automated epilepsy diagnosis systemmust be able to accurately classify the EEG
signals as epileptic and non-epileptic signal. In this regard many machine learning-
based classification algorithms have been proposed in the literature. These algorithms
usually train the system using either supervised, unsupervised or semi-supervised
learning bypassing the selected features of the relevant class of the training data;
and then the trained system performance is evaluated using different parameters
for predicting the class of testing data. Although in literature there exists so many
machine learning-based classification algorithms that classify the EEG signal as an
epileptic class and non-epileptic class but the most popular being Support Vector
Machine (SVM) [12, 13, 17, 21, 25, 26], K-nearest neighbour (KNN) [17, 18, 27,
30, 31], Linear Discriminant Analysis (LDA) [17] and Random forest (RF) [8, 13].

SVM is a very commonly used supervised learning-based classifier. It works
by a creating hyperplane or set of hyperplanes in a multi-dimensional space that
will separate data into various classes linearly. For a two-dimensional space, the
hyperplane reduces to a line. The vectors that define the hyperplane are termed
as support vector. This algorithm has got good generalization properties but the
poor speed of execution. LDA is also one of the most commonly used supervised
learning-based pattern reduction anddimensionality reduction algorithms.LikeSVM
this technique also separates the data into different classes using hyperplanes. In this
algorithm, the first separability between different classes is computedwhich is termed
as a between-class variance. Then it calculates within-class variance, i.e. the distance
between the mean of the class and the individual samples of the class. Then creates a
low-dimensional space that will maximize the between-class variance and minimize
the within-class variance. KNN is also a very simple, popular and supervised based
learning algorithm. The basic idea behind this is to first make the system learn
through training data and as the new instance comes, it is assigned the class that
is closest among the k-neighbours. The performance of the algorithm is very much
dependent on k value. Greater k value reduces the effect of noise and increases the
processing time. Random forest (RF) is a simple, flexible and easy to use machine
learning algorithm. RF is also a supervised learning algorithm that works by creating
an ensemble of decision trees. As a new instance comes, the class of this instance is
decided by travelling from the root node of the tree to its leaf. At each node end, the
successor may be chosen if there is a need to split the input space data. For the design
of more efficient classifiers, future work can be done in the direction of using various
optimization algorithms that have been explored in other applications [32–35].

The performance of a classifier is very much dependent on the characteris-
tics/features of the data that is being inputted. Thus, if the extracted features are
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not relevant then the classification algorithm may not be able to accurately identify
the class of the data. Also, the performance of a classifier is evaluated by using a
number of performance measures/parameters that include classification accuracy,
false alarm rate, specificity, sensitivity, latency and Receiving Operating Character-
istic (ROC). The performance measures that are being accessed also depends on the
dataset that is being used. Authors that have used the University of Bonn dataset
have evaluated the accuracy, sensitivity, specificity, confusion matrix, and ROC as
the performance parameters, with accuracy and confusion matrix being the most
common and widely used performance measure. Table 3 presents the comparison
of accuracy level achieved through different classifiers inputting different extracted
features. In literature, as briefed in Table 4, it is also found that some researchers have
computed the classification accuracy by considering different cases that constitute a
different combination of sets (from A to D) with set E from the University of Bonn
dataset. For the CHB-MIT dataset apart from performance parameters evaluated for
the University of Bonn dataset, two more parameters namely latency and false alarm
rate are also evaluated. Table 5 briefs the literature work of different performance
parameters evaluated and their experimental values for the CHB-MIT database.

5 Conclusion

This paper presents a review of the automatic epilepsy detection system that is able to
classifyEEGsignals as epileptic or non-epileptic.Abrief literature survey of the auto-
mated epilepsy detection system with a focus on its modules such as pre-processing,
feature extraction and selection, and finally classification is been given. Two most
commonly used and freely available datasets, i.e. University of Bonn dataset and
CHB-MIT dataset are also discussed. The findings of different authors in terms of
different performance parameters have also been summarized and compared. This
review will give a clear birds-eye view of the recent advancements and techniques
to the upcoming researchers in this field.
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Table 3 Comparison of accuracy level of different classifiers designed for University of Bonn
dataset

Researchers Year Feature Extraction
Technique

Classifier Accuracy

Orhan et al. [16] 2011 DWT + Equal
Frequency
Discretization (EFD)
+ Probability density

Mean square error
(MSE)

82.5%

Leeet al. [20] 2014 Wavelet transform
(WT) + Phase-space
reconstruction (PSR)
+ Euclidean distance
(ED)

Neural network with
weighted fuzzy
membership
functions (NEWFM)

98.17%

Lasefr et al. [14] 2017 DWT SVM 96%

ANN 98%

Zhang et al. [17] 2017 Local mean
decomposition
(LMD)

BPNN 98.10%

KNN 98.87%

LDA 98.47%

SVM 98.40%

GA-SVM 100%

Jiang et al. [5] 2017 Wavelet packet
decomposition
(WPD)
Short time-frequency
transform (STFT)
Kernel principal
component analysis
(KPCA)

S-TL-SSL-TSK
A-TL-SSL-TSK

Above 95% in all
cases

Rahmawati et al.
[18]

2017 DWT + PCA KNN 99.83%

Tiwari et al. [21] 2017 Key points detection
+ Local binary
patterns (LBPs)
computation

SVM 99.89%

Saini et al. [15] 2018 Standard
mathematical
formulas

ANN 99%

PSO-ANN 99.3%

Mahmoodian et al.
[12]

2019 Cross-bispectrum
Analysis

SVM 96.84%
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Table 4 Accuracy comparison of classifier used for University of Bonn dataset with different
dataset combinations

Researchers/Year Methodology Dataset Accuracy No. of features

Kaleem et al. [22] Empirical mode
decomposition modified
peak selection
(EMD-MPS) + 1-NN
classifier + 10-fold cross
validation

A and E
AB and CD
ABCD and E

100%
99%
98.2%

4

Peker et al. [23] Dual-tree complex
wavelet transformation +
Complex-valued neural
network

5

DTCWT + CVANN-1 +
10-fold cross validation

A–E 100

DTCWT + CVANN-2 +
10-fold cross validation

99.5

DTCWT + CVANN-3 +
10-fold cross validation

100

DTCWT + CVANN-3 +
10-fold cross validation

A, D, E 99.3

DTCWT + CVANN-3 +
10-fold cross validation

AB–CD–E 98.23

Alsharabi et al. [24] DWT-based shannon
entropy feed-forward
neural network (FFNN)

A–E 100 1

Zhang et al. (2017) [17] Local mean
decomposition (LMD) +
GA-SVM

A–E
D–E
ABCD–E
A–D–E
AB–CD–E

100
98.10
98.87
98.47
98.40

9

Sharma et. al. [26] Analytic time-frequency
flexible wavelet transform
(ATF-FWT) + Fractal
dimension (FD) least
squares SVM classifier

A–E
B–E
C–E
D–E
AB–E
CD–E
AB–CD
ABCD–E

100
100
99
98.50
100
98.67
92.50
99.20

7
16
17
17
17
16
17
16

Zeng et al. [13] Entropy of visibility
heights of hierarchical
neighbours (EVHHN) +
4 different classifiers
(i) SVM
(ii) Least squares SVM
(iii) KNN
(iv) RF

A–E 100
100
100
100

4

(continued)
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Table 4 (continued)

Researchers/Year Methodology Dataset Accuracy No. of features

(i) SVM
(ii) Least squares SVM
(iii) KNN
(iv) RF

AB–E 99.67
99.67
99.67
99.67

(i) SVM
(ii) Least squares SVM
(iii) KNN
(iv) RF

C–E 98
98.50
97.3
97.25

(i) SVM
(ii) Least squares SVM
(iii) KNN
(iv) RF

CD–E 97.67
98.37
97.63
97.20

Table 5 Performance comparison of different techniques used for CHB-MIT dataset

Researchers/Year Technology/Method/Algorithm
used

Dataset/Parameters
used

Experimental
values

Samiee et al. [29] Sparse rational decomposition
and the local gabor binary
patterns (LGBP)

Average sensitivity
Rate of false alarms
per hour

91.13%
0.35

Abhijit et al. [27] Empirical wavelet transform
(EWT) + Random forest
classifier

Average sensitivity
Specificity
Accuracy

97.91%
99.57%
99.41%

Shanir et al. [30] Morphological attribute
extraction method based on the
local binary pattern (LBP)
operator + K-nearest neighbour
classifier

Mean accuracy
Mean specificity
Average false
detection
Sensitivity

99.7%
99.8%
0.47/h
99.2%

Solaija et al. [7] Dynamic mode decomposition
(DMD) + RUS boost classifier
+ Post processing step

Sensitivity
Specificity

0.87
0.99

Wu et al. [8] Mixed seizure finding algorithm
by combining cEEG-based and
aEEG-based seizure finding
algorithm + Random forest
classifier

Accuracy (AC)
Specificity (SP)
Sensitivity based on
the event (SE)
False positive ratio
based on the event
(FPRE)

99.36%
82.98%
99.41%
0.57 times/h

Bashivan et al. [31] Spectral features (using STFT),
spatial features (using
Multi-scale 3D-CNN), temporal
features (using bidirectional
GRU) + Deep neural network
(DNN) classifier

Sensitivity
False positive rate

89.4%
0.5/h

Fan et al. [28] Recurrence network (RN) based
multivariate seizure detection

Sensitivity
Latency

98%
6 s
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Abstract Cloud datacenter offers economic and elastic computing benefits to the
customers, where on-demand virtual machine (VM) allocation plays a significant
role. Inefficient VM placement leads to resource wastage and high power consump-
tion that raises the requirement of server consolidation. The feasibly optimal place-
ment of VMs with the objectives of minimum power consumption and maximum
resource utilization is the key to server consolidation. Though many multi-objective
VM placement schemes are available in the literature, it mostly works on weighted
sum approaches that transforms multi-objective problem (where some objectives
maximize and others minimize) into single objective to give optimized solution.
Hence, the existing approaches do not correctly justify themulti-objective VMplace-
ment problem. To provide correct solution of multi-objective and multi-constrained
VM allocation problem, this work presents GA based evolutionary server consolida-
tion framework by applying rank based non-dominated sorting for multiple objec-
tives to generate pareto-optimal solution. It enables maximum resource utilization
and minimum power consumption to accomplish effective server consolidation. The
VM placement is done using genetic algorithm (GA) which encodes VM allocation
information into chromosomes. The performance evaluation of the proposed work is
carried out by execution of numerous experiments in simulated datacenter environ-
ment. The experimental outcome reveals that the proposedVMallocation framework
improves resource utilization upto 38.54, 41.67, and 44.8% andminimize power con-
sumption upto 11.32, 12, and 13.7%over random, best-fit, and first-fit heuristic-based
approaches.
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1 Introduction

Cloud computing has emerged as an indispensable ubiquitous computing paradigm
across theworld. Theminimum investment andmaximum elasticity features of cloud
computing have allured research, academia, andbusiness organization, etc. In order to
satisfy the resource demand of users, large number of severs and cooling devices are
installed at cloud datacenter, and consequently, power consumption has increased
[14]. Though cloud service providers apply multiplexing to enhance elasticity of
resources (CPU, memory, bandwidth, etc.) and reduce power consumption, server
consolidation greatly depends on VM allocation strategy. Due to over-commitment
of resources by cloud users, virtualmachines are allocatedwith demanded capacity of
resources. These resources are never utilized completely, and consequently, resources
get waste [2]. Most of the time, excess number of servers are in operational mode
that results into under utilization of resources and extravagant energy consumption.

To minimize power consumption and bring effective utilization of resources, con-
solidation of servers is an essential requirement. The near-optimal VM placement on
physical machines (PMs) leads to effective server consolidation. The resource alloca-
tion manager has to satisfy certain mandatory constraints before VM placement, like
resource (CPU, memory) capacity constraints [6, 9, 10]. That is why server consol-
idation through optimal VM allocation is multi-dimensional and multi-constrained
optimization problem. In this paper, we consider all these challenges while consol-
idating VMs at cloud datacenter. Firstly, we assign VMs to randomly selected PMs
such that they satisfy all the constraints and then optimize the VM allocations by
applying multi-objective evolutionary optimization approach, i.e., non-dominated
sorting-based genetic algorithm NSGA-II technique [4]. During optimization, VM
migration [3] occurs from more power consuming physical machine to other phys-
ical machine with lesser power consumption. The proposed VM placement method
applies rank-based sorting according to both the objectives and selects the non-
dominated solution which gives feasibly optimal VM placement.

1.1 Our Contribution

• Anovelmulti-objectiveVMplacement framework is proposed based onGA-based
evolutionary optimization and non-dominated sorting approach.

• We have encoded VM placement information as genetic chromosome followed
by selection of feasibly optimal VM allocation based on ranking-based fitness
evaluation.

• The resource utilization has increased, and power consumption has reduced sub-
stantially as compared to related approaches.
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The rest of the paper is organized as follows: Sect. 2 discusses the relatedwork, fol-
lowed by problem formulation in Sect. 3. Section4 entails proposed NSGA-II based
VM allocation framework. Section5 pertains to discuss experiment and results, and
finally, Sect. 6 presents conclusive remarks and future scope of the proposed work.

2 Related Work

Goudarzi et al. presentedSLA-driven resourcemanagement specifically for reduction
of SLA-violation and electrical energy consumption including cooling devices and
CPU utilization at cloud datacenters in [6]. In this approach, a set of decentralized
decision managers (power and cooling managers) generated constraints and worked
in cooperation to make heirarchical decision for VM management so as to reduce
the operational cost of datacenter.

Dynamic resource allocation and VM placement were presented by [19] and Yu
et al. [20]. These were stochastic approaches which worked on single solution only
and optimized it for optimal VM placement. Online VM placement for raising cloud
provider’s revenue was proposed in [21].

The evolutionary optimization algorithms have wide range of applications [7, 11–
13, 16, 17] which supported the fact that evolutionary optimization in VMplacement
could allow enhanced consolidation of servers.

For instance, Sharma et al. [14] proposed HGAPSO algorithm by combining
genetic algorithm (GA) and particle swarm optimization (PSO) to allocate VMs on
servers with minimum resource wastage and SLA violation. GA helped in migration
of VM from source server to target server and PSO assisted GA in selecting optimal
target server by allowingVMplacement fromnon-energy-efficient to energy-efficient
server. Euclidean distance was applied to find multi-objective VM placement solu-
tion. This approach generated single point solution rather than pareto front. This
work consumed extra computation time and space due to application of PSO.

Multi-objective genetic algorithm for resource prediction and allocation was pro-
posed in [18, 20] addressing CPU and memory utilization of VMs and PMs and
overall energy consumption of datacenter. The GA algorithm predicted resource
usage before VM was allocated to PM. Then, VM placement algorithm was applied
to maximize resource utilization and minimize energy consumption. To find multi-
objective VM placement solution, weighted sum approach was applied, which was
the major limitation of the work as for multi-objective problem, it generated a single
solution rather than pareto-front. Dabbagh et al. [2] proposed energy-efficient VM
prediction and migration for overcommitted clouds. For energy efficiency, the idea
was to deploy newVMs andmigrating VMs to the already running PMs that satisfied
overload threshold constraints rather than to start new PM.

Recently, Singh et al. [15] presented secure and energy aware load balancing
(SEA-LB) framework for load balancing at datacenter, including minimization of
side channel attacks. To provide security to each user, resource sharing and resource
utilization was minimized. In reality, every VM does not carry enough confidential
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data that requires strong security, and therefore, security is not the priority of every
VM while load balancing. Moreover, they ignored the role of VM migration that is
essential for real world balancing VMs on PMs.

3 System Model

Consider a datacenter having m physical machines (PMs) and n number of vir-
tual machines (VMs). This scenario can be represented as physical machines
S ∈ P1, P2, . . . , Pm and virtual machines V ∈ v1, v2, . . . , vn owned by p users as
shown in Fig. 1. The problem is how to consolidate server by applying optimal
resource allocation duringVMplacement on servers so as to reduce resourcewastage
yet avoid overloading, SLA violation, and enable minimum power consumption.

To efficiently handle this problem, GA-based multi-objective VM allocation
framework is developed, and ranking-based non-dominated sorting is applied to
find ‘pareto-optimal’ solution, in which no objective can improve without degrading
the other objective(s). Mathematically, the problem can be stated as:

m∑

i=1

Pi = Min
m∑

i=1

Pow + Max
m∑

i=1

RU (1)

where Pow and RU are power consumption and resource utilization, respectively.
The resources include processing element (PE), CPU, and memory usage by VM;
however, it could extend upto any number and type of resources. A VM allocation
is feasible only if it satisfies the following constraints:

n∑

j=1

vrj × β j i ≤ Pr
j ∀i ∈ 1, 2, . . . ,m, r ∈ PE, CPU, Memory (2)

Energy (or power) consumption and resource utilization model are stated as.

3.1 Energy Consumption Model

The energy consumption for a server can be formulated as Powi for i th server and
total power consumption Powdc for time-interval [t1, t2] as depicted in Eq.3 and 4.

Powi = ([Powi
max − Powi

min] × RUcpu + Powi
idle

)
(3)
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Powdc =
t2∫

t1

(
m∑

i=1

Powi

)
(4)

where Powi
max, Powi

min, and Powi
idle are maximum, minimum, and idle power con-

sumption for i th server.

3.2 Resource Utilization Model

: We consider three different resource usage PE, CPU, and memory, though we can
extend the model to any number of resources. Assume Pcpu

i , Pmemory
i , and PPE

i are
CPU, memory, and processing element with capacity of i th server. If Pi is ON,
then αi = 1, means one or more VMs are hosted by server, otherwise αi = 0. Let β
represents mapping of VMs having vector size n to PMs of size m. If server Pi hosts
v j , then β j i = 1, otherwise β j i = 0. For VM v j , CPU, memory, and PE utilization
are represented as v

cpu
j , vmemory

j , and vPE
j , respectively, as shown in Eq. (5):

RUdc =
t2∫

t1

(
RUcpu

dc + RUmemory
dc + RUPE

dc

|N | × ∑P
i=1 αi

)
(5)

RUr
i =

∑n
j=1 β j i × vrj

Sri
∀i ∈ 1, 2, . . . ,m, r ∈ PE, CPU, Memory (6)

4 Proposed NSGA-II Based Server Consolidation
Framework

The proposed server consolidation framework consists of four phases, namely ini-
tialization (I), fitness evaluation (F), crossover followed by mutation (C/M), and
selection (S) as shown in Fig. 1. Initialize N random VM allocations as �i repre-
sents i th VM placement (i ≤ N ) encoded as chromosomes. To evaluate fitness of
each chromosome, compute cost function η( f Pow�i

, f RU�i
) where f Pow�i

and f RU�i
are

cost associated to energy consumption and resource utilization, respectively. The
cost functions f Pow�i

and f RU�i
are evaluated by computing Eqs. 4 and 5. Then, one-

point crossover andmutation operations are applied to explore the entire search space
for better solution by migrating VMs from less energy-efficient server to selected
server having better energy efficiency. The resultant solutions may be infeasible with
respect to VM allocation constraints, which are turned into feasible solutions by re-
arranging the infeasible VM placement. Further, the fitness of updated solutions are
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VM1 VM2
VMn

Initialization

VM Placement System

User 1 User 2 User  P

Cloud Datacenter

Server 1

Server 2

Server  m

Server consolidation by optimized
VM placement

VM 1, VM 7

VM 2, VM 42

VM  n

Selection

Fitness
Evaluation

Crossover

Fig. 1 Proposed NSGA-II based server consolidation framework

evaluated, and selection is done by applying multi-objective non-dominating sorting
(NSGA-II) algorithm to replace the least fit solution by better ones. The operational
summarized algorithm for proposed work is given in Algorithm 1.

4.1 Time Complexity

The time complexity of Algorithm 1 is as follows: Line 1 initializes N random
solutions which consumes O(1) time. Lines 2–14 have nested loops where lines
5–12 shows inner loop which updates N solutions by using crossover and mutation
operations and consumes O(N ) time units. Line 4 applies non-dominated sorting
that depends on number of objectives (o) and size of solutions(N ), and its com-
plexity comes out to be O(oN 2). Outer loop iterates (Gmax) times. Therefore, the
total time complexity can be computed as O(ob × N × N × m × n × Gmax) →
O(oN 2mn(Gmax)).
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Algorithm 1 Proposed NSGA-II based Server consolidation algorithm:
1: Initialize N random VM allocations (�1,�2, ..., �N ).
2: for g = 1, 2, ...,Gmax do
3: [Pow, RU ] = η(�g)

4: [�non−dominatedsorted(NDS) = NSGA(�g)], �best ← �NDS[0]
5: for each i=(1,2,...,N) do
6: rn = random(1, N ), crosspoint = random(1, P), where P is randomly generated

crossover-point.
7: Cr1 = [�i (1 : cross_point),�rn(cross_point + 1 : P)]
8: Cr2 = [�rn(1 : cross_point),�i (cross_point + 1 : P)]
9: Cr = [Cr, μ(Cr1), μ(Cr2)]
10: V M f easible=Feasible VM Allocation(C)
11: [Pow, RU ] = η(V M f easible)

12: end for
13: �g = [�g,Cr ], [�g+1 = NSGA(�g)]
14: end for

5 Performance Evaluation

5.1 Experimental Set Up

The simulation experiments are executed on a server machine assembled with two
Intel® Xeon® Silver 4114 CP. The computation machine is deployed with 64-bit
Ubuntu 16.04 LTS, having main memory of 128 GB. We set up datacenter environ-
ment in Python version-3 with three different types of server and four types of VMs
configuration. The resource characteristics likeMIPS, memory, and power consump-
tion (Pmax, Pmin) are taken from real IBM [8] and Dell [5] server configuration as
given in Table 1. Furthermore, the experimental VM configuration are inspired from
the VM instances from Amazon Web site [1] as shown in Table 2.

The experiments were executed with 50 VMs on 30 servers, 100 VMs on 60
servers, 200, 300, 400, and 500 VMs on 120, 180, 240, and 300 servers, respectively.
Each experiment was executed for 20 times, and mean value of the obtained results
is reported in the article. In the observed simulation, it is to be noted that resource
utilization is closer to 56% for almost every combination of VMs and servers while

Table 1 Server configuration

Server type PE MIPS RAM
(GB)

Secondary
storage
(GB)

Pmax Pmin Pidle

ProLiantM110G5XEON3075 2 2660 4 160 135 93.7 93.7

IBMX3250Xeonx3480 4 3067 8 250 113 42.3 42.3

IBM3550Xeonx5675 12 3067 16 500 222 58.4 58.4
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Table 2 VM configuration

VM type PE MIPS RAM (GB) Secondary
storage (GB)

V MSmall 1 500 0.5 40

V MMedium 2 1000 1 60

V MLarge 3 1500 2 80

V MExtra large 4 2000 3 100
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Fig. 2 Comparison of proposed GA-based framework and other approaches

Table 3 Power consumption (W) for different number of VMs request

VMs (PMs) Proposed Random Best-fit First-fit

50 (30) 3.90E+03 4.01E+03 4.92E+03 4.52E+03

100 (60) 7.07E+03 7.99E+03 7.78E+03 7.61E+04

200 (120) 1.55E+04 1.61E+04 1.58E+04 1.91E+04

300 (180) 2.42E+04 2.41E+04 2.44E+04 2.52E+04

400 (240) 3.21E+04 3.62E+04 3.65E+04 3.58E+04

500 (300) 4.01E+04 4.20E+04 4.23E+04 4.43E+04

power consumption is increasing from 50 to 500 VMs with increase in number of
active servers.

The comparative resource utilization and pareto-front for 100 VMs which depicts
contradictory behavior of two objectives are shown in Fig. 2. The comparative power
consumption is given in Table 3 where proposed GA scales down power consump-
tion by 11.32, 12, and 13.7% over random, best-fit, and first-fit heuristic-based VM
allocations as given in Table3.
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6 Conclusion

This paper presented GA-based server consolidation framework to provide non-
dominated pareto-optimal solution for multi-objective VM placement. There is sub-
stantial power consumption, and resource utilization is improved during VM place-
ment. Evidently, the results show superiority of proposed work compared to random,
first-fit, and best-fit heuristic approaches.
In future, the proposed VM placement strategy can be extended with more objectives
like security, trust, and reliability-based VM allocation scheme. In addition, the load
balancing of resources can be extended to scheduling of user’s applications on VMs.
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Ambient Environment Monitoring
and Air–Sound Pollution Analyzer
on Wi-Fi Network

Rahul, O. P. Sahu, and Gaurav Verma

Abstract This paper focuses on the monitoring of air pollution, sound level, and
ambient environment on small-scale areas such as home supplies and organization,
etc., or rural area-based cost-effective anduser-friendlywith software-basedmetering
infrastructure. It is an integrated system that monitors air pollution and AQI-based
upon NAMP, sound level, ambient temperature, and smoke concentration in an envi-
ronment with high level of accuracy. A dedicated VI panel is designed and developed
to analyze AQI with and without temperature compensation. It involves the use of
various gas sensors for sensing various gases that acquire through NI my-RIO DAQ
module via Wi-Fi standard FPGA technology. It has a no. of smart features such as
data logging, alert mechanism, and comparison of accuracy of AQI with and without
temperature compensation. The whole setup is linked to a virtual panel for moni-
toring the parameters and checks the status of air quality index, sound level, and
different gases concentration using LabVIEW software.

Keywords Air quality index · AQI calculator · Wireless data acquisition · Air and
sound quality monitoring

1 Introduction

The monitoring of environmental air pollution is a familiar topic and of research
interest in the field of public health studies and environmental analysis. Air pollution
could be described as the existence of toxic chemicals or compounds in the atmo-
sphere, at such a level that causes a health risk. The origin of pollution varies from
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small burning of plastic and natural sources such as volcanic activities to bulk emis-
sion from engines of automobiles and industrial exertion [1–3]. Air pollution will not
only affect the animal and human health but it will affect the entire environment [2].
Different geographical conditions, global climate changes, and the environmental
variations not only affect the human health but also cause cardiovascular and respi-
ratory disease, cancers, and detrimental changes to the quality of life. Air quality is
very crucial directly as we have to breathe the air around us. People living in indus-
trial areas cities should be more concerned, since we are exposed to large amount of
pollutants coming from industries, automobile traffic, commercial, and from many
other sources [4]. Exposure of air pollution to population should be the deciding
factor for air quality monitoring systems. A large number of contaminants such as
nitrogen oxide, carbon monoxide (CO), ammonia, sulfur dioxide (SO2), and total
suspended particles PM10 and PM2.5 are released as a result of combusted fossil
fuels and common pollutant inmost developing and developed countries, from indus-
trial processing plants (coal, oil, cement, metal, wood, copper, electric power plants,
etc. [4].

For reporting day-to-day air quality with respect to human health and the envi-
ronment, air quality index (AQI) is used. Higher air quality index signifies increased
air pollution and serious warnings to health of humans [5].

AQI calculations target major air pollutants that include: particulate matter,
ground-level ozone, ammonia, lead, sulfur dioxide (SO2), nitrogen dioxide (NO2),
and carbon monoxide (CO) [6].

The most common studies involve air quality monitoring and air pollution moni-
toring using wireless sensor network [7–9]. These studies that have been carried out
by different health agencies, environmental agencies, and researchers in the field of
environmental, public, and global health across the globe focus on indoor or outdoor
air pollutant as well as ambient air pollution [10, 11]. The main aim of this studies
lies in the fact that the errors occurring due to temperature in the semiconductor
sensors have been tried to reduce with the help of calibration chart provided by the
sensor manufacturer to get the best optimum result along with the monitoring of
surrounding parameter such as temperature, smoke level, and sound level.

The main objective of this work is to design multi-sensor gas sensor module for
monitoring air pollutants such as CO, NH3, PM2.5, and estimation of air pollutants
in PPM level and air quality index on the guidelines of National Air Monitoring
Program (NAMP) along with sound level and smoke concentration, and different
mechanisms are proposed such as temperature compensation method for multi-gas
pollutant sensor and warning alert mechanism for air and sound pollution for better
estimation of AQI. In this work, wireless data acquisition system is implemented for
monitoring of multiple parameters such as air pollutants, sound pollution level and
ambient temperature and smoke level concentration in the environment. This paper
also includes design and development of ambient environment monitoring and air
sound pollution analyzer software with GUI for displaying of different concentration
of gases, sound level, andAQI, testing theworking performance on a continuous time
scale and analysis of pollution level in different places of the city or campus.
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2 Proposed System Architecture

The architecture of the proposed system developed using pc-based VI network tech-
nology and system hardware required components including multi-sensor unit, DAQ
system interfacing circuits, and testing software used for the monitoring, analysis,
and measuring the environmental air and sound pollution, analyzing and quantifying
the same. Figure 1 shows the proposed model of air pollution and ambient environ-
ment monitoring panel system architecture with integrated hardware and software
components.

The proposed system is wirelessly enabled data acquisition for monitoring the
different gases concentration. The aim of the system is to determine the air quality
index according to the standards and suggest the corrective actions that need to be
taken. The hardware and software components consist of different gas sensors for
monitoring different parameters, data acquisition system, and LabVIEW platform.
Data acquisition hardware is connected to the computer over Wi-Fi interfacing such
that user interface on pc is running LabVIEW software to monitor the hardware
which communicates directly with user.

There are six AQI categories, namely good, satisfactory, moderately polluted,
poor, very poor, and severe based on the guidelines of National Air Monitoring
Program (NAMP). A sub-index is calculated for each of these pollutants based on the
measured ambient concentrations, corresponding standards and likely health impact,
Theworst sub-index reflects overall AQI. TheAQI values and corresponding ambient
concentrations (health breakpoints) as well as correlated likely health impacts for the
identified eight pollutants are shown in Tables 1 and 2 as follows.

Fig. 1 Proposed architecture of air quality and ambient environment monitoring
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Table 1 AQI values

Table 2 Health impacts of pollutants

AQI Associated health impacts

Good (0–50) Minimal impact

Satisfactory (51–100) May cause minor breathing discomfort to sensitive people

Moderately polluted (101–200) May cause breathing discomfort to people with lung disease,
such as asthma, and discomfort to people with heart disease,
children and older adults

Poor (201–300) May cause breathing discomfort to people prolonged
exposure and discomfort to people with heart disease

Very poor (301–400) May cause respiratory illness to the people on prolonged
exposure. Effect may be more pronounced in people with
lung and heart disease

Severe (401–500) May cause respiratory impact even on healthy people, and
serious health impacts on people with lung/heart disease. The
health impacts may be experienced even during light physical
activity

In order to calculate AQI, out of these 8 pollutants concentration, concentrations
of minimum three pollutants are required; one of them should be PM10 or PM2.5
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2.1 System Hardware

System hardware consists of multiple sensors connected to wireless data acquisition
system and Wi-Fi-enabled unit for acquiring data and analyzing data using suitable
program. The important hardware components used in the proposed model design
are

• Air pollution sensor module
• Ambient environment sensor module
• Sound detector
• Wireless data acquisition module
• Computing and monitoring station

Air Pollution Sensor Module
It consists of a number of smart semiconductor gas sensors on recent gas sensing
technology formonitoring of air pollutants in gaseous or solid form such as ammonia,
carbon monoxide, and PM2.5. Semiconductor gas sensors undergo either oxidation
or reduction when a gas comes into contact with a metal oxide surface. One of
the advantages of semiconductor sensors is their flexibility in sensor design for a
particular application [12].

The sensors used for monitoring of air pollution are:

Carbon Monoxide Gas Sensor (MQ-7)
Sensitive material of MQ7 gas sensor is SnO2 (tin oxide) which detects carbon
monoxide present in the atmosphere. It has lower conductivity in clean air. The
sensor’s conductivity gets higher along with the rising of CO gas concentration.

Ammonia Gas Sensor (MQ-135)
The MQ-135 gas sensor is used for sensing of gases like ammonia nitrogen, oxygen,
alcohols, aromatic compounds, sulfide, and smoke. With the rising level of gas
concentration of target gas explosive gas, the sensor’s conductivity increases along
with the rising levels signal of gas concentration. Change of conductivity is converted
into output signal using a simple electronic circuit.

Dust Sensor DSM 501A (PM 2.5)
The PM2.5 sensor uses a light scattering laser sensor for PM2.5 measurements.
Laser light beam is beamed onto particles within the sensor’s measuring chamber,
and this light is then irradiated in all directions from these particles. A photometer
detector then measures all of this scattered light, and from this concentration of
particles within the chamber can be calculated. Using this, the sensor can detect
near-microscopic particles ranging from 1 to 10 µm. To ensure a constant flow of
air through the measuring chamber, the sensor is equipped with a small fan.

Now, the required equations to calculate the PPM from the sensitivity character-
istics provided by manufacturer [13] are
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log(Rs/Ro) = m log(ppm) + c

PPM = (Rs/Ro ∗ 10 − c)1/m

PPM = ((VB/ VC − 1) ∗ RL/Ro ∗ 10 − c)1 /m

where

VB Voltage of the battery.
VC Output voltage given by the sensor.
RL 10 k�.
Ro Sensor resistance in the clean air.

The resistance obtained using the voltage output of the sensor requires the calcu-
lation of Ro, i.e., the resistance of the sensor in clean air, to calculate the resistance
in clean air, we have taken 1000 samples and taken the average values of the 1000
values.

Using the above method, the values calculated of different resistance are:

Ro for MQ-135: 53.0857
Ro for MQ-7: 119.0364
Ro for MQ-2: 23.2768

Ambient Environment Sensor Module
It consists of a number of smart semiconductor gas sensors on recent gas sensing
technology for monitoring of ambient environment in gaseous form such as smoke
and temperature.

Smoke sensor (MQ-2)
Sensitive material of MQ-2 gas sensor is SnO2. The sensor’s conductivity increases
along with the gas concentration rising. It uses simple electric circuit; output signal is
produced corresponding to changeof conductivity due to change in gas concentration.
MQ-2 gas sensor has higher sensitivity to LPG, propane, and hydrogen, but can also
be used formethane and other combustible steamwhichmakes it suitable for different
applications.

Temperature Sensor (LM-35)
It is used for sensing the environment temperature using 5 V DC power supply and
gives analog output in the form of voltage. By using temperature sensitivity graph,
i.e., 10 mV/°C directly converts voltage to temperature value. The sensor circuitry
is sealed and not subject to oxidation. With an electrical output corresponding to the
temperature (in °C), the LM35 an integrated circuit sensor can be used to measure
temperature.

Sound Detection Module
The sound sensormodule is generally used for detecting sound intensity. Thismodule
can be used for various applications such as security, switch, and monitoring. It uses
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a microphone which supplies the input to an amplifier, peak detector, and buffer.
Output signal voltage is processed whenever the sensor detects a sound, which is
sent to a microcontroller that performs necessary processing.

Data Acquisition System
Data acquisition (DAQ) device interfaces the physical parameters to the digital
computation. It has many functions and cheaper in terms of cost than other device
such as PLC and SCADA system. Data acquisition is the process to obtain analog
signals from physical parameter that is converted to digital signals. Simultaneously,
the analog signals are conditioned by convenient signal conditioner [14]. A PC-based
data acquisition system can be configured to deal with the dynamic requirements of
the user. To transform standard computer into a user-defined control or measurement
unit, a PC-based DAQ system is used as a combination of hardware and flexible
software. Also, data acquisition is the method of sampling signal from data, that
measure real-time system and changing the resulting samples of data into digital
equivalent which can be changed by computer. In this project, NI myRIO-1900 data
acquisition card is used which take the data from the sensors directly in the form of
the voltage signals. The advantage of using this NI my-RIO DAQ card is that data
can be transferred easily through Wi-Fi-enabled or through serial communication
able to LabVIEW software [14].

Computing and Displaying Platform
The data gathered from the different sensors is shown either on a Wi-Fi-enabled PC
or a laptop with wireless connectivity. The pc acts as a platform for displaying the
AQI and ambient environment analysis and the corresponding suggestions for the
user to understand in simple terms. The LabVIEW software is installed along With
NI myRIO-1900 in the PC for running of the system [14, 15].

3 AEM-ASPA Code Design and Implementation

Ambient environment monitoring-air sound pollution analyzer (AEM-ASPA) is an
integrated software that performs all the function of wireless acquisition of data from
system hardware, processing, and analyzing of environment measured data for better
estimation of air quality index, sound index, and ambient condition monitoring. It
has many smart features and data logging capabilities with a versatile user interface.
It is implemented a virtual instrument with block diagram code and front panel for
user interaction.

Figure 2 shows the functional block diagram code of the software. The figure
shown is divided into the following modules.
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Fig. 2 Functional block diagram code of software

3.1 Temperature Compensation

With an increase in temperature, the conductivity as well as the number of carriers of
the semiconductormaterial increases,which leads to an increase in conductivity of the
material and hence resistance decreases. Ambient temperature variation causes drift
in sensor characteristics. There is variation in the nominal value of sensor resistance
in clean air if ambient temperature changes from calibrated temperature.

There is a change in sensitivity of the sensor to gas concentration if ambient
temperature changes. So, to remove the effect of temperature variations on the gas
sensor output, the temperature characteristics curves of the gas sensors fromdatasheet
are used to derive temperature models for gas sensors to compensate temperature
errors as

Sensor true value = Sensormeasured value − Errors due to temperature.
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Piecewise Linearization
From the sensitivity characteristics, the curve is nonlinear so we cannot use the least
squares linear fitting, so for nonlinear curve piecewise linearization is performed
[16].

Consider a general nonlinear function f (x) of a single variable x; f (x) is a
continuous function, and x is within the interval [a0, am].

Denote ak (k = 0, 1, 2, …, m) as the breakpoints of (x), a0 < a1 < a2 … < am,
f (x) can then be approximately linearized over the interval [a0, am] as

( f (x)) =
m∑

k=1

f (ak)tk (1)

x =
m∑

k=1

(ak)tk, t0 ≤ y0 (2)

m∑

k=1

(tk) = 1,
m−1∑

k=1

(yk) = 1,

where yk ∈ {0, 1}, tk ≥ 0, k = 0, 1, …, m − 1.
The mathematical equation obtained from the piecewise linearization using the

sensitivity characteristics of the sensors is shown in Table 3.

Polynomial Curve Fitting
The exact value ofRs/Ro from the sensitivity characteristic is by using the polynomial
curve fitting for thisMATLAB software is used to determine the polynomial equation
that best fits the curve.

Polynomial models for curves is described as

Table 3 Mathematical equations from the sensitivity curves

Temp in (°C) MQ-135 MQ-7

Y ≡ MX + C Y ≡ MX + C

−10 to 0 M1 = −0.03,C1 = 1.4 M1 = −0.03,C1 = 1.25

0 to 5 M2 = −0.03,C2 = 1.4 M2 = −0.025,C2 = 1.25

5 to 10 M3 = −0.02,C3 = 1.35 M3 = −0.02,C3 = 1.25

10 to 15 M4 = −0.02,C4 = 1.35 M4 = −0.019,C4 = 1.19

15 to 20 M5 = −0.01,C5 = 1.2 M5 = −0.0125,C5 = 1.1

20 to 22 M6 = −0.0125,C6 = 1.25 M6 = −0.0125,C6 = 1.1

22 to 30 M7 = −3.12 ∗ 10(−3),C7 = 1.0437 M7 = −2.24 ∗ 10(−3),C7 = 0.94

30 to 40 M8 = −2 ∗ 10(−3),C8 = 1.01 M8 = −2.1 ∗ 10(−3),C8 = 0.91

40 to 50 M9 = −3 ∗ 10(−3),C9 = 1.05 M9 = −2 ∗ 10(−3),C9 = 0.89
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Table 4 Mathematical coefficient from curve fitting

Sensor P1 P2 P3 P4

MQ-135 −1.7821 e−06 0.002676 0.033654 1.25

MQ-7 −1.821 e−06 0.000374 −0.02284 1.24

y =
m−1∑

k=1

yi x
n+1−i (3)

where n + 1 is the order of the polynomial, n-degree of the polynomial, and 1 ≤ n
≤ 9 [17].

In this project, polynomials are presented with respect to their degree. For
example, a cubic polynomial is specified by

Y = P1x
3 + P2x

2 + P3x + P4,

where Y is relative change in resistance (Rs/Ro), x is temperature variation from the
standard level, and x = (t − t25) for temperature range of −10 to 50 degree.

The value of polynomial coefficient obtained using the curve fitting is shown in
Table 4.

By comparing the above two methods and choosing the best method that has less
error, the temperature compensation is done.

4 Analysis of Measurement Results

In this section, the proposed system is implemented inside the NIT Jalandhar campus
at different locations and different concentration of smoke level, sound level, and
air pollutants are compared at different locations. The improvement in air quality
index is also compared with temperature compensation and without temperature
compensation.

Figure 3 shows the front panel of the LabVIEW software indicating different
parameters and gases concentration comparison with and without temperature
compensation, sound level along with suggestions, average AQI as well as instanta-
neous AQI along with the suggestions, the system can be programmed for 24 hour
monitoring as well as for continuous monitoring.

The red line denotes theAQIwith the temperature compensation andwhitewithout
temperature compensation. As observed from the graphs, the AQI with tempera-
ture compensation is within the satisfactory limit with a value of 64.8334, the AQI
without temperature compensation is also showing the AQI satisfactory with a value
of 56.6242 which is near to good instead of satisfactory due to temperature effect.
The error in the AQI values is 12.66% within a temperature range of 30–34 °C. The
percentage error of 12.66% is compensated which was accruing due to temperature
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Fig. 3 Virtual panel for ambient environment and pollution analyzer

effect on the semiconductor. The temperature range varies from 30 to 34 °C. During
the working of the system, the smoke level and the sound level were found to be
1149.94 ppm and 33 db which were normal and the corresponding suggestion was
also displayed.

The three different conditions and the change in AQI values at different level of
temperatures varying from 30 to 34 °C (MBH-A), 25 to 27 °C (MBH-B) and 31 to
35 °C (Hostel-6) as well as sound and smoke level are shown in bar graph.

The % improvement in AQI at different places is shown in Fig. 5.
The three different conditions and the change in AQI values as well as sound and

smoke level are shown in Figs. 4, 5, 6 and 7.
As we can observe from the above figures that if the contributing factor to the

air pollution is PM2.5, then the effect of temperature is negligible. The parameter
comparison of the AQI with ambient environment conditions is given in Table 5.
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Table 5 Parameter comparison

Place AQI Temp. variation (°C) Smoke conc. (ppm) Sound level (db)

Mega boys A 64.83 30–34 1149.94 35

Mega boys F 150.10 25–27 2195.45 43

Hostel 6 326.66 31–35 2486.58 74

The effect of temperature on the conductivity of the sensors is compensated and
% improvement in AQI. Based upon test results, the estimated improvement in AQI
varies from 12.33 to 2.4% depending upon temperature and the contributing gas. In
this system, the Pre-calibrated data provided by the sensor manufacturer is used for
temperature compensation.
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5 Conclusion

In this paper, an end-to-end system for ambient real-time air quality monitoring and
sound pollution along with smoke concentration is presented. The system has two
main components, the multi-gas monitoring stations and AEM-ASPA code design
and implementation. The prototype is placed at different locations inside the NIT
Jalandhar campus and data is collected and analyzed. With a backend server using
GPRS communications, the monitoring stations communicate in an M2M fashion.
The data gathered from the different sensors is shown either on a Wi-Fi-enabled PC
or a laptop with wireless connectivity. The pc acts as a platform for displaying the
AQI and ambient environment analysis and the corresponding suggestions for the
user to understand in simple terms. The LabVIEW software is installed along With
NI myRIO-1900 in the PC for running of the system. This model can be modified for
future uses by connecting the system to Internet in order to determine the pollution
of that location from anywhere in the world. A number of such systems can be
implemented in the different locations of a city or campus and can be connected to
each other with the help of IoT so that a complete monitoring and air pollution map
generation of a city or campus can be done froma remote location and corrective steps
can be taken to control the air pollution before it reaches the alarming level. More
number of sensors can be connected to monitor the different remaining pollutants
which will increase the accuracy of the AQI.
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Modified Decision Tree Learning
for Cost-Sensitive Credit Card Fraud
Detection Model

Sudhansu R. Lenka, Rabindra K. Barik, Sudhashu S. Patra,
and Vinay P. Singh

Abstract Credit card fraudulent transactions are cost-sensitive in nature, where
the cost differs in each misclassification transaction. Generally, the classification
methods do not work on the cost factor. It considers a constant cost factor for each
misclassification. In this paper, it proposes a modified instance-based cost-sensitive
decision tree algorithm which reflects on different cost factor for each misclassi-
fied transactions. In the proposed algorithm, it implements different instance-based
costs into the cost-based impurity measure as well as cost-based pruning approach.
Experimentally, it shows that the proposed algorithm performs better in terms of
cost savings as compared against classical decision tree algorithms. Additionally, it
observes that the smaller trees are generated in minimum computational time.

Keywords Cost-sensitive classification · Credit card · Fraud detection · Decision
tree

1 Introduction

Classification model normally considers all the misclassified instances with an equal
cost. Cost-insensitive learning approaches mainly aim to reduce the probability of
misclassification and the same cost is considered for each incorrect prediction [1, 2].
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Most of the researchers work on equal costs for each misclassification or a constant
heterogeneous misclassification costs. In the financial application system, accuracy
is not the only goal of the model, cost factor must be taken into account. Cost-
sensitive learning is one of the important issues in the field of Machine Learning
(ML) community. Objective of those cost-sensitive classifiers is to reduce the total
misclassification cost [3]. Thus, implementing cost-sensitive methods in credit card
Fraud Detection System (FDS) helps to get a large amount of financial gain. In finan-
cial applications, the cost-sensitive classifiers assign different costs to misclassified
instances. For example, False Positive (FP) transaction is penalized with an admin-
istrative cost and in case of False Negative (FN) the financial institutions have to
face heavy penalty and the cost depends upon the amount of transaction [4]. In FDS,
the fraudulent transactions are treated as positive instances whereas the legitimate
transactions are treated as negative instances.

The classifiers following cost-sensitive approaches assign a constant cost to each
misclassification [2, 3, 5]. But, these class-dependent approaches are not applicable
to many real-world applications. In case of FDS, it has focused on instance-based
cost-sensitive classifiers, where misclassification costs vary with instances [3]. In
instance-based approaches, the cost may be assigned to the instances in either before,
after, or during the training phase [6]. In the proposed work, it considers the cost
during the training phase.

The credit card transactions are highly skewed towards the negative class
instances. So, the methods like cost-based rejection-sampling [7] and cost-based
over-sampling [3, 8] were used to re-weight the training sets according to their costs.
In the rejection-sampling approach a subset of instances is selected by randomly
picking each instance from the training set based on the misclassification cost of
the instance. Similarly, in over-sampling approach a new dataset is created by repli-
cating each instance n times, where n denotes the value of the misclassification cost
of that instance. In this paper, it has proposed a new Modified Cost-Sensitive Deci-
sion Tree (MCSDT) algorithm which has included the instance-based cost-sensitive
approach. In the proposed algorithm, it has used instance-based cost-sensitive impu-
rity measure and cost-based pruning technique as defined in [9]. It has also evaluated
the proposed MCSDT algorithm using credit card transactions. The results have
shown that the proposed algorithm has performed better than traditional decision
tree algorithms. Additionally, the proposed method has also built smaller trees as
compared to traditional decision tree.

The classification model for the FDS can be built either by employing a single
classifier or ensemble of multiple classifiers [10]. The rest of this article is organized
as follows. In Sect. 2, it presents the traditional evaluation measures of classification
algorithms and the instance-based cost-sensitive evaluation approach of credit card
transactions. In Sect. 3, it explains an instance-based cost-sensitive decision tree
algorithm. In Sect. 4, it implements the cost-sensitive impurity measures and cost-
sensitive pruning techniques on the proposed decision tree. The experimental analysis
and results have presented in Sect. 5. Finally, Sect. 6 includes the conclusion of the
article.
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2 Instance-Based Cost-Sensitive Evaluation Parameter

In this section, it highlights the background details of instance-based cost-sensitive
classification. It elaborates on the traditional evaluation measures and cost-sensitive
evaluation approaches on the fraud detection model.

2.1 Traditional Evaluation Measures

In A binary classification model aims to predict the class label yi for a given set of
instances S and each instance i is characterized by n features, i.e. S = {(xi, yi | xi ∈
Rn 2 yi = {0,1})}, where i = 1…N. The objective of the classifier k(S) is to identify
the class pi of each instance i belong to S and it contains N instances.

In order to access the performance of a fraud detection model, it is needed to
determine the number of misclassified instances. The error or the misclassification
in the model is defined as:

Err(k(S)) = 1 − 1

N

N∑

i=1

I (yi = pi ) (1)

where I [·] is an indicator function, defined as

I (yi = pi ) =
{
1 if yi = pi
0 if yi �= pi

(2)

Accuracy is the reciprocal of error, i.e.

Acc(k(S)) = 1 − Err(k(S)) (3)

Including these statistics, other measures need to be evaluated for which a refer-
ence to the confusion matrix (shown in Table 1) is needed. Those statistic measures
are:

Recall = TP

TP + FN
(4)

Table 1 Confusion matrix Actual positive yi
= 1

Actual negative yi
= 0

Predicted positive
pi = 1

True positive (TP) False positive (FP)

Predicted negative
pi = 0

True positive (FN) True negative (TN)
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Precision = TP

TP + FP
(5)

F1 Score = 2.Precision.recall

Precision + recall
(6)

where TP and TN are true positive and true negative respectively. These measures
are mostly used to evaluate the performance of the classification algorithms [10,
11]. But, these measures may not be a suitable approach while evaluating the fraud
detection model.

2.2 Cost-Sensitive Evaluation of Credit Card Transactions

In fraud detectionmodel, predicting a fraudulent transaction as genuine (i.e. in case of
FN) should be more costly than misclassifying a genuine transaction as fraud (i.e. in
case FP). Taking costs into consideration different costs are assigned to misclassified
transactions. Table 2 shows the cost matrix for each transaction i. It contains costs
that are associated with two correct predictions, true positive (CTPi), true negative
(CTNi) and the costs associated with incorrect predictions, false positives (CFPi), false
negatives (CFNi). As proposed in [11], the costs associated with both false positives
and true positives is the administrative cost (i.e.CFPi =CTPi =Ca). The administrative
cost is the cost of predicting the transactions and contacting the card owners. But
in case of false negative transactions, the cost is assumed to be hundred times Ca,
i.e. CFNi = 100 Ca. But in real scenarios the amount of losses due to fraudulent
transactions may vary from few dollars to millions of dollars, so it is impractical of
assuming a fixed cost for FN transactions. So, the cost of FN equals to the amount
of transaction [4] (i.e. CFNi = Amti). The costs of each transaction are depicted in
Table 2.

For instance-based cost-sensitive approaches, each instance xi of the set S are
converted to augmented feature vector, x*i = [xi,CTPi,CFPi,CFNi,CTNi] and the class
label yi. According to [4, 12], using the cost matrix the cost of each transaction is
defined as:

C(k(x∗
i )) = yi (piCa + (1 − pi )Amti ) + (1 − yi )piCa (7)

Table 2 Credit card
transactions cost matrix

Actual positive yi
= 1

Actual negative yi
= 0

Predicted positive
pi = 1

CTPi = Ca CFPi = Ca

Predicted negative
pi = 0

CFNi = Amti CTNi = 0
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where yi and pi represent the actual and predicted class labels of the instance i
respectively.

The total cost of the set S is defined as:

Ctotal(k(S)) =
N∑

i=1

C(k(x∗
i )) (8)

After defining the cost factors into the detection model k, it has needed to examine
the performance of the algorithm. Through cost savings, it can find the improvement
in the costs and through which it can evaluate the performance of the algorithm [13].
To evaluate the savings it needs to compute the cost of predicting each instance as
the class with minimum lowest cost [13], is defined as:

Clow(k(S)) = min{C(k0(S)),C(k1(S))} (9)

where k0(S) and k1(S) are the detection models that predict each instance in S to
the negative and positive classes respectively. Then, the savings are computed by
comparing the overall cost (8) with the lowest cost (9).

Savings(k(S)) = Ctotal(k(S)) − Clow(k(S))

Clow(k(S))
(10)

A standard way to associate instance-based costs into the fraud detection model
is to resample the training instances according to the cost value. It involves two
approaches either by cost-based rejection-sampling [7], or over-sampling [3] (already
discussed in Section-1). In rejection-sampling approach, a random subset is created
by randomly selecting the instances from S and each instance i is selected with prob-
ability wi/maxi…N {wi}, where wi is the expected misclassification cost of instance
i, defined as:

wi = yi .CFNi + (1 − yi ).CFPi (11)

In case of over-sampling approach, the class distribution gets balanced in
constructing a new set S0 by replicating wi times each instance i. But, this approach
increases the training complexity since abs (S0) � abs (S) and it also may cause
over-fitting [14]. But, both these approaches use only the misclassification costs of
the cost matrix, i.e. they compute part of the cost matrix.

3 Decision Trees

Decision Trees (DT) outperformed other algorithms with low computational cost,
easy interpretation and overall better performance in case of a dataset with large
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number of attributes and instances [15]. In this section, it has presented a new
modified decision tree algorithm.

3.1 Construction of Modified Decision Tree Algorithm

Let S be the training setwithN instances and the instance is categorized by n attributes
{A1, A2, …, An}. Each attribute Ai contains k values {Ai1, Ai2,…, Aik}. The training
set is also associated with the class labels Y = {y1, y2, …, ym}.

Removal of noisy instances Initially, it has compared the prior probability,P(yi) for
each class, yi ∈ S and the conditional probability P(Aij |yi) for each attribute value in
S. For each training instance xi ∈ Swith class yi, the posterior probability is computed
as:

P

(
yi
xi

)
=

P
(
xi
yi

)
P(yi )

P(xi )
(12)

In (12),P(xi) is constant for each class yi, so it needs to compute onlyP(xi |yi)•P(yi)
where P(yi ) = ∣∣yi,s

∣∣/|S| and P(xi/yi ) = ∏n
j=1 P(Ai j/y j ). The class yi with the

maximumposterior probability,P(yi |xi) is considered as the final label for the training
instance xi. Then, it eliminates all the incorrect classified (noisy) instances from the
training set S. The removal of these noisy training instances may reduce the chance
of over-fitting and increase the accuracy level of the DT classifier. Algorithm 1
represents the detailed procedure for the removal of noisy samples.

Algorithm 1 Pseudocode of the removal of noisy instances

Input: S = {xi , yi }N1
Output: Training dataset S without noise
1: for all class yi ∈ S do
2: compute prior probability, P(yi)
3: end for
4: for all attribute Aij ∈ S do
5: compute conditional probability, P(Aij |yi)
6: end for
7: for all training instance xi ∈ S do
8: compute posterior probability, P(yi |xi)
9: if xi is incorrectly classified then
10: S ← S − xi
11: end if
12: end for
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Splitting rule In DT, the splitting rules are associated with each level in the form
of node and it is represented as (Aj, Vj). The rule split the set S into two sets Sl and
Sr according to the values of (Aj) and (Vj).

Sl = {x∗
i

∣∣x∗
i ∈ S ∧ Ai j ≤ V j } (13)

and

Sr = {x∗
i

∣∣x∗
i ∈ S ∧ Ai j > Vj } (14)

where Aj is the jth attribute which is represented in the form of vector Aj = [Aj1, Aj2,
…, AjN ] and Vj is the value which is defined as min(Aj) ≤ Vj ≤ max(Aj). The tree is
built by considering all the possible Vj for each attribute Aj and select the rule (Aj,
Vj) that maximizes the splitting rule. Based on the best splitting criteria, the training
dataset is partitioned into subsets and the procedure is repeated for each subset, until
the stopping criteria are satisfied. Then, it computes the number of positive samples
in each set as:

S1 = {x∗
i

∣∣x∗
i ∈ S ∧ yi = 1} (15)

and the percentage of positive samples is computed as:

P1 = |Sl |
|S| (16)

Using entropy the impurity of each leaf node is computed as:

Ie(P1) = P1 log(P1) − (1 − P1) log(1 − P1) (17)

Finally, using the rule (Aj, Vj) the gain is computed as:

Gain(A j , Vj ) = Ie(P1) − |Sl |
|S| I (p

l
1) − |Sr |

|S| I (p
r
1) (18)

Similarly, the gain is computed for all the possible splitting rules and it selects
the splitting attribute that generates maximal gain as the root node of the tree.

(bestA, bestV ) = argmax
(A j ,Vj )

Gain(A j , Vj ) (19)

which split the set S into Sl and Sr . After splitting, each set is added to the leaf node
and the algorithm continues recursively for each leaf node until the stopping criteria
are satisfied. Algorithm 2 represents the pseudocode of the proposed decision tree.
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3.2 Pruning of the Decision Tree

After execution of Algorithm 2, there may be the possibility that a large tree may be
generated and it may over fits the training data. So to overcome such issues, pruning
techniques are widely used [16]. The pruning technique is used to eliminate those
branches that have no contribution towards the accuracy of the tree.

Normally, pruning techniques are implemented on a fully grown tree and recur-
sively eliminate the nodes if that leads to lower error rate Err of the tree. Cost-sensitive
pruning technique is most widely used and it was originally proposed by Brieman
[16]. This technique is evaluated successively if the deduction of a node reduces the
error rate Err of a Tree in the set S. The cost-sensitive pruning technique is defined
as:

PC = Err(EN(Tree, node), S) − Err(Tree, S)

|Tree| − |EN(Tree, node)| (20)

where EN(Tree, node) is the function used to remove nodes from Tree and generates
a new Tree. Err() function computes the error rate of the Tree in the set S. At each
iteration, the error rate of the current tree is compared considering each node.
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4 Instance-Based Modified Cost-Sensitive Decision Trees

Most of the ML algorithms mainly work on to improve performance of the model.
But, it is not effective if the misclassification costs are different [3]. This encourages
many researchers to work on cost-sensitive aspects [17–20] and each of them focused
on class-dependent costs. However, in case of a fraud detection system the cost of
false positives should not be the same as that of false negatives, so the cost factor
should be instance-dependent rather than class-dependent.

In this section it has implemented costs into the DT by using cost-based impurity
measures and pruning techniques [9].

4.1 Cost-Based Impurity Measures

In credit card, fraud detection model minimizing costs has got more importance than
minimizing the misclassification rate. So, the splitting rule must be evaluated not
only on accuracy but also cost-wise.

In the proposed work, a cost-based impurity measure is used to classify all the
instances either as fraudulent using k1 or as genuine using k0 model. It evaluates the
splitting rule in the form of lowest cost:

Ic = min{(C(k0(S)),C(k1(S))} (21)

Similarly, all the instances of the set S are classified based on the lowest cost as:

k(S) =
{
0 if C(k0(s)) ≤ (k1(S))
1 otherwise

(22)

Finally, using this impurity measure the cost-based gain is computed considering
the splitting rule (Aj, Vj) (as shown in Eq. 18).

4.2 Cost-Based Pruning

After building the tree, a cost-based pruning technique is used by replacing the
misclassification rate Err in Eq. 20 with the cost, i.e. Err is replaced with C(k(S)).

PCc = C(k(S)) − C(k∗(S))
|Tree| − |EB(Tree, node)| (23)

where, k* is the classifier without the selected node EB(Tree, node).
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Table 3 Description of the
datasets

Set #Instances #Fraud % of fraud

Total 2,84,807 492 0.172

Training (t) 1,99,365 301 0.151

Testing 85,442 191 0.002

Under-sampling (u) 602 301 50.42

Rejection-sampled (r) 1,97,119 295 0.148

Over-sampled (o) 2,93,881 418 0.142

5 Experimental Analysis

This section includes the dataset to be used to evaluate the instance-based cost-
sensitive proposed MCSDT algorithm (discussed in Sect. 4) and the comparison is
made with the classical decision tree (DT).

5.1 Dataset

The dataset [21], used here is provided by a European company, that contains trans-
actions occurred during two days of September 2013. In which out of 284,807 total
transactions 492 records are fraudulent. In the entire dataset only 0.172% of the total
transactions are fraudulent. The total financial loss due to fraudulent transactions is
60,127.97 Euros.

The entire dataset is partitioned into training and testing sets. It has taken 70%
of the transactions as training set and the remaining 30% as testing. The algorithms
underperformswhen the class distribution is highly skewed towards one of the classes
[15], so under-sampling approach is used to make the class distribution balanced. It
has been proved that under-sampling is the best approach to overcome the imbal-
anced issue [22]. Additionally, it has worked on cost-based rejection-sampling and
cost-based over-sampling methods on the training data. The test data must be kept
unchanged in order to reflect the actual class distribution. Table 3 shows the descrip-
tion of different datasets. The credit card transactions are cost-sensitive because the
cost of misclassifying a fraud is significantly much more than the cost when a false
alarm is generated [3].

5.2 Results

In this section, it has highlighted the performance of the proposedMCSDT algorithm
by comparing it with classical decision tree. Different decision trees are evaluated
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Fig. 1 a Results of the savings in both classical DT andMCSDT algorithms. b Results of accuracy
in both classical DT and MCSDT algorithms where MCSDT algorithms show better savings than
DT taking Ca = 2.50 Euros. But, the same difference is not observable in case of accuracy

using no pruning technique (np), with error-based pruning (ep) and also with cost-
based pruning (cp) technique. The decision trees are formed using Gini impurity
metrics, using pruning and no pruning approach defined in (20). The trees are also
generated using cost-based pruning technique (23). Similarly, the MCSDT is also
constructed taking both the pruning approaches as well as the cost-based impurity
measure (21). All these algorithms (i.e. classical DT and MCSDT) are trained using
the training (t), under-sampling (u), cost-proportionate rejection-sampling (r), and
the cost-proportionate over-sampling (o) datasets. Initially, it has compared with the
proposed algorithm with the classical DT using only the training set. The results are
shown in Fig. 1 which shows that theMCSDT algorithm achieves better savings than
DT. The savings are evaluated by taking the Ca equals to 2.50 Euros. But the same
results it didn’t achieve in case of accuracy or F1Score. The reason is in the proposed
MCSDT algorithm, it has focused on improving the savings, not on accuracy or
F1Score. Both the algorithms have shown slight improvement in savings in case of
cost-based pruning.

Similarly, it compares MCSDT algorithm with the classical DT using all the
training sets. The comparison results are presented in Table 4. Moreover, the overall
savings of both the decision trees (i.e. DT andMCSDT) are shown in Fig. 2a, by aver-
aging the results of both cost-sensitive and classicalDT algorithms. In all the datasets,
MCSDT algorithm achieves better savings than the classical decision tree algorithms
except the under-sampling set. Finally, algorithms are analyzed by considering the
tree size and training time. For the datasets, the MCSDT algorithm generates signif-
icantly smaller trees as a result reduces the training time. The results are shown in
Table 5. The MCSDT algorithm not only achieve better results in terms of savings
but also it takes less training time than classical DT. Figure 2b, c shows the overall
tree size and training time in minutes by averaging the results of classifier DT and
the cost-sensitive algorithms, respectively.
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Table 4 Results of the DT and MCSDT using no pruning (np), with error-based pruning (ep) and
cost-based pruning (cp). The algorithms are trained on different training sets

Set Algorithm % Sav % Acc F1 Score

t DTnp
DTep
DTcp
MCSDTnp
MCSDTep
MCSDTcp

31.76
31.76
35.89
70.85
70.85
71.16

98.76
98.76
98.71
95.07
95.07
94.98

0.4458
0.4458
0.4590
0.2529
0.2529
0.2522

u DTnp
DTep
DTcp
MCSDTnp
MCSDTep
MCSDTcp

52.39
52.39
70.26
12.46
14.98
15.01

85.52
85.52
92.67
69.34
70.31
70.31

0.1502
0.1502
0.2333
0.0761
0.0741
0.0743

r DTnp
DTep
DTcp
MCSDTnp
MCSDTep
MCSDTcp

34.39
34.39
38.99
70.85
70.85
71.09

98.70
98.70
98.64
95.07
95.07
94.94

0.4321
0.4321
0.4478
0.2529
0.2529
0.2515

o DTnp
DTep
DTcp
MCSDTnp
MCSDTep
MCSDTcp

31.72
31.72
37.35
70.84
70.84
71.09

98.77
98.77
98.68
95.06
95.06
94.94

0.4495
0.4495
0.4575
0.2529
0.2529
0.2515

6 Conclusion

In order to maximize the financial gain of the company, most of the algorithms are
cost-sensitive in nature. In this paper, it introduces an instance-based cost-sensitive
decision tree algorithm on credit card transactions. It experimentally shows that the
proposed algorithm achieves better results in terms of savings by comparing with
classical decision tree algorithms. In the proposed algorithm, it implements the cost
factor to each instance using both the cost-based impurity metric and cost-based
pruning criteria. Moreover, the proposed algorithm generates significantly smaller
trees and the training time is much less as compared to traditional decision trees.
So, it concludes that the proposed algorithm performs better results in terms of cost
savings and builds smaller trees in a small fraction of time as compared with the
existing instance-based cost-sensitive techniques.
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Fig. 2 a Average savings of DT and MCSDT estimated taking different datasets. b Average tree
size (No. of nodes) of classical decision trees and MCSDT algorithms. c Average training time (in
minutes) of classical decision trees and MCSDT algorithms

Table 5 Training time and the tree size of the classical DT and MCSDT, using different training
sets

Set Algorithm Node Time Avg (node)

t DTnp
DTep
DTcp

488
488
446

2.45
3.90
19.19

474

t MCSDTnp
MCSDTep
MCSDTcp

89
88
89

1.47
1.87
1.74

89

u DTnp
DTep
DTcp

308
308
153

1.10
1.43
2.59

257

u MCSDTnp
MCSDTep
MCSDTcp

14
14
14

0.20
0.23
0.24

14

r DTnp
DTep
DTcp

268
268
153

0.98
1.24
2.48

230

(continued)
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Table 5 (continued)

Set Algorithm Node Time Avg (node)

r MCSDTnp
MCSDTep
MCSDTcp

18
18
18

0.22
0.23
0.23

18

o DTnp
DTep
DTcp

425
425
364

2.30
3.98
10.15

405

o MCSDTnp
MCSDTep
MCSDTcp

37
37
37

1.58
1.90
1.98

37
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Doha Water Treatment Plant: Interval
Modeling and Its Reduced-Order
Modeling

V. P. Singh

Abstract Parameter variations can effectively be defined by interval systems. Due
to this, several systems are modeled as interval systems. In this work, Doha water
treatment plant is modeled as interval system. Then, reduced-order modeling is
also proposed for such interval modeled Doha water treatment plant. Firstly, for
obtaining the interval system of Doha water treatment plant, uncertainty is consid-
ered in all coefficients of systems. Secondly, reduced-order modeling for interval
model obtained is proposed by minimizing error in between time moments and
Markov parameters. For minimization, Jaya algorithm is utilized due to being simple
in implementation. It is established from the results obtained that the reduced-order
model is effectively approximating the system.

Keywords Doha system · Interval system · Jaya algorithm ·Modeling ·
Optimization

1 Introduction

While defining a mathematical model for any physical system, a nominal model is
generally preferred. This is done due to simplicity in analysis, simpler controller
design, etc. But, the main limitation with these nominal models is that these can
operate in the vicinity of certain operating point only. If the operating point is shifted,
then, the performance of such systems degrades considerably. Other problems with
nominal models are that these cannot handle parameter variations, sensor noises, etc.
However, taking interval model for such physical systems can be overcome by these
limitations.

In interval model of any physical systems, the system parameters are considered
to be variable within certain boundaries. Recently, a few engineering systems are
modeled as interval systems. Some examples are oblique wing aircraft, cold rolling
mill, etc. [1].
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In the literature, to address the problem of freshwater scarcity, many systems
are proposed. These systems generally employ desalination for purifying the saline
water. The reverse osmosis (RO) technique is generally preferred for desalination.
For desalination, many systems are proposed in the literature. Some examples are
Doha RO plant [2, 3], Riverol-Pilipovik (RP) water treatment plant [4, 5], Chaabene
water treatment plant [6], etc.

When considering the mathematical models of systems proposed in the literature,
generally interacting multi-input-multi-output (MIMO) models are obtained. The
Doha RO system has two manipulated variables (input-pressure and input-pH) and
two controlled variables (output-flux and output-conductivity). Similarly, RP RO
system has twomanipulated variables (pressure and pH) and two controlled variables
(flux and conductivity). In same manner, Chaabene RO system [6] also has two
manipulated variables (angular speed of pump and reject valve aperture), and two
controlled variables (flux and conductivity).

In this contribution, an interval system for Doha water treatment plant is devel-
oped. Additionally, reduced-order model is proposed for derived interval system.
For deriving the interval system, fixed amount of uncertainty in every coefficient
of transfer function of Doha water treatment plant is considered. For obtaining the
reduced-order model of interval model developed, an error in between timemoments
and Markov parameters is minimized. This minimization is accomplished with the
help of Jaya algorithm [7]. The advantage of employing Jaya algorithm for mini-
mization is that simulation becomes easier. The results in terms of step response
are plotted for the derived model. The obtained results suggest that the methodology
adopted for reduced-order modeling produces good approximation of the considered
system.

The remaining article is organized as follows. The description of Doha water
treatment plant is given in Sect. 2. Section 3 deals with interval modeling. The
Jaya algorithm is discussed in Sect. 4. Section 5 provides the reduction procedure
for interval system. Sections 6 and 7 produce discussion of results and conclusion
carried out.

2 Doha Water Treatment Plant

The Doha reverse osmosis (RO) plant is designed at Kuwait Institute for scientific
research [8]. Figure 1 shows the pilot plant structure of DohaROdesalination system.

The whole plant can be segregated into four main compartments: (i) pre-treatment
compartment, (ii) high-pressure pump compartment, (iii) membrane compartment,
and (iv) post-treatment compartment. The seawater is first treated to remove dissolved
impurities in pre-treatment compartment. Then, the pressure of pre-treated water
is raised in high-pressure pump compartment. Next, the pressurized water is fed
to membrane compartment. In membrane compartment, the freshwater passes
through the membranes while saline water is rejected. The freshwater available after



Doha Water Treatment Plant: Interval Modeling … 1497

Membranes

High-pressure
pump

Discharge

Flux sensor

Conductivity
sensor

Fresh
water

( )pC

( )pFPre-treatment
process

Post-treatment
process

pH meter ( )fpH

Sea
water

( )fPPressure sensor

Chemical
additives

Chemical
additives

Fig. 1 Pictorial representation of Doha RO system

membrane compartment is post-treated in post-treatment compartment to make it
suitable for particular application. All the four compartments are shown in Fig. 1.

The mathematical model of Doha RO system proposed in the literature has two
manipulated variables and two controlled variables. The manipulated variables are
input-pH and input-pressure; however, the controlled variables are output-flux and
output-conductivity.

The mathematical model proposed for the Doha RO system is basically two-
input-two-output (TITO) system. The transfer function of TITO system describing
the Doha RO is given as:

[
Y1(s)
Y2(s)

]
=

[
h p11(s) h p12(s)
h p21(s) h p22(s)

][
R1(s)
R2(s)

]
(1)

where Y1 = Fp(gpm), Y2 = Cp(µS/cm), R1 = Pf (psig), and R2 = pH f are,
respectively, flux, conductivity, pressure, and pH.

The descriptions of h p11(s), h p12(s), h p21(s), and h p22(s) are represented as

h p11(s) = 0.002(0.056 s + 1)

0.003 s2 + 0.1 s + 1
(2)

h p12(s) = 0 (3)

h p21(s) = −0.51(0.35 s + 1)

0.213 s2 + 0.7 s + 1
(4)

h p22(s) = −57(0.32 s + 1)

0.6 s2 + 1.8 s + 1
(5)
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3 Derivation of Interval System for Doha RO System

A simple interval system for Doha RO system is proposed in this work. This is done
by considering 10% uncertainty in every coefficient of transfer functions given in
(2–5), respectively. Interval transfer functions for (2–5)

h p11(s) = [0.1008, 0.1232]s + [1.8, 2.2]

[2.7, 3.3]s2 + [90, 110]s + [900, 1100]
(6)

h p12(s) = 0 (7)

h p21(s) = −[160.65, 196.35]s − [459, 561]

[191.7, 234.3]s2 + [630, 770]s + [900, 1100]
(8)

h p22(s) = −[1641.6, 2006.4]s − [5130, 6270]

[54, 66]s2 + [162, 198]s + [90, 110]
(9)

by considering 10% deviation in every coefficient of transfer functions.

4 Jaya Algorithm

Recently, Jaya algorithm [9] is proposed in the literature. It is also one of the
population-based optimization algorithms [10–19]. The main feature of Jaya algo-
rithm is its simplicity. Additionally, Jaya algorithm does not have algorithm-specific
parameters which further make it easy for implementation. Only two common-
control parameters, i.e., population size and number of iterations, are necessary
while obtaining the solution using Jaya algorithm. Owing to these advantages, Jaya
algorithm is applied to many engineering problems [20–22].

While obtaining the optimal solution for a given objective function, Jaya algorithm
focuses to move solutions toward best solutions and simultaneously moving them
away from the worst solution.

Suppose, the total population is denoted as Yi j where i = 1, 2, · · · , M and j =
1, 2, · · · , N . The variablesM and N define a number of candidates in the population
and number of decision variables involved in the given objective function. The best
and worst candidates can be represented as YBest

1, j and YWorst
1, j . In Jaya algorithm, the

solution is updated as:

Y new
i, j = Yi, j + α

(
YBest
1, j − ∣∣Yi, j ∣∣) − β

(
YWorst
1, j − ∣∣Yi, j ∣∣) (10)

where Y new
i, j denotes new solution for Yi, j . The variables α and β are chosen randomly

from the range [0, 1]. The symbol | . | represents the absolute value. The factor(
YBest
1, j − ∣∣Yi, j ∣∣

)
represents the movement toward the best candidate; however, the
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movement from the worst solution is represented by the factor −
(
YWorst
1, j − ∣∣Yi, j ∣∣

)
.

However, α and β show the degree of movement toward the best solution or away
from the worst solution. In next iteration, Y new

i, j will be considered if it has better
fitness value otherwise it is discarded. This process is repeated until the satisfactory
solution is obtained.

5 Model Order Reduction

The reduced-order modeling of transfer functions presented in (6–9) is accomplished
using the technique presented in [23]. For details, [23] can be referred. In this tech-
nique, error in terms of time moments and Markov parameters is minimized along
with matching of first time moments.

6 Results and Discussion

For explaining the procedure, reduced-order model of nominal transfer function
obtained by considering the upper bounds of transfer function (6) is obtained. The
nominal transfer function for upper bounds of transfer function (6) can be written as

h(s) = 0.1232 s + 2.2

3.3 s2 + 110 s + 1100
(11)

For (11), first-order model represented as

H(s) = n0
d1s + d0

(12)

can be obtained.
After application of technique presented in [23], the fitness function given as

J =
(
1− 3.3 n0

0.1232 d1

)2

(13)

has to be minimized provided

n0 = 2.2 d0/1100 (14)

in order to match the first time moments and to minimize the errors between first
Markov parameters. After minimization using Jaya algorithm, the first-order model
obtained is
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Fig. 2 Step responses
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The step response of first-ordermodel (15) and second-order system (11) is shown
in Fig. 2. The steady state of the model is exactly matching to the steady state of the
system. It is clearly evident from Fig. 2 that model is efficiently approximating the
system. Hence, the reduced-order modeling presented can efficiently be applied for
reducing the interval systems.

7 Conclusion

In this paper, one interval system for Doha water treatment plant is proposed. Also,
reduced-order model is proposed for interval system. The interval system for Doha
water treatment plant is obtained by considering fixed amount of uncertainty in every
coefficient of transfer function of Doha water treatment plant. After the development
of interval system, the reduced-order model is derived by minimizing error consti-
tuted in terms of time moments and Markov parameters. The error constituted is
minimized using Jaya algorithm. Jaya algorithm is applied due to being simple in
implementation. The obtained model is successfully approximating the system. The
future line of research of work proposed is possible developments of other interval
models by considering other sets of uncertainty in the system coefficients. Another
future line of research is the development of interval models for interval system using
other existing techniques of model reduction of interval systems [24–27].
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Extreme Event Forecasting Using
Machine Learning Models

Manish Kumar, Deepak Kumar Gupta, and Samayveer Singh

Abstract Extreme event forecasting helps in predicting the user demands during the
peak travel times. The application of extreme event forecasting lies in predicting an
increased demand for resources and hence can aid in effective resource allocation.
The statistical approaches are used for the analysis of time series forecasting but
for extreme events, it becomes difficult to predict the actual nature by using only
the historical data. These methods alone are not sufficient to accurately predict user
demands. Time series forecasting techniques alongwithmachine learning algorithms
are used to perform the extreme event forecasting. Here, in the paper, we have created
the ensemble of two machine learning models, viz. recurrent neural networks (RNN)
and Bayesian neural networks which remove the anomaly and improve the accuracy.
Automatic feature extractionmodule long short-termmemory (LSTM) has been used
to extract the features. The proposed model enhances the accuracy by an extensive
margin.

Keywords Recurrent neural network · Long short-term memory · Bayesian neural
network ·Mean absolute error · Anomaly detection

1 Introduction

Extreme events are peak travel time such as holidays, sporting events, and weather
conditions. These events affect the normal flow of the time series data. For example,
the data of rainfall prediction depends on the months during which rainfall occurred
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(i.e., June–September). These are the high variance periods that affect the predic-
tions. Next, it depends on the areas, for example, the areas of Meghalaya which are
adversely affected by the rainfall [1]. So, extreme events are not easy to predict. There
are various methods to predict these events from the past. The classical methods like
random R forecast package have been dealing with it.

The extreme events aid a type of error in the series as a spike in it. These spikes
affect the regular patterns of the series. The series is then analyzed by using various
methods, and the methods used depend on various factors [2].

Some of the fields where extreme events are predicted such as Cabs services like
Uber Technologies andOla services. The regular trips they do some times are affected
by these extreme events like holidays and rainfall. The most vulnerable date is New
Year Eve. Uber is mostly affected by these events. Therefore, we have collected the
data fromUber running inNewYork City. The data collected is transformed into time
series and this time series is analyzed by using machine learning models. Extreme
events are the irregularities in the time series. These time series display unusual
behavior and affect the prediction. Firstly, we are required to detect these anomalies
[3]. Then, propermethods are used to predict these events. The previous year’s data is
collected and this data is analyzed by using machine learning models. These models
are chosen wisely so that these models increase the accuracy of prediction. At hand
are three conditions for selecting a machine learning model used for time series:

• A number of time series,
• Size of time series,
• Correlation among the time series. If overhead three criteria are lofty then the

model might be the correct choice, else traditional time series methodology might
work finest.

1.1 Recurrent Neural Network

The recurrent neural networks (RNN) are the most powerful type of neural networks
because they have internal memory.

The applications of RNN are image captioning, reading handwriting, etc. When
we trainRNNwith sentences, theygenerate similar results. Theyhave shownamazing
results with catboats, image captioning, and machine translation.

Feedforward is not good for these tasks because the neural network needs a fixed
size input and it gives a fixed size output [4]. They do not capture the sequences or
the time series information nor they account for the memory. Now, this makes them
very unsuitable for lots of tasks that involve time series data. The RNN, on the other
hand, captures information about the sequences or the time series data and can take
variable size inputs and can give variable size outputs (Fig. 1).
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Fig. 1 Recurrent neural network [4]

1.2 Long Short-Term Memory (LSTM)

LSTM also is known as long short-term memory is a special kind of RNN network,
which can be used to determine dependencies over a period of time. LSTM has
a chain-like structure similar to recurrent neural network but the repeating unit is
different in structure. The problem of vanishing gradient is also solved by LSTM
and gives us much better accuracy than RNN [5].

LSTM ismade up of three gates and one cell state. Cell state acts as a conveyor belt
which extends straight down to the entire chain having little or no linear interactions.
These gates and cell gates are additional interactions. The forget gate takes the old
state and the input and multiplies it with the respective weights. Then, we pass it
through a sigmoid activation and the same with the input gates and output gates.
Each gate has a different set of weights [6] (Fig. 2).

2 Related Work

The field of EVT presents the time series analysis. The classical methods like
autoregression were used to analyze the series, but with the improvement of tech-
nology and science, there came the field of machine learning which has changed
the world. Machine learning and AI have revolutionized the world. This field has

Fig. 2 LSTM recurrent neural network [5]
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provided various new techniques to handle the continuously occurring activities
in this universe. Today science has changed every sphere of life, and the comfort
provided to us is the legacy of machine learning. One such is in the area of prediction
[7]. The prediction is a technique that helps in predicting the near future by using the
previous year’s data. The forecasting can be done in any area like rainfall, weather,
and such an area is the cabs like Uber and Ola. The brief review of the literature is
presented below:

Laptev et al. [1] discussed extreme events and the various types of extreme events.
They also provide various types of classical methods used to handle extreme events
by using the randomR forecast package. The technique proposed by them is based on
machine learning models, i.e., recurrent neural network and Bayesian learning. So,
we get an idea of the basic concepts of RNN and Bayesian learning. These models
are well generalized to the M3 public data set. The MC dropout method used is to
stop the overgrowing of the tree. Also, it explains the uncertainty misspecification.
We got the idea of time series analysis and the types of times series, how to stationary
the time series.

Yosinski et al. [2] discussed the neural network model applicable to time series
information set. The network build is the LSTM model which is explained in the
paper.We learned about thismodel by using this data set ofUber. The implementation
of the LSTM model is learned by us. The encoder–decoder model is used for the
feature extraction of the time series data set. The author explained about the Bayesian
neural network and its introduction in brief [8]. The author also ponders some light
on the classical and statistical models like average used for calculation of error in the
results. Also, we learned about the uncertainty estimation by using a probabilistic
approach to the later allocation of the data set.

Ogunmolu et al. [3] discussed various methods by which the problem of pattern
recognition can be solved. The author described the machine learning methodology
using LSTM and support vector machine learning models. The methodology used
helps in the estimation of patterns in the series. The classification problem of hand-
written text prediction and other prediction problems like stock market prediction
can be solved by using the LSTM technique. The author applied this technique to find
the next pattern in the series by using the previous value stored in the LSTM cell. The
text classification and handwritten character recognition can be done by using the
LSTM method. The results show that regression problems can have much accuracy
using the LSTM model as compared to the classification problem. The data set used
is taken from the kaggle and implemented in colab environment. The comparisons
are made by using this technique between classification and regression. The author
has taken the 45,000 rows of the data set comprising the series taken from different
cities of London. The methodology of time series prediction using classical methods
like R forecast is not been able to predict the actual nature of the data set.
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3 Experimentation Setup

3.1 Data set Exploration

The data set used is the Uber data set collected from the Uber trips completed in
New York City. For the prediction of Uber trips, we made use of a data set of daily
trips among different cities, including additional features, i.e., weather information
and city-level information. The aim is to forecast the next day demand from a fixed
window of past observations. The data set has the following properties:

• The data set consists of 27,457 rows in total and the columns include city id, no.
of trips, no. of vehicles, and date of the trips.

• The data set is prepared in excel having a size of 740 Kb.
• The data contains many missing values and the date was in different formats,

which is later on prepared into a single format by using data preprocessing for
the missing information, we use the technique, which consolidates time pattern
relapse with an autoregressive model and uses a stepwise strategy to choose the
slacks to use for the autoregressive procedure.

In the wake of filling in all the missing information, the quantity of records is
24,348. Our decision was because of the need for a settled data set with transient
reliance. We have time arrangement for every US advertise, 54 altogether, a number
that develops to 108 on the off chance that we think of one as time arrangement for
each kind (ordinary and natural). The informational collection is then isolated into a
preparation data set and testing data set by utilizing the technique for cross-approval
in which testing information is 20 and 80% are preparing information [9] (Fig. 3).

The time series above shows the no. of trips taken by the Uber during the period
from January 2015 to September 2015.

Fig. 3 Uber data set in the working environment
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3.2 Encoder–Decoder Model

The architecture of the encoder–decoder LSTM is shown above. The system contains
two noteworthy segments: (i) the encoder–decoder structure which catches the
characteristic example through the time arrangement, i.e., is found out through
prepreparing stage, plus (ii) a forecast system which takes contribution on or after
the took in installing after encoder–decoder, just as some possible outside highlights
toward managing the expectation. Firstly, the time series data is given to autoen-
coder which analyzes the series. The series is generally multivariate which generates
multiple features by using the variables of the time series. The extra features which
are not required are neglected and only required features are kept. These features are
then concatenated by using the average method. After this, model uses these features
for the prediction and the results are analyzed (Fig. 4).

4 Results and Discussion

The section describes the time series analysis of the daily trips of the Uber. The
section consists of three sets of results. Firstly, we will perform the time sequence
examination of the data set. The time sequence plotting of the data set is done by
using the matplotlib function of the Python library. Secondly that we will imple-
ment the test for checking the stationarity of the time series. The analysis like the
augmented Dickey–Fuller test, autocorrelation (ACF), and partial autocorrelation
function (PACF) is used for checking the stationarity of the instance series data [10].
Lastly, we will evaluate the accuracy of the models used for prediction. The results
are evaluated by using a reasonable volume data set of everyday trips.

Fig. 4 Encoder–decoder LSTM model [6]
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4.1 Time Series Analysis

The data is selected for nine months, spanning from January 2015 to September
2015. Data is resampled on a daily basis. The data set is then made for time series
examination by using stationarity methods of time sequence. These methods of time
series analysis help in analyzing the patterns generated. It gives us an indication
of the type of time series by focusing on trends, seasonality, and pattern. The time
series if follows some trend then taken for other tests like seasonality. We can notice
a couple of things which you should be familiar with if you are used to analyzing
time series:

• We observe a clear upwards trend
• Mean and variance increase through time
• We also observe spikes which may be caused by external events (holidays and

weather).

Stationarity could be checked with an augmented Dickey–Fuller test or a KPSS
test as shown in Fig. 5. Running the model prints the test estimation of−1.149e+01.
The more negative this estimation, the practically certain we are to reject the invalid
theory (we have a stationary data set). As part of the field, we get an investigate table
to help choose the ADF estimation.We can see that the estimation of−1 is more than
the estimation of−3.449 at 1%. This suggests we cannot reject the invalid hypothesis
with a significance level of under 1% (for instance, a low probability that the result
is a quantifiable mishap). Rejecting the invalid theory suggests that the strategy has

Fig. 5 Shows the time series plot of the no. of trips of Uber
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no unit root, and in this manner that the time course of action is stationary or does
not have a time structure [11] (Fig. 6).

Autocorrelation plots like ACF and PACF help in choosing the association
between the plans. These plots are pulled in to find the estimation of the P and
Q factors. These components are then used for the foreseeing of the model (Fig. 7).

The characteristics are given to the model and after that, the model anticipates
the characteristics for the next years. The plots decided are showed up in Fig. 8.
The surveyed estimation of P and Q is controlled by using that where the game plan
starting zero worth that value is considered as P and Q regard in ACF and PACF
plots independently. As showed up underneath, the game plan of autocorrelation
limit contacts the 0 at 1 and the course of action of inadequate autocorrelation work
in like manner contacts the zero at 1 [12].

Fig. 6 Shows the results of the Dickey–Fuller test

Fig. 7 Shows the ACF and PACF values calculated for time series
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Fig. 8 Forecasted value for the Uber trips with a 95% confidence interval

Table 1 Accuracy of various
machine learning models on
Uber data set

Model used Data set Accuracy

SVM Uber data set 63.57

Last day Uber data set 54.38

LSTM Uber data set 79.886

KNN Uber data set 81.17

Ensemble Uber data set 81.83

4.2 The Models Prediction

Table 1 below shows the prediction values calculated by applying different types
of models to the Uber data set. There is a huge difference between the values of
accuracy calculated by the different types of data sets.

The values calculated by using simple models like last day which calculates the
prediction for the next day trips by using only the previous day value shows the
difference [13]. The last day model is not suitable for the prediction of the Uber data
set. The model uses only the previous value to predict the next value [14]. The other
models like LSTM and ensemble are much better than the last day model. The values
of these models are 81.17% and 81.71%, respectively. The ensemble models which
use the mean values of the models show much accuracy as compared to the rest of
the models.
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Table 2 MAEs of various
models are calculated

Model Used Data set Method MAEs

SVM Uber data set Classical method 36.43

Last day Uber data set Statistical method 45.62

LSTM Uber data set Classical method 20.134

KNN Uber data set Backpropagation 18.8317

Ensemble Uber data set LSTM and MC dropout 18.1742

4.3 Error Rate (MAEs)

The MAEs value is calculated by using this formula:

MAE = 1/N ×
∑∣∣ŷ − yt

∣∣ (4.1)

The MAEs value calculated for various models is revealed in Table 2. These
standards are intended by using the Uber Data set. The accuracy has been improved
by using machine learning techniques. The mean absolute error helps in determining
the model. This parameter measures the error rate of models. The models like last
day and SVM have more errors as compared to other models applied. These models
are thus not efficient for the prediction of Uber trips. The models like LSTM, KNN,
and ensemble have less error rate of 20%, 18%, and 18.17%, respectively. Thus,
these models are efficient in predicting the no. of trips of Uber.

As shown above, the MAE’s value is very high for simple models like last day
model. The model described above was trained by using no. of time series with no.
of data points. Also, the uncertainty is predicted by using the formula of coefficient
of variation which is:

Cv = σ

μ
(4.2)

So, by using this formula, we can predict that one of the most vulnerable holidays
to predict is the holiday of Christmas.

5 Conclusion

Time series forecasting by using relatively recent methods of machine learning has
shown greater improvement from the earlier method (i.e., classical models). Extreme
events are more difficult to predict during high variance periods.

The models proposed by us, i.e., LSTM model for the recurrent neural network
is an ensemble method that works quite well for the data set of Uber. The method
proposed shows 81.83% accuracy with error rate as low as possible from the earlier
classical methods and also from statistical methods [15].
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The MAE values show great improvement with accuracy improvement of 4–5%
and the error rate much lower in value with 4.78%.

These methods of machine learning help in predicting the Uber trips during the
high variance period like the New Year. The data collected from the New York City
trips of Uber generalizes well to our model.

The MC dropout technique used for uncertainty estimation has shown great
improvement in the accuracy of 95% uncertainty coverage.

Based on the results drawn in the previous chapter, the following conclusions
have been identified:

• The ensemble generated above for the time series data can best generalize this
data.

• The classical methods (i.e., random R forecast package) are not really fit for the
time series prediction [16].

• The multivariate time series data can be generalized with deep learning models
(i.e., recurrent neural network and Bayesian neural network).

• The Uber data set is applicable to the model and state-of-the-art methods.
• The error rate of the prediction is decreased by using the ensemble of RNN and

the Bayesian method of deep learning.
• There is much improvement inaccuracy in predicting the model by far 10%

improvement from the classical methods.

6 Future Work

Some interesting challengeswere identifiedwhile carrying out this paperwork,which
could be further considered for future work: utilizing the uncertainty information of
the neural network debugging and continuing the analyses in the period of high
variance and errors.

• Time series analyses have become easy by using these methods and further
research can be done for providing better methods based on deep learning models
[17].

• The ensemble model can be applied to other extreme events like pollution control
and rainfall prediction.

• The exogenous variable can be interpolated by using the heterogeneous time
series.



1514 M. Kumar et al.

References

1. Horne JD, Manzenreiter W (2004) Accounting for mega-events. Int Rev Sociol Sport
39(2):187–203

2. Hyndman RJ, Khandakar Y (2008) Automatic time series forecasting: the forecast package for
R. J Stat Softw 26(3):1–22

3. Hochreiter S, Schmidhuber J (1997) Long short-termmemory. Neural Comput 9(8):1735–1780
4. Assaad M, Bone R, Cardot H (2008) A new boosting algorithm for improved timeseries

forecasting with recurrent neural networks. Inform Fusion 9(1):41–55
5. Ogunmolu OP, Gu X, Jiang SB, Gans NR (2016) Nonlinear systems identification using deep

dynamic neural networks. arXiv preprint arXiv:1610.01439
6. Laptev N, Yosinski J, Li E, Smyl S (2017) Time-series extreme event forecasting with neural

networks at Uber. In: International conference on machine learning
7. Kendall A, Gal Y (2017)What uncertainties dowe need in Bayesian deep learning for computer

vision? arXiv preprint arXiv:1703.04977
8. Goodfellow J, Shlens J, Szegedy C (2014) Explaining and harnessing adversarial examples.

In: International conference on learning representations
9. Wei WWS (1994) Time series analysis. Addison-Wesley Publ, Reading
10. Opitz T (2016) Modeling asymptotically independent spatial extremes based on Laplace

random fields. Spat Stat 16:1–18
11. Fortunato M, Blundell C, Vinyals O (2017) Bayesian recurrent neural networks. arXiv preprint

arXiv:1704.02798
12. Gal Y, Hron J, Kendall A (2017) Concrete dropout. arXiv preprint arXiv:1705.07832
13. Gal Y, Ghahramani Z (2016) Dropout as a Bayesian approximation: representing model uncer-

tainty in deep learning. In: Proceedings of the 33rd international conference on machine
learning, pp 1050–1059

14. Paisley J, Blei D, Jordan M (2012) Variational Bayesian inference with stochastic search. In:
Proceedings of the 29th international conference on machine learning, pp 1367–137

15. Kingma DP, Welling M (2014) Auto-encoding variational bayes. In: The international
conference on learning representations

16. Hernandez-Lobato JM, Adams R (2015) Probabilistic backpropagation for scalable learning
of bayesian neural networks. In: Proceedings of the 32nd international conference on machine
learning, pp 1861–1869

17. Blundell C, Cornebise J, Kavukcuoglu K, Wierstra D (2015) Weight uncertainty in neural
networks. In: Proceedings of the 32nd international conference on machine learning, pp 1613–
1622

http://arxiv.org/abs/1610.01439
http://arxiv.org/abs/1703.04977
http://arxiv.org/abs/1704.02798
http://arxiv.org/abs/1705.07832


Enhancing Mist Assisted Cloud
Computing Toward Secure and Scalable
Architecture for Smart Healthcare

Arijit Dutta, Chinmaya Misra, Rabindra K. Barik, and Sushruta Mishra

Abstract Exponential growth and enormous development have made faster and
seamless communication possible in the field of information and communica-
tion technology between several devices amongst each other. New technolog-
ical innovations brought up new opportunities over several disciplines such as
individual well-being and customized healthcare services. Internet-of-Healthcare
Things (IoHT) improved consistently and developed in a steady manner. However,
according to unstructured and critical healthcare data nature, higher Quality of
Service (QoS) is considered a major challenge over designing such systems for
providing faster responses and data-specific complicated analytics services. Consid-
ering the mentioned issues, this particular paper aims to provide agenda of a five-
layered heterogeneous model with IoHT framework based on cloud, fog, and mist
along with the capability of routing offline/batch mode data and efficiently handling
either instantaneously or real-time.
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1 Introduction

Internet of Things (IoT) is considered as a substantial part of development over
medical information management systems and healthcare systems. IoT over the
medical domain is a network of devices that are capable of collection and data
exchange among the device network. To conduct medical treatment, different types
of sensors, disease diagnosis devices, disease screening tools, and other devices are
integrated together for performing primary activities of IoT. Application of IoT in
healthcare domain enhances real-time screening, alerting, tracking, helps in ensuring
patient safety constraints and increasing the chance of safety as well. FMRI, multi-
dimensional image data of ultrasound report, along with structured and unstructured
electronic health records, data from wearable sensors are generated continuously.
Huge amount of data from these sources in several different formats is combined
together in real-time is referred to as big data [1]. Big Data Analytics involves moni-
toring of these data for extracting relevant knowledge, the discovery of necessary
information, and understanding relevant patterns. IoT devices include limited speed
and CPU efficiency. However, medical big data comprises complex and large elec-
tronic datasets and these datasets are difficult to analyze with existing software and
hardware tools. Therefore, organizations prefer to deploy cloud computing services
to rely on its storing, processing, and decision-making capabilities. Cloud computing
offers customized storing, processing of data, and analysis of the data as per user’s
requirements [2].

Cloud computing service usage in healthcare improves QoS as well as it helps
to reduce medical expenditure over a significant amount. The healthcare organi-
zations share several medical records such as prescriptions, MRI test results, X-
ray reports, and doctor availability, references over cloud sharing space so that the
details can be accessed from any location by any authorized personnel at any time
[3]. Moreover, cloud computing services provide other benefits such as better acces-
sibility, elastic resources, and better storage capabilities over lower expenditure.
Besides, there exists some security and privacy issues, latency, real-time compu-
tation delay over sensitive healthcare data. In terms of medical emergency, time
is a crucial factor for data processing and computation, uploading data to central-
ized cloud from distant cloud, department personnel or physician could cause delay.
There exists a mild chance of network failure or cloud data centre failure as well.
To handle these issues, a distributed architecture is incorporated eight known as fog
computing. Fog computing includes low-power embedding of computers capable of
local computation of data to user or cloud [4]. Fog nodes are known as faster gate-
ways to integrate all clients and fog computing architecture supports simultaneous
cloud linking. These fog nodes are capable of filtering out unstructured data and
can identify appropriate data that needs further analysis over cloud. This process
can be achieved in fog computing within lesser bandwidth consumption; apart from
this feature, fog computing can handle security and privacy issues during sensitive
medical data processing. This framework can prevent unauthorized data usage by
enabling limited data access considering user’s requirements [5].
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Fog computing has the capability of leveraging increased analysis of real-world
data regarding disease and handling other location-based problems as well. Geospa-
tial health data are heterogeneous data in nature could lead to challenges of migrating
within existing healthcare facilities and its interoperability as well. Mist and fog
computing are considered to be the most robust and emerging solutions combined
together. This feature can provide low-power nodes with enhanced throughput,
reduced latency near the edge of several systems at the client-side. Mist computing
needs lesser cloud storage and lesser transmission power over long-term analysis
data. Fog computing is part of successful healthcare organizations and smart cities.
Mist computing environment comprises of low-power gateways with enhancing
throughput, reduced latency closer to client-side edge nodes [6]. Consequently, cloud
storage has reduced to increase throughput over other factors; additionally, reduction
in required transmission power can affect overall efficiency. Therefore, geospatial
health data should be processed at the edge nodes using proposed secure Mist-based
architecture [7].

2 Internet-of-Healthcare Things Framework

Most of the developments are made over the IoHT framework along with integrating
IoT technology over healthcare systems. In this section, we performed a survey over
different aspects of IoT based on healthcare industries with descriptions of several
existing applications, platforms, networkmodels, industrial trends, and architectures.
Existing network architectures, platforms, applications, research trends can facilitate
over healthcare solutions in the context of IoT. In addition, IoT trends in research
activities over healthcare domain were examined to highlight how IoT can adhere to
several issues in healthcare services such as care of elderly patients, pediatric care,
private care, chronic disease diagnosis, fitness management and monitoring. IoT
pinpointed some research problems as well as displaying the security challenges and
requirements [8, 9]. Over a short discussion, the researchers provided a collaborative
and intelligent security model and appropriate ways over anomaly detection. The
conducted survey provided regulations over the world for healthcare stakeholders
in order to incorporate IoT healthcare technologies to ensure sustainability in the
long run and some e-health and IoT policies accordingly. Moreover, IoT enabled
customized and patient-related healthcare systems known as PersonalizedHealthcare
Systems (PHS). The researchers tried to identify the diversity and breadth of existing
PHS enabled with IoT. The underpinned major technologies and their sophisticated
applications are mentioned along with case study over healthcare and future research
directions are provided in the study.

Based on survey of IoT based e-healthcare systems, the viewpoint of conven-
tional clinic-dependent treatment is transformed towards patient-dependent treat-
ment. The researchers’ opined some major difficulties of IoT based e-healthcare
systems and they provided comprehensive plan about a multi-layered e-healthcare
ecosystem along with other applications such as e-medicine, alert systems, assisted
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well-being, and population monitoring. The researchers have provided a compre-
hensive summary of requirements of future healthcare, deployment scenarios, and
several fog computing-based processing activities. The study provided current fog-
based framework flaws and also suggested some major recommendations to revise
the identified flaws for reliable IoT solutions. They performed a systematic survey
on existing technologies emphasizing fog computing usage in healthcare IoT system
field [10]. In order to increase reliability in IoT architecture for healthcare; fog
computing is combined for building smarter e-healthcare gateways and demonstrated
about the capability of being suited to pervasiveness. The researchers have imple-
mented a prototype of such system along with detailed fog assisted demonstration
with cloud computing for warning and health monitoring processes [11].

Additionally, related works on IoT healthcare include anomaly detection,
cardiac arrhythmia management systems, smart rehabilitation systems, emergency
medical services and smart healthcare systems, do-it-yourself solutions focusing
on patient-based treatment facility development, body sensor network-based health-
care systems, and self-aware early warning systems. Based on huge amount of data,
processing and storage requirements increased with big data volume as well [12].
Seamless integration of remote healthmonitoring techniques such as sensor analytics,
visualization, and others should be performed simultaneously and major challenges
are pointed out over clinical practices. Incorporation of three-layered cloud-based
framework in IoT and cloud computing integration are more popular in domain of
healthcare for several innovations. Moreover, network layers are designed consid-
ering internet connectivity should be seamless and the possibility of high bandwidth
consumption [13].

Application-dependent client, service layer along with SimpleDB and logic layer
exists in the mentioned architecture. A multi-layered architecture includes IoT
devices coupledwith the implementation of physiological sensors for cardiac patients
monitoring remotely. Cloud Health IIoT (Healthcare Industrial IoT) framework was
proposed for transmitting healthcare datawith security in cloud for accessing through
healthcare personnel [14]. The data can be evaluated via an IoT driven ECG-based
patient monitoring application.

3 Proposed Framework and Ecosystem

The implementation of IoT over large-scale could result in several connected devices.
Therefore, most of the connected devices should be within a designated processing
capacity and resources; however, huge data and unstructured data are being gener-
ated from these devices should need efficient data type specific processing [15].
Centralization of the cloud-based IoT framework schema requires effective solution;
however, private cloud dependent processing is separated from this processing from
latency and high power consumption tendency. These tendencies can be solved based
on a certain extent with the introduction of a fog computing layer. The proposed fog
computing assisted IoT framework with intelligent gateways is considered as an
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approach in order to boost up the reliability factor, efficient energy consumption,
and improvement in the performance of the IoT framework.

However, there are some Quality of Service (QoS) issues existing in the transmis-
sion of sensitive data and therefore, there is no requisition of several variants of data
(such as loss sensitive and delay-sensitive) processing in all the layers of the frame-
work. One of the most effective solutions can be considered in these issues handling;
to put an allowance to the different data handling for high demand on time data
processing privileges over different layers [16, 24]. This custom can be implemented
over the proposed framework considering five different layers such as perception
activity layer, mist computing layer, fog computing layer, cloud computing layer,
and application layer. Introduction of the excess layer as mist computing layer to the
existing fog computing architecture can reduce data storage at the mist nodes and
can control data transmission by IoT devices over rule-based data pre-processing.
The data volume restrictions can entirely help with lesser power consumption
of IoT devices, reducing latency (speeding up transmission and processing), and
computational improvements of the framework.

Therefore, proposed IoHT ecosystem is suitable for handling required data selec-
tion over data transmission policies over disparate data sources for latencyminimiza-
tion. The proposed framework can ensure optimal resource allocation and utilization
over delegation of processes and delivering the processes with lesser load [7, 17, 18].
Minimization of transmission delay is guaranteed with appropriate load balancing
and favorable data-sensitive data resource allocation is assured for priority-based
data collection and transmission.

Interoperable ecosystem consists of diverse devices in terms of their functional-
ities and applications; the back-end systems are important for successful architec-
ture designing of IoHT proposed framework. The framework will be able to ensure
continuous data flow alongwith appropriate and precise decision-making.Moreover,
theoretical conceptual design of the proposed IoHT concept is shown as in Fig. 1.
On the basis of the conceptual diagram, several healthcare stakeholders will be at the
lowest stage such as healthcare organizations, patients, professionals, applications,
and information exchange [19]. Outer layer includes the user interactive and super
responsive modules with limited amount of analytical capabilities. Coming towards
the inner circles in the diagram, the analytics capabilities will be increased with
latency and data storage increasing gradually. Therefore, time delay-sensitive data
collection and transmission for real-time should be ensured alongwith big data trans-
mission; the proposed architecture is designed to adopt layer-related data collection
and transmission policies as well.

4 Network Architecture

IoHT proposed framework architecture where five layers are shown as perception
activity layer, mist computing layer, fog computing layer, cloud computing layer, and
application layer. Individual layers out of them are designed and depicted with the
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Fig. 1 Proposed IoHT framework

help of pre-defined functionalities. These are related to IoHT proposed framework’s
data transmission, collection and processing pipeline [20]. Figure 2 provides a block
diagram about the individual layers’ functionalities.

Fig. 2 Proposed IoHT framework functionality
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The perception activity layer is considered as the lowest layer of the IoHT
proposed framework architecture. This particular layer is part of recognizing phys-
ical objects; the layer is responsible for perceiving contextual healthcare data from
nearby devices. Perception layer could collect data instantaneously, over real-time
or over short interval time. The collected data should be measured and obtained
from individual patients and from devices such as sensors, embedded systems, RFID
readers, tags, and diagnostic devices, clinical andmedical devices, screening devices,
and other data acquisition devices [21, 22].

In order to process time-based critical data, the mist computing layer has been
incorporated into the model. The mist computing layer is situated inside the network
fabric which facilitates it to work on the most outer edge of the network with the
use of various sensors and data controllers. The layer is designed to work on simple
rules-based pre-processing of the data collected from the sensors like aggregations,
filtering, and fusion [23, 24].

The main driving force which makes the process of development of IoT devices
is the need for processing data as it is being collected in order to detect anomalies,
improvise necessary activities and provide real-time alerts for the same. This makes
the system to be of high responsiveness as well as have minimal latency in data
transfer. To achieve this goal use of centralized model of cloud system uses high
latency in their framework. Thus, the decentralizing of the system and making the—
processes distributed among various layers helps in the reduction of the latency [2,
20]. The cloud layer of the architecture is able to establish a connection among the
perception layer, the application layer and the fog layer.Aggregation of the healthcare
data collected is stored in the cloud data storage layer for long-term availability and
data analysis. Data collected from other non-sensor locations such as e-prescription,
eHR and eMR are also integrated into the layer seamlessly. The cloud layer is able to
performvarious data analyticsmethodology on the data being stored [7, 22].Machine
learning, rule-based processing, data mining are some of the processes performed
on the data. However, it is to be noted that delegation of proper computing loads
towards the fog layer of the system and using the cloud layer for time and resource
expensive operations will help in the increase of the systems performance factor.

The topmost application layer of the IoHT proposed framework helps in estab-
lishing a connection between the users and the framework reflecting the social and
economic benefits. With the help of the user interface the stakeholders are able to
receive all the healthcare applications are required [2, 4, 23]. The layer also helps in
provision of access rights with privileges from the cloud layer or the fog layer of the
architecture directly to the consumers and other developers of the application.

5 Model Description

The model has been designed so as to effectively switch between the sleep mode
and the busy mode. When the system is working in sleep mode, the fog assisted data
management and processing layer sleeps for a fixed interval of time. The system
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wakes up after the sleep interval and checks if there are any packets of data which
needs to be transmitted. If no packets are ready for transmission the system would
adjust the sleep interval and go back to sleep mode. Each time the system wakes up
it would check for packets to be transmitted [18, 24]. The sleep interval is made to
vary from time to time, however, the standard protocol would be twice the previous
sleep interval.

The proposed model has been designed to work in batch as sleep mode and busy
mode. There is a small changeover time between the busy and sleep modes. Let us
consider two values a and b which are, respectively, described as minimum number
of packets in the buffer queue required to start the fog service and the capacity of
the batch. Upon completion of transferring of packets, the system changes into sleep
mode. The sleep timer described as β is exponentially distributed. The fog assisted
datamanagement and processing layerwakes upwhen there are somenon-transferred
packets [7, 24]. If the intermediate packets are less than j number of packets where 0
≤ j ≤ a − 2, the system goes into sleep mode. If there are a − 1 number of packets
the system will wait for some time and then start in busy mode. This is known as
changeover time denoted as α which is exponentially distributed.

6 Performance Analysis of Framework

The proposed framework makes use of a queuing system
{(i, j)|0 ≤ i ≤ N , j = 0, 1} ∪ {(a − 1, 2)} where i denotes the size of inter-
mediate buffer and j indicated the state of the fog processor. The state of (i, 0)
denotes i number of packets and sleep state of DMPL module. The state of (i, 1)
denotes i number of packets and busy state of DMPL module. The state of (a − 1, 2)
denotes a − 1 number of packets and waiting state of DMPL module. The equations
are derived as follows:

λ Pi,0 = λψ(1 ≤ i ≤ a − 2)Pi−1,0 + μ Pi,1, 0 ≤ i ≤ a − 2, (1)

(λ + β)Pi,0 = λ Pi−1,0 + αψ(i = a − 1)Pa−1,2, a − 1 ≤ i ≤ N − 1, (2)

β PN ,0 = λ PN−1,0, (3)

(λ + μ)P0,1 = λ Pa−1,2 + μ

b∑

s=a

Ps,1 + β

b∑

s=a

Ps,0, (4)
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7 Performance Measuring Factors

In order tomeasure the performance of the framework, the average number of packets
in buffer (Lq), average waiting time for the packets in the buffer (Wq) and probability
of blocking (PBL) are measured. It is given by the following equation:

Lq =
N∑

i=1

i Pi,0 +
N∑

i=1

i Pi,1 + (a − 1)Pa−1,2

The PBL is denoted as PBL = PN ,O + PN ,1.
(Lq) in the buffer is calculated by Little’s rule as Wq = Lq/λ

′ where λ′ =
λ(1 − PBL).

Figure 3 the impact of Lq with the variation in the values of a and b is shown.
The Lq is seen to first decrease then increase exponentially with the increase of time.
The value of Lq will increase with increase of a value. However, a constant λ is seen
with the decrease in buffer length with increase in b which shown in Fig. 3.

In Fig. 4 above the impact of Lq on λ and μ is shown. With a constant μ the
value of Lq decreases as λ increases. The framework has been implemented with the
help of Raspberry Pi, Arduino Mega and Pocket Beagle. The CPU load for the three
boards has been shown in the following figure below. The arrival rate of packet is
10 per second. The batch size has been considered as 3 and a maximum limit of 7 is
taken.

Fig. 3 Effect of λ on waiting time with varying a b Effect of λ on Lq with varying b
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Fig. 4 Effect of λ and μ on
Wq

8 Conclusions

From the above research it can be concluded that the framework has been designed to
be able to work on an energy-efficient environment with the implementation of fog
assisted IoT devices. The model different QoS factors of Lq,Wq and PBL have been
calculated based on sleep window. The proposed model discusses the fog assisted
IoT enables health monitoring system with delay tolerance. In future, the framework
can be redesigned for cost optimization factors. The consideration of internal sleep
timer and change over time helps in a more precise analysis of the framework. The
research work proposes a heterogeneous model of cloud-based IoHT framework
which is integrated with fog and mist computing technology. The various layers are
able to simultaneously manage data from different sensors. Simulation results show
the proposed framework has been able to achieve a low latency and drop rate in
packets. The result shows the implementation of the system in real-world healthcare
domain. Extensive machine learning techniques can be implemented in the system
to make it more robust and effective. The system can stand to be a stepping stone in
next-generation IoHT-based healthcare system development.
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Analysis of YouTube Channel Analytics
and Affiliate Marketing with Operating
System

Kanika Singhal and Abhineet Anand

Abstract Operating system is the heart and soul of any computer system. It is
solely responsible for the communication between user and hardware. Many impor-
tant functions of computer system are assigned to the operating system. It not only
helps to perform the assigned task but also plays an important role in management.
Affiliate marketing is going through a major change in this era. The opportunities are
increasing and so is the scope of affiliate marketing. In this paper, we will describe
how the different operating systems help to improve the performance of affiliate
marketing mechanism. It will also analyze the performance of affiliate marketing
under different operating system conditions.

Keywords Affiliate marketing · Operating system · Time sharing·performance

1 Introduction

Affiliate marketing is the performance-based earning mechanism through different
Web sites or an affiliate program. The process involves the commission per buy
concept. The person joining the affiliate program is known as affiliate. The affiliate
can join the affiliate program of any Web site running their own program or can
link to Cuelink, which links all the affiliate programs under one roof and make the
process simple. One suchmethod of operating the affiliatemarketing is by aYouTube
channel [1]. Once you create your own YouTube channel, the videos can be used to
generate revenue through affiliate marketing. For example, if you post a video on
your channel that is related to the review of a particular product, you can mention the
affiliate link of that product in the description box of the video. The viewers viewing
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the video may click on the affiliate link and buy the product. The commission will
be added to your account.

The analytics of the channel includes the overview which subcategorizes views,
watch time (in minutes), subscribers and the estimated revenue. Top videos in the
last 28 days and the real-time activity of last 48 h are also visible in the overview
section as shown in Fig. 1.

The reach section of YouTube analytics includes the impressions, impressions
click-through rate, views and unique viewers viewing the videos. It also includes the
traffic source type of the videos being viewed as shown in Fig. 2.

The engagement includes thewatch time inminutes and the average view duration
as shown in Fig. 3.

The audience section includes the unique viewers watching the video, average
views per viewer, and the subscribers of the channel as shown in Fig. 4.

The revenue includes the estimated revenue of the channel, estimated monetized
playbacks, and playback-based CPM as shown in Fig. 5.

Improvement of YouTube analytics can lead to more views on the channel and
this can serve as a base for affiliate marketing [2]. More views on the channel mean
more people are viewing the videos on your channel and there will be more chances
of click on the affiliate link in the description box.

Fig. 1 Overview section of YouTube analytics
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Fig. 2 Reach of the YouTube analytics

2 Linkage of YouTube and Affiliate Marketing

The YouTube channel consists of various analytics such as overview, revenue, reach,
engagement, and audience. These all analytical factors have their further subcate-
gorization. The YouTube channel can be directly linked to affiliate marketing in a
simple manner. If there will be more views on the YouTube channel video, definitely
there will be high chances of people clicking on affiliate link [3]. The traffic will
be more driven to that videos, improving the analytics of the channel and there will
be high chances of customer buying the product. Both factors will lead to a high
commission rate. The flow chart is shown in Fig. 6.

2.1 Linkage of YouTube Analytics with Different Operating
Systems

Operating system plays a key role in the functioning of a computer system. Manage-
ment of resources is an arduous task [4]. It acts both as a resource manager and a
resource allocator. The mechanism of affiliate marketing can be linked to different
operating systems in the following manner.
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Fig. 3 Engagement section of YouTube analytics

Real-Time Operating System In view of the performance of the video capture of
real-time activity of the video is a must. Real-time operating system focuses on the
time constraint of the activity. The analytics of the YouTube channel also focuses
on the real-time activity constraint very clearly. The real-time activity of last 48 h is
shown on the YouTube analytics page which clearly shows which videos are most
viewed. The most viewed videos are listed in the top videos as shown in Fig. 7.

Batch Operating System The speed of processing is a very important factor in any
computer system. If the tasks are run individually as a standalone unit, the speed
of the system will be definitely slow. The bandwidth will be wasted and the CPU
processing cycles are also compromised. The better way is to group the similar tasks
in one batch and execute it in one gowithout any interruption. Batch operating system
does the same thing [5]. It groups the similar tasks in one cluster and executes the
cluster. CPU processing time and memory cycles both are saved by this method.
The YouTube channel also groups the same structure videos in one cluster known
as playlist and videos can be directly viewed by opening that playlist as shown in
Fig. 8.

TimeSharingOperatingSystem Time sharing operating systemallows the users to
use a particular computer system from various locations at the same time. Whenever
a video is posted on the YouTube channel, the views keep on increasing every minute
depending on the popularity of the video. The users from different states and even
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Fig. 4 Audience section of YouTube analytics

different countries can view the same video at the same time without any problem
[6]. The viewer will get an immediate response. Time sharing concept is definitely
applied to the YouTube analytics. The reliability of the system increases, and data
communication is done easily.

Distributed Operating System The computer system will work more efficiently if
the task is distributed among various processors rather than assigning it to a single
processor. Distributing the load will increase the speed of processing and resource
sharing will also be improved. The YouTube channel analytics follow the same
pattern. Different tasks are assigned to different processors. The views on the video,
the updating of real-time activity, and the processing on the video all go hand in
hand. The tasks can be completed within the prescribed time frame. Better service
to the customer is also provided along with the reduction in burden on the single
processor.

Multitasking Operating System Multitasking is a very important mechanism in
a computer system. The performance of the system will be enhanced if the editing
of the video, posting the video on the channel, searching something on the Internet
to improve the quality of the video, and video processing all go hand in hand [7].
This could be accomplished with the help of multitasking operating system. It allows
multiple tasks to be carried at a time without interruption.
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Fig. 5 Revenue section of YouTube analytics

2.2 Linkage of Affiliate Marketing with Different Operating
Systems

Real-Time Operating System Affiliate marketing allows the commission to be
transferred into the affiliate account only if something is bought from the affiliate link.
The money is calculated according to the payout of the item bought. The payout of
every item is different. As the real-time operating system focuses on real-time activity
of the video with the time constraint of 48 h, it gives a description of the most viewed
video [8]. The affiliate link in the most viewed videos will be automatically clicked
more and that will generate the revenue for sure. Better is the respond time, better is
the revenue generated.

Batch Operating System The videos are grouped into a batch and can be grouped
into a playlist. When a person views a particular video, it might be possible that he
develops an interest in other videos of the playlist and clicks on the affiliate link
present in these videos and buy something. Forming a batch can be an advantage
here because if the viewer buys something influenced by the particular product, the
revenue can be generated.

Time Sharing Operating System When more viewers can watch the same video
from different locations at the same time, there will be high chances of increased
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Fig. 6 Linkage of YouTube and affiliate marketing

traffic on your YouTube channel. High traffic will lead to high views on the videos,
which will automatically bring more clicks to the affiliate link. Ultimately, the
generation of revenue will happen.

Distributed Operating System When the load is distributed among different
processors, the speed of the task will increase. Increased speed means more videos
will be viewed in the same time.More videos will be viewedmeans there will be high
chances of people watching your videos and buying something from your affiliate
link [9]. This will automatically lead to the generation of revenue from the affiliate
marketing strategy.

Multitasking Operating system When the user can carry out different tasks simul-
taneously, the affiliate marketing strategy also improves. Posting of the video and
formation of affiliate link can be done in the same time frame. The affiliate link can
be created by Cuelink or any other online Web site that offers the affiliate program.
The different tasks going hand in hand increase the speed of processing and decrease
the time latency. The tasks can be done without any time gap in a proficient manner.

The linkage of affiliate marketing with different operating system is shown in
Fig. 9.
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Fig. 7 Real-time activity on YouTube channel

3 Work Analysis

The different operating systems play different roles inYouTube analytics and affiliate
marketing. The functions and analysis are based on several factors.

Real-time operating system depicts the real-time activity of the videos running
on the channel. The real-time activity gives an estimate of the top videos on the
channel. Once we know the famous videos, there are high chances that the affiliate
link in these videos will be clicked more and it might be possible that some revenue
be generated from the affiliate link present in such videos.

Batch operating system plays an important role both in YouTube analytics and
affiliate marketing. The cluster formation is very important. It diverts more traffic
to the source. Once the user views the playlist on the YouTube channel, it might
be possible that he/she get interested in some other video in the playlist. Creating
playlist or we can say batch plays a prominent role here [10]. It can become a source
of revenue generation for the user.

Time sharing operating system shares the time slot between the different users at
different locations. Different users are watching the same video from their place. If a
particular video is watched more or getting popular, many users can watch the video
at the same time due to time sharing operating system. More users mean more click
on the affiliate link and it increases the chances of revenue generation for the user.
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Fig. 8 Playlist as cluster on YouTube channel

Distributed operating system relates more to the server-side rather than the front
end. Rather than putting the complete load on one processor, distribution of workwill
surely enhance the performance of the system. The performance of the system will
automatically enhance the YouTube analytics and affiliate marketing phenomenon.

Multitasking operating system allows different tasks to be carried out simultane-
ously at the same time. Simultaneous tasks improve the YouTube analytics of the
system. The tasks can be carried out with a faster pace and with a high speed of
processing. Affiliate marketing mechanism also gets enhanced by the multitasking
environment [11]. The affiliate links can be generated with a faster pace and at the
same time, the same product affiliate link can be generated from another Web site,
improving the efficiency of affiliate marketing.

The impact of different operating systems on YouTube analytics and affiliate
marketing is shown in Table 1.

4 Conclusion

Affiliate marketing and YouTube analytics can be definitely linked with operating
system. Different operating systems have different impact on YouTube analytics
and affiliate marketing depending on different criteria and factors [12]. Affiliate
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Fig. 9 Linkage of affiliate marketing with different operating systems

Table 1 Impact of different operating system with YouTube analytics and affiliate marketing

Operating system YouTube analytics Affiliate marketing YouTube analytics + affiliate
marketing

Real-time OS High High High

Batch OS High Low High

Time sharing OS Low High High

Distributed OS Low Low Low

Multitasking OS High High High

marketing is growing at a very rapid pace. Linking of YouTube channel to affiliate
marketing is very advantageous. Diverting traffic to the YouTube video and gener-
ation of revenue from the affiliate link depend on many unknown factors and still
remain a great challenge which is to be explored in the coming times.
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