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Preface

The transport and mobility technologies are emerging recently with respect to
different transport modes ranging from private car transport, public transport,
maritime transport, freight transport, and airport transport. The recent advent and
progress of communication, and computational and control technologies make it
possible to fundamentally shift the transport management schemes in a wide con-
cept. In this regard, the Third International Symposium on Smart Transport Systems
is going to be organized in June 2020, in a very difficult time amidst the coronavirus
pandemic, to provide a communication and collaborative platform among
researchers in the broad area of smart transport. We are contributing our parts to
make our society more efficient and robust. Together we can beat this.

For the year of 2020, 18 papers were accepted in the broad area of smart transport
systems. Two papers are in the area of travel behaviour modelling, discussing the
modal shift and crowding effect. Two papers are focused onmaritime transport—port
operations and marine traffic emission assessment. Three papers deal with the topic
of the environmental impact of transport systems. Four papers are in the area of
public transport modelling, ranging from performance evaluation and electric public
transport design to incident management and bus bridging. Two papers address the
needs triggered by next-generation freight transport and logistics. The rest five papers
are focused on traffic flow modelling, especially in the era of connected and auto-
mated vehicles that might fundamentally change our transport systems in the future.
These papers were rigorously peer-reviewed by at least two independent assessors
and one editorial member. We establish a dialogue between assessors and authors in
the progress of improving these papers. Participants and authors are mainly scholars
and practitioners from Europe, China, Australia, Canada, and the USA.

Gothenburg, Sweden Xiaobo Qu
Shanghai, China Lu Zhen
Poole, UK Robert J. Howlett
Sydney, Australia Lakhmi C. Jain
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A Decision Support System Based
on Transport Modeling for Events
Management in Public Transport
Networks

Luca Studer, Paolo Gandini, Giovanna Marchionni, Marco Ponti,
Sergio Arduca, and Serio Agriesti

Abstract This paper presents a modeling approach developed within the MOTUS
project, designed to provide a standardized and solid intervention proposal to face
events and disruption on a public transport network. Thismodeling approach resulted
into a tool capable of identify in a formalizedway the nodes and links where to broad-
cast info-mobility information through ITS systems and to lead the users to the best
alternative solutions. The tool is exploited to make the decision process less depen-
dent on the expert judgment (that still plays a vital role) and human factors, to allow
the service provider to respond in a faster and clear way to the possible disrup-
tions both through info-mobility and the strengthening of the offer on the involved
routes. Therefore, this paper describes how themodeling approach is applied, how the
resulting tool can be exploited, and finally provides an example on the city of Milan,
simulating the closure of one of the main lines and reporting the results provided by
the presented model and the developed tool.

Keywords Disruption management · Transport modeling · ITS · Decision support
system · Public transport · Emergency management

1 Introduction

The continuous development of collective transport networks in metropolis, along
with the application of demand management policies aimed at discouraging the
individual motorized mobility, led in the last years to a continuous increase in the
use of collective means, both for systematic and for occasional travels. This trend has
significant direct and indirect benefits at collective level. For this virtuous process to
continue in the near future, the Local Public Transport (hereinafter LPT) system shall
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provide high-efficiency standards to satisfy users and their needs as far as possible,
e.g., by providing them with a regular and punctual service.

Over the years, the companies managing LPT systems therefore developed oper-
ating procedures and solutions to increase the regularity and effectiveness of the
service under ordinary service conditions, for example, satellite location systems for
vehicles and real-time user information systems. Even though these solutions, as
well as other technological innovations, allowed to increase the competitiveness of
LPT with respect to private transport under standard service conditions, several crit-
icalities still concern the management of emergencies caused by relevant disruptive
events. Inconveniences prove particularly significant in case of service interruption
on a main urban line, e.g., a railway or subway section, under consideration of the
high number of users they affect.

In this context, amacro-model agile enough to evaluate different interventions and
a tool to automatically produce the needed info-mobility strategies were developed
to manage the events causing the interruption or the reduction of an LPT service. In
fact, the designed model aims at identifying and proposing both interventions on the
transport supply (dimensioning of the replacement service, increase in the number
of means on the lines near the event, etc.), and strategic indications to manage the
demand,whichmeans providing userswith focused, timely, and effective information
so they can choose more appropriate routes and means. The main contribution of the
MOTUS project, as reported in this paper, was exactly to formalize the operating
procedures and how they are defined during these disrupting events, so to eliminate
or at least reduce the weight of human factors on the managing process. The tool
developed within MOTUS is, in fact, flexible enough to be transferred and applied
to other urban transport networks, as it will be shown in the following.

The structure of the model and of the corresponding tool for the analysis and
management of collective transport under disrupted service conditions follows these
steps:

• construction of a simulation model describing the collective transport system and
simulating its operation under both standard and disrupted conditions;

• implementation of an analysis and intervention procedure to manage emergen-
cies by enhancing the offer system in case of disruption. Threshold for different
relevant indicators was identified so that the service provider would retain control
over the adopted strategies while still enjoying the benefits of a semi-automated
simulation process;

• implementation of a procedure and definition of the tool to identify strategic
network nodes where users should be provided with useful information, in case
of disruption, for them to spread out to new itineraries based on the optimum
configuration given by the model.
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2 State of the Art

At operational level, the management of events causing interruptions, slowdowns,
or more general consequences on a LPT network typically relies on the competence
and experience of operators and functionaries of an operating center. The model
and its tool, as described in this paper, refer to problems that are widely analyzed
in the scientific literature and concern disruption management and user information
management.

Within disruption management, a recent paper [1] provides an interesting model
to identify and characterize disruptions by analyzing users’ behavior which, for the
purposes of the model, is divided into three categories: missed passengers, detoured
passengers, and delayed passengers. The model, which is applied to the metropolitan
network of Beijing, allows to quantify the effects of a disruption in terms of journey
time and delay.

Disruption management was also historically analyzed in detail in railways, a
field offering a wide literature in particular on the timetable rescheduling problem.
For example, the most recent papers on the subject focus on the development of
methods and models in cases when the management of the transport supply is com-
mitted to different objectives: passengers’ satisfaction, control of operational costs
and of variations to the original time schedule [2], and minimization of delays and
cancellations [3]. Again in railways, the paper by [4], identifies and effectively high-
lights the three variables, railway schedule, staff, and rolling stock management, to
intervene in organizational terms to minimize inconveniences in case of disruption,
thus developing a model that can enhance the configuration of the variables with few
iterations.

A frequently used approach in disruption management, in the emergency plan-
ning, refers to the analysis of the vulnerability of transport networks by means of
techniques, theories, andmodels deriving from the theory of graphs.Awide overview
and dissertation on this subject is given by Mattsson and Jenelius [5] in their work
collecting the most recent researches on the subject, while a current application is
presented, for example, in paper [6], which analyzes the robustness of the subway
network of Beijing based on the complex network theory.

Other interesting papers on disruption management are [7], which presents a
model developed in CPLEX to manage a disruption affecting the LPT of Vienna,
and [8], which develops a model tested on the subway network of Naples to define
the optimum intervention strategy in case of disruption on railway and metropolitan
networks, also considering stochastic variations of train performances and delays.

Useful references for the model that is implemented and described in this paper
are also researches and publications referring to methods, models, and theories on
the management of private transport networks, in particular [9–13].

Other useful references for themanagement of passenger rerouting are [14], which
addresses the problem of congested train stations along a subway line having board-
ing/alighting difficulty due to large volumes of boarding/alighting commuters, and
[15],which proposes a novel probabilisticmethodology to estimate the bus dwell time
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taking into account the interactions among buses, arrival passengers, and surrounding
traffic.

The effective and ready management of user information in case of disruption
is an efficient tool to limit inconveniences. On this subject, a useful reference is
the paper by Cats and Jenelius [16] that analyzes the mitigating effect that real-time
informationmayhave on the impacts of disruptions inLPT. In order to define strategic
links and nodes of a network where users are to be informed, criteria such as the
number of users, their needs, and the actual possibilities of the network manager are
taken into consideration. Other useful published papers that analyze the topic of user
information in detail are [17], which analyzes the benefits obtainable by informing
travelers of integrated public transport options using real-time accurate information,
and [18], which investigates customers’ desired quality of Integrated Multimodal
Travel Information (IMTI) provision in public transport. Both papers are based on
surveys carried on public transport users in the city of Melbourne and in Holland,
respectively. They allow to understand the great importance given by users on the
information they receive during their journey, above all in case of disruptions which
force them to change their habits.

[19] proposes the design and development of a real-time mobility information
system concerning public transportation in the city of Milan, conceived in synergy
with the methodology and the tool presented in this paper; however, [19] is mainly
aimed at developing a travel planner that can suggest personalized travel solutions
for individual users involved in a disruption. Finally, [20] and [21] describe specific
modeling aspects that flowed into the general methodology presented in this paper.

3 The Macro-simulation Model and the Disruption
Management Tools

The management of emergency situations on an integrated network of collective
public transport is a task requiring, for every metropolitan context and in peace time,
the development of defined procedures, whichmust be as far as possible standardized
and shared between the several subjects that are to operate in case of relevant events.
However, in some contexts or situations, the decisions may only be taken when an
event occurs, based on criteria defined by the staff on duty and on their experience.
The consequent interventions, although focused on solving the disruption, do not
consider the global condition of the network and can hardly comply with criteria of
resource optimization and minimization of inconveniences.

A greater effectiveness of emergencymanagement can be obtained by engineering
the procedures to follow in case of disruption. The aim of the presented modeling
approach is to offer intervention solutions complying both with a precise criterion
of optimization of the available resources and with the minimization of overall time-
wasters at collective level, i.e., all network users.
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The implemented model consists of different phases to carry out sequentially.
The first stage is a double simulation that allows a comparison of users’ flow on the
various sections of the network between theBaseline Scenario (mobility as usual) and
the Disruption Scenario. By evaluating the results of the first comparison, the model
utilizer (generally a control roomoperator)maydefine themainparameters governing
the following steps of the model. In the successive step, the model determines the
necessary enhancements of the offer system during the disruption. In the last phase,
another comparative simulation is carried out between the Baseline Scenario and the
Intervention Scenario (defined as the Disruption Scenario with the addition of the
implemented enhancements); on the basis of this comparison, the model determines
the content and the location of the information to be provided to users.

The main contribution developed during the MOTUS project is represented by
the intermediate and the last phase: In fact, the designed model is not limited to the
simulation of the transport network considering the disrupted segments, but actually
grants the service provider with the routes to be strengthen and the needed trans-
port means on the basis of some service thresholds, and determines the necessary
information to communicate to users. Figure 1 provides the overview of the process
through a flowchart, detailing when in the process the developed tools exploit the
simulation outputs.

Simulations aside, this paper also describes the info-mobility and intervention
tools, both designed through the Cube software environment and its programming

Fig. 1 Model flowchart
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Fig. 2 Extract of the tool script

language. Cube is a modeling platform that covers all aspects related to transporta-
tion planning, engineering, and land use. A brief example of the coding of the model
is shown in Fig. 2. Through these tools, the control room operator is able to auto-
matically obtain both the lines to be strengthened, the number of additional vehicles
and the messages to be broadcasted at each node.

3.1 First Simulation: Normal State of the Network (Baseline
Scenario)

This first phase does not differ much from macro-simulations as found in literature,
but it is necessary to frame the state of the network and define a benchmark against
which compare the effects of the disruption and the goodness of the adopted inter-
ventions (on which the info-mobility tool defines the messages to be broadcasted and
where to broadcast them). Still, it is worth to highlight that the model was calibrated
with a focus on the LPT routes on the basis of the travel times; the ones obtained
through themodel during the application to theMilan case studywere comparedwith
the ones provided by ATM (the transport company managing the public transport
lines in Milan).

Moreover, the model adopts the hyperpath algorithm; the process is based on
proper parameters and consists in two main phases: the identification of hyperpaths
and the calculation of the probability to choose each route. In the first phase of
hyperpath identification, the model identifies a discrete set of possible routes for
each origin–destination pair. Theoretically, this process may generate an infinite
number of hyperpaths. In order to avoid this, the following approach is applied:
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• For each origin–destination pair, the minimum-cost hyperpath is identified.
• Further possible hyperpaths are found that have a lower cost than a limit value

that is specifically defined.
• At last, identified routes are eliminated if they show a number of interchanges that

are higher than a specified value.

In the second phase of the process of calculation of routes, the probability to
choose each route is defined.

3.2 Second Simulation: Disruption Scenario and Scenarios
Comparison

The above-mentioned process of assignment, carried out for the normal (non-
disrupted) state of the network, is replicated for the disrupted condition of the
network. The events of disruption are given to the model as inputs files (through
.csv files for surface lines and through a dashboard specifically developed for high-
capacity lines like subways) containing all the disrupted lines, the involved direction,
the involved nodes, and the kind of event (closure of line segment or closure of a
station).

The two simulations (Baseline Scenario and Disruption Scenario) are compared
to highlight the different distribution of passenger flows along the network. As a first
output at the end of this simulation phase, the model generates, for each LPT line, a
list containing the flow/capacity value for each link of the line in both scenarios (in
Fig. 3 is reported an extract referred to the M3 subway line of Milan).

In addition, the model determines the average variation along the line and the
maximum change (which occurs on the section that is mostly affected by the dis-
ruption). For example, in Fig. 4 are shown flow/capacity changes (in absolute and
percentage) for the lines of the Milan LPT network that has positive variations of
these values.

Fig. 3 Flow/capacity ratio in Baseline Scenario (1) and Disrupted Scenario (2) for each link of M3
subway line of Milan. Link with maximum flow/capacity ratio is highlighted
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Fig. 4 Average (med) and maximum (max) flow/capacity variation in absolute value (d) and
percentage (p) for some Milan LPT lines. Line with maximum percentage increase is highlighted

The analysis of the results given, in terms of extent of the variations on the several
lines, allows to quantify the effects of the disruption on the public transport system
and the priorities of any intervention.

3.3 Intervention Tool: Strengthening of the Service
and Intervention Scenario

In order to define the strengthening of the service to be implemented, some criticality
thresholds related to flow/capacity values are defined, beyond which a line can be
defined as critical. In particular, a generic line l is considered critical if the following
three conditions are meet:

• The absolute value RD
l max for the lth line of the maximum flow/capacity ratio in

the Disruption Scenario exceeds a predetermined threshold Rmin:

RD
l max > Rmin (1)

• The percentage increase �Pl max for the lth line of the maximum flow/capacity
ratio between the Baseline Scenario and the Disruption Scenario is greater than a
predetermined threshold Pmin:

�Pl max > Pmin (2)

• The ratio between the linear extension of the lth line sections characterized by
critical conditions (as defined by the previous two points) lCRIT l and the total line
length Ll is greater than a predetermined threshold Emin:
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lCRIT l

Ll
> Emin (3)

The first two conditions refer to single line links. The simultaneous exceeding of
threshold (1) and threshold (2) makes the line link critical. If the number of critical
links is such as to affect a percentage extension of the total line route that is higher
than the threshold (3), the line itself will be considered as critical and therefore in
need of enhancement.

The setting of the thresholds values depends on the overall capacity of the
LPT operator to cope with offer enhancements and can therefore be calibrated by
simulating a set of possible disruptions on the network.

In particular, condition (1) allows to define an absolute threshold lower limit;
ideally, the value of Rmin should be set at 1 or even less than 1 if to ensure a greater
level of comfort. Contrariwise, in case of a network normally very congested, during
emergency conditions the flow/capacity ratio can exceed the value of 1 on several
links and several lines. In this case, considering the limits of the resources available
(means and people), and requiring intervention priorities to be defined, it is possible
to set the Rmin threshold even above the unit value, by calibrating it on a value that
is considered appropriate by the LPT network operator.

The fulfillment of condition (2) guarantees that only those links, and potentially
the lines, where crowding considerably increases because of the disruptive event will
be considered as critical. Lines that are already overcrowded in standard conditions
are therefore excluded. A decrease in crowding on these sections should hopefully
be obtained in the long term, but it is not relevant for the aims of the emergency
management which this model is implemented for.

Condition (3) sets a limit on the extension of the criticality along a LPT line to
make it require an enhancement: Service enhancements are only planned on a line
that is considered as critical based on conditions (1) and (2), if it involves a higher
percentage of the total route than the set threshold.

The developed tool allows the dynamic definition of threshold values requiring
service enhancements or not. As a function of the single case study, of the significance
of the disruptive event and of the availability of mitigating resources, it is therefore
possible to vary these thresholds to effectively react to the emergency. If the real-
timemodel is used tomanage emergencies, the need to quickly set appropriate values
requires an adequate sensitivity in use on the part of operators. Intervention scenarios
can nevertheless be prepared in peace time, possibly making iterations with several
values and opting for those which most satisfy the operational needs of the transport
company. Still in the following case study, the values adopted for theMOTUS project
and the city of Milan will be reported.

For the lines defined as critical according to the procedure described above, the
model will suggest enhancements. The model is designed in a way that, through
the comparison of the Baseline and of the Disruption scenarios, by exploiting the
defined thresholds the interventions are automatically obtained. In fact, this phase
of the model generates the list of interventions to implement in order to mitigate
the effects of the disruptive event. For critical lines, the number of additional means
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required is defined; the enhancement will be such as to bring the crowding condition
on the line below the threshold value Rmin that initially determined the condition of
criticality.

Once the lines to enhance according to the above-mentioned algorithmare defined,
the graph of the network is updated with the planned enhancements. The successive
simulation consists in the assignment of the demand to the graph modified from the
supply side, and the result is the final users’ optimum distribution on the network,
named Intervention Scenario.

The management of the emergency shall aim at letting users spread out according
to the optimum configuration defined by the assignment of the Intervention Scenario,
thanks to the information they received along the route as defined by the model itself.

The information, as well as the strategic nodes where it is to be provided, are
defined by means of algorithms based on the comparison between the flows assigned
in the Intervention Scenario and the flows of the non-disrupted Base Scenario.

Figure 5 shows the result of the process of comparison. LPT lines sections where,
in case of disrupted service, users should be redirected and consequently flows will
increase are highlighted in green. Conversely, lines where users will decrease are
highlighted in red. Lines to reroute users can therefore also be found at qualitative
level.

Fig. 5 Comparison between volumes assigned in the baseline scenario and in the intervention
scenario in the city of Milan, downstream offer enhancements
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3.4 Info-Mobility Tool: Definition of Information to be
Provided to Users

Based on the analysis of the way the flows distribution varies with respect to the
undisrupted Baseline Scenario, the info-mobility tool will generate a word-processed
report containing a list of the aggregate information to provide users with, as well as
of the strategic network nodes where it shall be given. This kind of information aims
at addressing users’ flows toward the best alternative route by means of information
that is as simple and immediate as possible.

The implemented algorithm is based on the evaluation of variations (between
Baseline and Intervention scenarios), both absolute and in percentage, of the users’
flow on the different links of the network. The set of links on which it is necessary
to provide information is determined on the basis of two simultaneous conditions:

• The absolute increase or decrease �Fil in the flow of users on each ith link of the
lth line between the Baseline Scenario and the Intervention Scenario is greater
than a predetermined threshold Fmin:

|�Fil | > Fmin (4)

• The percentage increase or decrease �F%il in the flow of users on each ith link of
the lth line between the Baseline Scenario and the Intervention Scenario is greater
than a predetermined threshold F%min:

|�F%il | > F%min (5)

Focusing on the set of links identified by the above described conditions, a sub-
sequent condition is placed on the starting and final nodes of the links themselves,
in order to definitively identify which are the essential points of the network where
to provide information to users (directing them toward their ideal alternative path):
The absolute increase or decrease in the numbers of users getting on (�ONni ) and
getting off (�OFFni ) at the nth node of the ith link between the Baseline Scenario
and the Intervention Scenario is greater than the previously determined threshold
Fmin:

|�ONni | > Fmin (6)

|�OFFni | > Fmin (7)

As with the evaluation of enhancements, the thresholds determining the signifi-
cance of a variation in terms of information diffusion are also defined as input by the
evaluator using a specific user interface developed with the tool.

The developed model can specify the text of the information as well as its space
location, i.e., its stop node where the message is to be transmitted. Moreover, the
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needed information are prioritized on the basis of the number of reached users for
each node. The duration of the simulation process is limited so that information is
given quickly to prepare staff and means for an enhancement of the service.

4 The Case Study

The developedmodel and toolwere then applied to theMilan city to evaluate different
scenarios in which one or more sections of the underground lines can be interrupted;
as an example, a specific case is presented below, inwhich a section of theM3 subway
line is interrupted between the stations of Sondrio and Porta Romana, as shown in
Fig. 6.

The simulations were carried out considering the morning peak hour; seven sta-
tions were made unavailable due to said closure. Again, it should be highlighted that
the results that will be reported in the following were obtained in a semi-automated
and formalizedway. The value of the developedmodeling tool presented in this paper
lies, in fact, in the easiness and responsiveness of the model that allows the service
provider to obtain both the interventions and the crucial points where to broadcast
the info-mobility information. Therefore, it should be clear to the reader that the
following results could be obtained for any other disruption of the public transport
network, in short times and through a user-friendly tool.

Fig. 6 Section closure on the subway M3 line between Sondrio and Porta Romana
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Table 1 Value of threshold used in the Milan case study

Threshold Brief description Value

Rmin Flow/capacity ratio 0.8

Pmin Percentage increase of flow/capacity ratio 15%

Emin Extension of criticalities along the line 20%

F%min Percentage increase or decrease of
passengers’ flow on links

20%

Fmin Absolute increase or decrease of flow on
links and of passengers getting on/off at
stops

200 (metro, train) 100 (bus, tram)

For the Milan case study, and in particular for the specific scenario presented, the
values of the thresholds introduced in Chap. 3 and used in input for the model are
detailed in Table 1.

It should be clear that when talking about increase and decrease, it is meant a
comparison between theBaseline Scenario and theDisruption/Intervention Scenario.

The intervention tool of the model, based on the first three thresholds of Table 1,
suggests for the case study in question the enhancement of one bus line (line 222
with three additional vehicles) and three train lines (one more run for each of them)
in their urban section.

The last two thresholds are conversely important for the info-mobility tool: In
fact, through these values the tool decides what are the nodes worth of involving in
the broadcasting of the information. To use the delta in volume at nodes guarantees
that the messages are broadcasted only where and when needed (Fig. 7).

Again, the information tool of the model gives an output that includes both the
nodes where to broadcast the information and the set of information itself; an extract
of this list of information is shown in Table 2.

Both the nodes of broadcasting and the messages as defined above are given back
by the developed model, based on the functional thresholds as defined by the service
provider. This allows the public transport service provider to test different events and
situations in a flexible and replicable way, without consuming time and efforts. In the
same way, the model gives back also the means of transportation and their location
to be deployed to restore the service level under the defined thresholds, as will be
shown in the following. It should be highlighted that the info-mobility messages are
already including the alternative routes and vehicles. Again, should the number of
additional vehicles be too high as an effort, the service provider can access the tool
and act on the level of service to tune the suggested solutions. Finally, even though
in this case study no additional vehicle is suggested for the train line, the line is
considered in the tool and can be strengthened as well.
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Fig. 7 Output of the info-mobility tool: localization of network points where to provide information
to users

5 Conclusions

The aim of the paper was to describe the developedmodel and highlight how, through
the programmed tools, it grants to service providers and public transport companies
both the possibilities of planning ahead for certain disrupted scenarios and of reacting
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Table 2 Extract of info-mobility messages to be provided to users, as given by the tool

Stop/node (line) Point of broadcasting Info-mobility message

Maciachini M3 Surface lines (on-board) Don’t get off tram line 4 but
continue to Lanza M2 - Cairoli M1

Within the metro station and at the
surface transit stops

Don’t get on line M3

Take the tram line 4 up to Lanza M2
- Cairoli M3

Zara M3 Metro (on-board) Exit the M3 line

Don’t get off line M5 but continue to
Garibaldi FS

Within the metro station and at the
surface transit stops

Don’t get on line M3

Take line M5 and continue to
Garibaldi FS

Sondrio M3 Metro (on-board) Get off line M3

Surface lines (on-board) Don’t get off bus line 43 but
continue to Gioia M2 - Turati M3

Within the metro station and at the
surface transit stops

Don’t get on line M3

Take bus line 43 and continue to
Gioia M2 - Turati M3

Take bus line 90 and continue to
Centrale M2-M3 - Caiazzo M2 -
Loreto M2-M3

Take bus line 92 and continue to
Centrale M2-M3 - Caiazzo M2 -
Lodi M3

Centrale M2-M3 Within the metro station and at the
surface transit stops

Don’t get on line M3

Take tram line 5

Take tram line 9 and continue to
P.ta Romana M3 - P.ta Lodovica -
P.ta Genova M2

Take bus line 92 and continue to
Sondrio M3 - Zara M3-M5

promptly and in a formalized way to unforeseen events. Through the description of
the case study, it was shown how the tool calculates the best strengthening actions
and routes and also identifies the crucial nodes and the information to be broadcasted.

The main highlights are focused on the methodological part; however, it is
described through the paper how the model is designed to grant control to the eval-
uators, through thresholds definition and a flexible simulation activity based on the
comparison with the baseline state of the network. The simulation phase of themodel
does not differ much from a macro-model analysis, so a certain degree of simplicity
was maintained in its description; however, the developed tools are based on the out-
puts of this simulation activity (specifically on the scenario comparisons) and were
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designed in a way that presents the results as coherent and coexistent with the results
of the simulations themselves.

Therefore, the paper tries to describe and report both themethodological approach
and the resulting tools in order to promote as best practice this formalized analysis of
public transport networks responding to disruptive events, both planned and unfore-
seen. It is acknowledged both in industry and in literature that public transportwill see
growing both its importance and the resulting challenges in future cities andmetropo-
lis such as Milan; therefore, the paper tries to contribute with the tools to improve
the resilience and the operational performance of the public transport system.

Acknowledgements The developed tools described in this paper are the results of a collaboration
activity between Citilabs and the Mobility and Transport Laboratory—Politecnico di Milano.
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Existing and Future Investigation
of Charging Technology for Electric Bus

Ziling Zeng, Danni Cao, and Xiaobo Qu

Abstract Bus fleet electrification achieves momentum and inspiration within
public transport aiming at further improving the mobility sustainability. In many
countries, such as Sweden, China, and the USA, there are several ongoing demon-
stration projects of electric buses and many research projects. The charging tech-
nology development and implication is key for the expansion of electric buses and
to foster it. An investigation of characteristics and benefits of various existing and
future charging technologies has been created in this paper. The main types of charg-
ing infrastructure are depot charging, station charging, and inductive charging. The
choice of different types is highly related to infrastructure construction, investment,
and daily operation. The detailed illustration and analysis of them can provide a solid
foundation to the near-future large-scale electric buses’ operation.

Keywords Electric bus · Charging technology · Depot charging · Station
charging · Inductive charging

1 Introduction

Recently, researches proposed an estimation of the benefit of bus fleet electrification
showing that a larger number of electric vehicles can synergistically deliver greater
air quality, climate, and health benefits. For example, when electric bus accounts for
27% of the total bus fleet, it can largely reduce the annual concentrations of NOx,
O3, and PM2.5 (in China). Furthermore, the number of annual premature deaths
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caused by air pollution can be reduced by 17,456 [1]. Meanwhile, some projects with
electrified buses are carried out. In Gothenburg, Sweden, 300 electric buses are newly
bought and will be implemented in the near future. In Europe, Zero Emission Urban
Bus System (ZeEUS) project studies different electrical systems for urban buses
including depot charging, station charging, and inductive charging. The construction
and maintenance fee are important when deciding which system to apply. These
costs vary from different type of batteries, chargers, and the detailed system design.
In this case, the main challenge is to figure out the advantages and disadvantages of
different charging strategies, in order to provide a cost-effective system.

The main barrier in the rapid development of electric bus services in Europe is the
infrastructure-related problem. First, the cost of constructing on-board large capacity
batteries for depot charging is extremely high. Second, for station charging, it lacks
dedicated infrastructure and robust charging station deployment plan, and it requires
high infrastructure and bus acquisition costs [2]. Balancing the operation cost and
charging requirements is crucial to provide a more efficient and cost-effective bus
operation system.

There are mainly two concepts for the charging of batteries, standard and fast
charging. Standard charging is adapted mainly in the bus depot overnight and during
longer brakes with a moderate charging power. This causes a high battery capacity
and a high weight of the system, since electric buses serve routes during the entire
day. Fast charging on the track during operation can reduce the battery capacity and
more importantly reduce the weight significantly. However, the bus schedule should
provide enough buffer time for charging at certain locations. Especially inductive
solutions offer the possibility to charge during driving, but this has not yet been
implemented for a public electric bus due to the lack of an integrated charging and
serving plan.

Terminal stop charging and along-route charging can be combined as station
charging. Compared to depot charging, it provides more charging opportunities.
However, the idea of inductive charging provides the easiest access and the most
effective way for maintaining the battery in an optimal range of electricity usage
along the route. When deciding which strategy to take, the consideration of energy
consumption, charging times and possibilities, operation safety, and battery lifetime
should be inevitable.

2 Depot Charging

Depot charging is the most time-consuming charging strategy for electric buses.
When buses finish their scheduled routes or stay in the depot during the shift, this
strategy is adopted as shown in Fig. 1. This charging is usually overnight or some-
timeswithin the dwell time periodwith slowchargers (typically 40–120 kW). The full
charge process for depot charging takes around 4 h. Fast chargers can also be adopted
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Fig. 1 Depot charging process [3]

in overnight charging, sharing the same infrastructures as station charging technol-
ogy. But currently, depots prefer to be equipped with lower charger considering the
construction fee and unlimited charging time.

Centralized and decentralized depot charging scheduling researches raised
recently for small-, medium-, or large-scale electric buses considering different con-
straints, such as battery aging cost, grid distribution, and battery electro-thermal
[4–9]. A centralized charging process is managed by a central controller (Fig. 2),
while decentralized charging process is operated by individual providers consider-
ing personal charging profiles. Figure 2 illustrates a centralized charging system,
where AC/DC module converts input AC power into adjustable output DC power
and DC/DC module converts a source of direct current (DC) from high voltage level
to a low level which is suitable for electric bus. These two modules are monitored
by the center controller maintaining the conversion infrastructure and communicat-
ing with the electric buses to perform the charging plan according to standardized
communication protocol [10].

Fig. 2 Centralized depot charging system
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From the cost-effective aspect, charging at depot is the one that requires the least
amount of infrastructure, as no other equipment is needed except the depot charger.
But a large battery capacity is highly concerned, since electric buses need to serve
a scheduled route during the daytime without being recharged. However, in some
daily operational cases, it is difficult to complete the entire trip without charging. In
order to increase the battery capacity, turning bigger and heavier is inevitable, which
accordingly increases the overall consumption and reduces the maximum payload
of the bus. Although the cost for infrastructure is the least, a large expenditure is
required for large-capacity batteries.

From operational optimization aspect, depot charging strategies will not improve
current electric bus route plan, since buses are supposed to arrive at depot after serv-
ing the whole assigned trips. During the scheduling process, there is no delay caused
by charging. If operators aim at improving the scheduled trips, some methodologies
can be proposed to manage overnight charging of an electric bus fleet by identi-
fying optimal charging strategy that minimizes the battery aging, charging cost, or
maintenance cost [11].

From the grid network aspect, this strategy avoids peak hour charging, where the
subscribed power and the maximum charging power delivered by the charger are
rather stable. Some optimization algorithms [11] can attribute an optimal charging
power for each bus.

3 Station Charging

Station charging refers to bus charging at a certain station within its operational time.
Based on the charging location, station charging can be classified as termical stop
charging and along-the-route charging.

3.1 Terminal Stop Charging

Terminal stop chargers are placed in the initial or end stops of a bus trip; this placement
can be illustrated as shown in Fig. 3, usingmainly the regular dwell time at the certain
stops to charge their batteries [12]. This charging plan is in a strong linkage between
the electric bus scheduling [13] and the charging infrastructure planning. The battery
capacity of the bus should be big enough to allow several missed charges, to avoid the
bus running out of energy due to external factors such as congestion or emergency.
Lower battery capacity requirement reduced the cost of battery, while fast chargers
will increase the expenses on station infrastructure.

Terminal stop charging has a rather long dwelling time, so that delays can be
compensated, and practical bus running can be adjusted to scheduled time during
the charging process [12]. One of the main aspects that need to be considered in this
strategy is the impact that chargesmayhaveon the schedule.The charging time should
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Trip 1

Trip 2

Deadheading

Terminal Station Charging

Fig. 3 Terminal stop charging strategy

not exceed the next trip’s departure time to avoid trip delay. For scheduling of electric
bus terminal stop charging, some solving algorithms such as genetic algorithm [14],
dynamic programming [15], exponential smoothing model [16], and locally optimal
scheduling [17] techniques have been used in literature.

3.2 Along-the-Route Charging

Along-the-route charging strategy charges electric buses at several intermediate sta-
tions along the route as shown in Fig. 4. Two main problems in this system are the
deployment of chargers and the charging plan for electric buses.

Trip 1

Trip 2

Deadheading

Intermediate Sta on Charging

Fig. 4 Along-the-rout charging strategy
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For charging infrastructure deployment, the major question is how to plan the
deployment and operations of charging facilities along the routes to meet the ever-
growing electric bus demand in a systematic and integrated way, and how to couple
the traffic and power grid networks. The methodologies will include developing an
equilibrium framework, which can be user equilibrium [18] or system equilibrium,
capturing the balance between estimated traffic flow and grid power distribution [19,
20]. Based on this framework, a number of chargers along the routes can be allocated,
and locations of allocated charging stations and their corresponding capacities can be
determined relatively. A trade-off between the capacity of the battery and the amount
of charging locations (number of chargers) is also required.

When designing charging plan, the charging cost, energy density, power density,
and battery lifetime should be considered [21]. The lifetime of the battery mainly
depends on the cycle between charging and discharging. State of charge (SOC) is a
measurement of the level of charge of the battery. A fully loaded battery has SOC
of 100%, while a fully discharged battery has 0%. To generate an efficient charging
plan, the difference between the allowed maximal and the minimal SOC should be
kept in a certain optimal level as shown in Fig. 5.

In this strategy, electric bus will be charged according to the current SOC. A
frequent charging plan allows smaller batteries, while higher power is needed along
the route. The trade-off between battery size, charging power, and different charging
strategies can be shown in Fig. 6.

As shown in Fig. 6, the battery capacity for along-the-route charging is the lowest
with the lowest battery cost. However, the cost of charging infrastructures and daily
operation is the highest among all mentioned strategies.

Fig. 5 Battery state of
charge (SOC)

SOC 100%

SOC MAX

SOC MIN

SOC 0%

Fig. 6 Requirement for
different charging frequency
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Requirement
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Themain benefit of along-the-route charging is the possibility to fully charge elec-
tric buses without any interruption during the daily operation. An optimal charging
plan will maintain the battery in a certain SOC without letting the batteries deplete
completely. Therefore, with this charging strategy, electric bus operation resembles
the current diesel buses’ operation, and some existing operational strategies can be
easily adapted to manage the electric bus fleet [22].

4 Inductive Charging

Using a technology of inductive charging, electricity is transmitted through an air
gap from onemagnetic coil in the charger to a secondmagnetic coil fitted to the car as
shown in Fig. 7. Accordingly, this wireless system includes two parts—the charger
which sits on the floor at the redefined place and a power receiver which attaches
to the bus. The charging process can be divided into two classes—charging while
parking (static way) or charging while driving (dynamic way). For the dynamic way,
the estimation of boarding congestion [23] and bus dwell time [24] at each station
should be considered to further avoid delay.

The cost of inductive charging infrastructure is much higher than conductive
chargers. A reasonable cost for an inductive charger with capacity to transfer up to
200 kW can be estimated to be 3 MSEK, including on-board pick-up system and
power electronics [25]. The corresponding cost for a 300-kW conductive charger,
according to the same reference, is estimated to be 1.5 MSEK.

However, inductive wireless charging systems require ferrite cores for magnetic
flux guidance and shielding,which are bulky and costly.Also, to control theminimum
loss in the ferrites, the charging system is kept under 100 kHz. In this situation,
larger coils are needed, and lower power transfer densities occur. The high cost and
low power transfer density are particularly problematic for implementing dynamic

Fig. 7 Illustration of
inductive charging for buses

Current

Transmi er

Magne c 
Field

Input Power

Receiver



26 Z. Zeng et al.

wireless charging, especially for dynamic charging, as the charger should be equipped
with a high power capability to deliver enough energy to the electric bus during its
very brief time passing over a charging coil [26, 27]. Therefore, this charging strategy
has not yet been implemented.

5 Conclusion

Depot chargers are equipped with slow chargers (typically 40 to 120 kW), while sta-
tion charging is for bus stops (up to 600 KW) or terminals (usually between 150KW
to 500 KW) using conductive or inductive chargers. Station charging requires less
energy to be stored in the bus,which could significantly reduce the capital costs.How-
ever, the construction expenses are much higher compared to depot charging. Wire-
less charging requires the costliest infrastructure and has the lowest power transfer
density, while it enjoys the least requirement of battery capacity and the highest guar-
antee of battery health. Recently, wireless charging is yet to become commercially
viable, although a few experimental systems have been demonstrated.
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Abstract The promotion of electric buses is of great significance for reducing vehi-
cle emission, decreasing operation costs of transit corporations and workloads of bus
drivers. However, the adoption of electric buses is constrained by their limited driving
range. To guarantee the regular level of service, electric buses need to get recharged
during daily operating hours. Electric bus battery life is highly correlated to charging
modes. In this study, we proposed a mixed charging strategy with the setup of lower
and upper limits of battery state of charge (SOC). A bi-level optimization model for
electric bus scheduling was developed considering bus fleet size, variance of travel
times of all buses and their idling times. The lower-level model is to minimize the
variance of travel times and to maximize the average idling times of all buses. The
upper-level model is to minimize the extra economic cost resulting from the bus fleet
expansion. A case study is conducted to assess the proposed optimization model
with a real electric bus route. The results show that the proposed model is capable
of maintaining bus battery SOC within the reasonable range.
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1 Introduction

In terms of advantages such as low noise level, zero emission and high driving sta-
bility, the promotion of electric buses is of great significance for reducing vehicle
emissions in urban areas, decreasing operation costs of transit corporations andwork-
loads of bus drivers. Nowadays, the number of electric buses deployed in the transit
operation in China has accounted for 90%of the globalmarket [1]. Besides, a number
of plans have been proposed for adoptions of electric buses in developed countries,
such as the TIGER program in the USA and the Green Bus Fund Program in the UK
[2].

Most research efforts of bus scheduling focus on scheduling of conventional fuel
buses [3, 4]. Many literatures related to bus operation service provide reference and
basis for this paper. Qu et al. established an electric vehicle followingmodel to reduce
the electric energy consumption caused by traffic oscillation caused by drivers, based
on reinforcement learning [5]. Wang et al. derived a solution algorithm for obtaining
a user equilibrium and proposed an analytical solution approach [6]. Meng et al.
proposed a regenerative stochastic process to formulate bus dwell time [7], and
Liu et al. proposed optimization models for optimizing these two strategies: stop
skipping and deadheading [8].Wang et al. developed a bi-objectivemodel and proved
the existence of Pareto optimal solution mathematically without explicit demand
function [9].

Comparing to fuel buses, the adoption of electric buses is constrained by their lim-
ited driving range. Therefore, some researchers recently took electric bus features
into consideration, proposing new scheduling methods or conducting evaluations on
influences of electric buses [10]. For example, Li examined key technical specifi-
cations that were critical to the operations of electric bus systems, in particular the
operational distance and charging time [2]. Valenti et al. evaluated the changes in
energy demand and resulting air pollutant emissions from the introduction of battery
electric buses into the public transport operating in Rome [11]. Xylia et al. developed
a dynamic optimization model for establishing charging infrastructure for electric
buses by taking Stockholm, Sweden, as a case study [12]. Jiang et al. developed a
neighborhood search-based heuristic considering charging and dispatching policies
for scheduling the charging electric bus on city routes [13].

Electric bus battery life is highly correlated to chargingmodes. Themost common
chargingmodewould dramatically decrease the battery lifewhich is to charge electric
buses when batteries almost get drained and get them fully recharged every time,
so as to increase driving ranges. One way to increase electric bus battery life is
to maintain the state of charge (SOC) around 50% as long as possible. From the
aspect of prolonging the battery life, we proposed a mixed charging strategy with the
setup of lower and upper limits of battery SOC and designed a bi-level optimization
model with minimizing variance of travel times during daily operating hours and
maximizing the average idling time of all buses and the bus fleet to generate the
optimal scheduling scheme.
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2 Model Formulation

2.1 Problem Description and Formulation

The vehicle scheduling is to determine which trips are served by each bus with the
given number of total trips N required by a bus route. It is assumed that there are
M stops in each direction along an electric bus line, inbound trips start from stop 1
and terminate at stop M and outbound trips is opposite. Let m be the serial number
of stops and 1 ≤ m ≤ M (Fig. 1). Operating hours in one day are divided into I time
intervals, and i is the serial number of time intervals and 1 ≤ i ≤ I.

To prolong the battery life, we set up upper and lower limits for battery SOC,
which are denoted by λ1 and λ2. Battery SOC needs to be guaranteed within the
safety threshold during scheduling. The mixed charging strategy proposed in this
paper contains two parts: (i) Buses get recharged when they arrive at stop 1 and stop

M. T
∧i

1 and T
∧i

M are the charging time assigned at stop 1 and stop M in time interval
i. The durations of charging time are variant during different time intervals at stop 1
and stop M. (ii) Buses get recharged when they are under the idle state. Idling time
is defined as the time duration between the end time of the current trip and the start
time of the next trip served by the same electric bus. Some buses are under the idle
state especially during off-peak hours.

Let xknup denote the relation between electric buses k. It is equal to one if bus k

serves the trip nup, and 0 otherwise. Likewise, ykndown is the relation between electric

bus k and outbound trip ndown. T
∧i

1,M and T
∧i

M,1 represent the average travel times of
inbound and outbound trips, respectively. They can be obtained by historical data.
Let t kc denote the departure time of the cth trip served by bus k, and t kd denote the
departure time of the dth trip served by bus k. The idling time of bus k at stop 1
before the cth inbound trip and at stopM before the dth outbound trip are:

Tc(k) = t kc −
(
t kd + T

∧i

M,1

)
− T

∧i

1 (c �= 1) (1)

Td(k) = t kd −
(
t kc−1 + T

∧i

1,M

)
− T

∧i

M (d �= 1) (2)

Fig. 1 Schematic diagram of an electric bus line
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Equations (1) and (2) are required to satisfy the constraint t kc−1 ≤ t kd ≤ t kc ≤ t kd+1.

2.2 Battery State Function

Based on the proposed charging strategy, we set up the upper limits for charging
time at stop 1 and stop M. During the same time interval, the charging time limits
are identical and changed for different time intervals.

The variation of battery SOC during charging is represented by h(t), where CN

is rated capacity of the battery, kW h. I is the charging current, A. U is the charging
voltage, V. η denotes coulombic efficiency, of which the default value is 1. t is the
charging time, m.

h(t) = ηU I

60CN
t (3)

During discharging, the energy consumption rate increases gradually with the
reduction of battery remaining energy. The time-variant curve of battery energy is a
decreasing concave function in the first quadrant. Therefore, the variation of battery
SOC during discharging is jointly determined by the initial SOC and the travel time:

ϕ(SOC0, t) = SOC0 + a1t
3 + a2t

2 + a3t (4)

Function ϕ can be fitted with real electric bus operating data.
The varying of the battery SOC of electric bus k between its departure from stop

1 at tc and its departure from stopM at td can be described by the following Eq. (5).
Similarly, the varying of the battery SOC between the departure from stop M at td
and its departure from stop 1 at tc+1 can be described by the following Eq. (6).

SOCk
M(td) =

{
SOCk

1(tc) − ϕ
[
SOCk

1(tc), T
∧i

1,M

]
+ h(Td(k)) if Td(k) ≤ T ′

d(k)

λ1 if Td(k) > T ′
d(k)

(5)

SOCk
1(tc+1) =

{
SOCk

M(td) − ϕ
[
SOCk

M(td), T
∧i

M,1

]
+ h(Tc(k)) if Tc(k) ≤ T ′

c (k)

λ1 if Tc(k) > T ′
c (k)

(6)

where T ′
d(k) is the maximum available charging time for electric bus k at stopM and

T ′
c (k) is the maximum available charging time for electric bus k at stop 1.
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2.3 Optimization Model Formulation

During the bus operation, extending the charging time and idling time at stop 1
and stop M is beneficial to prolonging battery life, which however would reduce
the number of buses available for deploying. Consequently, bus companies have to
purchase newbuses to satisfy operation demands,whichwould increase the operation
costs. Therefore, we proposed a bi-level optimization model to optimize the static
scheduling scheme for operating hours in a day.

Upper-level Optimization Model The serial numbers of buses dispatched in time
interval i are denoted by R(i) and can be obtained based on the bus service schedule.

The upper-level model is to minimize the extra cost due to the bus fleet expansion,
satisfying the constraints of passenger demands in each time interval. The model can
be formulated as follows:

minW = D(K − K0) (7)

s.t. K ≥ max
(
k1, k2, k3, . . . , k I

)
(8)

|R(i)| ≥ ceil

⎛

⎝
T
∧i

1 + T
∧i

M + T
∧i

1,M + T
∧i

M,1

Hi

⎞

⎠ (9)

In Eq. (7), W is the extra cost due to the bus fleet expansion and D is the cost of
purchasing an electric bus. Equations (8) and (9) represent the constraints of required
bus fleet size for operation schedule. |R(i)| is the number of elements containing in
the set.

Lower-level Optimization Model Total travel time of electric bus k in a day can
be calculated as follows:

T1(k) =
Nup∑

nup=1

T
∧i

1,Mxknup +
Ndown∑

ndown=1

T
∧i

M,1y
k
ndown (10)

The lower-level optimization model which is to minimize the variance of travel
times and to maximize the average idling time of all buses is given by:

min Z = α1
1

K

K∑

k=1

[

T1(k) − 1

K

K∑

k=1

T1(k)

]2

− α2
1

K

K∑

k=1

⎡

⎣
Cup(k)∑

c=2

Tc(k) +
Cdown(k)∑

d=2

Td(k)

⎤

⎦ (11)
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s.t.
K∑

k=1

xknup = 1 (12)

K∑

k=1

ykndown = 1 (13)

t kc−1 + T
∧i

1,M + T
∧i

M ≤ t kd ≤ t kc − T
∧i

M,1 − T
∧i

1 (c �= 1, d �= 1) (14)

t kd + T
∧i

M,1 + T
∧i

1 ≤ t kc ≤ t kd+1 − T
∧i

1,M − T
∧i

M (c �= 1, d �= 1) (15)

SOCk
1(tc) ≥ λ2 + ϕ

[
SOCk

1(tc), T
∧i

1,M

]
(16)

SOCk
M(td) ≥ λ2 + ϕ

[
SOCk

M(td), T
∧i

M,1

]
(17)

Equation (11) gives the objective function of the electric bus scheduling opti-
mization model; α1 and α2 are weighted parameters, 0 ≤ α1 ≤ 1, 0 ≤ α2 ≤ 1 and
α1 + α2 = 1. Equations (12) and (13) refer to that each inbound or outbound trip
can only be served by one electric bus. Equations (14) and (15) are constraints of
continuous traveling time of bus k. The battery SOC of electric buses should satisfy
Eqs. (16) and (17) every time when they depart from stop 1 and stopM, respectively.

2.4 Solution Algorithm

The optimizationmodel proposed is a bi-levelmulti-objective nonlinear optimization
model, and solving this is a NP-hard problem. Genetic algorithm (GA) is capable
of conducting global optimal search in the complex solution domain and has strong
robustness when solving this kind of problem.

We use binary encoding in this algorithm. Bus fleet size K of the upper-level
model is selected as the initial population. Solving the lower-level problem using
GA and the feasible value of fleet size can be obtained from the upper level opti-
mization population. Then, with function Z from the Eq. (11) as the fitness function,
evaluations are conducted and followed by operations such as selection, crossover
andmutation. Optimal charging times and scheduling schemes of different fleet sizes
obtained from the previous steps are recorded and sent back to the upper level. Com-
pare and evaluate the upper fitness function values of all feasible individuals. We put
the fleet sizes into the objective functionW in the upper-level problem and evaluate
the fitness function values of extra operation costs caused by bus fleet expansion.
Individuals with higher values have higher probability to breed a new generation.
The fitness function values for infeasible individuals are set to be zero.
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3 Numerical Example

3.1 Bus Route Description

We take the 107 electric bus lines in Meihekou City as an example to assess the
proposed scheduling model. This bus line is 15 km long with 17 bus stops. The
electric bus model is E8PLUS with 180 km driving range. The length of this model
is 8.5 m and the weight is 7040 kg. The operation time of inbound trips is 06:20–
20:00 and that of outbound trips is 06:35–20:35. The operation hours of this route
are divided into four periods. The departure headway Hi of a bus line during time
interval i is determined by the maximum sectional passenger flow and was 10, 20,
15 and 30 min, respectively.

3.2 Analysis of Results

Corresponding charging times and average travel time are illustrated in Table 1 and
bus departure schedules are illustrated in Table 2. The bi-level optimization problem
was solved with the genetic algorithm proposed in Sect. 2, and the solution indicates
that the optimal fleet size K is 13.

Total travel times and total idling times of 13 electric buses are shown in Fig. 2.
Daily total travel times of the first four vehicles are slightly longer than other buses
for each of them serves one more trip. Their average travel time is 7.6 h in a day, and
the variance of their travel times is 0.01. The average travel time of other nine electric
buses is 6.7 h, and the variance of their travel times is 0.02. The average idling time
for all buses is 5.9 h, which indicates that all buses have plenty of idling times to get
recharged in time, avoiding excessive discharge and its impact on battery life.

Variations of battery SOC of all electric buses in a day are depicted in Fig. 3. The
battery SOC fluctuates within (65%, 85%); none of which has been below the lower
limit of the safety threshold. Besides, we noticed that during morning peak hours,
the SOC continuously drops. This is because buses continuously serve to satisfy
passenger demands. In our charging strategy, charging times are assigned to buses at

Table 1 Average travel times in different time periods and the optimal charging times at stop 1 and
stop 17 under different time periods

Time periods Charging times (min) Average travel time (min)

Stop 1 Stop 17 Inbound trip Outbound trip

6:20–10:00 10 8 57 55

10:00–15:00 15 13 46 43

15:00–18:00 12 10 51 54

18:00–20:30 18 17 38 40
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Fig. 2 Daily total travel times and idle times of all electric buses

Fig. 3 Variations of the battery SOC with time

both start and terminal stops, which effectively extend the driving ranges of electric
buses.

4 Conclusion

In terms of prolonging the battery life, we proposed a mixed charging strategy in this
paperwith the setup of lower and upper limits of battery SOC.Abi-level optimization
model for electric bus scheduling was developed considering bus fleet size, variance
of travel times of all buses and their idling times. We carried out the assessment of
the proposed optimization model with a real-world example of the 107 bus line in
Meihekou City. Some conclusions were drawn based on the results as follows:

(i) Reasonable assignment of trips to each bus is of great significance to increasing
average bus idling time and reducing the cost of fleet expansion. Buses getting



38 J. Ji et al.

recharged during idling time do not affect the normal scheduling of a route.
Instead, it helps to maintain battery SOC within the ideal range.

(ii) Based on the analysis and results of the example, the proposed bi-level opti-
mization model is capable of maintaining bus battery SOC within the range
(65%, 85%), which has an important impact on extending battery life.

How the battery rated capacity drop influences bus scheduling will be considered
in the future research. When the battery rated capacity decreases to a certain extent,
the current fleet size cannot satisfy the requirements of keeping normal operation
of a bus route. In terms of economic costs, the influences of different strategies,
such as adjusting the upper and lower limits of SOC safety threshold, changing
batteries or purchasing new electric buses, should be evaluated to make the optimal
bus scheduling scheme.
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How to Model the Influence of In-vehicle
Crowding on Travel Behavior:
A Comparison Among Moderation,
Independent Variable and Interaction

Kun Gao , Jieyu Fan, and Ziling Zeng

Abstract Accurate modeling of travel choice behavior is crucial for effective trans-
port demand forecasting, management and planning. This study tries to shed light on
the appropriate modeling approach concerning the influences of in-vehicle crowding
on mode choice behavior in the multimodal network. Stated preference surveys cov-
ering four commuting transport modes and four influencing factors are conducted
to collect empirical behavior data. Three modeling methods, treating the in-vehicle
crowding as a moderator of perceived travel time, as an independent variable and
by incorporating interaction effect, are empirically compared. The result indicates
that there is a bidirectional interaction between travel time and in-vehicle crowd-
ing. The influence of in-vehicle crowding increases with increasing travel time and
vice versa. Considering crowding as an independent variable and taking the effects
of travel time on the perception of in-vehicle crowding are the best ways to depict
the overall influences of in-vehicle crowding. The sensitivity analysis shows that
increasing the cost of using car is comparatively effective for reducing car usage.
Shortening the travel time of public transit and improving service quality such as
travel time reliability and in-vehicle crowding are more useful in attracting car users
as compared to reduction in the cost of public transit. The results provide insights into
travelers’ behavior in the multimodal network and could support scientific transport
management and planning.
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1 Introduction

Transportation Operations Annual Report of Shanghai 2018 [1] reported that the
average travel speed during peak hours in arterial roads of the central city in 2018
decreased by 6–10% compared to that in 2017. Regardless of increasing traffic con-
gestion, car remains the most attractive mode for commuting in Chinese metropolis
like Shanghai due to its flexibility and comfort in contrast to overcrowding public
transit in peak hours. Promoting the share rate of public transit (PT) is an inevitable
trend for large metropolises with huge populations to shape a more sustainable trans-
portation system [2, 3]. However, several taken measures for improving the share
rate of PT in Shanghai (e.g., establishment of new transit facilities, discount for using
park and ride and giving road priority to transits) failed to attract car users [4]. Trans-
port engineers and practitioners are eager to figure out the effective management
strategy to adjust the mode split structure. This requires accurate understandings of
travelers’ mode choice behavior in the current multimodal network.

Travel behavior in themultimodal network is complicated since a variety ofmodes
are available for the travelers including metro, bus, walking, cycling, car and com-
bined modes (e.g., P&R), and a plenty of attributes are potentially considered by
the traveler containing cost, journey time, waiting time, reliability, crowding, trans-
fer time, etc. [5]. Especially, with the upturn living standards, travelers seem to
attach more and more weights to the service qualities and comfortable features like
travel time reliability (TTR) and in-vehicle crowding levels rather than travel time
or cost [6–8]. The in-vehicle crowding denotes a high density of passage in the car-
riage that produces much unpleasure both physically and mentally. The effects of
in-vehicle crowding on travel behavior are not easily measurable and have complex
mechanisms. For instance, travelers’ aversion to in-vehicle overcrowding is not only
simply due to physical discomfort but also ascribed to the fact that overcrowding
reduces travelers’ tolerance for other level-of-service factors [9, 10].

Improving the crowding levels of public transit is recognized to be one of the
key components for PT service quality improvement [11–14], design and planning
of PT system [14, 15]. Overcrowding in PT discouraged travelers’ willingness to
use PT for commuting and increased travelers’ perceived negative effects of time in
the carriage, walking and waiting time [11, 16]. Commonly, in-vehicle crowding is
quantitatively measured by two approaches: One is load factor [17] defining as the
amount of passengers in vehicle divided by the number of seats; another measure-
ment is standing density [6] with a unit of passengers per square meter (person/m2)
indicating the amount of standing passengers divided by the area in vehicle. The load
factor is easily computed based on the number of onboard passengers but is some-
how inefficient in accurately describing the degree of crowding suffered by standing
passengers. In this aspect, standing density performs better in capturing situations
with many standing passengers [18].

Many studies have demonstrated that in-vehicle crowding significantly influences
travelers’ mode choice behavior. There are different perspectives and models for
considering the influencing of in-vehicle crowding on travel behavior. Some scholars



How to Model the Influence of In-vehicle Crowding … 43

deemed that in-vehicle crowdingmainly influenced the perceived value of travel time
(VOT) in the carriage, and the effects of crowding could be expressed as an increasing
perceptional weight on in-vehicle time [19]. Shao et al. [20] evaluated the VOT in
different crowding levels and demonstrated that considering the changes ofVOTwith
different crowding levels could nicely capture the effects of in-vehicle crowding.
This approach actually regards the in-vehicle crowding as a moderation factor of
perceptions of travel time. The time multiplier expressed by the ratio of the marginal
utility of travel time under crowded conditions to that under the uncrowded condition
is generally used to model the moderation effect of in-vehicle crowding. However,
others believe that in-vehicle crowding should be treated as an independent attribute
in model specifications to reflect its influences, rather than a moderation effect.
Using an independent variable to model the effects of in-vehicle crowding, Hirsch
and Thompson [21] conducted qualitative and quantitative studies to gain insight
into the passengers’ perceptions and tolerance of railway crowding and analyzed its
influences on travel behavior. Wardman and Murphy [22] estimated the values of
crowding levels in train. The third approach is considering the in-vehicle crowding
as a variable in model and simultaneously adds an interaction term to depict its
influences on perceived travel time. It is still inconclusive that which way is better
to comprehensively reflect and measure the influences of crowding in behavioral
modeling. Further explorations to identify the appropriate method are needed to
avoid inaccurate consideration of crowding levels in forecasting models.

This study tries to fill the above gap and endeavors to investigate the appropri-
ate modeling approach concerning the influences of in-vehicle crowding based on
empirical mode choice behavior data in the multimodal network. Stated preference
surveys containing four commuting transport modes and four influencing factors
are designed using the efficient design method to collect reliable travel behavior
data. Three modeling approaches, namely regarding the in-vehicle crowding as a
moderator of perceived travel time, as an independent variable and by incorporat-
ing interaction effect, are empirically compared. Moreover, the nonlinear effects of
in-vehicle crowding on perceived travel time are also explored for more accurate
modeling. Sensitivity analysis is conducted to investigate how the share rates of
different transport modes respond to changes in level-of-service variables and thus
provide implications for effective transport management to shift car users to PT.

This paper is structured as follows: Sect. 2 gives a detailed description about survey
design, data collections and the model specifications. The results and analysis are
presented in Sect. 3. Section 4 discusses the main findings and presents conclusions.
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Fig. 1 An example of SP choice scenarios [23]

2 Methodology

2.1 Survey Design

A two-stage survey was carried out to investigate travelers’ mode choice in mul-
timodal networks. The first-stage survey collected the general trip information of
commuters in Shanghai to identify the most decisive attributes influencing travelers’
mode choice behavior, whichwas then used for the design of the second-stage survey.
In the second stage, an experimental survey questionnaire was designed to investi-
gate how travelers value the attributes of each mode quantitatively. Four commonly
used modes for commuting in Shanghai are incorporated including car, metro, park
and ride (P&R) and bus. Decisive attributes including cost, travel time, travel time
reliability and in-vehicle crowding are considered. The detailed information about
the survey design is available in Gao et al. [23]. It is worthy of mentioning that three
levels of crowding were set, and the value of standing density of each crowding level
was according to the classification principles of crowding levels in the relevant liter-
ature [20, 24]. The travel time reliability is measured by standard deviation of travel
time. One example of the scenarios is illustrated in Fig. 1. With the assistance of
traffic police department, we conducted surveys in two working halls of the Bureau
of Vehicle Management in Shanghai and public transit hubs. Face-to-face surveys
were carried out, and respondents were requested to read and understand questions
carefully with the assistance of investigators. Finally, 386 (2318 observations) effec-
tive questionnaires were collected. Attributes of all respondents are summarized in
Table 1.

2.2 Model Specifications and Estimation

Discrete choice technique and expected utility theory are applied to model how
travelers value attributes of each mode and make the travel decisions. Five utility
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Table 1 Summary of effective respondents [5]

Age N % Education N % Income (CNY) N %

<30 158 41 1 103 27 <3000 19 5

30–40 153 40 2 176 46 3000–6000 105 27

40–50 50 13 3 81 21 6000–10,000 139 36

>50 13 3 4 9 2 10,000–20,000 77 20

>20,000 26 7

Skipped 12 3 17 4 20 5

Total 386 100 386 100 386 100

Gender N % Car owner N % License type N %

Male 245 63 Yes 324 84 Shanghai 253 78

Female 141 37 No 62 16 Non-Shanghai 71 22

Total 386 100 386 100 324 100

Note Education 1: Lower than undergraduate; 2: Undergraduate; 3: Master; 4: Doctor. 1 CNY =
0.14 dollar

specifications are proposed as shown in Eq. (1)–(5) to examine different modeling
approaches concerning the influences of in-vehicle crowding. Model 1 treats the
in-vehicle crowding as a moderation factor of perceived travel time [19] but uses
linear functions. Model 2 follows the same modeling method in Model 1 and further
applies a nonlinear function according to Shao et al. [20]. Model 3 treats in-vehicle
crowding as an independent variable in the utility function. Model 4 treats in-vehicle
crowding as a decisive variable and simultaneously considers the interaction effects
of in-vehicle crowding and travel time. The potential nonlinearity of the effect of
in-vehicle crowding on perceived travel time is considered as well. Model 5 uses a
similar modeling approach as Model 4 but considers the nonlinear effects of travel
time on perceived in-vehicle crowding.

Model 1: Ui = ASCi + βc ∗ Ci + (βt t+βtcr ∗ crowdi ) ∗ T Ti + βre ∗ T T Ri (1)

Model 2 : Ui = ASCi + βc ∗ Ci + (βt t + α ∗ crowdλ
i ) ∗ T Ti + βre ∗ T T Ri (2)

Model 3 : Ui = ASCi + βc ∗ Ci + βt t ∗ T Ti + βre ∗ T T Ri + βcr ∗ crowdi (3)

Model4 : Ui = ASCi + βc ∗ Ci + (βt t + α ∗ crowdλ
i ) ∗ T Ti

+ βre ∗ T T Ri + βcr ∗ crowdi (4)

Model5 : Ui = ASCi + βc ∗ Ci + βt t ∗ T Ti + βre ∗ T T Ri

+ (βcr + α ∗ T T λ
i ) ∗ crowdi (5)
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where i is the index of transport mode. Ui is the determined utility of mode i. ASCi

denotes the constant for mode i. Ci , T Ti , T T Ri and crowdi represent cost, regu-
lar travel time, travel time reliability and crowding levels, respectively. Others are
coefficients to be estimated.

Random parameter logit (RPL) model is adopted for the model estimation since it
is capable of capturing travelers’ heterogeneities in preference. Accounting for that
a respondent actually made a sequence of scenarios in one questionnaire, panel data
process is performed to consider panel effects in estimation. An error component
model is performed to capture the possible correlation between modes. However,
it turned out that error components were not significant. Pythonbiogeme is used to
implement the estimation process.

3 Result and Analysis

The results are shown in Table 2. It can be observed that the coefficient of moderation
effect of in-vehicle crowding on travel time inModel 1 is negative (−0.00575**) and
significant in the confidence level of 99%. The result demonstrates that the weight
of travel time rises with increasing in-vehicle crowding levels. It is realistic that
travelers are sick of travel time lasted in the crowded carriage. The result can be
interpreted in another way that the longer the travel time is, the more the crowding
levels are valued.

Model 2 reflects the influences of in-vehicle crowding in the utility function by
considering the effects of crowding levels on increasing perceptional values of travel
time. All the estimated coefficients in Model 2 are significant. The α is negative
(−0.0081**), implying that the travelers’ perceptional values of travel time indeed
have an increasing relationship with increasing crowding levels. The λ is positive
(0.753**) indicating that the marginal effect of in-vehicle crowding increases with
the scale of crowding levels.

Model 3 regards the in-vehicle crowding as an independent variable in the utility
function. All coefficients are significant in the confidence level of 95%. Akaike
information criterion (AIC) as a widely used comparison method [25, 26] is adopted
to compare which model is better to evaluate the influences of in-vehicle crowding

Model 3 (AIC = 4212.238) is much superior to Model 2 (AIC = 4252.802)
and Model 1 (AIC = 4240.592). It reveals that in-vehicle crowding has significant
influences on travelers’mode choice and should be treated as an independent variable,
rather than being considered as a moderator of perceived travel time as in Model 1
and Model 2 in either linear or nonlinear ways.

Furthermore, Model 4 regards in-vehicle crowding as a variable and simultane-
ously considers the effects of in-vehicle crowding on the perception of travel time.
The AIC of Model 4 is 4213.418 and even a little bit larger than that of Model 3,
which means Model 3 outperforms Model 4. It seems that if in-vehicle crowding has
already been an independent variable in the utility function, it is not necessary to
consider the effects of in-vehicle crowding on perceptions of travel time anymore.
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Fig. 2 Influence of travel time on the marginal effect of in-vehicle crowding

Model 5 regards in-vehicle crowding as a variable and integrates the effects of
duration of travel time on crowding perception. All estimated coefficients in Model
5 are significant in the confidence level of 95%. The α is positive (0.226*) and λ

is negative (−0.571**). It indicates that the duration of a trip indeed has significant
influences on travelers’ tolerance for overcrowding in the carriage. The longer the
travel time is, the more weight to crowding is attached as Fig. 2 illustrates. The AIC
of Model 5 is 4204.212 and is superior to Model 4 (4213.418). The results imply
that taking the influences of travel time on the marginal effect of in-vehicle crowding
into consideration is beneficial for improving the fitness of depicting travelers’ mode
choice behavior.

4 Sensitivity Analysis

The left figure in Fig. 3 demonstrates the direct elasticities of all attributes for all the
four modes. Direct elasticity reflects how the share rate of a transport mode responds
to changes in its own level-of-service variables. The signof direct elasticity is negative
as increases in the attributes lead to disutility. For the convenience of comparison,
we adopt the absolute value of elasticity for presentation. For car, the cost has the
largest average direct elasticity (1.49) followed by travel time (1.29) and travel time
reliability (0.68) in sequence. The direct elasticities of cost and travel time are more
than one meaning that they are elastic variables influencing the choice probability
of car. This implies that increases in cost and travel time from current levels would
remarkably reduce travelers’ willingness to use car. For public transit, the direct
elasticity of travel time is the largest with values of 2.04 and 3.03 for metro and
bus, respectively. It implies that travelers’ choice probability for PT is observably
sensitive to the travel time of PT. The elasticity of in-vehicle crowding for bus is about
1.15, indicating that reduction in crowding level of bus is an efficient way to increase
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Fig. 3 Direct (left) and cross elasticity (right) of attributes

its current share rate. Travel time reliability (0.62), crowding (0.65) of metro and
travel time reliability of bus (0.70) have similar elasticity. The results demonstrate
that improving the reliability and crowding levels of PT do much favor to increase
the attractiveness of PT. The cost of PT has extremely small elasticity meaning the
respondents are not sensitive to the changes in cost of PT. For P&R, the travel time
(2.1) has the largest elasticity followed by cost (0.85), in-vehicle crowding (0.56)
and travel time reliability (0.51) sequentially. Reduction in travel time and cost based
on the current levels is a valid measure to increase the current share rate of P&R.

The cross elasticity of attributes of metro, P&R and bus to car is illustrated in the
right figure of Fig. 3. Cross elasticities of attributes of metro are larger than those
of P&R on average. The cross elasticities of bus are the smallest. It indicates that
improvements in attributes of metro and P&R are more efficient to attract car users
shifting to PT as compared to improving the service of bus. For metro and bus, the
travel time has the largest cross elasticity to car followed by travel time reliability,
crowding levels and cost orderly. For P&R, travel time has the largest cross elasticity
to car as well, followed by travel time reliability and in-vehicle crowding. Moreover,
all the mean values of cross elasticity are less than one. It means that respondents,
most of whom are chronic car users, have evident preferences for car and are not
sensitive to improvements of other modes.

5 Conclusion

This study investigates the appropriate method for modeling the influences of in-
vehicle crowding onmode choice based on empirical behavior data in themultimodal
network. Three modeling approaches including treating the in-vehicle crowding as
a moderator of perceived travel time, as an independent variable and by incorpo-
rating interaction effect are empirically compared. Sensitivity analysis is conducted
to examine how the share rates of different transport modes respond to changes
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in level-of-service variables and thus provide implications for effective transport
management. The main findings could be summarized as follows:

• A bidirectional interaction between travel time and crowding is found. The influ-
ences of in-vehicle crowding increase with increasing travel time and vice versa.
The relationship could be quantitatively measured by an interaction term with
consideration of nonlinearity.

• Considering crowding as an independent variable and taking the effects of travel
time on the perception of in-vehicle crowding are the best ways to depict the
overall influences of in-vehicle crowding on mode choice behavior.

• The sensitivity analysis shows that increasing the cost by car could efficiently
reduce car usage. Shortening the travel time of PT (metro and bus) and P&R
are the most effective methods to shift car users to other modes in the contexts
of Shanghai. Improvements in service quality like travel time reliability and in-
vehicle crowding play crucial roles in attracting car users.
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Accessing the Influences of Weather
and Environment Factors on Traffic
Speed of Freeway

Danni Cao, Jianjun Wu, and Ziling Zeng

Abstract Traffic speed has been traditionally used as a measure of traffic perfor-
mance. Predicting the traffic speed is fundamental for efficient traffic management
and control strategy. This study explores the influences of freeway attributes, weather,
and air condition on traffic speed. A quantitative model is also introduced to predict
the traffic speed as per the identified influencing factors. Empirical data of traffic
flow and potential influencing factors are collected from multiple sources for analy-
sis and model calibration. The principal component analysis is firstly conducted to
select the significant variables influencing the traffic speed. Afterward, a multiple
linear regression model is calibrated to quantitatively model the impacts of different
factors and investigate their weights. The results show that the attributes of freeway,
the humidity of the area, the temperature, the horizontal visibility, the station maker,
the air quality, and the PM quality have influences on the traffic speed. Among all
of the variables, the weight of the existence of toll station is highest, indicating the
largest influence on the traffic speed.

Keywords Traffic speed · Freeway · Variables selection · Model regression

1 Introduction

Traffic speed has been traditionally used as a measure of traffic performance. With
the development of connected automated vehicles, intelligent transportation sys-
tems (ITS) are increasingly occupying an irreplaceable place [1]. Meanwhile, fast
and accurate evaluation of traffic speed is a crucial requirement for the applica-
tion of intelligent transportation systems [2, 3]. While the non-recurrent congestion
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induced by the incident hinder the stable and efficient of the traffic operation. Many
researchers have paid much more attention on the traffic incidents, such as the traf-
fic incident prevention and prediction, the propagation of congestion wave, and the
effect of the traffic incident [4–8].

There is a strong positive correlation between the incident frequency and the
traffic speed on the road [9]. Wang et al. found that an increase of 10 km/h on speed
would make a 3% rise in incident frequency during peak periods on urban arterials
of Shanghai [10]. Finch et al. also found that a one mile per hour increase in speed
on rural roads would lead to a 4.9% increase in crash rate [11].

With the development of traffic monitoring systems, various types of data are
available to adjust control measures in real time. It makes possible for the traffic
management department to reduce congestion, avoid accidents, and improve traf-
fic efficiency. Speed data has been typically collected by fixed-based sensors such
as radar and loop detectors. When a vehicle passes the detector, the speed can be
recorded. Based on the data of all the detectors on a freeway, the temporal and spatial
variation of the speed of each location on the freeway can be explored.

The traffic condition can be influenced bymany factors, such as the traffic flow, the
freeway attributes, the weather, and the air condition. The speed may be completely
different affected by various situations. While some factors may have internal corre-
lations, and taking too many factors into consideration may increase the difficulty of
data processing and biases in modeling the effect of different factors on speed. It is
necessary to explore how different variables affect the speed. Principal component
analysis can find a low-dimensional representation from a dataset with nice repre-
sentation of variation in the dataset. Moreover, we apply multiple linear regression
model to perform data regression, explore the relationship between various factors
and speed, and quantitatively investigate the impacts of selected factors on traffic
speed.

The contribution of this paper is twofold. Firstly, we introduce principal compo-
nent analysis to reduce the complexity of dataset and select variables that may affect
the traffic speed. Secondly, we understand the relationship between various factors
and the traffic speed.

The remainder of this paper is organized as follows: Sect. 2 represents the detailed
data description such as the speed record, weather data, freeway attributes, and air
condition used in the case study. Section 3 introduces the principal component analy-
sis and the multiple linear regression model. Section 4 conducts a numerical demon-
stration based on real freeway data in China. Section 5 concludes the study with
limitations and future works.

2 Data Description
In this section, we introduce the detailed information of different kinds of data. We
rely on the following four available data sources, which mainly are the freeway
speed data, link attributes, the weather condition data, and the air condition data
. The weather and air condition data are available from a meteorological data Web
site (https://rp5.ru/).

https://rp5.ru/
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Table 1 Description of weather and air condition variables

Variable Description

Rain It is rainy or not

Snow It is snowy or not

T The temperature at certain time

U The humidity of the area

VV The horizontal visibility of the area

AQI The Air Quality Index of the area

PM2.5 The concentration of particulates smaller than or equal to 2.5 µm in diameter in the
atmosphere

Speed data is measured by traffic detectors along with the freeway. And the free-
way is divided into many links with different lengths. The speed data lasts from
December 19, 2017, to December 23, 2017, and from January 2, 2018, to January 6,
2018. And the speed data is displayed in one minute.

Link attributes contain the information mainly about the length of the link, and
whether there is a toll station or not.

Weather and air condition data information is displayed in 3 h and 1 h interval,
respectively, listed in Table 1.

In our case study, we use speed data from December 19, 2017, to December 23,
2017, and from January 2, 2018, to January 6, 2018, and corresponding freeway
link attributes, weather, and air condition. Totally, 23,070 speed records are obtained
randomly, and corresponding link attributes, weather condition, and air condition are
used. First, we focus on which is the real variables that influence the traffic speed.
And then, we explore the relation between these selected variables and the traffic
speed.

3 Methodology

In this section, we propose a systematic approach to explore how different vari-
ables influence the traffic speed on freeway. Firstly, we introduce a method to reduce
dimensionality, which is principal component analysis (PCA). We use PCA to select
variables and reduce data complexity. Secondly, we apply the multiple linear regres-
sion model to explore the relationship between selected variables and the traffic
speed.
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3.1 Principal Component Analysis

Speed is greatly influenced by many factors such as the weather, the air condition,
and the road attributes. [12–18]. It does not mean that when we consider as many as
factors, we will get a better result, as too many factors will increase the complexity
of the problem. In many cases, there are correlations between different variables,
indicating there is a certain overlap in the information of these variables on reflect-
ing speed attributes. It is necessary to select representative factors influencing the
speed. Principal component analysis can remove closely related variables from all
the original variables. Data can be squeezed in this way that the variables can be
reduced and replaced with principal dimensions without losing relevant information
in the data.

Principal component analysis (PCA) aims to maximize the variance over a set of
linear combinations. The basic mathematical formulation of PCA is given as follows:

(1) Calculate the average value.

Calculate the average value of different variables respectively, as shown in Eq. (1),
and for all samples, the corresponding average value is subtracted as shown in Eq. (2).

x̄ j = 1

n

n∑

i=1

xi j (1)

xI J = xi j − x̄ j (2)

(2) Normalization.

In some cases, the dimensions of the variables often differ greatly, so the impact
of the dimensions should be eliminated before the principal component calculation
which can be realized by Eqs. (3) and (4).

x∗
i j = xI J

s j
(3)

s j =
√√√√ 1

n − 1

n∑

i=1

(
xi j − x̄ j

)2
(4)

(3) Calculate covariance matrix.

Take 3 variables as examples and the feature covariance matrix can be calculated by
Eqs. (5) and (6).

C =
⎡

⎣
cov(x1, x1) cov(x1, x2) cov(x1, x3)
cov(x1, x2) cov(x2, x2) cov(x2, x3)
cov(x3, x1) cov(x3, x2) cov(x3, x3)

⎤

⎦ (5)
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cov(X,Y ) = 1

n

n∑

i=1

(Xi − X)(Yi − Y ) (6)

(4) Calculate the eigenvectors and eigenvalues.

Find the eigenvalues λ1, λ2, λ3 . . . of the covariance matrix and the corresponding
eigenvectors, where λ1 ≥ λ2 ≥ λ3 . . ..

(5) Variables selection.

The basic idea of this step is to select the components that the eigenvalues are ranked
first, and the cumulative contribution rate can reflect certain percentage information.

The principal component contribution rate can be obtained by F(m) as shown in
Eq. (7). And then, np principal components that explain certain percentage of the
variance are selected.

F(m) =
∑m

i=1 λi∑np

k=1 λi
(7)

3.2 Correlation Analysis

Speed is impacted by various factors, such as the weather, the freeway link attributes,
and the air condition. Terrible weather will have largely negative impact on speed.
We want to explore how various variables impact the traffic speed and which is the
most important factor. And we also want to study what form of speed will show the
best fitted result with different factors.

We introduce the multiple linear regression model shown in Eqs. (8) and (9) for
fitting data, where ∂0, ∂1, ∂2, ∂3, . . . ∂n are the coefficients and x1, x2, x3, . . . xn are
the variables selected by PCA which may affect the speed. y1, y2, y3, . . . yn are the
speed of different records.

y = X∂ (8)

y =

⎡

⎢⎢⎢⎣

y1
y2
...

yn

⎤

⎥⎥⎥⎦, X =

⎡

⎢⎢⎢⎣

1
1

x11
x21

. . .

. . .

x1n
x2n

...

1

...

xn1

. . .

. . .

...

xnn

⎤

⎥⎥⎥⎦, ∂ =

⎡

⎢⎢⎢⎣

∂0

∂1
...

∂n

⎤

⎥⎥⎥⎦ (9)
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4 Result and Analysis

In this section, we firstly use the real speed data of China freeway and select the real
variables shown in Table 2 which influence the freeway speed with the method of
PCA. The computer programs are written in Python 3.6. Secondly, we use a software
called Stata to explore how these selected variables influence the traffic speed.

4.1 Variables Selection

According to former studies, we select some alternative variables listed in Table 2.

(1) Calculate the average value
(2) Normalization.

According to Table 3, the dimension of each variable is relatively different, and we
need to normalize the raw data first.

(3) Calculate covariance matrix

According to Eq. (5) and (6), the analysis result of covariance matrix is shown in
Table 4.

(4) Calculate the eigenvectors and eigenvalues

The result of eigenvalues is shown in Table 5.

(5) Variables selection

Firstly, according to the eigenvectors and eigenvalues, we sort the eigenvalues shown
in Table 6.

Secondly, we calculate cumulative principal component contribution rate F(m)
shown in Table 7.

Table 2 Description of
different variables

Type Variable

Link attribute Link length (length)

Link attribute Toll station marker (Ts)

Weather Rain (rain)

Weather Snow (snow)

Weather Temperature (T )

Weather U (U)

Weather VV (VV)

Air AQI (Aqi)

Air PM2.5 (Pm)
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Thirdly, based on the rank and cumulative contribution rate, the main variables
are selected. We choose variables based on the selected variables which can indicate
more than 98% information. So, we delete the last ranked variables, which are rain
and snow.

4.2 The Influences of Weather and the Environment on Speed

Traffic waves show a clear regularity throughout the day, and the speed tendency is
different in each time period. We select three representative time periods in hour unit
which are 8:00, 12:00, and 16:00. We explore how different variables influence the
traffic speed in different time intervals. Figure 1 shows the average speed in 24 h
of random 10 different freeways. Different colored curves represent all-day traffic
speed on different freeways. Take the orange one as illustration, it shows that the
vehicle speed drops to the minimum value at 9:00 and then rises until 13:00; after
that, the vehicle speed drops to approximately 10 km/h at 18:00 and finally rises
until 24:00. It is obvious that different freeway links have a similar speed change
tendency, and it has two lowest points in a day, which is consistent with the traffic
flow characteristics.

Take 8:00 as an example, we find that the third power of speed is linear with
different variables, which gives the best results; especially, U is logarithmic after
repeated tests, as shown in Eq. (10). It means that a toll station on the freewaymatters
most on the traffic speed at 8:00 a.m. The horizontal visibility, the air humidity, and
Aqi have negative effect on vehicle speed.

We have conductedmany experiments and compare the statistical result.We listed
several cases to decide the form of dependent variable and theU. The corresponding

Fig. 1 Average speed on different freeways
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Table 8 R-squared in different cases

Case 1 2 3 4 5 6 7 8

R-squared 0.243 0.243 0.29 0.29 0.3 0.3 0.29 0.29

Table 9 P-value of different variables in different cases

Case 1 2 3 4 5 6 7 8

Length 0 0 0 0 0 0 0 0

lgU/U 0.021 0.365 0.356 0.067 0.001 0 0 0

T 0 0 0 0 0 0 0 0

VV 0.018 0.001 0 0 0 0 0 0

Ts 0 0 0 0 0 0 0 0

Aqi 0 0 0 0 0 0 0 0

Pm25 0 0 0 0 0 0 0 0

cons 0 0 0 0 0 0 0 0

R-squared of different cases and the P-value of different variables are shown in
Tables 8 and 9, respectively.

Case 1: v and U
Case 2: v and lg(U)
Case 3: v2 and U
Case 4: v2 and lg(U)
Case 5: v3 and U
Case 6: v3 and lg(U)
Case 7: v4 and U
Case 8: v4 and lg(U).

From Tables 8 and 9, we find that Case 6 gives the best fitted result and at the
same time satisfies the 0.1% significance level.

v3 = 150.625Length − 33,626.44lgU + 8913.506T

− 2073.108VV − 101,479.2Ts − 1809.955Aqi

+ 4872.766Pm + 551,091.6 (10)

And we use the same method to explore the relationship between different vari-
ables and the traffic speed in other time intervals. Equations (11) and (12) are the
results of 12:00 and 16:00. 20,133 data records and 23,069 data records are used,
respectively. We find that in different time intervals, various variables show different
impacts on speed, and in all of the fitted results, the Ts is the main factor. Whether
there is a toll station on the freeway matters most on traffic speed.

v3 = 152.812Length − 1000.196lgU + 4881.926T − 4112.655VV
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− 113,300.2Ts + 2822.498Aqi − 1563.203Pm + 445,693.4 (11)

v3 = 159.086Length + 610.529lgU + 6401.029T − 1961.01VV

− 106,682.9Ts + 2417.022Aqi − 1040.117Pm + 307, 050.8 (12)

We find that the length, the temperature, and the Aqi have positive influences on
speed. While it also indicates in different fitted equations, each coefficient fluctuates
less except theU, and we guess it may be the problems with data quality, and it needs
to be continued studying.

The researchmay be helpful for predicting traffic speed, and it also can be used for
traffic management department to develop control measures such as variable speed
limits in different scenarios.

5 Conclusion

This study explores the influences of freeway attributes, weather, and air condition
on traffic speed. A quantitative model is also introduced to predict the traffic speed
as per the identified influencing factors. Empirical data of traffic flow and potential
influencing factors are collected from multiple sources for analysis and model cal-
ibration. In order to reduce the complexity of data processing, we firstly introduce
principal component analysis. The PCA can reduce data dimension and select irrele-
vant variables which may have impact on traffic speed. Secondly, we apply multiple
linear regression model to understand how different factors influence traffic speed
and explore the form of traffic speed that fits better with different variables. Finally,
empirical data of China freeway is used to illustrate the feasibility of the method.
For the traffic speed of the freeway link has strong cycle fluctuations throughout the
day, we fit the data in hour. We find that the length of freeway, the humidity of the
area, the temperature, the horizontal visibility, the station maker, the air quality, and
the pm quality have influences on vehicle. Among all of the variables, the weight of
the existence of toll station is highest, indicating the largest influence on the traffic
speed.

In spite of the promise of this novel approach formeasuring howdifferent variables
affect traffic speed, we must note some shortcomings which should be addressed in
the future work. Firstly, in our research, we only select some variables which may
ignore other factors’ impact. In the future research, we will take more variables
into consideration. Secondly, we will introduce other models for data regression and
compare the results of different models. Thirdly, we will make real-time predictions
of speed based on this research.



Accessing the Influences of Weather and Environment Factors … 67

References

1. Li, X., Ghiasi, A., Xu, Z., Qu, X.: A piecewise trajectory optimization model for connected
automated vehicles: exact optimization algorithm and queue propagation analysis. Transp. Res.
Part B Methodol. 118, 429–456 (2018)

2. Qu,X., Zhou,M.,Yu,Y., Lin, C.T.,Wang,X.: Jointly dampening traffic oscillations and improv-
ing energy consumption with electric, connected and automated vehicles: a reinforcement
learning based approach. Appl. Energ. 257, 114030 (2019)

3. Zhou, M., Yu, Y., Qu, X.: Development of an efficient driving strategy for connected and
automated vehicles at signalized intersections: a reinforcement learning approach. IEEE Trans.
Intell. Transp. Syst. 21, 433–443 (2019)

4. Zhou, M., Qu, X., Li, X.: A recurrent neural network based microscopic car following model
to predict traffic oscillation. Transp. Res. Part C. 84, 245–264 (2017)

5. Kuang, Y., Qu, X., Wang, S.: A tree-structured crash surrogate measure for freeways. Accid.
Anal. Prev. 77, 137–148 (2015)

6. Qu, X., Meng, Q., Li, S.: Ship collision risk assessment for the Singapore Strait. Accid. Anal.
Prev. 43, 2030–2036 (2011)

7. Xu, C., Yang, Y., Jin, S., Qu, Z., Hou, L.: Potential risk and its influencing factors for separated
bicycle paths. Accid. Anal. Prev. 87, 59–67 (2016)

8. Gao, K., Tu, H., Sun, L., Sze, N. N., Song, Z., Shi, H.: Impacts of reduced visibility under hazy
weather condition on collision risk and car-following behavior: Implications for traffic control
and management. Int. J. Sustain. Transp. 1–8 (2019)

9. Oh, C., Oh, J., Ritchie, S., Chang, M.: Real-time Estimation of Freeway Accident Likelihood,
80th Annual Meeting of the Transportation Research Board. Washington, D.C, Washington,
DC (2001)

10. Wang, X., Song, Y., Yu, R., Schultz, G.G.: Safety modeling of suburban arterials in Shanghai,
China. Accid. Anal. Prev. 70, 215–224 (2014)

11. Finch, D.J., Kompfner, P., Lockwood, C.R., Maycock, G.: Speed, speed limits and
crashes. Project record S211G/RB/project report PR 58. Transport research laboratory TRL,
Crowthorne, Berkshire. (1994)

12. Ahmed, M.M., Abdel-Aty, M.A.: The viability of using automatic vehicle identification data
for real-time crash prediction. IEEE Trans. Intell. Transp. Syst. 13, 459–468 (2012)

13. Joo, S., Oh, C., Lee, S., Lee, G.: Assessing the impact of traffic crashes on near freeway air
quality. Transp. Res. Part D Transp. Environ. 57, 64–73 (2017)

14. Rahman, A., Lownes, N.E.: Analysis of rainfall impacts on platooned vehicle spacing and
speed. Transp. Res. Part F Traffic Psychol. Behav. 15, 395–403 (2012)

15. Wang, Y., Luo, J.: Study of rainfall impacts on freeway traffic flow characteristics. Transp. Res.
Procedia 25, 1533–1543 (2017)

16. Qu, X., Zhang, J., Wang, S.: On the stochastic fundamental diagram for freeway traffic: model
development, analytical properties, validation, and extensive applications. Transp. Res. Part B
104, 256–271 (2017)

17. Qu, X.,Wang, S., Zhang, J.: On the fundamental diagram for freeway traffic: a novel calibration
approach for single-regime models. Transp. Res. Part B 73, 91–102 (2015)

18. Xu, Z., Wei, T., Easa, S., Zhao, X., Qu, X.: Modeling relationship between truck fuel consump-
tion and driving behavior using data from internet of vehicles. Compu. Aided Civil Infrastruct.
Eng. 33(3), 209–219 (2018)



Multivariate Time Series Analysis Using
Recurrent Neural Network to Predict
Bike-Sharing Demand

Kanokporn Boonjubut and Hiroshi Hasegawa

Abstract The bike-sharing service system is a service that allows a customer to rent
a bike from a bike-sharing station and then return it to another bike-sharing station in
a short time after they reach their destination. Thus, the impact of the bike distribution
system based on the frequency of bike usage needs to be assessed. The bike-sharing
system operator needs to predict the demand to accurately know howmany bikes are
needed in every station so as to assist the planner in the management process of the
bike-sharing stations. This paper proposes an efficient and accurate model for pre-
dicting the bike-sharing service usage using various features of a machine learning
algorithm. We compared the exiting techniques for the sequential data predicting of
artificial intelligence for time series data and analysis. Then, we considered the use
of the multivariate model with a recurrent neural network (RNN), a long short-term
memory (LSTM), and a gated recurrent unit (GRU). In addition, we considered com-
bining the LSTM and GRU methods together to improve the model’s effectiveness
and accuracy. The results showed that all the RNNs, including the LSTM, GRU, and
the model combining the LSTM and GRU, are able to achieve high performance
using the mean square mean absolute, mean squared error, and root mean square
error. However, the mixed LSTM–GRU model accurately predicted the demand in
this case.

Keywords Artificial intelligence · Time series analysis · Predict demand

1 Introduction

Recently, bike-sharing systems (BSSs) have become very popular, as the growing
numbers of people and vehicles have increased traffic congestion and led to many
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environmental concerns. Also, bike sharing has been a growing demand for trans-
portation services [1]. Moreover, BSSs are sustainable transportation alternatives to
private transport, as they do not lead to carbon emissions, traffic congestion, or the
use of non-renewable resources [2]. However, the service quality has a great impact
on customer satisfaction, which affects the increase in the number of customers,
the service’s popularity, and the overall economic performance of the bike-sharing
companies.

Bike-sharing services have also had much attention in metropolitan areas and
tourist areas. In general, a BSS allows registered customers to request a ride after
indicating the pickup and drop-off times and locations. Afterward, a customer will
be able to find an available bike and then park it at any station after reaching their
destination. Thus, BSSs need to maintain the optimal number of bikes and parking
spots at each station. Predictive analytics is a collective term that refers to the meth-
ods of business analytics and data science, and it is used in the prediction of the
necessary variables that are to be studied as continuous variables, such as predicting
sales in a new business. Whether starting a new business or adding a new cycle to the
goals of a business operation, predictive analytics can lead to maximum profits and
minimal costs. Several studies have predicted the usage of bikes in future transporta-
tion systems. Singhvi et al. [3] have presented a bike demand model using regression
models to predict bike trips during morning rush hours on weekdays. Zeng et al. [4]
have proposed a mobility and prediction model for BSSs, and they used statistical
methods to predict the spatiotemporal shift of bikes between stations.

In most cases, the use of bike sharing is often represented by a time series data that
need to be predicted. At present, there is no information about usingmachine learning
for the multivariate time series analysis that can be used to predict the variables of
BSSs. Therefore, this paper proposes a model that can predict the number of bikes
to be used at each bike-sharing station. The model mainly predicts the demand for
bikes using machine learning techniques such as recurrent neural networks (RNNs)
[5]. Ashqar et al. [6] have proposed a bike-sharing station model using a multivariate
regression algorithm, as the partial least squares regression random was applied in
their study, including RNN, long short-term memory (LSTM), and gated recurrent
unit (GRU). In this paper, we used a case study from an open source in NewYork City
to improve the system’s management and create an accurate model for predicting the
use of bike sharing, which will be able to assist planners.

2 Methodology

2.1 Data Preprocessing

We used data from a BSS in New York City (Citi Bike). We downloaded the bike-
sharing usage data from January 1, 2011, to December 31, 2012, from Citi Bike’s
official Web site and acquired the hourly weather data from the UCI bike-sharing
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dataset [7]. In this model, we only used the numbers of rents and returns, information
on the stations, and numbers of passengers, and the dataset and variables are shown
in Table 1. According to the raw data, we divided by each day and collected the
dataset, which was ID instead of the station name and the number of users per hour
added together. We also considered other various factors, such as historical weather
data and days of the week. Afterward, we converted the data into a training dataset
and tested it with a ratio of 70:30, respectively, where one sequence contained 30
consecutive daily data inputs. Then, the data were transformed using MinMax scaler
[8] by scaling each feature to a given range. This scaler works in scales across input
variables that may have different units, which can be used to create the required
model for predicting the future demand for bike-sharing usages.

From the dataset, we created a coefficient correlation diagram using scikit-learn
and Keras as shown in Fig. 1, and the results showed the correlation of each variant

Table 1 Dataset and used variables

Variable Describe

Date time Indicates date time including the date, month, year, and time information

Weekday Indicates variables it is a weekday or weekend

Holiday Indicates variable that government holiday is not it

Season Divided into four seasons: spring, summer, fall, and winter

Weather Divided into four types: transparent, mist and cloudy, rain, and snow

Temperature Temperature in Celsius

Humidity The values of humidity

Wind speed The values of wind speed

Count The number of bikes used

Fig. 1 Correlation coefficient diagram
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(feature), where each feature depends on the temperature, season, humidity, wind
speed, weekday, holiday, and count.

2.2 Models

In this section, we present a basic introduction of the techniques for the sequential
data forecasting/predicting for time series data, where the analysis is one in statistical.
We also propose a model to predict the future usages of bike-sharing services. Many
articles were presented with univariate datasets. However, the data of real systems do
not only have one or two different variables (bivariable), but they have three or more
variables, which is why multivariable analysis is needed, for which a multivariable
dataset is required.

The data in a series of time periods that involve the trend, seasonality, and the
cycle are called the time series data, and this method can be applied to accurately
solve this case study.

According to various predicting/forecastingmethods performed in the application,
the advantages of artificial intelligence, including machine learning techniques, can
decrease the errors and increase the chances of attaining higher accuracy. Generally,
an RNN, an LSTM, a GRU, and a combination of each model can be used. However,
a new architecture model combing LSTM and GRU is used in this paper.

2.2.1 Recurrent Neural Network

A model in an artificial neural network algorithm that can recognize patterns such
as time series data, natural language processing, and video recognition in addition
to other patterns is called the RNN [9], and it is the process of the sequential data,
where the previous hidden state is used to calculate the current hidden state and the
current hidden state is used to estimate the next period’s state.

ht = (xtW + ht−1U ) (1)

ot = (htV ), (2)

where t is the current step, h is the hidden state, x is the input, o is the output, σ is
the activation function, andW, U, V are the weight matrices connecting xt (input) to
the previous hidden state ht−1 and the current hidden state ht .

Therefore, the RNN is suitable for the sequence data or the time series data, where
the RNN can be used with data that are not different in distance in a sequence. The
problemwith the transition function is the vanishing gradient influent difficulty learn
[10–12].
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2.2.2 Long Short-Term Memory (LSTM)

Akindof anRNN is used to process the sequential data,where theLSTMis developed
based on the RNN [13, 14] while using the cell state and the hidden stage to store
and access data in the next stage so as to prevent the disappearance of the gradient
problem. They are deciding for three gates to consist of the forgetting gate, which
considers the unnecessary information, and the input gate is saved in the cell stage.
The output gate is the data transmission into an output.

ft = (
W f

[
ht−1, xt

] + b f
)

(3)

it = σ
(
Wi

[
ht−1, xt

] + bi
)

(4)

C̃t = tanh
(
Wc × [

ht−1, xt
] + bc

)
(5)

Ct = ft ∗ Ct−1 + it ∗ C̃t (6)

ot = σ
(
Wo

[
ht−1, xt

] + bo
)

(7)

ht = ot ∗ tanh(Ct ), (8)

where t is the current step, x is the input, o is the output,W is the weight matrix, and
b is the bias. ft is the forget gate at a time t, it is the input gate, Ct is the cell state of
the internal memory at a time t, ht is the hidden state, and C̃t is the candidate hidden
state that can be used in the next state, which decides to remember or forget the input
data.

2.2.3 Gated Recurrent Unit (GRU)

GRU is a developed unit based on theLSTM in a recurrent network. TheGRUprocess
is a gate adjustment in the LSTM into the reset gate. Then, the gate is updated to
consider how much enough data in the previous stage merges into the input and
forget gate that can be saved more computation resources than LSTM.

The hidden state of the previous stage is connected to the reset gate, and the GRU
exposes all the memory, as it does not have the output gate. It consists of two gates:
the reset gate and the update gate.

zt = σ
(
Wz

[
ht−1, xt

])
(9)

rt = σ
(
Wr

[
ht−1, xt

])
(10)
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Fig. 2 Structures of the mixed LSTM–GRU

h̃t = tanh
([
rt ∗ ht−1, xt

])
(11)

ht = (1 − zt ) ∗ ht−1 + zt ∗ h̃t , (12)

where r is the reset gate, z is the update gate that decides how much the unit updates
its hidden state, h is the hidden state, h̃ is the candidate hidden state, σ is the activation
function,W andU represent the weight matrix, t is the time period, and x is the input
vector.

2.2.4 The Combination of LSTM and GRU

Amodel combining an LSTM and a GRU is proposed [15], which are assembled and
connected in time, and a parameter propagation method using the LSTM or the GRU
sequence is considered. The cell and hidden state are converted to the next unit, where
the long-term memory affects the current epoch output. As for the multiple layers
between the LSTM and the GRU, the first LSTM or GRU layer calculates the hidden
units using the inputs. Then, the second LSTM or GRU layer calculates the output
of the hidden units, but the different parameters are independently calculated. At
last, the neural network calculates the loss function and tries to optimize it. Figure 2
shows the structure of the combined LSTM and GRU.

2.2.5 Experimental

In this paper, the dataset of the inputmatrix consists of temperature, season, humidity,
wind speed, weekdays, holidays, and count to predict future bike-sharing usage. In
the experiment,we used the hyperparameter as presented inTable 2. The performance
of the results became stable after selecting each of the variables. The time step is 30
because the pattern of the data was acquired for every 30 days together. Furthermore,
we used the same hyperparameter to build the proposed model. In the next step, each
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Table 2 Description of the
variables

Parameter Value

Epoch 100

Batch size 100

Hidden node 100

Hidden layer 1–2

Time step 30

training step is processed. Then, the predicted results are estimated according to the
bike-sharing usage of each model.

2.2.6 Evaluation

Weused themean squaremean absolute (MAE), mean squared error (MSE), and root
mean square error (RMSE) methods to measure the effectiveness and accuracy of
different models and to evaluate the bike-sharing usage prediction using the proposed
model with multivariate time series analysis. The predicting error was calculated as
follows, where n is the testing sample number, y is the real data of the bike-sharing
usage, and ỹ is the corresponding prediction of the bike-sharing usage.

MSE = 1

n

n∑

i=1

(yi − ỹi )
2 (13)

MAE = 1

n

n∑

i=1

|yi − ỹi | (14)

RMSE =
√√√
√1

n

n∑

i=1

(ỹi − yi )
2 (15)

3 Results

We used a different model to predict the demand and compare the results. We used
the MAE, MSE, and RMSE methods to measure the performance of the proposed
model. Table 3 shows the predicted errors of the predictions of the bike-sharing
usage and raw bike-sharing usage. The experimental results showed that the mixed
LSTM–GRU model had the least error values, as its MAE, MSE, and RMSE are
0.0420, 0.0040, and 0.0630, respectively.



76 K. Boonjubut and H. Hasegawa

Table 3 Predicted errors of
the bike-sharing usage

Model MAE MSE RMSE

RNN 0.0744 0.0055 0.0505

LSTM 0.0510 0.0510 0.0786

GRU 0.0494 0.0053 0.0735

LSTM–GRU 0.0420* 0.0040* 0.0630*

GRU–LSTM 0.0470 0.0050 0.0708

4 Conclusion and Future Work

In this paper, time series data and a machine learning technique were used to pre-
dict the demand for bike-sharing usage. Using historical data, including the sea-
son, weather, temperature, humidity, and wind speed with the time series analysis,
we compared the performance of different prediction models that used an RNN, an
LSTM, aGRU, amixed LSTM–GRU, and amixedGRU–LSTM. The results showed
that the prediction of the demand for bike-sharing usage with themixed LSTM–GRU
model was the most accurate. Thus, the findings of this study can assist the planners
of bike-sharing companies in the distribution of bikes in bike stations. For future
work, we will consider the effects of each variable on the bike usage rate and will
further develop the predicted results using other methods such as deep learning.
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Influencing Factor Analysis of Logistics
Service Satisfaction in China: A Binary
Logit Model Approach
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Abstract With the continuous growth of the number of Internet users and the con-
tinuous expansion of the online retail market in China, consumers have put forward
higher requirements for logistics services. Thus, this study uses a binary logit model
to study China’s logistics services from the perspective of customers, and the main
factors affecting customer satisfaction with logistics services were explored. First,
questionnaire was scientifically designed, and a total of 356 samples was collected in
the online survey, of which 310 samples considered to be valid, and the questionnaire
effective rate was 87.1%. Second, based on the survey data, the reliability and valid-
ity of the questionnaire were tested and factor analysis was performed. The results
showed that the reliability and validity of the questionnaire were good, and the factor
structure of the questionnaire could meet the needs of this study. Finally, the binary
logit model was used to analyze the main factors affecting customer satisfaction with
logistics services. The results show that facilities, convenience, reliability, empathy,
economics and timeliness have a significant impact on logistics service satisfaction,
and among them, facilities, economics and convenience are the most important fac-
tors. The research results can effectively improve China’s overall logistics service
level and have strong practical significance.
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1 Introduction

In recent years, the expansion of online retail sales has increased rapidly due to the
development of information technology in China [1, 2]. According to the 44th Sta-
tistical Report on Internet Development in China issued by China Internet Network
Information Center (CNNIC), up to June 2019, the number of online shopping users
in China has reached 639million, an increase of 28.71million compared with the end
of 2018 [3]. Fast-growing online retail market provides customers more convenience
but places higher demands on logistics services as well. Logistics services usually
refer to logistics management from one point to another to meet the requirements of
customers or companies [4], which is an important component in online retail market
and significantly impacts online retailers’ revenue and profitability [5].

Many scholars have carried out a lot of research on logistics services. Sudra-
jat constructed a conceptual model, for improving the strategic competitiveness of
Indonesian logistics service companies [6].Wang investigated consumers’ behavioral
responses to innovative the last-mile delivery services in the emerging e-commerce
market of Singapore [7]. Thao explored different stakeholder perceptions of logistics
service quality in Hai Phong, Vietnam, and provides managers with insights on what
logistics service quality factors to address to enhance customers’ perceptions [8]. Lin
used factor analysis method to identify crucial business and logistics skill factors in
Taiwan and analyzed the different perception between international logistics ser-
vice providers and logistics academics [9]. Limbourg examined the logistics service
quality in Da Nang City by scales developed according to SERVQUAL instrument
[10].

Customer satisfaction is very important for online retail market and logistics com-
panies. Studies have shown that customer satisfaction with logistics services has an
important impact on their online shopping behavior [11, 12]. In order to evaluate cus-
tomer satisfaction, large numbers of research have been carried out. Briggs examined
the influence of positional performance and velocity performance on the third-party
logistics service satisfaction based on an online survey [13]. Rahmat studied the
influence of cultural background between individualist and collectivist countries
on customer logistics service satisfaction [14]. Stopka put forward some proposals
of methodology for measuring the customer satisfaction with the logistics services
based on the directly and indirectly measurable characteristics [15]. Tontini study
the nonlinear impact of quality dimensions of third-party logistics (3PL) services
on customer satisfaction and loyalty, by using penalty and reward contrast analysis
method [16]. Duc studied the service quality–customer satisfaction link in the port
logistics service industry of a developing and transitional economy by structural
equation modeling technique [17].

The 44th Statistical Report on Internet Development in China pointed that the
number of Internet users in China has reached 854 million, and the Internet penetra-
tion rate has reached 61.2%, up to June 2019. In the context of the growing number
of Internet users and the expanding of online retail market, it is necessary to re-
investigate customer logistics service satisfaction in the Chinese market. This paper
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uses the method of factor analysis and binary logit model to study the satisfaction of
logistics services in China and can effectively make up for the research gap, which
is significant for improving the competitiveness of logistics companies and logistics
services in China.

2 Method

2.1 Questionnaire Design

Based on the previous studies of customer satisfaction with logistics, this research
developed a questionnaire with 31 items to study the logistics satisfaction in China
under the context of the rapid development of online retail market. The questionnaire
was made of two parts: The first part was an investigation of the demographic infor-
mation included: age, gender, income and the frequency of logistics services used
per week; the second part was an investigation on the logistics satisfaction which had
21 items, which included seven topic areas: reliability, timeliness, economics, con-
venience, empathy, facilities and satisfaction (see in Table 1). The five scale of Likert
was applied in the logistics satisfaction questionnaire; each measurement variable
varies from 1 to 5, among which 1 means strongly agree, 2 means agree, 3 means
uncertain, 4 means disagree and 5 means strongly disagree.

2.2 Survey Implementation

This survey was conducted from 2019-12-06 to 2019-12-20 by means of an online
survey. The online questionnaire was published on Wenjuanxing (https://www.
wjx.cn/), one of the most popular questionnaire survey Web sites in China. This
survey was completely anonymous for the sake of privacy issues. Respondents were
encouraged to participate in the survey by giving them five Chinese yuan after the
survey; the average survey completion time was 3 min. Altogether, 356 people took
part in the study. After deleting unreliable cases by controlling for missing values,
answering time for the entire survey (answering time less than 90 s), 310 people
formed the final sample, resulting in a sample validity rate of 87.1%.

2.3 Survey Sample Structure

In terms of the demographic information of the participants, as can be seen in Table 2,
157 samples (50.6%) are male, while 153 (49.4%) are female; the ratio betweenmale
and female approaches 1:1. More than half (163, 52.6%) of the participant’s age is

https://www.wjx.cn/
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Table 1 Logistics satisfaction questionnaire

Variable Codes Items

Reliability Rel1 Your package can be delivered accurately and will not be falsely taken

Rel2 Your package was intact when arrives in your hands

Rel3 You have not lost you package before it delivered to your hand

Rel4 Your package was safe and reliable during the delivery process

Timeliness Tim1 Your package will be delivered to your hand on time as expected

Tim2 On special holidays (such as Double Eleven), your courier can deliver
in time

Tim4 When you return or exchange, the courier can pick up the goods in time

Economics Eco1 You are very satisfied with the cost of current logistics services

Eco2 You think that the pricing of logistics services is very reasonable

Eco3 You think the current cost-effectiveness of logistics services is
relatively high

Convenience Con2 Express distribution of pickup points is reasonable, and it is convenient

Con3 The daily pickup time is long enough and flexible for you

Con4 There are many pickup methods available for you to choose

Empathy Emp1 The courier’s attitude is very friendly when picking up

Emp2 The logistics company can provide services corresponding your needs

Emp3 The logistics company can provide me with a lot of personalized
services

Emp4 The logistics company can meet my needs very well in the service
process

Facilities Fac1 The facilities and equipment of logistics companies are modernization
now

Fac2 The logistics company staffs can provide logistics standardization
services

Fac3 The appearance and clothing of logistics company employees are very
good

Satisfaction Sat You are very satisfied with the service provided by the logistics
company

between 26 and 40, and people in this age group are also major users of logistics
services. A total of 141 (45.5%) participants’ income is above 6000 yuan per month.
Almost half of the participants (151, 48.7%) use logistics services 2–3 times a week.
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Table 2 Descriptive statistics of the demographic information of the participants

Demographic variables Value Frequency Percentage Cumulative percentage

Gender Male 157 50.6 50.6

Female 153 49.4 100

Age <18 2 0.6 0.6

18–25 31 10.0 10.6

26–40 163 52.6 63.2

41–55 96 31.0 94.2

>55 18 5.8 100.0

Income <1500 15 4.8 4.8

1500–2999 49 15.8 20.6

3000–4999 54 17.4 38.1

4500–5999 51 16.5 54.5

>6000 141 45.5 100.0

Frequency of logistics
services used per week

≤1 109 35.2 35.2

2–3 151 48.7 83.9

4–6 25 8.1 91.9

>7 25 8.1 100.0

3 Result

3.1 Reliability Test of the Logistics Satisfaction Questionnaire

Reliability refers to the consistency and stability of the data measured by the ques-
tionnaire. The most widely used reliability index is Cronbach’s α coefficient, and its
value in scale should better be above 0.7 [18]. Used SPSS 22.0 software to analyze
the reliability of the logistics satisfaction questionnaire, results are shown in Table 3.
From Table 3, it could be observed that the value of each factor was greater than 0.7.

Table 3 Cronbach’s α

coefficient of the logistics
satisfaction questionnaire

Variable Quantity Cronbach’s α coefficient

Reliability 4 0.780

Timeliness 3 0.761

Economics 3 0.833

Convenience 3 0.840

Empathy 4 0.888

Facilities 3 0.853

Total 20 0.934
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At the same time, Cronbach’s α coefficient in the total scale is 0.934. Those values of
Cronbach’s α coefficient indicated that the logistics satisfaction questionnaire was
reliable.

3.2 Factor Analysis of the Logistics Satisfaction
Questionnaire

Factor analysis method was adopted to analyze the structure of the logistics satis-
faction questionnaire. First, the KMO value was analyzed and the Bartlett’s test of
sphericity was carried out by using SPSS 22.0. The value of KMO was 0.922, and
the result of Bartlett’s test of sphericity was significant (<0.01), which means we
can apply explanatory factor analysis to explore the structure of the logistics ser-
vice questionnaire. The results of the analysis are presented in Table 4; there were
six common factors with the variance explanation rate valuing 73.766%. All the
factor loads are greater than 0.5 (0.520–0.868), which indicated that the logistics
satisfaction questionnaire had good validity [19].

3.3 Construction of the Logistics Satisfaction Logit Model

This study utilized a binary logit model approach to estimate the main factors affect-
ing logistics service satisfaction. First, the binary logit model requires the dependent
variable to be a binary variable so that the logistics service satisfaction variable was
grouped into two categories [20, 21], that is “very satisfied” and “satisfied” that were
grouped into “satisfied” with a value of 1, and the results of “unclear,” “unsatisfied”
and “very dissatisfied” were grouped into “unsatisfied” with a value of 0. Then,
use the binary logistic regression models to estimate the relationship between the
logistics satisfaction (satisfied/unsatisfied) and the explanatory variables of facilities,
convenience, reliability, empathy, economics and timeliness. The logistic regression
equation can be expressed as Formula (1):

logit(P) = ln

(
P

1 − P

)
= β0 + β1X1 + β2X2 + · · · + βn Xn (1)

In this formula,P represents the probability of the logistics service satisfaction that
is “satisfied,” 1 − P represents the probability of the logistics service satisfaction
that is “unsatisfied,” β0 is the intercept, β1, β2, . . . , βn are the coefficients of the
explanatory variables and X1, X2, . . . , Xn are the explanatory variables.

To assess the goodness of fit of the fitted model, the Hosmer and Lemeshow
test was performed by using SPSS 22.0, and the result is shown in Table 5. The
result shows that chi-square = 13.317 and P-value >0.101 indicated that there is
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Table 4 Factor analysis results of the logistics satisfaction questionnaire

Items Mean Factors loading Variance explained
(%)

Cumulative variance
explained (%)

Factor 1: facilities 14.580 14.580

Fac1: 3.76 0.827

Fac2: 3.72 0.761

Fac3: 3.71 0.716

Factor 2:
convenience

13.223 27.804

Con3: 3.85 0.794

Con2: 3.90 0.773

Con1: 3.82 0.698

Factor 3: reliability 12.689 40.493

Rel3: 4.25 0.805

Rel1: 4.29 0.768

Rel2: 4.01 0.637

Rel4 3.99 0.616

Factor 4: empathy 12.056 52.549

Emp4: 3.80 0.615

Emp2: 3.89 0.614

Emp1: 4.00 0.610

Emp3 3.67 0.607

Factor 5: economics 12.015 64.564

Eco2: 3.49 0.868

Eco1: 3.64 0.806

Eco3: 3.65 0.684

Factor 6: timeliness 9.202 73.766

Tim4: 3.86 0.800

Tim1: 3.82 0.618

Tim2: 3.56 0.520

Table 5 Goodness of fit of
the binary logistic regression
model

Step Chi-square df P-value

1 13.024 8 0.111

no significant difference between the actual value and the predicted value of the
dependent variable, and the model was fitted well [22].

Table 6 summarizes the estimated result of the fitted binary logistic regression
model, and according to thefitted result, thefinal formof the binary logistic regression
model can be described as Formula (2):
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Table 6 Estimated result of the fitted binary logistic regression model

Coefficient S.E. Wald df P-value OR 95% C.I. (OR)

Lower Upper

Facilities 1.522 0.230 43.820 1 0.000 4.583 2.920 7.192

Convenience 0.939 0.183 26.474 1 0.000 2.558 1.789 3.659

Reliability 0.781 0.188 17.332 1 0.000 2.185 1.512 3.156

Empathy 0.721 0.168 18.303 1 0.000 2.056 1.478 2.860

Economics 1.003 0.196 26.163 1 0.000 2.727 1.857 4.006

Timeliness 0.652 0.174 14.105 1 0.000 1.919 1.366 2.697

Constant 1.967 0.237 69.078 1 0.000 7.150

logit(P) = 1.967 + 1.522X1 + 0.939X2 + 0.781X3

+ 0.721X4 + 1.033X5 + 0.652X6 (2)

In this formula, X1 represents the value of facilities, X2 represents the value of
convenience,X3 represents the value of reliability,X4 represents the value of empathy,
X5 represents the value of economics and X6 represents the value of timeliness.

From the estimated model, it was found that facilities, convenience, reliability,
empathy, economics and timeliness have a significant impact on logistics service
satisfaction, and among them, facilities, economics and convenience are the most
important factors. Customers who are satisfied with the logistics facilities are about
358% more likely to rate the logistics service as “satisfied” compared to customers
who are dissatisfied with the facilities (OR = 4.583; p = 0.000); this means that
when logistics companies adopt more advanced logistics facilities, customers tend
to be satisfied with the logistics service. Similarly, customers who are satisfied with
the economics of the logistics service are about 273%more likely to rate the logistics
service as “satisfied” compared to customers who are dissatisfied (OR = 2.727; p
= 0.000) and indicated that customer satisfaction with logistics services marginally
depends on how much they spend on logistics services. With respect to the con-
venience of the logistics services, customers who are satisfied with the level of
convenience of the logistics services are about 256% more likely to rate the logistics
service as “satisfied” compared to customers who are dissatisfied (OR = 2.558; p
= 0.000) and reflected that convenience is an important factor influencing customer
satisfaction with logistics services.

4 Conclusion

This study analyzed the main factors affecting customer logistics service satisfaction
in the context of the growing online retail market in China, by using the binary logit
regression model. A questionnaire survey was carried out to collect the survey data; a
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total of 356 samples took part in the study, and 310 were identified as valid samples.
The results show that facilities, convenience, reliability, empathy, economics and
timeliness have a significant impact on customer logistics service satisfaction, under
the context of the growing number of Chinese Internet users and the expanding
online retail market. Among them, facilities, economics and convenience are the
most important factors. Therefore, it is recommended that logistics companies should
improve their equipment or invest more into modern equipment to enable them to
address the challenges for better quality service. In addition, they should also adjust
the price of logistics services within the scope of cost control and provide customers
with more diversified services to improve the convenience of customers when using
logistics services.
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To Investigate the Hidden Gap
between Traffic Flow Fundamental
Diagrams and the Derived Microscopic
Car Following Models: A Theoretical
Analysis

Yang Yu, Jie Zhu, and Xiaobo Qu

Abstract Traffic flow fundamental diagram, or simply speed–density relationship
and/or flow–density relationship, is the basis of traffic flow theories and road per-
formance studies since it depicts the mathematical relationship among three traffic
flow fundamental parameters—density, speed, and traffic flow. In this paper, through
mathematical analyses and simulations, we find that for all existing fundamental dia-
gram models, their derived microscopic car following models do not perform well
and cannot reproduce the status of the stable flow described by the corresponding
fundamental diagrams. The results indicate that there seems to exist a hidden gap
between existing traffic flow fundamental diagrams and the corresponding micro-
scopic car followingmodels.We further discuss about the fundamental causes behind
such gap and propose a simple yet incomplete solution at the end of this paper.

1 Introduction

Traffic flow fundamental diagram, or simply speed–density relationship and/or
flow–density relationship, describes the fundamental relationship among traffic flow
(vehs/h), speed (km/h), and traffic density (vehs/km) of a road segment. It is a very
important part of macroscopic traffic theories and has been attracting a great many
research attentions in the past decades [1–8]. Most models for describing speed–den-
sity relationships can be divided into either single-regime (use one curve to depict
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speed–density relationship in all traffic states) models such as Greenshields linear
model [1], Underwood exponential model [4], and Greenberg logarithmmodel [2] or
multiple-regime models (use different curves to depict speed–density relationships
under different traffic states) such as Wu’s four-state model [3].

On the other hand, microscopic car following models are designed to reproduce
how vehicles are following one another on roadways. Most car following models are
either formula-based (parametricmodel) [9–12] ormachine-learningbased (nonpara-
metric model) [13–17], and they all take a vehicle’s current status and surrounding
traffic conditions as inputs and output the movement of the vehicle at next time step
in the form of acceleration [10–12], speed [9], or moving distance [17].

Although numerous studies have focused on the development and optimization of
macroscopic speed–density relationships (fundamental diagram models) and micro-
scopic car following models, respectively, few studies took very intensive investiga-
tions into the potential relationships between them. In this paper, we fill this margin
by investigating how microscopic car following models can be derived from macro-
scopic speed–density models (fundamental diagram models), as well as the features
and defects of the derived car following models. We also find that there seems to
exist a hidden gap between existing traffic flow fundamental diagrams and the corre-
sponding microscopic car following models. We further discuss about the likelihood
to bridge such gap and propose a simple yet incomplete solution.

The rest of the paper is organized as follows. Section 2 first introduces the general
structure of traffic flow fundamental diagram models. Then, the corresponding gen-
eral microscopic car following model is derived, which is followed by the analysis
of the hidden gap between them. Section 3 discuss about the fundamental causes
behind such gap and propose a simple yet incomplete solution. Section 4 concludes.

2 Theoretic Analysis

2.1 General Structure of Fundamental Diagram Models

Although traffic flow fundamental diagrams can be depicted by either single-regime
or multiple-regime models, all these models in fact follow the same basic pattern:
to describe traffic speed u as (a) function (s) of traffic density k so that traffic flow
q can be depicted by a single fundamental traffic parameter—either u or k. Thus, a
general structure for all existing fundamental diagram models can be described as
follows:

u = f (k) (1)

q = ku = k f (k) (2)
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where f (k) can refer to any forms of function (single or piecewise function) that takes
traffic density k as sole input and outputs traffic speed u. The above two equations
(the fundamental diagram model) uniquely describe the stable status of a continuous
traffic stream: the speeds of vehicles in the traffic stream tend to reach the value of
(u = f (k))when the density reaches the value of k. Meanwhile, the traffic flow tends
to reach the value of (q = k f (k)). A typical speed–density relationship (Eq. (1)) and
flow–density relationship (Eq. (2)) are illustrated in Fig. 1a, b, respectively.

Fig. 1 Speed–density curve (a) and flow–density curve (b) of a Greenberg logarithm fundamental
diagrammodel. Every point on the curves indicates a speed–density or flow-density value pairs that
correspond to a stable flow state
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2.2 Derivation of the Corresponding Microscopic Car
Following Models

In order to derive the corresponding microscopic car following model from the fun-
damental diagrammodel, we can simply calculate the first-order derivative of Eq. (1)
with regard to time t so that the left side term (traffic speed u) of Eq. (1) can result
in vehicle acceleration a (the original unit of a generated is km/h2, which can be
easily transferred to the more common unit—m/s2), which is a typical output of car
following models since acceleration is directly linked to the control of engine power
[14]. The above can be mathematically described as follows:

a ≡ du

dt
= d f (k)

dt
(3)

Given that one can use the inverse of the spacing �x between two successive
vehicles to approximate the local density k, Eq. (3) can be further simplified as
follows:

a = d f (k)

dt

= d f (k)

dk
× dk

d�x
× d�x

dt

= d f (k)

dk
× d 1

�x

d�x
× �v

= d f (k)

dk
×

( −1

�x2

)
× �v (4)

Thus, the general form of microscopic car following models derived from any
existingmacroscopic speed–density relationships (fundamental diagrammodels) can
be described as follows:

a = λ�v (5)

where �v serves as the input stimulus and refers to the speed difference between a
leading vehicle and its immediate follower, whileλ refers to the sensitivity coefficient
and is depicted by

λ =
( −1

�x2

)
d f (k)

dk
(6)
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2.3 Gap Between the Macroscopic and Corresponding
Microscopic Traffic Models

In this subsection, we attempt to investigate the performance and defects of the funda-
mental diagram-based car following model. As can be easily observed from Eqs. (5)
to (6), the microscopic car following model derived from any existing fundamental
diagram model always holds the following features:

1. It takes use of the speed difference�v as the only stimulus to predict the following
vehicle’s acceleration at the next time step;

2. The degree of the car following model’s response to speed difference is
determined by the sensitivity coefficient λ which increases/decreases with the
increase/decrease of the spacing between the following vehicle and its leader;

3. The spacing �x between the following vehicle and its leader does not directly
act as an input stimulus for predicting the vehicle acceleration because it is not
an individual term on the right-hand side of Eq. (5). Instead, it is only a part of
the sensitivity coefficient for stimulus �v, as was explained in Feature 2.

Therefore, it is not difficult to conclude that the above car following model would
always force the vehicle it controls to reach a ‘fake stable car following status’ as
long as the speed difference �v reaches 0 for the first time: the following vehicle
would never change its speed again (always keep the same speed as its immediate
leader) regardless of the actual spacing between the vehicle and its leader, and this
‘fake stable status’ would gradually pass from the first follower in a platoon to the last
follower until the entire platoonmoveswith the same speed but with different spacing
(different local densities) between one another. In other words, the car following
model cannot reproduce the status of the stable flow described by the corresponding
fundamental diagram model which assumes that the same, stable speed of vehicles
in a platoon would correspond to the same spacing between two successive vehicles
(the stable local density), as was explained in Fig. 1. On top of that, the above car
following model could lead to extremely dangerous situations since it may force
the vehicle to always follow its immediate leader with the same speed but at a very
small spacing. On the other hand, it could be very unreasonable since the model may
also force the vehicle to keep the same speed as its leader given that the spacing is
still very large. To summarize, there seems to exist a hidden gap between existing
traffic flow fundamental diagrams and the corresponding microscopic car following
models.

Now, we take use of the famous Greenberg logarithm speed–density model (fun-
damental diagram model) to help illustrate the above findings. By replacing the
general function f (k) in Eq. (1) with Greenberg model function, we have

u = uo ln
k j

k
(7)

where uo is the optimal speed of vehicles in a platoon at the capacity point and k j

is the jam density. By approximating the independent variable k using the inverse
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Table 1 Calibrated results of
two model parameters

uo k j

Calibrated value 34.7 km/h 161 veh/km

of spacing 1
�x and adopting the same process as was in Sect. 2.2 to calculate the

first-order derivative of Eq. (7) with regard to time t , we have

a = uo
�x

�v (8)

which happens to be a special form of the general motors car following model [18]
that was developed decades ago.

To be consistent with previous studies regarding fundamental diagram [7, 8, 19],
we calibrated both Eqs. (7) and (8) using the 47,185 observations of speed–density
data collected from Georgia State Route 400. The calibrated values for the two
parameters (uo and k j ) are listed in Table 1.

Now, we try to set up a reasonable testing environment: without loss of genuinity,
we create a platoon of 20 vehicles following one another, and the initial spacing
between two successive vehicles is randomly generated from a normal distribution
with mean value equals to the inverse of optimal density ko at capacity point (ko can
be easily calculated from Eq. (7) given that uo and k j are already known). Similarly,
the initial speed of each following vehicle is also randomly generated from a normal
distribution with mean value equals to the calibrated optimal speed uo. At last, the
speed of the first vehicle in the platoon is set fixed as the optimal speed uo.

By using the calibrated car following model (Eq. 8) derived from Greenberg
fundamental diagram model (Eq. 7) to control all the 19 followers in the above
vehicle platoon, simulation results (Fig. 2) show that upon the platoon reaches its
‘stable status’ (when all vehicles reach and keep the same speed as the first vehicle,
which is the optimal speed uo), the spacing between two successive vehicles varies
largely (from only 6.73 to 30.16 m with a mean value of about 13 m) rather than
reaching close to the same, stable spacing (17 m, which corresponds to the inverse
of optimal density ko). The results perfectly validated our aforementioned deduction
that the fundamental diagram-derived car following model cannot reproduce the
status of the stable flow described by the corresponding fundamental diagram.

In addition, we repeat the above simulation by only changing the speed profile
of the first vehicle from uniform motion to a decelerated motion followed by an
accelerated motion to further test whether the above car following model would
easily lead to dangerous situations. The simulation results are displayed in Fig. 3,
fromwhichwe can easily observe that rear-end collisions (definitely a very dangerous
situation) have easily occurred when the leading vehicle drives in a more random
(natural) way, just as we have analysed before.
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Fig. 2 Simulation results of a platoon of vehicles following a fixed-speed leader

Fig. 3 Simulation results of a platoon of vehicles following a speed-changing leader. Note since
the spacing between two vehicles should include the vehicle length of around 5 metres, the actual
net spacing between two vehicles in the magnified zone is already very close to or even smaller
than 0, which indicates the situation of rear-end collisions
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3 Further Discussions

In this section, we attempt to discuss more about the fundamental cause behind the
aforementioned gap between the existing fundamental diagram models and their
derived microscopic car following models, and the likelihood to address such gap.

As was analysed in Sect. 2.3, the ‘fake stable car following status’ would be easily
yielded by any car following models derived from any of the existing fundamental
diagram models. This is caused by the fact that these derived car following models
take speed difference �v as the only input stimulus but fail to separately consider
the impact of spacing �x between two vehicles, which, however, is another very
important factor every driver will consider during driving and another input stimulus
used by most car following models such as models of optimal velocity model family
[10, 12, 20–22], models of intelligent driver model family [11, 23, 24], and models
of the machine learning-based model family [14–17]. But if we look back to Eq. (4)
which showed the detailed process for calculating the first-order derivative of general
macroscopic speed–density relationship (general fundamental diagram model), we
can find that the only input stimulus �v of derived car following model in fact
comes from the only variable k on the right-hand side of the general speed–density
relationship through replacing density k using the inverse of spacing 1

�x and then
calculate its derivative with regard to time t . In other words, the aforementioned
defects of the derived car following models (also the gap between the macroscopic
traffic model and its derived microscopic model) will always exist for all kinds of
speed–density models (fundamental diagram models). The only possible solution to
nicely address such gap is to modify the structure of speed–density relationships by
adding more variable (s) to the right-hand side of the model, which, however, would
greatly improve the model complexity and is also impractical at present since all
the three fundamental traffic parameters (speed, density, and traffic flow) are already
nicely integrated into the existing fundamental diagram models.

Although changing of the general structure of the widely accepted speed–density
models is difficult and impractical, one can still address the above defects of all
the fundamental diagram-derived car following models by simply introducing the
difference betweendesired stable spacing�xstable corresponding to the current speed1

and existing spacing �x as a second stimulus of the car following models, which
would enable the models to keep re-adjusting the accelerations/decelerations of the
following vehicle even when the speed difference�v is 0 so that stable car following
platoon would only be formed when every vehicle both reaches the same speed as the
first vehicle and keeps the desired spacing (corresponds to the inverse of the stable
density at that speed). However, by modifying the above car following models like
this, the strict derivation relationship between the macroscopic traffic models and
their corresponding microscopic models would no longer hold.

1�xstable can be easily acquired from the corresponding macroscopic speed–density relationship:
simply use current speed u of the following vehicle as input to output the corresponding stable
density k, which is 1

�xstable
.
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4 Conclusion

Although numerous studies have focused on the development/optimization ofmacro-
scopic speed–density relationships (fundamental diagram models) and microscopic
car following models, respectively, few studies took intensive investigations into
the potential relationships between them. In this paper, we fill the above margin by
investigating how microscopic car following models can be derived from macro-
scopic speed–density models (fundamental diagram models), as well as the features
and defects of the derived car following models. Based on the theoretical analyses
and simulation results, we point out that for all existing speed–density models (fun-
damental diagram models), their derived microscopic car following models would
always take speed difference as the only stimulus to produce next-step accelerations,
which is likely to lead to safety issues such as rear-end collisions and also cannot
reproduce the status of the stable flow described by the corresponding fundamental
diagrams. In other words, there seems to exist a hidden gap between existing traffic
flow fundamental diagrams and the corresponding microscopic car following mod-
els. At the end of this paper, we further discuss about the likelihood to bridge such
gap and propose a simple yet incomplete solution.
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A Leader-Based Vehicle Platoon Control
Strategy at Signalized Intersections
Considering Efficiency

Jian Zhang, Tie-Qiao Tang, Yang Yu, and Xiaobo Qu

Abstract In this paper, we propose a leader-based control strategy for vehicle pla-
toon at signalized intersections. The speed guidance which regards the states of
followers and the signal phase and timing (SPaT) information is adopted for the
leader of the platoon. The Cooperative Adaptive Cruise Control (CACC) with a
piecewise policy is used to control the followers. The efficiency of the signalized
intersection is specifically considered when constructing the control strategy. The
simulation results show that the proposed strategy can control the vehicle platoon
smoothly cross signalized intersections without stop and ensure the traffic efficiency
simultaneously.

1 Introduction

The transportation system is developing toward automation and intelligence owing to
the emergence of sensor and vehicular network technology [1, 2]. Traffic platooning
is an importantmethod that can substantially increase road capacity, energy economy,
and safety in the smart transportation system and thus attracts much attention from
researchers.

A vehicle platoon is defined as a group of vehicles that travel together with nearly
the same speed and small headway. In order to maximize the advantages of vehicle
platoon driving, a large body of research has studied the protocols for platoonmaneu-
vers on highways from the platoon level, including platoon formation, split, merge,
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and exit [1, 3]. As for the vehicle control level, another strand of research studied the
Adaptive Cruise Control (ACC) and Cooperative Adaptive Cruise Control (CACC)
that can help a vehicle track its preceding vehicle by using real-time state information
to achieve the platooning driving [4, 5]. However, these control strategies cannot be
directly used when a vehicle platoon is traveling along a signalized road since they
do not explicitly consider the SPaT information. Signalized intersection is a crucial
point to produce traffic delays, extra safety hazards, and excessive energy consump-
tion. Various advanced traffic control strategies, such as speed guidance, have been
developed to improve traffic performance measures on signalized arterial [6, 7].

In this paper, we propose a leader-based control method which combines speed
guidance strategy and CACC for vehicle platoon when passing through a series of
signalized intersections.Moreover, we explicitly consider the efficiency of the signal-
ized intersection, i.e., the capacity of the signalized intersection, when constructing
the control strategy. The rest of the paper is organized as follows: The control strategy
is constructed in Sect. 2, simulations are conducted to validate the proposed strategy
in Sect. 3, and some conclusions are summarized in Sect. 4.

2 Control Strategy

It is assumed that there is a predetermined platoon that consists of two parts, the leader
and the followers, passing through a one-lane signalized artery where overtaking is
forbidden. The leader should take responsibility for the platoon, is a manual driving
vehicle equipped with a speed guidance system, and the followers are connected
vehicles controlled by CACC. Both the speed guidance and CACC are easy to be
achieved in the state-of-art without a need for expensive sensors widely used in
automatic vehicles, which make the method easy to promote at the moment.

First, we introduce the CACC system equipped on the followers. According to
the literature, there are two popular policies of CACC, the constant spacing (CS)
policy [8] and constant time-gap (CT) policy [9]. The CT policy is more favorable
among the studies of CACC on highways without interruptions, and some filed tests
also have proven its superior performance. However, CT policy is not suited for
this study since when vehicles pass through intersections, a low-speed situation or
stop and start situation cannot be eliminated. It is obvious that if the speed is very
low, the follower cannot keep a constant time-gap, as illustrated in Fig. 1 denoted
by the slanted solid line and slanted dashed line, the spacing approaches zero as
speed approaches zero. From the previous study on manual driving features, we can
also find that one prefers to keep a relatively constant time-gap at high speed while
a relatively constant spacing at low speed. As a consequence, a piecewise CACC
policy is adopted in this study with the consideration of different speed situations.
The policy can be formulated as follows:
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where s(v) is the inter-vehicle space, tg is the constant time-gap (in the range of 0.6–
1.1 s based on the previous studies), v∗ is the speed boundary value of CT policy and
CS policy. This is illustrated in Fig. 1 denoted by the slanted solid line and horizontal
solid line.

The technical details of the method are out of the purpose of this paper, so we only
propose the mathematical model and test the performance of this method through
simulations. According to Milanés and Shladover [3], the car-following behavior of
CACC controlled vehicles can be well simulated by the following model:

en(t + �t) = xn−1(t) − xn(t) − s(vn(t)), (2)

vn(t + �t) = vn(t) + k1en(t + �t) + k2ėn(t + �t). (3)

where xn(t) and vn(t) are, respectively, the position, the velocity of the nth vehicle at
time t, en is the spacing error, which is the deviation of the expected space headway s
and the real one.�t is the time step, k1 and k2 are two control parameters to decrease
the spacing error and determine the velocity of the next time step, set to be k1 = 0.45
and k2 = 0.25 based on the experimental data [3]. Here, we should note that bounded
acceleration is applied in the simulation according to the real vehicle’s limitations.

Next, we introduce the dynamic of the leader in the platoon. Since we have
assumed that the leader is a manual driving vehicle with a speed guidance system,
the dynamic model is also divided into two parts. For the manual driving behavior,
the simplified Gipps model [10] is implemented. A modified car-following model
with speed suggestion is used to describe the driving behavior with speed guid-
ance. The acceleration calculator of Gipps model is divided into two parts, the free-
flow acceleration a f

n and the congested acceleration acn , which can be formulated as
follows:

a f
n (t) = 2.5 · amax ·

(
1 − vn(t)

vmax

)
·
√
0.025 + vn(t)

vmax
, (4)
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acn(t) = 1

T
·
[
1

τ

(
xn−1(t) − xn(t) − s j + vn(t)

2 − vn−1(t)
2

2 · amin

)
− vn(t)

]
. (5)

where amax is the maximum acceleration, amin is the maximum deceleration, which
is negative, vmax is the maximum speed in free flow, T is the sensitivity coefficient,
τ is the reaction time of drivers, s j is the jam spacing between cars. Here, we should
note that Eq. (5) does not consider the influence of traffic light, if the signal is green,
we can use it to calculate congested acceleration directly, but if the signal is red, the
congested acceleration should be calculated as follows:

acn(t) = min

⎧⎨
⎩

1
T ·

[
1
τ

(
xn−1(t) − xn(t) − s j + vn(t)

2−vn−1(t)
2

2·amin

)
− vn(t)

]
,

1
T ·

[
1
τ

(
LT − xn(t) − s j + vn(t)

2

2·amin

)
− vn(t)

]
⎫⎬
⎭, (6)

where LT is the position of the stop line.
In the simulation, we assume that the acceleration is constant during each time

step, and the speed cannot be negative or larger than the speed limit, with the bounded
acceleration assumption, the acceleration an can be calculated as follows:

an(t) = max

{
amin,

−vn(t)

�t
, min

{
a f
n (t), acn(t),

vmax − vn(t)

�t

}}
. (7)

When the leader vehicle gets the guidance speed vg from the speed guidance
system, the driving behavior model is modified by replacing vmax by vg in Eq. (4)
according to [11].

When the platoon is approaching the signalized intersection, the speed guidance
system will collect the speed and position of each vehicle through V2V communica-
tion as well as signal information through V2I communication. We assume that the
speed and position data of other vehicles which are not equipped with communica-
tion systems can be collected by the loop detectors installed at the upstream of the
intersection and the entrance of the intersection. Then, the expected arrival time at
the intersection of each vehicle T a

n can be estimated based on the collected data:

T a
n = LT − xn(t)

vn(t)
. (8)

Once T a
n is estimated, we can determine if the vehicle is encountering a red signal

light when it reaches the intersection based on the signal timing information. If
vehicle n will encounter a red light, we should discuss this situation according to the
vehicle’s type. If vehicle n is a follower of the platoon, we cannot adjust its motion
directly since it is controlled by the CACC system. However, the driving behavior of
the leader can be adjusted to let the follower pass through the intersection without a
stop, thus increasing the capacity of the intersection. If vehicle n is a leader of the
platoon, we can adjust its speed via the speed guidance system, but the adjustment
should be made with the consideration of followers since the leader should take the
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Fig. 2 Situations when the leader adjusts the velocity, where a is acceleration and b is deceleration

responsibility of the vehicle platoon and let all vehicles pass through the intersection
at the same green phase.

There are two situations in which the leader adjusts the velocity, see Fig. 2, one
is to accelerate and pass the intersection at the current green phase, while the other
is deceleration and goes through the intersection at the next green phase.

For the acceleration situation, the leader should keep the last follower arrive at
the stop line before the red light on, and the vg should not be greater than vmax. For
the deceleration situation, the leader should arrive at the stop line after the green
light on, and the last follower should pass through the intersection in the same green
phase.

With the consideration that the vehicle’s acceleration/deceleration is limited, the
realistic trajectories of the vehicle platoon are different from those illustrated in Fig. 2.
The guidance speed can be calculated based on a constant acceleration/deceleration
assumption:

vg =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
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(
v2

2
− s

)⎤
⎦

, (9)

s = LT − xn, (10)

te =
{
tge − td − k · tg
tre − td

. (11)

where ag and dg are the constant acceleration and decelerationwhich are positive, te is
the expected time that the leader travels from the decision position to the intersection,
td is the current time at decision position, tge is the green end time of the current signal
phase, k is the number of followers in the platoon. It is obvious that green time should
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be larger than k · tg . Otherwise, it is not possible for all vehicles in the platoon to
pass through the intersection in the same green phase. tre is the red end time of
the current signal phase. Notice that if vg ≥ v∗, the followers will obey the CT
policy to go through the intersection, but if vg < v∗, the control policy of the CACC
system will become CS. As illustrated in Fig. 3a, the time headway between the
adjacent vehicles in the platoon will be larger than tg , which leading to a decrease in
intersection capacity. Therefore, a remedy should be taken to ensure the efficiency
of the intersection. The main idea of the remedy is to ensure the platoon speed when
passing through the intersection is not less than v∗.

As shown in Fig. 3b, the leader should slow down first and then speed up to a speed
which is not less than v∗ to pass through the intersection. For simplicity, we assume
that the end speed is equal to v∗. The speed trajectory can be illustrated in Fig. 4, the
vehicle will first decelerate from v0 to vg in time t1, then it will travel at a constant
speed vg for time (t2 − t1), and after that, it will accelerate to v∗ and pass through
the intersection. Therefore, the time headway between the adjacent vehicles when
crossing the intersection will always be equal to tg , which guarantees the capacity
of the intersection further. To achieve the speed guidance strategy, vg , t1 and t2 are
concerned and can be calculated as follows:

vg = agdg
ag + dg

[
ξ +

√
ξ 2 − ag + dg(

agdg
)2 (

agv20 + dgv ∗2 −2agdgs
)]

, (12)
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ξ = agv0 + dgv∗

agdg
− te, (13)

te = tre − td , (14)

t1 = v0 − vg
dg

, (15)

t2 = te − v∗ − vg
ag

. (16)

3 Numerical Experiments

In this section, we conduct some numerical experiments to investigate the perfor-
mance of the proposed control strategy. To validate the proposed control strategy, we
conduct a comparison between manual and controlled vehicle platoons. The high-
precisionGPS device collects the driving data of a four-vehicle-platoon at theVehicle
Network and Intelligent Vehicle Test Site of Chang’an University in Xi’an, China.
The test road is a 2.4 km long high-speed road with four signal lights. Note the test
road is two-lane, but only the inner lane of the ring road was used for data collection.
Overtaking was not allowed during the collection of driving data.

The simulation scenario is the same as the data collection scenario. The time
step in the simulations is 0.1 s. The parameters of the Gipps model are as follows:
amax = 3 m/s2, amin = - 4 m/s2, vmax = 11.1 m/s, T = 1.2 s, τ = 1.6 s, s j = 10 m.
The comparison result is shown inFig. 6,where the solid black line denotes the human
driving data, and the blue dashed line denotes the simulation data. From Fig. 5, we
can find that the manual platoon will slow down or stop at signalized intersections
since it cannot obtain the SPaT information in advance, whereas the vehicle platoon

Fig. 5 Trajectories of
manual vehicle platoon
(solid black line) and
controlled vehicle platoon
(dashed blue line)
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controlled by the proposed strategy can pass all intersections smoothly. The trajec-
tories also suggest that the proposed control strategy can enhance traffic efficiency.
Due to the cumulative effect of deceleration at the first three intersections, the man-
ual vehicle platoon cannot pass the fourth intersection without stopping. However,
the controlled vehicle platoon can always pass the intersection with a relatively high
speed, which guarantees traffic efficiency.

Figure 6 shows the platoon length of the manual vehicle platoon and controlled
vehicle platoon. From Fig. 6, we can find that the platoon length of the human driving
vehicle platoon is greater than that of the vehicle platoon controlled by the proposed
strategy in most instances. The range of controlled platoon length is much smaller
than that of the human driving vehicle platoon, which indicates the stability of the
controlled vehicle platoon. Figure 7a, b shows the space headway of followers in the
manual vehicle platoon and controlled vehicle platoon, respectively. Note that the
ordinate ranges of the two figures are different. The results of Fig. 7 show that the
proposed control strategy can help vehicles in the platoon keep a relatively small and
stable space, which can improve traffic efficiency and safety.
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4 Conclusion

In recent years, the transportation system is developing toward automation and intel-
ligence. Vehicle platooning is an essential means to increase road capacity, energy
economy, and safety in the smart transportation system. In this paper, we propose a
leader-based vehicle platoon control strategy at signalized intersections. The speed
guidance with consideration of following vehicles is adopted to give speed advice
for the leader of the platoon. A piecewise CACC is used to control the followers. We
individually consider traffic efficiency when designing the control strategy. A com-
parison of a manual vehicle platoon and a controlled vehicle platoon is conducted.
The simulation results show that the proposed control strategy can help the vehicle
platoon smoothly pass the signalized intersection and increase traffic efficiency.

However, we only propose the simulation model of the control strategy without
the technical details. Moreover, the energy consumption is not studied in the present
paper. Given the limitations of this paper, we should investigate the comprehensive
control problem of the vehicle platoon and propose a control model that can be
validated by somemacroscopicmethods, such as the stochastic fundamental diagram
[12, 13]. With the electrification of the transport sector [14], further research should
also include the control strategy of the electric vehicle platoon.
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The Impact of Increasing Minor Arterial
Flow on Arterial Coordination:
An Analysis Based on MAXBAND Model

Liang Xu, Lixiao Shen, and Xiaobo Qu

Abstract With the progress of urbanization, car ownership is experiencing explo-
sive growth in China, which leads to heavy pressure on the urban road network.
Arterial coordination strategy has been proved an effective method to avoid or alle-
viate traffic congestion. However, with the increasing proportion of flow on theminor
arterial, arterial coordination efficiency might be affected. To figure out the problem,
a numerical test is conducted by designing eight scenarios with different proportion
of through movement and left turn flow on the minor arterials. MAXBANDmodel is
applied for optimizing signal plans. The results show that average delay for vehicles
on the arterials increaseswith the increasing of proportion of throughmovement flow,
as well as the entire average delay. Average delay for vehicles on the minor arterials
and two-way bandwidth decreases at same time. In other words, when the propor-
tion of minor arterial flow increases, the arterial coordination efficiency would be
reduced, especially for increasing left turn flow. This work reveals the improvement
direction for arterial coordination.

Keywords Arterial coordination · MAXBAND model · Coordination efficiency

1 Introduction

With the rapid economic development and expanding the size of cities, car ownership
is experiencing explosive growth in China, which has reached 217 million by the
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end of 2017 according to the report published by traffic administration bureau of
the Ministry of Public Security. The rapid increase in car ownership leads to heavy
pressure on the urban road network, which makes traffic congestion and accident
happen more frequently [1, 2]. Focused on these troubles, various methods were
developed to enhance traffic efficiency, includingdeveloping efficient driving strategy
for automated vehicles [3, 4], encouraging residents to travel “green” [5–7], and so
on. Among them, traffic signal control strategy has been proved to be an effective
method to avoid or alleviate traffic congestion. It is reported that appropriate control
strategy can reduce the average vehicle delay and improve road capacity based on
statistic data from America, Germany, Japan, and other European countries [8].

Up to now, research on traffic signal control strategy can be roughly classified into
two categories, isolated control and coordination control. With increased car traffic
and extended road network, the connection between adjacent intersections becomes
closer. The performance of one isolated intersection is determined by its own signal
timings but also nearby signals. Research on signal coordination problems can be
found in numerous literatures. A series ofmodels, based onMAXBANDmodel, have
been proved to be one effective approach for this purpose. Morgan and Little [9] first
proposed the concept of bandwidth. A mixed-integer linear program (MILP) was
formulated maximization model maximizes two-way green bandwidths of a given
arterial so that vehicles may have larger chances to traverse the arterial without any
stops. Later, the model was completed by Little et al. [10] with the consideration of
lead or lag pattern for left turn phases and a queue clearance time, which is more
general and called MAXBAND model. Several extensions were later proposed by
other researchers, which enriched this model system. Chang et al. [11] extended
MAXBAND model, and the new one was called MAXBAND-86, which can be
used for solving multiarterial closed network problems. Gartner et al. [12] proposed
MULTIBAND model, which can generate variable bandwidth progression schemes
in which each directional road section is assigned an individually weighted band.
Stamatiadis and Gartner [13] then extended the model to MULTIBAND-96, which
was applied to solve arterial networks problems.

MAXBAND and MULTIBAND models offer traffic engineers a standard pro-
cedure of signal timing. Meanwhile, further research was conducted by interested
researchers for extended consideration and specific scenarios. Lin et al. [14] intro-
duced the maximum number of intersections that vehicles can traverse through in
a signal progression band, the principle of the arrival sequences and the variations
in the leading and trailing of adjacent bands to the model to resolve different traf-
fic situations for arterial intersections. Zhang et al. [15] proposed an Asymmetrical
MULTIBAND (AM-BAND) model is developed by relaxing the symmetrical pro-
gression band requirement in MULTIBAND. Yang et al. [16] presented a multi-path
progression model for multiple critical path-flows contributing to the high volume in
each arterial link. Zhang et al. [17] proposed two models, denoted as MaxBandLA
andMaxBandGN, to tackle traffic signal coordination problems for long arterials and
grid networks based onLittle’s bandwidthmaximizationmodel. Cho et al. [18] devel-
oped two path-based MAXBAND models by relaxing the assumptions of lengths of
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the common cycle, green splits, and the free-flow speed. Multiple mode was consid-
ered by Ma et al. [19]. A partition-enabled multi-mode band (PM-BAND) model is
designed to solve the signal coordination problem for arterials with passenger cars
and transit vehicles.

From above, it can be seen that most models were designed for coordinating the
through movement on the arterials. By applying these strategies, benefit of the minor
arterial that intersects arterial is sacrificed. With the increasing of vehicle trips in the
urban area, the proportion of flow on the minor arterial might be increased too. In this
case, it might lead to decline of traffic efficiency by only considering through move-
ment on the arterials. To figure out this problem, a numerical test is conducted in this
paper by considering different proportion of flow on the minor arterial. MAXBAND
method, a classical signal coordination model, is used for determining signal timing
plans of different intersections on the arterial. The remainder of the paper is orga-
nized as follows: Sect. 2 introduces the formulation process of MAXBAND model.
Numerical tests are presented in Sect. 3. At last, Sect. 4 is the conclusion.

2 Introduction to MAXBAND Formulation

MAXBAND model, developed by Little et al., is a basic and general method in
arterial signal coordination. Though the extended model based on MAXBAND has
investigated various coordination scenarios, the proportion of flow on the minor
arterial was not considered. Variation tendency of traffic efficiency with different
proportion might be similar between these models. Thus, MAXBAND model, the
most classic model for signal coordination, is covered here as an analytical tool later.
Given an arterial with fixed number of signals, MAXBAND model optimizes cycle
time, offsets, speeds, and order of left turn phases for these signals to maximize the
weighted combination of bandwidths.

Figure 1 shows green bands for both inbound and outbound direction between
signals Sh and Si. For signals Sh and Si, there are two adjacent signals. The following
Table 1 gives notations that will be used in formulation.

The formulation process is listed as Eqs. (1)–(12) in the following. The objective
function Eq. (1) is to maximize the sum of the two-way green bandwidths, where
b, b,w,w, t, t and τ represent vectors whose elements are the scalar decision vari-
ables bi , bi ,wi ,wi , ti , t i and τi . Equation (2) determines the progression preference
to either the inbound or outbound direction. Equation (3) shows the lower and upper
limits on cycle length. Equations (4) and (5) are constraints on green bandwidths to
ensure the green bandwidth to be within the available green time. The constraint (6)
is the loop integer constraint, which is designed to guarantee that the signals will not
cause traffic flows to stop in the green bands. Equations (7)–(10) limit the variation
of travel times.

Max b + kb (1)
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Fig. 1 Space–time diagram showing green bands for both inbound and outbound direction between
signals Sh and Si

Table 1 Notations in the formulation

Notations Explanation

b/b outbound (inbound) bandwidth (cycles)

Si ith signal, i = 1, …, n

ri/r i outbound (inbound) red time at Si (cycles)

wi/wi time from right (left) side of red at Si to left (right) edge of outbound
(inbound) green band (cycles)

t(h, i)/t(h, i) travel time from Si to Sh outbound [Sh to Si inbound] (cycles)

Φ(h, i)/Φ(h, i) time from center of an outbound (inbound) red at Sh to the center of a
particular outbound (inbound) red at Si , the two reds are chosen so that each
is immediately to the left (right) of the same outbound (inbound) green band

�i time from center of r i to the nearest center of ri . Positive if center of ri is to
right of center of r i (cycles)

τi/τ i queue clearance time, an advance of the outbound (inbound) bandwidth
upon (leaving) Si (cycles)

T Cycle length (signal period) (seconds)

z (1/T ) signal frequency (cycles/second)

T1, T2 lower and upper limits on cycle length

d(h, i)/d(h, i) distance between Sh and Si outbound (inbound) (meters), i.e.,

di = d(i, i + 1), di = d(i, i + 1)

ei , fi (ei , f i ) lower and upper limits on outbound (inbound) speed (meters/second)

1/hi , 1/gi(
1/hi , 1/gi

)
lower and upper limits on change in outbound (inbound) reciprocal speed,
i.e., 1/hi ≤ 1/vi+1 − 1/vi ≤ 1/gi
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st. (1 − k)b ≥ (1 − k)kb (2)

1/T2 ≤ z ≤ 1/T1 (3)

wi + b ≤ 1 − ri ∀i = 1, . . . , n (4)

wi + b ≤ 1 − r i ∀i = 1, . . . , n (5)

(wi + wi ) − (wi+1 + wi+1) + (ti + t i ) + δi li − δi l i − δi+1li+1 + δi+1li+1 − mi

= (ri+1 − ri ) + (τi + τi+1) ∀i = 1, . . . , n − 1
(6)

(di/ fi )z ≤ ti ≤ (di/ei )z ∀i = 1, . . . , n − 1 (7)

(
di/ f i

)
z ≤ t i ≤ (

di/ei
)
z ∀i = 1, . . . , n − 1 (8)

(
di/hi

)
z ≤ (

di/di+1
)
ti+1 − ti ≤ (

di/gi
)
z ∀i = 1, . . . , n − 2 (9)

(
di/hi

)
z ≤ (

di/di+1
)
t i+1 − t i ≤ (

di/gi
)
z ∀i = 1, . . . , n − 2 (10)

b, b, z,wi ,wi , ti , t i ;≥ 0 (11)

mi integer; δi , δi binaryintegers ∀i = 1, . . . , n (12)

3 Numerical Tests

3.1 Simulation Scenario

A simulation scenario with an east–west arterial consists of seven signal intersec-
tions is created for simulation. The free-flow speed of the whole arterial was set to be
50 km/h. The geometric information and the original demand scenario are extracted
in Zhang et al.’s paper [10], which is listed in Table 2. And the green splits of dif-
ferent phases and signal timing plans will be calculated based on Webster’s theory.
This initial state will be treated as the reference group to test arterial’s traffic effi-
ciency with increasing flow proportion of the minor arterials intersecting arterials.
In the following subsections, the effect of increasing minor arterial flow on arterial
coordination is teated, in which both left turn flow and through movement flow from
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minor arterial are considered. Synchro 7 is used for calculation and simulation. All
theMILP problems are solved in Lingo 18.0 which is operated on a PCwith 2.7 GHz
CPU, 8 GB RAM, and Windows 10 operating system.

3.2 The Effect of Increasing Flow on the Minor Arterials

The effect of increasing through movement flow:
In this test, two intersections, numbered 1 and 5, are selected to adjust the flow for

the four directions. To keep the total flow of tested intersections constant, the through
movement flow on the minor arterials is creased. Four scenarios are designed with
through movement flow increased 80 pch/h each time for test. The detailed demand
information is listed in Table 3. And the results are shown in Table 4. The average
delay for vehicles on the arterials, minor arterials, and entire network are presented,
as well as two-way bandwidth.

The effect of increasing left turn flow:
In this subsection, the effect of increasing left turn flow is simulated. Similar with

the through movement analysis, four scenarios (5–8) are also designed as listed in
Table 5. And the simulated results are presented in Table 6.

Summary
From the simulated results, it can be easily observed that coordination efficiency is

affected by the proportion of different direction flow on the arterials significantly. For
the effect of throughmovement flow on theminor arterials, it can be seen that average
delay for vehicles on the arterials increases with the increasing of proportion of
throughmovementflow, aswell as the entire averagedelay.Averagedelay for vehicles
on theminor arterials and two-way bandwidth decreases at the same time. The results
for effect of left turn flow are similar. It can be concluded that the increasing of flow
on the minor arterials negative effect on the arterial coordination efficiency.

4 Conclusions

In this paper, the impact of increasing minor arterial flow for arterial coordination
efficiency is analyzed. MAXBAND model is applied for optimizing signal plans
of the tested arterials, in which two-way bandwidth can be obtained separately. An
numerical test is conducted by designing eight scenarios with different proportion
of through movement and left turn flow on the minor arterials. The results show
that when the proportion of minor arterial flow increases, the arterial coordination
efficiencywould be reduced, especially for increasing left turnflow.Thiswork reveals
the improvement direction for arterial coordination. The effect of minor arterial flow
will be considered in the further study about arterial coordination.
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Table 6 Results for the four scenarios

Scenario number Delay/vehicles (s) Two-way bandwidth

Reference Entire network 26.42 28 + 34

Arterial 15.29

Minor arterial 61.39

5 Entire network 26.49 31 + 29

Arterial 18.22

Minor arterial 50.82

6 Entire network 27.78 24 + 33

Arterial 18.96

Minor arterial 52.13

7 Entire network 27.3 30 + 25

Arterial 18.99

Minor arterial 48.86

8 Entire network 31.72 25 + 27

Arterial 19.49

Minor arterial 61.67
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Traffic Safety Assessment of Deceleration
Function Area Based on TTC Model

Weiwei Qi, Zhexuan Wang, and Bin Shen

Abstract Sections of tunnel entrances, industrial and mining schools with deceler-
ation function zones are high-traffic zones due to their special traffic conditions. The
instability of the car during the deceleration process and the driver’s wrong deceler-
ation operation may be important causes of traffic accidents. In order to improve the
driving safety in the road deceleration function zone, the traffic flow at the entrance
to Tianhe North Tunnel in Guangzhou City is taken as the research object, and we
evaluate the traffic safety in the road deceleration function zone. The results show
that speed standard deviation is a good predictor of potential risks, and speed stan-
dard deviation can be used to actively assess road safety. The research results help
to further to optimize the driving behavior in the deceleration functional area and
improve the safety of traffic flow in the deceleration functional area.

Keywords Deceleration functional area · Potential collision risk · Traffic safety
assessment

1 Introduction

For some roads with poor road conditions or complex environment, because they
have special sections such as poor horizontal and vertical alignment, long downhill
road and too many tunnels, some countries will set up road deceleration functional
areas to ensure the safety of drivers. Road deceleration function area refers to the
area where speed limit measures are implemented on some road sections with poor
road conditions or complicated environments to ensure driving safety. Because the
deceleration function zone is always set in a more dangerous zone, the driving safety
of drivers passing through this zone is poor. This issue should be paid more attention
by scholars at home and abroad [1]. For example, in 2018, a traffic accident occurred
on a section of the West Han Expressway in China, which resulted in 36 deaths.
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The root cause of this accident is that the driver of the bus was driving dangerously
in the deceleration function area in front of the tunnel and hit the front wall of the
tunnel entrance. Such traffic accidents are still common in our country, so it is the
key problem that traffic experts should pay attention to ensure the safety of road
deceleration function area.

There are many factors that affect driving safety, such as fatigue driving, speeding
and drunk driving. [2]. For example, a study by Violanti J. M. showed that drivers
using mobile phones while driving performance degradation is an important cause of
traffic accidents [3]. In general, there are three main factors affecting driving safety:
First, the driver’s body function is unbalanced due to fatigue. Second, the driver is
distracted due to interference from external factors, that is, distracted driving. The
third is the temporary damage of the driver, such as the reduction of the driving
ability of the driver due to the side effects of drugs and alcohol [4]. The decline
of the driver’s driving ability is firstly manifested in the fact that the driver is easy
to overspeed and his vision are reduced [5]. Studies have shown that following the
guidance of induced anger, drivers will pass more yellow traffic lights (P < 0.01) and
tend to drive faster [6]. The second is that the vehicle cannot be steered correctly, or
the response time for operating the vehicle is increased. Henry found that the in-car
concert distracted the driver through a simulated driving test. Both low-volume and
high-volume music increased the driver’s operating error rate [7]. These phenomena
mean that the driver is in a dangerous driving state and prone to traffic accidents.

The driving state of the vehicle for the deceleration function zone is a specific
manifestation of the driver’s handling of the vehicle, and it can be determinedwhether
the driver is in a driving dangerous state [8]. An important feature of the driver in a
dangerous driving state is the increased response time of the vehicle [9]. Secondly,
when the driver in dangerous driving state meets the speed limit sign, he often
stops and decelerates in an emergency. Therefore, excessive acceleration is a sign
of poor driving conditions. In addition, when the vehicle is passing through the
deceleration function area, if the speed is too large and the speed is not reduced
below theprescribed speed, it constitutes overspeeddriving,which is also a dangerous
driving state [10].

In order to study the driving safety of drivers during driving, many scholars at
home and abroad have designed different traffic safety assessment models. Meng,
Q. et al. developed a method for calculating vehicle collision frequency in highway
tunnels by using negative binomial regression model [11]. Xu, C. et al. set up a
generalized linear model and concluded that the risk increases with the increase
of bicycle lane width and proportion of e-bikes. [12]. Kuang, Y et al. propose an
alternative measure called Aggregated Impact Index (ACI) to measure the impact
risk. The results show that the ACI is superior to the traditional three alternatives
(impact time, parking distance ratio and impact risk index) in describing the risk of
rear end collision [13]. Derbel O. evaluates the safety of time and distance standards
by extending the dwell time. [14]. These models suggest ways to improve driver
safety from different perspectives.

In addition, many scholars have turned their attentions to the future and started
to study the traffic problems in terms of Internet of vehicles and pilotless driving.
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XiaoboQuet al. developed a follow-upmodel for electric, connected and autonomous
vehicles based on enhanced learning, designed to reduce traffic fluctuations caused by
drivers and reduce power consumption [15]. The results ofManit and Surachate show
that the presence of autonomous vehicles can improve the overall speed and traffic
flow of the system and delay traffic congestion [16]. Mofan Zhou et al. developed a
collaborative intelligent driver model and found that an increase in the percentage of
autonomous vehicles will reduce total driving time and mitigate traffic fluctuations
[17]. Sangmin L. et al. have developed a traffic control system based on machine
learning prediction to solve the actual traffic congestion problem of large factories
[18]. Mofan Zhou et al. proposed a microcar following model based on recurrent
neural network, which can accurately capture and predict traffic oscillations for
predicting traffic fluctuations in different driver characteristics [19]. These studies
have a very enlightening significance of the application prospects of traffic safety
assessment models.

In summary, the driving safety issues in the deceleration function area are quite
complicated. The main factors affecting driving safety are fatigue driving, distracted
driving and drunk driving. And the zone where the deceleration function zone set
is often a high-incidence zone for road traffic accidents. Therefore, when the driver
passes the road deceleration function zone, dangerous driving behaviors such as
excessively long reaction time, suddenbrakingor speeding are prone to occur, thereby
greatly reduces driving safety.Many scholars have proposed traffic safety assessment
models from different angles in order to find a good way to improve driving safety.
In addition, some scholars’ research papers on the Internet of vehicles and driverless
vehicles provide broader ideas for the study of traffic safety.

2 Traffic Safety Assessment Theory

Two or more road users always have a certain distance in a certain time and space.
At this time, if their operating status is not changed, there is a risk of collision, which
is a traffic conflict [20]. Traffic conflicts are usually reflected on time-to-collision
(TTC) values. TTC refers to the remaining time before collision of two vehicles if the
collision process and speed difference remain the same on the road sections, which
can be expressed in Fig. 1 and the following formula [21].

TTC =

{
L leader−L follower−L leader

L̇ follower−L̇ leader
, if L̇ follower > L̇ leader

∞ Otherwise
(1)

Among them, lleader is the length of the leader vehicle in a specific area, L leader and
L follower are the positions of the leader and follower vehicles in a specific area and
L̇ leader and L̇ follower are the speeds of the leader and follower vehicles in a specific area
[19]. The TTC measurement procedure for target vehicle following is as follows:

(1) The specific area in this experiment refers to the deceleration function area.
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Fig. 1 Vehicle potential collision model

(2) In the experimental video, the length of the two vehicles in front of the specific
area is measured by the image recognition equipment: lleader, the point speed of
the two vehicles: L̇ leader and L̇ follower, and the position of the two vehicles at this
time L leader and L follower.

(3) TTC can be calculated according to Formula (1) for the specific vehicle follow-
ing. Note that this estimate is based on the assumption that the average velocity
can be approximated by the point velocity.

If TTC value is less than a certain threshold, it can be regarded as a road traffic
conflict. Regarding the threshold, this article refers to some opinions on the literature.
For example, Hirst and Graham (1997) used 4 s as TTC threshold in their reports to
distinguish the situation in which the driver inadvertently found himself in danger
state and the situation in which the driver was still in control state [22]. Theminimum
value of unsupported driver proposed by Hogema and Janssen (1996) was 3.5 s, and
the minimum value of supported driver was 2.6 s [11, 23]. Because the amount of
data obtained in this paper is not sufficient, in order to make the risk index more
obvious and easier to analyze, 4 s is used as the TTC threshold.

3 Experiment Design and Data Collection

3.1 Demonstration of Actual Test in Deceleration Function
Area

This experiment adopts the video observation method to record the deceleration
function area of Guangzhou Tianhe North Tunnel entrance and the traffic conditions
of ordinary roads nearby, and provides data support for safety assessment and traffic
to flow modeling. The experimental equipment mainly includes cameras, ice cream
cones, roller rangefinders and other equipment. The roller rangefinder can measure
the length to determine the placement of the detection point, and place the ice cream
cone at the detection point as a mark. The camera is used to collect data such as
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vehicle position, speed in different lanes of the experimental section and the control
section.

3.2 Participant and Procedure

This experiment requires two equipment operators and three observers. The equip-
ment operators are mainly responsible for operating the camera to shoot the traffic
conditions on the experimental section. The observers are responsible for inspecting
whether the conditions of the speed limit sectionmeet the experimental requirements,
and selecting appropriate observation points and shooting points.

The test site was selected as the entrance section of the Tianhe North Tunnel, and
the entire line (including the speed limit front section) was a two-way six-lane road
to a speed limit of 40 km/h in front of the tunnel. The straight section of the Tianshou
Road where the tunnel is located can accelerate the road section for a long time, so
the vehicle speed is relatively fast. In addition, the road in front of the tunnel entrance
is a longitudinal slope, which may cause a potential collision risk. There are fewer
obstacles on the road section, and there is a pedestrian bridge. So the observation
points and detection points are easy to choose and it is convenient to shoot (Figs. 2
and 3).

After the start of the experiment, the experimenter starts to take field photos of the
entrance and middle road section for more than one hour, respectively, and obtains
the average speed data, vehicle position and other data between each two detection
points through computer processing. Some initial data are shown in Table 1.

Fig. 2 Real picture of
section before entrance of
deceleration function area
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Fig. 3 Real picture of
entrance section of
deceleration function area

Table 1 Some vehicle data

Vehicle
group

Vehicle
number

Lane
(1/2/3)

Model
(Big/Small)

Speed
1 (m/s)

Speed
2 (m/s)

Vehicle
spacing (m)

1 1 1 Small 9.09 9.09 8.16

2 2 1 Small 10.00 8.70 4.24

3 3 1 Small 9.09 8.70 11.00

4 4 1 Small 10.53 9.52 16.00

5 5 1 Small 9.52 9.52 8.57

6 6 1 Small 11.11 10.53 20.73

7 7 1 Small 9.09 11.11 15.19

… … … … … … …

4 Traffic Safety Evaluation Model

In the experiment, we first explore the impact of different lanes and different road
sections on traffic safety, and then take this as a starting point to analyze the influenc-
ing factors of driving safety, and find a model that can evaluate road traffic safety. We
propose the potential collision risk from the perspective of the transportation depart-
ment, and evaluate the road safety according to the frequency of collision and conflict
in a specific section of road in a specific period of time. From this perspective, risk
is interpreted as the ratio of the number of conflicts to time, which is mathematically
[21].

SRi = Ni,TTC<τ

t
(2)
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Table 2 Potential collision
risks

Sample Road Lane Risk

1 1 1 0.06

2 1 2 0.04

3 1 3 0.12

4 2 1 0.16

5 2 2 0.2

6 2 3 0.26

In the Formula (2), Ni,TTC<τ indicates that the number of TTC samples is smaller
than that in the section i, and t is the time period of the survey. This paper refers to
this risk as social risk. According to the above, the value is 4 s.

The observation sections are divided into two categories: the internal sections of
the deceleration function area and the entrance sections of the deceleration function
area. For each road section, the risks of different lanes (outside lane, middle lane
and inside lane) are calculated according to Formula (2), and the results are shown
in Table 2.

Mark:
Section type: 1-entrance to functional area; 2-internal functional area,
Lane types: 1-inside lane; 2-middle lane; and 3-outside lane.

We used single-factor analysis of variance (ANOVA) combined with post-hoc
tests to analyze the impact on road type on risk. First, we test the homogeneity
of variance. In the ‘one-factor homogeneity test’ we get P = 0.812 > 0.05, which
shows that the variance is homogeneous, and one-way analysis of variance can be
performed. Then, SPSS software was used to perform the one-factor ANOVA on
the data, and P = 0.024 < 0.05 was obtained, indicating that there is a significant
difference between the two groups of data. The specific results are shown in Table 3.

Based on the results, we draw the following conclusions: the potential collision
risk at the entrance of the road deceleration functional area is greater than that inside
the deceleration functional area (P value = 0.024 < 0.05). The average potential
collision risk is 0.07 and 0.21, which means that the internal section is relatively
safer.

One-factor analysis of variance and post-hoc tests can also be used to test the risk
impact on lane types. In the risk impact analysis of the deceleration function area,
the dependent variable is risk, and the only variable factor is the type of lane. SPSS
software was used to perform an one-way analysis of variance in the data, and P =

Table 3 Variance analysis
results of potential collision
risks on different road
sections

Road P value Risk average

1 0.024 < 0.05 0.07

2 0.21
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Table 4 Analysis of variance
of potential collision risks in
different lanes

Road P value Risk average

1&2 0.924 > 0.05 0.11&0.12

1&3 0.465 > 0.05 0.11&0.19

2&3 0.518 > 0.05 0.12&0.19

0.694 > 0.05 was obtained its relationship of potential collision risk cannot be found
from the perspective of lane types. The results are shown in Table 4.

Considering that the lanes in the deceleration function area are all immutable
lanes, the vehicle will not be affected by vehicle lane change during the operation.
Therefore, we preliminarily judge that the difference in lane types has no significant
relationship to the potential collision risk of the vehicle.

At this time, we realize that in different road sections, there may be a factor that
affects driving safety, resulting in a higher potential collision risk at the entrance of
the deceleration function area than that in the deceleration function area. There are
three possible indicators: speed, speed standard deviation and traffic volume. Table 5
shows the specific values of these three safety indicators. The scatter diagram of the
three security indicators is shown in Fig. 4. However, there is no same rule between
average speed and standard deviation of speed with traffic volume. In order to check
which indicator has better performance, we will conduct an active safety assessment
for driving in the deceleration function area.

The relationship between the potential collision risk and the three safety indicators
was studied using a univariate linear regression analysis method, as shown in Table 6.
Compared with speed and traffic volume, the standard deviation of speed provides
the best prediction of potential car accident risk. In the risk-speed standard deviation
model, the P value = 0.003 < 0.05, indicating that reducing the speed standard
deviation can significantly reduce the potential collision risk. The R2 (determination
coefficient) value of the model reached 0.91, indicating that the model fits well.

Figure 5 shows the relationship between the potential collision risk and the best
predictor (standard deviation of speed). As shown, the standard deviation of speed
usually has a linear trend of potential collision risk. This result indicates that the
speed standard deviation is a better predictor of potential risks, and the speed standard
deviation can be used to actively evaluate road safety. This conclusion also shows

Table 5 Macro-security
index data

Sample Average speed Standard deviation
of speed

Traffic

1 10.60 1.21 1008

2 10.37 1.25 768

3 9.20 1.40 528

4 10.03 1.39 1044

5 10.11 1.70 924

6 10.10 1.83 540
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Fig. 4 Scatter diagram of
macro-security indicators

Table 6 Forecast results of
micro safety indicators

Linear regression model P value R2

Risk—average speed 0.63 > 0.05 0.062

Risk—speed standard deviation 0.003 < 0.05 0.910

Risk—traffic 0.59 > 0.05 0.079

Fig. 5 Risk-speed standard
deviation linear regression
curve fitting

that the significant difference of potential collision risk between the interior and
the entrance of deceleration function area is related to the difference of standard
deviation of vehicle speed.
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5 Summary

According to the above research, the potential collision risk of the entrance to the
deceleration functional area is lower than that inside the deceleration functional area,
and different lanes have no significant impact on the potential collision risk. Secondly,
the research shows that the speed standard deviation is a better predictor of potential
risks. This result explains why the entrance to the deceleration function area is more
risky than the interior, and also proposes a more active safety assessment method
than the potential collision risk, that is, using standard deviation of speed to evaluate
road safety. This conclusion can be used as a safety improvement measure in the
deceleration function zone under the mature conditions of the vehicle network and
driverless technology, and it will be useful in the near future.
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Realistic 5.9 GHz DSRC
Vehicle-to-Vehicle Wireless
Communication Protocols
for Cooperative Collision Warning
in Underground Mining

Abdellah Chehri, Hamou Chehri, Nadir Hakim, and Rachid Saadane

Abstract Industrial vehicle automation is a core component of the building Indus-
try 4.0. The uses of self-driving vehicles, inspection robots, and vehicular ad hoc
networks (VANETs) communications in the mining industry are expected to open
significant opportunities for collecting and exchanging data, localization, collision
warning, and up-to-date traffic to enhance both the safety of workers and increase
the productivity. In this paper, we present a review of the large-scale fading channel
at 5.9 GHz in confined areas. Then, the requirements for DSRC receiver perfor-
mance for VANET applications in an underground mine is calculated. This paper
also reports the overall performance evaluation of three existing routing protocols,
namely, emergency message dissemination for vehicular environments (EMDV),
enhanced multi-hop vehicular broadcast (MHVB), and efficient directional broad-
cast (EDB) for active safety applications. Finally, a comparative study of these three
routing protocols for cooperative collision warning in underground mining galleries
was evaluated.
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1 Introduction

VANETs have been identified as a promising intelligent transportation system (ITS)
technology to improve traffic safety and efficiency. Vehicular networks consist of
vehicles and all the entities with which cars can establish communications. This can
give the possibility of three modes of operation. The first mode is called “infras-
tructure mode,” where the vehicle connects to a fixed station for the acquisition or
transmission of information; this mode is called “vehicle-to-infrastructure” or V2I
communications. The ad hoc mode in which vehicles collaborate in a decentralized
way without relying on any infrastructure and form an ad hoc network (vehicle-to-
vehicle or V2V). The third mode, hybrid mode, combines the first two modes. In the
last couple of years, those modes (i.e., V2V and V2I) have attracted the interest of
many researchers across the world [1–3].

V2V and V2I have been deployed in various applications, e.g., safety [4], navi-
gation [5], cooperative driving [6], and advanced cruise control [7, 8]. Another area
of research that could be highly promising is the development of high-speed and
autonomous driving of underground mining vehicles.

However, machines and underground mines vehicles have become progressively
more significant and more powerful. Improving worker’s safety has become a con-
cern. Therefore, there is an increased risk of serious injury caused by humans having
to work in such confined spaces with heavy machinery [9–11].

Moreover, the industrial vehicle is a huge truck that operates in a harsh envi-
ronment, with safety figuring alongside profitability at the top of the criteria list
[12–15].

The modeling of radio propagation has not attracted as much interest as that
of mobility. The signals transmitted by the vehicles propagate in the external
environment and are degraded by several obstacles whose effect is difficult to predict.

Mobile vehicle networks are, in theory, capable of using a large number of trans-
mission technologies, including those from the third generation (3G), fourth gener-
ation (4G-LTE), and recently fifth generation (5G). Besides, VANET can use IEEE
802.11x, WiMax, and DSRC/WAVE standards. The VANETs could also combine
one or more of these technologies.

Wireless access for vehicular environment (WAVE) is a set of particular stan-
dards, which has been developed by the IEEE research group for VANETs. The
DSRC/WAVE technology is already used for specific automotive applications, such
as electronic toll payments, without stopping. We will present this technology in
detail. Dedicated short-range communications, DSRC, were created specifically for
mobile vehicle networks. They include the WAVE standards as well as the 802.11p
standard, which is the Wi-Fi standard for mobile vehicle networks. WAVE combines
the IEEE 1609x standards (1, 2, 3, and 4), which are the standards for layers 2, 3, 4,
and 7 of the Open System Interconnection (OSI) model. IEEE 802.11p manages the
physical layer (layer 1) of this same model.

Even though many DSRC vehicular communication measurement campaigns
were conducted up to now, there are still omitted environments and frequency bands,
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which require to be intensively investigated. The earliest V2V and V2I channel work
used channel classifications similar to those used for cellular, i.e., rural, suburb, and
urban in open areas [16]. As V2V applications were studied further, additional envi-
ronments, e.g., parking, street intersections [17], and tunnels [18], which have not
received so much attention so far.

The contribution of this paper is threefold. First, a review of large-scale fading
at 5.9 GHz in confined areas are provided, which have not been thoroughly inves-
tigated in our previous works [19–21]. Then, the requirements for DSRC receiver
performance is calculated. Finally, a comparative study of three routing protocols
for cooperative collision warning in underground mining galleries was evaluated.

The paper is organized as follows: in the next section, a state-of-art of the VANET
in tunnels and confined areas is given.Wegive a brief overviewof radio propagation in
tunnels and confined areas in Sect. 2. Section 3 evaluates the received signal strength
(RSS) for the DSRC standard. The MAC and routing protocols for VANETs are
given in Sect. 4. Results and discussion are provided in Sect. 5. The conclusions and
future works are drawn in Sect. 6.

2 VANET in Tunnels and Confined Areas

A survey of V2V communication is presented in [16] and [22], where it is shown
that the channel characteristics vary depending on the type of road (highway,
rural, suburban, and urban), which can be explained by the different velocities and
surroundings.

Tunnels are confined environments, where the radio propagation differs from
other open environments. Under the intelligent transportation systems concept, the
understanding of the V2I and V2V channel models is critical for a successful
deployment.

The V2V and V2I signal propagation measurements in a parking garage have
been performed in [23], in road tunnels [24–27], and on-bridge environments [28].

According to the literature, a tunnel and underground passageway could be consid-
ered a waveguide due to its geometry and conductivity [29]. However, the parameters
that affect the radio propagation in tunnels differ from tunnels to other. This difference
is related to the electromagnetic properties of the material used to build the tunnel,
antenna characteristics, smoothness of the walls, radio obstacles, and particularly the
tunnel’s geometry [29].

Furthermore, the earlier research on radio propagation inside tunnels has shown
that the dimensions of tunnels have a significant impact on the signal attenuation
[29]. Moreover, the signal attenuation inside the tunnels depends also on radiation
pattern, polarization, and position of transmuting and receiving antennas [30].

This work differs with these previous papers (i.e., [24–27]). The underground
mines gallery is different from the road tunnels because the rough walls are higher
than that in a tunnel with smooth walls (please see Fig. 1a, b).
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Fig. 1 a Photography of the mine gallery (CANMET-Canadian Center for Minerals and Energy
Technology). b Picture taken from Bernado et al. [25]

The environment in underground mines consists mainly of very rough walls, and
the floor is not very flat. It is along these walls that cables and pipes are stretched
near the ceiling.

The gallery where the measurements were done is located at a 70 m deep under-
ground level. It stretches over a length of about 140 m with dimensions that vary
between 2.5 and 3 m in width and a height of nearly 3 m.
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Table 1 Simulation
parameters

Parameters Value

Length of the mine tunnel 10 km

Frequency 5.9 GHz

Antenna type Omni-directional

Channel model Rayleigh fading channel

Packet size 512 bytes

Data rate 6 Mbps

Number of vehicles 20, 30, 50

Vehicle speed (km/h) 0–50 km/h

Communication distance vehicles 100 m

Warning message interval 1 s

3 Received Power Evaluation of DSRC

We utilize the statistical model described in the previous section to calculate the
received signal attenuation. We use a large-scale model to estimate the received
signal power for the DSRC application. We employed this model for its simplicity
and the fact that it is well used in the literature.

For the analysis, we covered a range of 100 m. The transmit power set to 20 dBm,
the antenna gain for both transmitters and receivers, was set to 3 dBi, at the 5.9 GHz
frequency band.

The estimated received signal for two scenarios (vehiclemovingof speed1m/s and
the second vehicle is moving of speed on 5 m/s). By using the minimum sensitivity
thresholds as defined in the DSRC standard. Based on the sensitivity thresholds
presented in Table 1, we could determine the most suitable modulation and data rate
for different vehicle speeds (as described in Fig. 2).

4 MAC and Routing Protocols for VANETs

At the MAC layer, it has been observed that the CSMA/CA mechanism used in
many radio systems does not guarantee access to the channel before a specific ran-
dom duration due to the back off time. Consequently, a significant delay can be
generated, and the performance of the mechanism is degraded. However, in [31], for
example, the authors propose solutions aimed at predicting access to the channel and
therefore controlling this random duration. However, due to the wireless nature of
vehicle networks, a road can suddenly abrupt, thus affecting the performance of the
application. Consequently, the design of interlayer solutions can be beneficial in this
type of network [32].
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Fig. 2 Impact of vehicles speeds on the received signal power on underground mine galleries

The routing of information in mobile vehicle networks is not a simple prob-
lem. Indeed, VANETs are spontaneous networks, which must be able to set up
independently.

The main challenge in the design of communication protocols in cooperative
vehicle networks is to provide excellent network performance under the constraints
of vehicle speed, intermittent connectivity, and rapid changes in topology.

These strong constraints make network organization mandatory if we want to pro-
vide advanced services to the user. Indeed, the organization into small groups of vehi-
cles (clusters) makes it possible to optimize the data exchanges for the applications,
which must function on this network.

These clusters are dynamic and are often involved in setting up virtual backbones.
The organization of this network can be decentralized self-organization, in which the
vehicles organize themselves to decide the topology of the clusters, or centralized,
in which an entity external to the network of cars has the role of organizing clusters.

There are also a significant number of routing protocols, which have been pro-
posed aiming to offer a high delivery rate, and reduced end-to-end communication
time. In this work, we adopted three existing routing protocols, namely emergency
message dissemination for vehicular environments (EMDV) [33], enhanced multi-
hop vehicular broadcast (MHVB) for active safety applications [34], and efficient
directional broadcast (EDB) [35]. EMDV uses the concept of a forwarding area, an
area only in which stations are allowed to forward a safety message.

TheMHVBapplies an angle-based forwarder selection area referred to as a “back-
fire region” to select a potential forwarder. The EDB protocol uses the distance-based
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forwarder selection to re-broadcast a received packet. When a vehicle receives a data
packet, it waits for some time before re-broadcasting it [36].

5 Results and Discussion

In this section, we present the simulation VANET network in underground mines
under various conditions for each of the performance parameters using the NetSim
software tool and MATLAB environment for analysis and plotting.

The quadrature phase-shift keying (QPSK) modulation with 6 Mbps data rates
is considered (as given in Table 1). During this initial interval, no messages are
exchanged between vehicles. Additional simulator settings are presented in Table 1.

In Fig. 3, the average number of forwarders for all selected protocols increases
by increasing the target region length, and it is almost the same for all the selected
contracts.

6 Conclusion

In this work, simulation-based analysis has been carried out to analyze the VANET
system performance using different routing protocols for cooperative collision warn-
ing in underground mining. This work is based on the NetSim software platform,
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which takes several considerations of channel models, path losses, and wireless
access technologies.

Our proposed model offers many key insights that can be used to enhance the
overall performance of VANET systems for mining applications system. Results
show that the performance of the VANET is improved by adopting EMDV routing
protocol compared to MHVB, and EDB protocols in terms of average delay and
number of potential forwarders.
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Real-Time Data Processing
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Study
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Rachid Saadane, and Mohammed Wahbi

Abstract This work aims to evaluate the real-time processing system in the con-
text of an autonomous vehicle with limited hardware and software capabilities. We
elaborate algorithm implemented in 1/10 scale electric car using a line scan camera,
speed sensors, and embedded electronic control system. The vehicle navigates in an
arbitrary one-lane circuit using an edge detection algorithm. The challenge was to
make a complete one loop of the arbitrary circuit in the shortest time with various
lighting conditions. The experiments show that several issues were revealed in each
step of data sensors processing and need a robust algorithm to handle exceptions
caused by multiple disturbances. Furthermore, we paid particular attention to time
constraints in embedded processor calculation and actuators response time to achieve
reliable critical software control algorithms.
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1 Introduction

In the past few years, the new era of the autonomous vehicle has rinsing according
to the development of new technologies like powerful embedded processor, Lidar,
satellite positioning system,MEMS sensors, and lightweight and high power density
batteries. However, developing reliable and safe autonomous software need a strong
understanding of the environment where the vehicle navigates, especially in the
development of the next smart car transportation systemwhere human life is themain
concern. The primary issue is the unexpected events that can disturb the behavior of
the autonomous.

The development of software capable of handling such complexed environments is
possiblewith using novelmethods likeANN [1], SVM[2], deep learning [3], and oth-
ers. Those methods have an expensive cost time processing and power consumption,
especially in an embedded control system [4].

In this article,we expose our studies about a small autonomous vehicle in the scope
of our participation in international smart car competition organized by the NXP
Semiconductor Company. The goal to achieve is to make one loop of the arbitrary
circuit with the maximum speed and without leaving the circuit. Several challenges
were placed in the road like hills, chicanes, crosses, and bumps. Furthermore, the
lighting conditions were arbitrary by using a different kind of technology, controlling
system, intensity, and some time with the parasitic source of light from the external
environment.

The next part of this paper is organized as follows. Section 2 presents car kit with
different sensors, actuators, and electronic control boards. Section 3 exposes different
problematic and issues encountered in the laboratory test. Section 4 describes the
proposed embedded software solution and his implementation with time constraints.
And finally, a general conclusion is drawn in Sect. 5.

2 Car System Architecture

As we introduced in the previous paragraph, a normalized competition car kit was
used for the principle of equal opportunities and fairness. However, the contestant
can use additional sensors and actuators with limitations according to competition
rules. Figure 1 presents the architecture of our test car used in competition.

2.1 Car Chassis and Actuators

The car chassis as shown in Fig. 2 is the one-piece glass fiber chassis with tow DC
motors controlling the rear wheels. For front steering wheels, we use a digital RC
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servo motor having a torque of 11 kg/cm, which connected by a metallic arm. The
overall weight of the car is 750 g (including the batteries).

2.2 Line Scan Camera TSL1401

The primary sensor used was the line scan camera TSL1401, as shown in Fig. 3. It
is 128 pixels photodiodes array, which can be controlled by the embedded processor
through tow signals CLK and SI (signal integration). The reading value is performed
with the ADC module of the microcontroller.

The camera was placed on aluminum road at 30 cm from the floor. Furthermore,
the reading point was 60 cm from the center of the front wheels. The lens camera
angle is 120° with an infrared filter.

However, the camera has an imperfection in detection. Indeed, we observe that
when the camera reads on thewhite side of the track, especially in the cross. Different
level of whites is detected like an arc, as shown in Fig. 4.

Fig. 3 TSL1401 camera
module

Fig. 4 Line scan camera
reading the white part of the
track
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Fig. 5 Incremental
25-mm-dia. Rotary encoder
E6A2-C

Another camera imperfection is the value of the edge on high light intensity. The
pixels from 0 to 18 and from 109 to 127 no perform correctly as the pixels in the
center of the sensor, so we ignore them in measurement.

2.3 Optical Encoder

As we need to make a speed controller, we implement a system for measuring the
speed. We adopted the encoder E6A2-C (incremental 25 mm dia. rotary encoder) as
shown in Fig. 5 for providing an electrical pulse signal corresponding to the rotational
position and direction of the wheel. In every period T (T = 10 ms), we calculate
the number of front edges in the entry of one of the pins of the microcontroller.
We deduce the angular speed by dividing this number by the period T. To have the
linear velocity, we multiply the angular velocity by the radius of the wheel and the
transmission ratio of the gear system.

2.4 Electronic Boards Control

We use three-layers stacked boards composed by KL25Z microcontroller clocked at
48 MHz with 128 KB flash program data memory and 16 KB SRAM as the main-
board. Power board is based on the BTN7960B motor circuit drivers and interface
board for the switch, sensors, display, and Bluetooth communication (Fig. 6).

2.5 Battery

According to rules of NXP CUP competition, only NiMH and Li-ion batteries are
allowed for competition with the constraint of 7.2 V as maximum nominal voltage
rate and 300 mAh as the maximum capacity. We choose a specific Li-ion battery
among various types for the lightweight and higher discharge current needed in car
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Fig. 6 KL25Z, power and
interface boards

acceleration. The NiMH batteries are two to three times heavier than Li-ion ones.
Below you will find the characteristics of batteries used in our car model:

• Voltage: Nominal: 3.7 V, maximum: 4.2 V, capacity: 2500 mAh,
• Discharge max: 35 A (pulse), continuous discharge max: 20 A,
• Battery LiNiCoAlO2 (NCA),
• Dimensions: L: 65 ± 0.5 mm, D: 18 ± 0.5 mm,
• Weight: 44 g by a cell.

3 Car Test Environments and Disturbances Sources

The most challenging aspect of the autonomous vehicle is to be able to handle all
fault conditions. So, the developer needs to understand all the possible sources of
disturbances carefully. In general, several safety tests must be performed in different
situations to trigger fault states and debug embedded software.

3.1 Track Test

For the laboratory test as the NXP CUP competition, we use the same track specifi-
cation according to rules as shown in Fig. 7. The track was made with 3 mm white
plastic sheet with black edges.

The surface was rough enough to keep ground contact of the wheels. However, at
high speed the car slipped and start drift causing error speed measurements. Another
factor like dust can increase this behavior, so we need to keep car wheels and track
clean.On another note,we observe in some cases that a reflective light can be detected
by the camera causing the misreading black edges as white.
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Fig. 7 Example of car track test

3.2 Lightning System and Parasitic Light Sources

Many lightning technologies were developed in the past few years. In our study, we
focus on using the 50/60Hz light system,which can cause reading fluctuations even if
the car is on stop position. Indeed, the integration time of the camera sensor is 10 ms,
which is the deadline for our real-time car system. Thus, we developed an adaptative
level threshold algorithm to binarize camera data flow. Others technologies like LED
or CFL with electronic ballast are easy to handle by the camera, which saw it like
DC source of light.

Furthermore, in particular, the situation the car can experiment with glare con-
ditions [5] can resolve by an adaptative exposition time of the photodiodes sensor.
Sunlight, powerful projector, or flashlight can cause this issue. In our participation
in NXPCUP 2019 final, we had the same problem resolved by putting a filter on the
camera lens.

3.3 Mechanical Vibration

Like all vehicles, the mechanical vibrations are generated basically by actuators or
unbalanced wheels. In our case, there are two mains issues. The first one is camera
misreading [6], which we resolved by detecting and avoiding the data infinite state
machine algorithm implemented in our software. The second one is the parasitic
values of speed measurements from the two optical encoders [7]. We used a digital
low pass filter as a solution.
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3.4 Hardware Failure

Numerous hardware failures were observed caused by low-quality spares parts, no
well-designed electronics systems, or degradation by car crashes. We took special
attention to thewiring and connecting the system to avoid failures during competition.

4 Algorithm Implementation

In this part, we present the architecture of the algorithmwith different stages. The data
processing flow was achieved in the duration of 10 ms for each camera reading and
actuators updating values. We used several programming techniques and dedicated
modules in the KL25Z processor to reach our goals.

4.1 Software Architecture

Figure 8 shows the global architecture of our real-time software.

4.2 Camera Data Flow Processing

The first step is camera data acquisition. We use a timer, and ADC interrupts to
trigger pixel reading from the camera. The raw data was stocked in an array for the
next step processing. After that, we apply a correction function to raw data image,
which was modelized as a reverse function of polynomial approximation of camera
white reading. Figure 9 shows the curve before and after corrections. In the third
step, we binarize data using a dynamic threshold calculated from the max and min
of light intensity value at each data reading. After that, we extract the data black and
white segment by recording a start pixel segment number and segment length.

4.3 State Machine Car Decision Control Model

As introduced in previous paragraph, the car must run as fast as possible in the
track without living it. However, to ensure the safety, we develop a control model
using machine state according the car position on the road. In this stage, we took the
position and length of the segments to calculate two kinds of parameters. The first
one is car position error on the track with fault state avoiding. The adaptative PID
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steering control will use the positioning error. The second one is speed references for
each left and right motors used in the PID speed controller. So, we used the simplified
control model below:

• High Speed State: We use the maximum velocity Vmax as reference speed for a
small value of position error.

• Low Speed State: For higher value of deviation error, a bend speed reference V rot

is set. A position threshold error PeTh is set to switch between the two states.
• Fault State: When the errors occur during camera or sensors reading or for

unknown reason. We keep the previous position error and the car does the same
calculations as before. In the normal case, we have to stop the car for the safety
but in the context of the competition we have to continue until the final line.

Furthermore, the states candetect pattern sequences to start/stopor speed changing
according to specials marks on the track (Fig. 10).
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4.4 Speeds Measurement

To achieve speed measurement, we use the sequent measure of each sensor channel
by the one-timer module in 5 ms for each sensor. An interrupt help the processor
to switch between channels. After that, we apply a digital low pass filter to avoid
parasitic values.
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4.5 PID Controllers for DC Motors Speed and Adaptative
Steering

The PID command consists of three terms P, I, and D, hence, the ‘P’ corresponds
to the proportional term, ‘I’ for the integral, and ‘D’ for the term derived from
the command. The PID controller is a continuous error calculating the feedback
approach. The error calculated as the difference between the reference value and the
measured one. It can eliminate the compensation for the state of equilibrium through
integral action, and it can anticipate the future through a derivative action.

Those stages aim to implement two PID commands for both DC motors and
steering systems with separate excitation (to obtain an adequate response from the
process and regulation and have a precise, fast, stable, and robust system). The
adjustment of the coefficients (parameters) of the PID command is based on the
empirical method of “Ziegler and Nichols” [8].

As the first step,we use the empiricalmethod to specify the coefficient for eachDC
motor even if they seem the same. We use a wireless data acquisition for recording
and get the right factors, which generally depend on the vehicle weight. The steering
system is much more complicated because that car behavior depends on the global
speed and steering angle. For which we make an array of PID parameters depending
on car speed. Thus, the car behaves correctly in curves and straights.

5 Conclusion

In this work, we achieve several improvements in our software system on each
stage. We used several methods and techniques to solve different issues caused by a
disturbed environment. Excellent skills in hardware and software programming are
needed to optimize code implementation. We project for future works to add more
sensors like accelerometer and gyroscope to merge data for better control software
algorithms, especially for drifting cases. Otherwise, we preconize to use a novel
parallel platform like GPU for an embedded system; it seams that will be the better
hardware platform for the autonomous vehicles development.
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Injury Severity Analysis of Secondary
Incidents

Jing Li and Jingqiu Guo

Abstract Limited efforts have been made to unveil the factors affecting the severity
of secondary incidents. Compared to primary incidents, secondary incidents aremore
injury and fatality prone. Secondary incidents that occurred on the Interstate-5 in Cal-
iforniawithin five yearswere collected.Detailed real-time trafficflowdata, geometric
characteristics and weather conditions were obtained. First, a random forest-based
(RF) feature selection approach was adopted. Then, support vector machine (SVM)
models were developed to investigate the effects of contributing factors. For com-
parison, RF and ordered logistic (OL) models were also built based on the same
dataset. It was found that the SVM model has high capacity for solving classifica-
tion problems with limited data availability. Further, sensitivity analysis assessed the
impacts of explanatory variables on the injury severity level. The results can provide
guidance for the development of countermeasures and improvement of road safety
policies to potentially reduce road trauma caused by secondary incidents.

1 Introduction

Secondary incidents are not rare and relatively injurious on highways, which are
defined as incidents occurring within the spatial and temporal boundaries of the
impact area caused by a primary incident. The previous research has shown that about
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2.2–3.9% of highway incidents cause secondary incidents [2]. According to the inci-
dent data collected during this research, the rate of incapacitating and fatal injuries of
secondary incidents is almost twice that of the normal incidents. Therefore, secondary
incidents require additional research and road management resources. Understand-
ing the relationships between the injury severity of secondary incidents and their
influencing factors can assist road safety management departments to incorporate
effective countermeasures and further reduce incident severity levels.

The previous studies have focused on the identification of secondary incidents
[3–5] and modeling of the secondary incident prediction (i.e., the risk of secondary
incidents, the occurrence time and the frequency of secondary incidents) [6–8]. How-
ever, limited efforts have been made on the injury severity analysis of secondary
incidents. So far, few studies have investigated the effects of contributing factors on
the injury severity of secondary incidents. This could lead to biased conclusions in
injury control and safetymanagement andmay lead to sub-optimal countermeasures.

Moreover, the previous research of secondary incidents often obtains aggregate
traffic data, such as traffic density or annual average daily traffic (AADT), as the
independent variables for modeling of secondary incident risk [9]. However, it has
been found that real-time traffic data have more accurate capability for measuring
traffic conditions than aggregate traffic data [10–12]. Little study has considered
the potential influence of real-time traffic flow on the severity level of a secondary
incident. Furthermore, ignoring the imbalanced data problem or using a resampling
approach to the entire dataset instead of the training set potentially leads to biased
models and overfitting estimates [13].

To fill the above-mentioned gaps, this study aimed to investigate the relationship
between injury severity of secondary incidents and various factors including traffic
flow conditions, weather conditions, primary incident characteristics and geometric
design. In order to select significant variables, the random forest (RF) algorithm
was used. Support vector machine (SVM) models were developed to investigate the
effects of contributing factors on the injury severity of a secondary incident. For
comparison, a RF and an ordered logistic (OL) model were also built based on the
same dataset. The contributions of this study are as follows:

(1) The study develops a model linking injury severity of secondary incidents with
various factors including traffic flow conditions, weather conditions, primary
incident characteristics and geometric design.

(2) To address the imbalanced dataset problem,resampling is only performed on
the training set instead of the entire dataset. The original, imbalanced validation
set is used to assess predictive performance.

(3) Various features are identified that significantly affect the probability of an
incident with incapacitating and fatal injuries.
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2 Data

Incidents that occurred section (between postmile 138 and 261 km) of north of the
Interstate-5 inCalifornia from2010 to 2015were collected, including the characteris-
tics of incident, real-time traffic flow data, geometric variables and weather data. The
characteristics of incidents, traffic flow data and geometric variables were obtained
from the Caltrans Performance Measurement System (PeMS). Hourly weather data
were collected from the United States National Climatic Data Center (NCDC). A
summary of considered variables of geometry, traffic and weather is provided in
Table 1.

The speed contourmap-basedmethodwas used to identify the secondary incidents
[14]. First, this method is to distinguish the spatial-temporal impact areas of primary
incidents which account for the impacts of recurrent congestions. Second, further
incidents were classified as secondary incidents if they occurred in the impact area
of the primary incident. In total, 10,012 incidents were extracted and classified as
normal (n= 9443), primary (n= 237) or secondary incident (n= 332). Sincemultiple
secondary incidents can be caused by one primary incident, only the injury severity of
the first secondary incident was used in this research. Since a few secondary incidents
missed injury severity data, a total of 227 data points (i.e., primary incidents and
injury severity of corresponding secondary incidents) were selected for further data
analysis. Injury severity was categorized using three ordered levels, representing no
injury and only property damage (level 1, 81.9%), minor injuries (level 2, 6.6%) and
incapacitating and fatal injuries (level 3, 11.5%).

To solve the imbalanced data problem, this study randomly divided the dataset
into training, validation and testing sets. Resampling was performed in the training
set instead of the entire dataset. The balanced training set was used for model cal-
ibration. The validation set was used to tune parameters. Meanwhile, the original,
imbalanced testing set was used to assess predictive performance. More specifically,
this study uses the SyntheticMinorityOversamplingTechnique (SMOT) to overcome
the problem of imbalanced datasets. 70% of the dataset was used for training and
validation purposes and the remaining 30% for testing purposes. Then, the fivefold
cross-validation method was used to divide 70% of the dataset into training set and
validation set. Meanwhile, to assess the contribution of resampling, a comparison
SVMmodel was developed based on imbalanced training set and tested on the same
imbalanced testing set.

3 Modeling

The random forest (RF) algorithm is applied to select significant variables. The SVM
is developed to investigate the injury severity analysis. An SVMmodel defines injury
severity prediction as a multi-class classification problem based on the heteroge-
neous conditions after the primary incident’s occurrence. Only small samples (227)
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Table 1 Candidate variables for model development

Symbol Value Description Unit

Geometric characteristics

Width-R Continuous Road width Feet

Width-L Continuous Lane width Feet

Num-L Discrete Number of lanes –

Cn-L Discrete Number of changes in Num-L between primary and
secondary incident locations

–

Width-O Binary 1 = outer shoulder width > 12 feet; 0 = otherwise

On-ramp Discrete Number of on-ramps between upstream and
downstream loop detectors

–

Off-ramp Discrete Number of off-ramps between upstream and
downstream loop detectors

–

Diff-ramp Discrete Difference between the number of on- and off-ramps –

HOV Binary 1 = median lane is a high-occupancy vehicle lane –

Bottlenecks Binary 1 = bottleneck section, 0 = otherwise –

Dura Continuous Time difference between the occurrence of primary
incident and clearance of the primary incident site

Minute

Peak Binary 1 = 07:00–09:00,16:30–20:00; 0 = other time –

Weather characteristics

Haze Binary 1 = adverse weather conditions (haze); 0 = otherwise –

Rain Binary 1 = adverse weather conditions (rain); 0 = otherwise –

Visibility Continuous Average visibility per hour Mile

Wind Continuous Hourly wind gust speed mph

Precip Continuous Hourly precipitation mm

Real-time traffic characteristics (measured during a 5–10 min period)

Avgcnt-up Continuous Average vehicle count at the upstream station Veh/30 s

Avgocc-up Continuous Average detector occupancy at the upstream loop
detectors

%

Avgspd-up Continuous Average vehicle speed at the upstream loop detectors Mile/h

Devcnt-up Continuous Standard deviation of vehicle count at the upstream
loop detectors

Veh/30 s

Devocc-up Continuous Standard deviation of detector occupancy at the
upstream loop detectors

%

Devspd-up Continuous Standard deviation of vehicle speed at the upstream
loop detectors

Mile/h

Avgcnt-dw Continuous Average vehicle count at the downstream loop
detectors

Veh/30 s

Avgocc-dw Continuous Average detector occupancy at the downstream loop
detectors

%

(continued)
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Table 1 (continued)

Symbol Value Description Unit

Avgspd-dw Continuous Average vehicle speed at the downstream loop
detectors

Mile/h

Devcnt-dw Continuous Standard deviation of vehicle count at the downstream
loop detectors

Veh/30 s

Devocc-dw Continuous Standard deviation of detector occupancy at the
downstream loop detectors

%

Devspd-dw Continuous Standard deviation of vehicle speed at the downstream
loop detectors

Mile/h

Difcnt-u&d Continuous Count difference between upstream and downstream Veh/30 s

Difocc-u&d Continuous Occupancy difference between upstream and
downstream

%

Difspd-u&d Continuous Speed difference between upstream and downstream Mile/h

are available in this study. It is found that the SVMmodel has high capacity for solv-
ing classification problems with limited data availability. For comparison purposes,
this study also developed a RF model and a traditional ordered logistic (OL) model
based on the same dataset. As compared to the SVM and RF model, the OL model
treats the injury severity of secondary incident as an ordinal variable and analyzes the
relationship between injury severity and explanatory variables. The major limitation
of SVM models is that they cannot identify the impacts of explanatory variables on
the dependent variable. For this reason, a variable effect analysis procedure is indis-
pensable. The relationships between explanatory variables and dependent variable
were explored in a sensitivity analysis.

3.1 RF Model

In order to select significant variables, Pearson correlation and the RF method were
used based on a balanced training set. Highly correlated variables were not included
into model simultaneously. Sets including uncorrelated variables were proposed for
further variable selection using RF. In this study, the input for RF is represented as
Eq. (1), and the output is the injury severity of a single sample. The procedure of RF
is sample database selection, decision tree generation and decision tree merger.

{X = [xi1, xi2, . . . , xim], yi } i = 1, 2, . . . , n; y ∈ {1, 2, 3} (1)

where X denotes the data samples. n represents the number of data samples. m
represents the number of variables in this study. Y represents the injury severity of
secondary incident. When a variable was used as a split variable, the RF was used
to evaluate the average decrease of the nodes’ impurity, which was measured by the
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Gini index in this study. A higher value of the Gini index indicated more importance
of variables. The out-of-bag (OOB) error rates, measuring the classification error
of random forests, were calculated. The lowest OOB was selected to determine the
number of trees. In this study, the minimum OOB error rate was observed when the
number of trees equals 100. In RF analysis, the Gini index of each variable in each set
including uncorrelated variables was calculated, then normalized and ranked from
large to small based on the scikit-learn module in Python.

3.2 Kernel Function

The motivation of SVM is to find the best hyperplane that controls the conflict
between the demands of classification and maximizing its distance to the nearest
data points on each side [15]. More specifically, a binary classification problem is
taken as an example to introduce the definition of SVM. The basic form of training
data is shown as follows:

(xi , yi ), i = 1, 2, . . . , l, x ∈ Rn, y ∈ {±1} (2)

where yi is the class variable and xi is the vector composed of n explanatory variables.
The hyperplane can be written as follows:

(ω · x) + b = 0 (3)

whereω represents a vector ofweights, b represents the displacement and · represents
the dot product. To correctly separate the training data from different classes, the
maximum-margin hyperplane must meet the following requirements:

yi [(ω · x) + b] ≥ 1 i = 1, 2, . . . , l (4)

The margin can be calculated as 2
/‖ω‖. However, the perfect hyperplane may

not exist, or it may cause an overfitted model. To solve this problem, SVM finds
the hyperplane that not only minimizes model complexity but also minimizes the
misclassifications. The optimal classification function can be written as follows:

f (x) = sgn(ω · �(x) + b) = sgn

(
l∑

i=1

ai yi�(xi ) · �(x)+ b

)

(5)

where �(x) represents feature vector obtained from x which is mapped and ai are
the Lagrange multipliers. In this study, the Gaussian radial basis function (RBF)
kernel and sigmoid kernel are both considered. This study used the “one against
one” approach to solve the three-level injury severity problem [16, 17].
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We minimize the loss function for a selected set of hyperparameters (including
the hyperparameters of the kernel function and the hyperparameter for the model
complexity and model fit trade-off) to obtain a trained model. This is performed
several times for a range of hyperparameters by grid search. The trained models
are evaluated based on the performance on the validation set, and the best model
is selected based on that. The average performance on validation sets was taken as
training performance of the best model.

The OL model has been widely used in fitting structure for an ordinal response.
Injury severity of secondary incidents can be defined as ordinal variables that are
classified into three levels: 1—no injury and only property damage; 2—minor injury
and 3—incapacitating and fatal injuries. Prediction rates of various models were
assessed using accuracy, weighted precision and weighted recall. For multi-label
classification, precision and recall of each label can be calculated.

3.3 Sensitivity Analysis

SVM for mining data is sometimes regarded as a “black box”, where the impacts of
explanatory variables on the dependent variable cannot be assessed. Sensitivity anal-
ysis is a frequently used method of exploring the relationship between explanatory
and dependent variables. Two-stage sensitivity analysis was proposed in the previous
SVM incident studies [18, 19] and is also adopted in this study. First, each variable is
changed by a pre-specified unit (i.e., delta), while other variables remain unchanged.
The detail of delta is shown in Table 2. Second, the SVM model is recalibrated with
the altered dataset. Then, comparisons are made between the probabilities of each
injury severity level before and after this change. The impacts of each variable are
estimated as the percentage change of each injury severity level by a one-unit per-
turbation of each variable. Sensitivity analysis can be used to estimate the positive
and negative impacts of explanatory variables on the dependent variable.

4 Results

The Gini index of the best model set was shown in Fig. 1. In order to choose the most
significant variables affecting the injury severity of secondary incidents, the average
value for the Gini index of all variables (0.0667) was used as a cutoff value. Five
remaining variables were then used to develop the models. A summary of descriptive
statistics per variable can be found in Table 2.



162 J. Li and J. Guo

Table 2 Variables descriptive statistics and changing unit in sensitivity analysis

Variable Description Mean Std. dev Max Deltaa,b

Difocc-u&d Occupancy difference
between upstream and
downstream during
5–10 min period

14.4 12.3 61.1 +1 for M&F-I cases;
−1 for No-I cases

DevOcc-dw Standard deviation of
detector occupancy at
the downstream loop
detector during
5–10 min period

3.3 2.7 18.3 +1 for M&F-I cases;
−1 for No-I cases

Dura Time difference between
the occurrence of
primary incident and
clearance of the primary
incident site

41.4 63.3 456.0 +1 for M&F-I cases;
−1 for No-I cases

Num-L Number of lanes 4.6 1.1 6.0 +1 for M&F-I cases;
−1 for No-I cases

Cn-L Number of changes in
Num-L between
primary and secondary
incident locations

2.1 2.6 19.0 +1 for M&F-I cases;
−1 for No-I cases

aNote Delta was used in sensitivity analysis (see Sect. 4.5 for details)
bNote No-I cases mean no injury and only property damage cases; M & F-I cases mean minor
injury cases and fatal injury cases

Fig. 1 Variable ranking of candidate variables based on Gini index
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4.1 Model Specifications

The performances of models are shown in Table 3. For the SVM model, the best
result is observed when kernel is sigmoid, C is 0.5901, β is 0.6 and θ is 0.0. For the
RF model, the best result is observed when the number of trees is 100 (OOB error
rate is 16.04%). For the comparison SVM model, the best result is observed when
kernel is sigmoid, C is 401, β is 1.6 and θ is 0.0. By comparing the performance of

Table 3 Performance of
SVM, RF and OL models

Injury severitya Training (%) Testing (%)

Sigmoid SVM

Level 1: No-I 45.2 84.9

Level 2: Minor-I 59.7 33.3

Level 3: Fatal-I 55.3 10.0

Overall accuracy 53.4 69.6

Overall precision 53.7 67.4

Overall recall 53.4 69.6

RF model

Level 1: No-I 100 81.1

Level 2: Minor-I 100 16.7

Level 3: Fatal-I 100 0

Overall accuracy 100 63.8

Overall precision 100 58.4

Overall recall 100 63.8

OL model

Level 1: No-I 59.4 47.2

Level 2: Minor-I 14.3 16.6

Level 3: Fatal-I 61.6 40.0

Overall accuracy 45.1 43.5

Overall precision 42.1 61.8

Overall recall 45.1 43.5

Comparison SVM model

Level 1: No-I 89.6 100

Level 2: Minor-I 4.0 0

Level 3: Fatal-I 28.8 0

Overall accuracy 75.7 87.0

Overall precision 71.2 75.6

Overall recall 75.6 87.0

aNote No-I means no injury and only property damage; Minor-I
means minor injury; Fatal-I means incapacitating and fatal injuries



164 J. Li and J. Guo

overall accuracy, precision and recall on testing set, it was revealed that the SVM
model with sigmoid kernel performs better than RF and OL models. Moreover,
the sigmoid SVM model produced relative superior performance of each level of
secondary incident severity on testing set, comparing to RF model and comparison
SVM model. Therefore, resampling approach improved the model’s performance,
and the sigmoid SVM model was preferred and selected as the optimal model for
performance discussion in the following and sensitivity analysis in the following
section. The overall accuracy and precision of sigmoid model are 69.9 and 67.4%.

As in Table 3, the sigmoid SVM model performs relatively poor with the level 3
category with an accuracy of 10.0%. The previous articles which focus on normal
incident severity show consistent results, where the SVM model performs inferior
for serious severities, as these severity levels make up only small proportions in
the incident database. These studies all report accuracies well under 10% on the
validation set for serious injuries.

4.2 Variable Impact Analysis

In this study, five input variables were selected for inclusion in the SVM model:
Difocc-u&d, Devocc-dw, Dura, Cn-L and Num-L. It can be concluded that higher
values of each of the five variables increase the probability of an incident with high
injury severity.Meanwhile, thefivevariables havedifferent impacts on theprobability
of three injury categories.

(1) For the variable “Difocc-u&d”, with changes by delta, the probability of no
injury decreases by 4.2%, while the probability of minor injury and fatality
category increases by 26.9 and 12.5%. This result indicates that the primary
incidents occurring in conditions with a high-occupancy difference between
upstream and downstream are more likely to cause secondary incidents with
high injury severity.

(2) For the variable “Devocc-dw”, when its value is changed by delta, the prob-
ability of no injury decreases by 2.1%, while the probability of minor injury
category increases by 15.4%. One explanation is that the occurrence of a pri-
mary incidentmay causemore vehicles to switch lanes to avoid the blocked lane.
This turbulent traffic condition is likely to propagate up and down in the vehi-
cle platoon, resulting in higher risks of secondary incidents with high injury
severity. Therefore, active traffic management interventions such as variable
speed limit control can be used to potentially prevent secondary incidents with
incapacitating and fatal injuries.

(3) A delta changed in “Dura” leads to 26.9 and 37.5% increases in minor and
fatal injury probabilities, respectively. Hence, the duration of the primary inci-
dent highly determines the magnitude and degree of congestion. This finding
indicates that in order to reduce the injury severity of secondary incidents, fast
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incident responses are required such as fast removal of vehicles involved in
incidents.

(4) For the variable “Num-L”, with changing its value by delta, the probability of
minor injury and fatality categories increases by 19.2 and 12.5%. This result
indicates that the number of lanes in the occurrence segment of primary incidents
is positively associated with injury severity level of secondary incidents. One
reasonable explanation is that if an incident happens, more lanes mean drivers
can pass the incident location with higher speeds, resulting in higher injury
severity in the event of a secondary incident.

(5) Last, for the variable “Cn-L”,when changing its value by delta, the probability of
fatality category increases by 12.5%. Cn-L respects the complex degree of road
segments’ geometry. This result indicates that the primary incident occurring
in the road segments that frequently change number of lanes is more likely to
cause secondary incidents with higher injury severity.

5 Conclusion

This study aimed to investigate the relationship between real-time traffic conditions
and injury severity of secondary incidents caused by a primary incident. SVM, RF
and OL models were developed to predict the injury severity of secondary incidents,
and SVM model outperforms others. The results of feature selection indicated that
the variables affecting the injury severity of secondary incidents include: (1) the
occupancy difference between upstream and downstream, (2) the standard deviation
of detector occupancy at the upstream, (3) the duration of the primary incident,
(4) number of changes in lanes’ number between primary and secondary incident
locations and (5) the number of lanes. The accuracy of the bestmodel on the validation
set is found to be 69.6%. However, this study does have small sample size limitations.
Additional research is needed to test the robustness and practicability of these study
findings to other freeways elsewhere.
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Techniques in VANET Network
for Intelligent Traffic System in Smart
Cities: A Review
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Abstract The combination of automotive technology and communication networks
enables novel systems that improve safety, efficiency, and performance can signif-
icantly improve comfort in daily traffic. Vehicle-to-vehicle communication enables
new applications through the direct exchange of information between vehicles. In
recent decades, this has been intensively researched and standardized technology.
The cars thus capture other road users in their environment in smart cities, even
beyond visual obstacles. This technology includes digital, wireless communication
between vehicles (V2V) or cars and traffic infrastructure (V2I), which is collectively
referred to as V2X. V2X communication has a more extended capability range than
ultrasonic sensors, cameras, and radars, and can, therefore, alert drivers of dangerous
situations earlier and more effectively. Moreover, V2V can be combined with radars
and cameras to achieve even greater safety. Vehicle automation and driver assistance
systems are also driving forward the promising technology. This paper evaluates
state-of-the-art vehicle communication and localization techniques and investigates
their applicability on VANET networks for intelligent traffic system.
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1 Introduction

The automotive industry is undergoing a significant changewith the advent of electri-
fication, autonomous driving, and connectivity. These three factors oblige automotive
manufacturers and suppliers to rethink the functioning of the vehicles of the future
and their use. The arrival of autonomous and connected electric cars will change our
habits and disrupt the transport sector.

The development of the intelligent transportation systems (ITS) was introduced
by Japanese Association of Electronic Technology for Automobile Traffic and Driv-
ing (JSK) [1]. The main goal was to improve road quality, safety, efficiency, and
comfort. This strict and ambitious purpose has driven the researcher’s community
to look for new techniques, in all aspects of ITS, to fulfil the requirements. As the
communication between vehicles presents the pillar to achieve the goal behind intel-
ligent transportation systems, a lot of studies have been conducted to design a new
network.

Recent advancement of autonomous vehicle (AV) technologies provides sufficient
technical supports and enormous opportunities to control car-following and lane-
change manoeuvres.

More advanced AV will use an automated electronic system to replace human
drivers. For example, Tesla, a forerunner, provides autopilot function which includes
adaptive cruise control, lane-keeping, auto lane change, Auto Park, and automatic
emergency steering. These emerging AV technologies have powered individual
vehicles with super computation and control capabilities in lane-change location,
car-following speed, and acceleration/deceleration, etc., in real time.

One of the fruits of these researchers is the vehicular ad hoc networks (orVANET).
VANET can be seen as a particular case of the mobile ad hoc network (MANET)
where all nodes move with high speed; these nodes represent the vehicles. This
new era of mobile ad hoc networks allows to the nodes (vehicles) the possibility to
communicate with each other using vehicle-to-vehicle communication (V2V) and
with the infrastructure network of the roadside using vehicle-to-roadside connection
(V2R). These two techniques and others are discussed further in this work.

The VANET uses different sensors that are installed inside the car to gather per-
tinent data or events regarding the environment where the vehicle circulates. This
information could be motion, pressure, temperature, sound, vibration, and so on.
The used sensors should be able, in addition to collecting these events, to transmit
information to the cars connected to the same VANET. This is called inter-vehicle
communication [2]. Also, the sensors send data to the driver to provide him/her
with traffic and car conditions; this form of communication is called intra-vehicle
communication [2].

The vehicular ad hoc network is a particular type of the mobile ad hoc network,
as mentioned before. The main difference is that the nodes in the VANET are known
and are always the same (vehicles). However, they can be a variety of devices in
the case of the MANET. Also, for the VANET, the moving path of the nodes, as
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well as the infrastructure, is known. These opportunities can be used to make the
connectivity more efficient and the network more useful.

Unlike MANET, the nodes in the VANET are moving with high speed. This fact
presents a severe challenge in terms of having an efficient and reliable communication
between the nodes [3].

The following sections of this survey are organized as follows. Section 2 discusses
the different communication model for transportation application. Section 3 gives
an overview of the main VANET application with their specific requirements and
discusses the available localization techniques. Section 4 concludes the paper.

2 Communication Model for Transportation Applications

Connected vehicles are vehicles that use any of several different communication tech-
nologies to communicate with the driver, other cars on the road (vehicle-to-vehicle
[V2V]), roadside infrastructure (vehicle-to-infrastructure [V2I]), and the “Cloud”
[V2C]. This technology can be used to not only improve vehicle safety but also
to improve vehicle efficiency and commute times. The cars can use one or more
of these models to coordinate and send data such as routing information (e.g. direc-
tion, speed, position, identity), warning and emergency messages (e.g. traffic update,
constructions), and information messages (e.g. service offered in the road like the
gas.

Listed below are the types of communication, with links to more information, and
some of the benefits of connected vehicles:

2.1 Vehicle-to-Vehicle (V2V)

The idea behind the V2V communication model is to build a virtual bridge between
neighbouring cars where information can be transmitted so that the nodes can be
the source, destination, or a router. Because of the high speed of the vehicles, this
bridge has a short lifetime causing a significant change in the topology of this kind
of models. One of the possible solutions is to increase the transmission range of the
sensors used in the car, especially in some areas with low penetration ratio. However,
the increase in this range is based on transmission power, which is a critical parameter
to consider. Also, this increase can lead to interference problems, primarily when
many cars circulate in the same area, for example during rush hours. To solve this
issue, an attractive solution has been discussed in [4] by adapting the transmission
power based on the local density.

Moreover, the privacy issue should not be ignored, as the cars will send personal
information. This information could be position, speed, and direction; they can be
sent when a vehicle transmits a brief message or in the case when it sends a local
event. Some techniques are proposed in [5] to overcome this issue.
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Fig. 1 Example of VANETs communications. http://bbcr.uwaterloo.ca/SubGroup/securitybbcr/
vanet.html. [Online] Accessed: 05 March 2020

2.2 Vehicle-to-Infrastructure (V2I)

In the V2I communication model, the vehicles communicate with each other using
an intermediate infrastructure that is usually fixed and installed in the roadside, as
shown in Fig. 1. This technique is perfect when information should be broadcasted to
every connected node in the network [6]. In this case, some problems can be avoided,
such as the privacy issue and lifetime connectivity. Usually, a third party manages
the intermediate infrastructure, so some security rules can be introduced in order to
protect the personal information of the vehicles connecting to the network. But to do
that, this third party should be a trusted source, which is not always the case.

Some V2I model can operate without going through an intermediate roadside
infrastructure, just a roadside unit is sufficient to manage the connectivity. Also, in
this case, increasing the transmission range in some low-density areas could rein-
force the connectivity. Again, it is a trade-off between the efficiency and the power
consumption.

2.3 Vehicle-to-People (V2P)

The V2P approach encompasses a broad set of road users including people walking,
children beingpushed in strollers, people usingwheelchairs or othermobility devices,
passengers embarking and disembarking buses and trains, and people riding bicycles.

http://bbcr.uwaterloo.ca/SubGroup/securitybbcr/vanet.html
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2.4 Vehicle-to-Cloud (V2I)

With the emergence of connected infotainment systems (connected navigation, social
media, music streaming, and in-car Wi-Fi) and accompanying automotive applica-
tion frameworks, more advanced vehicle connectivity platforms and cloud capa-
bilities are required. The results in advanced cloud-based connected car platforms
with capabilities far exceed those of legacy telematics platforms and also require
broadband cellular connectivity, initially 3G, but now increasingly 4G, and with 5G.
Additionally, over the air (OTA) is quickly becoming an essential vehicle lifecycle
management tool as well as an enabler of analytics and big data approaches. The
cloud is quickly becoming the critical technology enabling cars connecting with the
wider IoE (or Internet of Everything).

2.5 Vehicle-to-X (V2X)

V2X refers to an intelligent transport system where all vehicles and infrastructure
systems are interconnected with each other.

This connectivity will provide more precise knowledge of the traffic situation
across the entire road network, which in turn will help to optimize traffic flows,
reduce congestion, and cut accident numbers.

2.6 Comparison Between V2V and V2I

Table 1 gives a high-level summary and comparison between these two communi-
cation models.

Table 1 Comparison between V2V and V2I

Advantages Disadvantages

V2V Short-range communication
Support short message delivery
Deployment cost is low
Faster communication
Low-power consumption

High topology change
Long-range communication
Privacy and security
Short lifetime connectivity
Problem of broadcast storm

V2I Spreading the information widely
Support short message delivery
Support short message delivery
Privacy and security
Long lifetime connectivity
Low topology change

Deployment cost is high
Third party is involved
Slower communication
Higher-power consumption
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3 VANET Application Requirements

As discussed in the previous sections, the ITSmain goals are to improve road quality,
safety, efficiency, and comfort. The VANET application plays a significant role to
achieve this goal by facilitating the communication between the nodes and also pro-
viding an efficient transmission in terms of accuracy.Also, the purpose of theVANET
technology is to replace the existing application that uses fixed sensors and devices
in the road. These traditional applications demonstrate some limitation, especially in
terms of maintenance, power supply access, coverage, and related implementation
cost.

In this section, the three types of applications are discussed. For each application,
the protocols and algorithms that are used to manage the position information are
described. Table 2 shows some examples of these applications with their localization
requirements [7–13].

Two main types of protocols are applied in this type of application: routing algo-
rithms and data dissemination algorithms. The first type uses the information about
the localization to find the next nearer hop to the destination. This information will
help the protocol to forward the information about a local or received event to the
final destination in the case of hop-by-hop transmission. A standard example of this
family called greedy forwarding is discussed in this section. The main goal of the
second type is to inform the neighbour vehicle about certain events or services. The
vehicle position plays a crucial role to identify the destination. Optimized dissemi-
nation of alarm messages (ODAM) protocol is discussed as an example of this type
of algorithm in this section.

3.1 Greedy Forwarding Algorithm

Asmentioned before, this protocol goal is to transmit the received or generated packet
to the next hop. This choice relies on the position estimation of the neighbouring
vehicles, hence this information is the key of path optimization of the data to forward.

Table 2 Example of applications for VANET [14–17]

Application Communication model Localization accuracy Range (m)

Estimation of real-time
speed

V2V and/or V2I Medium 100

FCWS: forward collision
warning system

V2V and/or V2I High 100

Effective arterial incident
detection

V2I High 300

Automatic parking V2V and V2I High **

Industrial applications V2V and V2I High **
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To illustrate the concept of this algorithm, an example is shown in Fig. 2 [18]. The
scenario is as follows: The node x is defined as the event generator, and this event
should go through the nodes until it reaches the destination D.

The steps of the algorithm are as follows:

• Search phase⇒ during this phase, each node broadcasts to its neighbours a beacon
about its position, and this data includes also the node’s IP address. Neighbours
are those nodes located within the transmission range of the host node x.

• Rout Table Building phase ⇒ in this phase, the node builds a table based on
the information received from its neighbours; this table contains the ID and the
position of all neighbouring nodes. If a node does not receive bacon from its
neighbour for a certain time T = 4.5B (with B in the time transmission interval
between bacons) [18], the node deletes the node from the table and sends this new
information to its neighbour. This can happen in the case where a node leaves the
network as the nodes move frequently, or when a node is out of covering range.

The topology of VANET frequently changes because the nodes move and can
leave the network at any moment. This fact makes the beaconing phase instable, and
the choice of the time transmission interval B becomes crucial. Sending too many
beacons in small and repetitive intervals consumes significant energy. To solve this
problem, a new strategy can be applied by requesting the beacons from other nodes
only when there is traffic to forward. This can save energy and decrease the cost
related to this communication.

One of the inconvenience of the greedy forwarding is when the forwarding path
drawn by this protocol takes a longer distance to the destination than the direct
transmission. This specific topology is shown in Fig. 3; the destination D is located
just after the transmission range of the host node x. Using the forwarding protocol,
in this case, is not efficient.

Fig. 2 Greedy forwarding algorithm
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Fig. 3 Greedy forwarding
limitation

3.2 Optimized Dissemination of Alarm Messages (ODAM)

The ODAM protocol goal is to disseminate an alarm message within the VANET in
order to inform other connected vehicle about a critical event happening in the front
side of the platoon. ODAM uses information such as the position and direction of
the affected vehicle to give precise alarm message, so it needs the driver direction in
addition to its location. The alarm messages can be an obstacle, accident, etc.

Figure 4 shows an example of ODAM use [19], where x is the accident vehicle
that wants to inform the rest of the nodes about the dangerous event. As shown, not
all nodes are within the transmission range of x. So, the protocol uses the neighbour
vehicles (are called relay) to rebroadcast the event and so on until the event reaches
all concerned nodes.

The algorithm goal is to forward the message about the accident happening to
the vehicle (x) to all concerned nodes. The involved nodes can be in both directions,
more particularly those driving towards the event. For this reason, it is essential to
include the direction of the accident vehicle. To optimize the number of transmissions
message, and by consequence of the power consumption, the protocol uses a defer
time. A transitory “wait and see” time slot is used if there is no one behind them in
the same transmission range. Below are the steps for this algorithm:

• (x) broadcast an alarmmessage to all vehicle within its transmission range, in this
case (a) and (b).

• (a) and (b) will wait for a particular time before rebroadcasting the event; this
time called the defer time. In this case, the defer the time of (a) should be higher
than (b) as the distance between (a) and (x) is smaller than between (b) and (x).
So the defer time is proportional to the distance to the accident vehicle.

• If the node (for instance (a)) does not receive any rebroadcasting from other nodes,
it concludes that there is no vehicle behind within the transmission range of (x).
In this case, it decides to rebroadcast the event in order to reach other nodes.
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Fig. 4 Greedy forwarding limitation [19]

• If within the defer time it receives a rebroadcasting, it just ignores the event
because it understands that there is someone else behind that will take care of the
retransmission.

3.3 MAP-based Localization

The last discussed technique of this part is themap-based localization. This technique
is used in the navigation applications to enhance the efficiency of the VANET and
provide reliable services to assist the driver and increase the safety by giving an
estimated localization of the car in the map. By knowing some information about
the road using the map, an automatic control application can be feasible and more
efficient. For instance, the automatic driver can be enhanced if it has information
about the position of the car in the road, the distance to the lane limit, coming
intersections.

Table 2 summarizes some examples of VANET applications with the main
requirements based on what was discussed in the previous sections.
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4 Conclusion and Road Map for Future

Vehicular ad hoc networks (VANETs) have been gaining significant attention from
the research community due to their increasing importance for building an intelli-
gent transportation system. However, the implementation is far more complicated
than most people realize. It involves many aspects including technology, wireless
spectrum, many governmental regulatory bodies, and cooperation of automakers
and adaptation of the technology as a whole. This paper presented a comprehensive
study of various most significant communication techniques for VANET. Different
requirements for ITS application were discussed and classified into three different
groups: accurate, inaccurate, and high-accuracy location-aware applications. Each
method has its specific use with advantages and drawbacks. So, it is hard to say that
there is a perfect method that can be used anytime and anywhere. The goal behind
the VANET is to provide the driver with continuous information about the traffic
conditions.

Further researchwill be required to validate and refine the performance and robust-
ness of the most promising localization techniques. Moreover, the integration of
cooperative technologies requires new study to find the optimal way to fuse these
localization techniques to achieve more reliability and accuracy enhancement.
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Headway and Speed in Saturation Flow
of Signalised Intersections
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Abstract The headways between vehicles in the traffic flow of intersections are one
of the crucial variables for reasonable signal timing setting and intersection con-
figuration design. Many studies apply constant discharge headways to calculate the
saturation flow rate, and scarce studies quantitatively investigate the relationship of
headway and speed in the saturation flow. This study endeavours to model the head-
way–speed relationships of saturation traffic flow at the signalised intersection. Five
typical intersections with large traffic demand in Golden Coast City are surveyed to
collect data regarding vehicles’ discharging speed and headways. The least squared
method and the fitting degree test are applied to model the headway–speed relation-
ships at the signalised intersections and compare the models’ fitting performance.
The results indicate that the headway is significantly associated with speed. The
headway increases with decreasing speed crossing the intersections. The empirically
and quantitatively calibrated relationships between speed and headway can be used
to calculate the saturation flow rate in the intersections with different discharging
speeds and further support the design of intersections with large traffic demand.
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1 Introduction

With the fast development of road networks in big metropolises, the roles of sig-
nalised intersections have been increasingly important for transport systems. The
operational efficiency of signalised intersections greatly impacts the performance of
the whole transport system in terms of traffic efficiency [1] and traffic safety [2]. The
signal timing is a vital component in the traffic design of signalised intersections.
Reasonable design of signal timing is helpful to increase the traffic capacity and
reduce the traffic conflicts at signalised intersections. Discharging headway is one of
the crucial parameters in the signal timing design [3]. Lost time and the saturation
flow can be calculated using the value of discharge headway. The discharge headway
is defined as the time interval between two successive vehicles in the same drive-
way passing the stop lines at signalised intersections. Generally, the queue discharge
headway becomes constant after the fourth or fifth vehicles [4]. The lost time is deter-
mined by adding up the differences between each vehicle’s actual headway and their
estimated saturation headway [5]. Therefore, the saturation headway is important for
designing signal timing of signalised intersections [6, 7].

As for the saturation flow rate, it is defined as the peak value of queue discharge
during the green time and calculated by the equation S = 3600/h [8] where S rep-
resents the saturation flow rate and h denotes the saturation headway. In traditional
methods, the discharge headway is regarded as a constant in calculating the satu-
ration flow rate, which may lead to incorrect estimation of the saturation headway
[9]. There are several factors affecting the estimation of saturation headway such as
the time variance, negligence of capacity factors and inappropriate equations. Con-
sequently, incorrect estimation of saturation flow rate will result in incorrect delay
prediction and signal timing [10].

Many studies have addressed the methods for measuring the saturation flow rate
[11]. Teply et al. [12] put forward a method of splitting green time into five or ten
seconds as a survey period and counting the vehicles passing the intersections during
each period for completing the statistical analysis of saturation flow rate. However,
there are various numbers of vehicles counted in each short periods of green time,
which lead to unreliable data collection. Highway Capacity Manual [13] proposed
a method for calculating the saturation flow rate at the signalised intersection. In
this method, the value of saturation headway is approximated as the constant mean
value of the headways of the vehicles passing signalised intersection from the fourth
vehicle (in order to minimise the impact of vehicles’ start-up lost time) to the last
vehicle. However, the actual headways might be unsaturated using this method.
For example, traffic demand is unable to arrive at the stop bar, no more than four
vehicles in the same queue and a large percentage of heavy vehicles in the cycles
[14]. Some other opposing viewpoints against regarding saturation headways as a
constant value [15]. According to Rahman et al. [8], treating the discharge headway
as a constant would result in underestimation or overestimation of the saturation
flow rate in special cases. Li and Prevedouros [16] used the traditional methods to
compute the saturated headway and concluded that the traditional site investigation
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of saturated flow by applying the first 12 vehicles could result in underestimation of
the flow rate of left-turn vehicles and overestimation of the flow rate of straight-going
vehicles. Shao et al. [17] conducted another investigation and show that the mean
headway in China was 2.04 s by applying traditional methods. They reported that the
root-mean-square deviation of the conventional method was between 0.4 and 0.9 s
indicating great fluctuation. In brief, measuring the saturation headway as a constant
is not correct and may result in biases in estimating the saturation flow rate in the
signalised intersections.

As for modelling the relationship between speed and traffic volume, Greenberg
[18] proposed a logarithmic model to describe the relationship between speed and
volume when the traffic volume is large. Underwood [19] put forward an expo-
nential model to depict the speed–volume relationship when the traffic volume is
small. Another typical speed–volume model was the Greenshields model, which
was derived from the linear relationship between speed and density. The Highway
Capacity Manual [13] adopted this model. However, there was scarce research in
modelling the saturation headway–speed relationship. The modelling of saturation
headway–speed is to quantitatively measure the functional relationship between sat-
uration headway and speed. Through the quantitative function, the headways can be
attained from the observed travelling speed and be used to calculate the saturation
flow rate at the signalised intersections.

In summary, two research gaps are found based on the above literature review:
one is that existing research treats the discharge headway as a constant and lacks of
investigating the variation of saturation headway; another gap is that there is scarce
research about saturation headway–speed modelling. This study stands in the wake
of the two research gaps to quantitatively and empirically model the headway–speed
relationship in saturation flow of signalised intersections based on observed traffic
data in field surveys. It is to shed light on the relationship of time headway and driving
speed in the intersections and support the accurate estimation of the saturation flow
rate of intersections for the scientific design of intersections in terms of signal timing
setting and configuration.

2 Methods

2.1 Traffic Survey Design Ad Data Collection

In Fig. 1, the black line denotes the driving distance of vehicles. The red lines (i.e.
the position of head of vehicles) and the blue lines (i.e. the stop lines in the exist-
ing direction) represent the starting point and ending point of vehicles passing the
intersections, respectively. Traffic investigators started timing using an electric timer
once the green light turned on (i.e. t = 0) and ended the timer once the last vehicle
in the queue went through the blue line. The time when the first car started to move
was recorded and used as the reaction time (t0). The reaction time denotes the driver
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Fig. 1 Example of the
investigated intersections:
Markeri St and Bermuda St

of the first vehicle starts to go after the green light goes on. The t1 is measured as
the time when the first car crossed the stop line. The time of the following vehicle i
passing the blue line was successively recorded and labelled as ti (i = 1, 2, 3, …, n).
Five intersections in the Gold Coast City were surveyed to cover wide geographic
situations. The details of the investigated intersections are shown in Table 1. All of
the selected intersections have big traffic flow during peak time. The road conditions
of these intersections have standard road widths and flat gradient.

The headways can be computed by the time interval of two successive cars passing
the blue line. As for speed, there are two kinds of speed for measurement: time mean
speed and space mean speed. The time mean speed is defined as the arithmetic
average velocity of the vehicle passing a certain point. Space mean speed is defined
as the harmonic average velocity of vehicles passing a certain road. The space mean

Table 1 Summary of selected intersections

Intersections Fairway Dr
and Nerang
Broadbeach
Rd

Slatyer Ave
and Bundall
Rd

Crestwood
Dr and Olsen
Ave

Parklands Dr
and Olsen
Ave

Markeri St
and Bermuda
St

The
recording
time

1 h 1 h 1 h 1 h 1 h

Cycle
numbers

27 31 18 24 32

Mean vehicle
numbers per
cycle

10.5 10.4 8.3 8.8 8.2
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speed is used in this study as per the Highway Capacity Manual [13]. The driving
distance of each vehicle is calculated by the observed vehicle length and the gaps
between two successive vehicles and can be denoted as the equation:

S = L + 8 ∗ n (1)

where L is the length of the intersection (from the stop line to the opposite stop line),
and n represents the index of vehicles. The space mean speed of the vehicle n is given
by

v = (L + 8 ∗ n)
/(

tn+1 − t0
)

(2)

where t0 is the reaction time (Fig. 2).

2.2 Modelling Methods

The least squares method is used to model the headway–speed relationship using
the collected data. The headway and speed are the dependent variable (i.e. headway,
denoted as y) and the explanatory variable (i.e. speed, denoted as x), respectively.
The best fitting polynomial functions could be generalised by the basic best-fitted
model. The variable types could be simply transferred to get the straight lines even
if the variables are exponent, exponentiation or logarithm [20].

In order to test the fitting degree of the proposedmodels, two fittingmeasurements
are used: R-squared and root-mean-square error. R-squared is also called “the ratio of
determination”, which reflected the explanation percentage of independent variables’
all variation caused by the dependent variables [21]. For example, if the R-squared is
0.8, it indicates that the regression relationship can explain the 80%of the variation of
the independent variable. In other words, if the dependent variable can be controlled
to be invariable, the variation level of independent variable can be reduced to 20%.

The value ofR-squared is determined by the sum of the square of regression (SSR)
and the sum of the difference (SSD). The SSR is the sum of the difference between
predicted variable ŷ and the mean of the observed variable ȳi and is given by

SSR =
n∑

i=1

(
ŷi − ȳi

)2
(3)

where SST is the sum of the difference between observed variable yi and the mean
of the observed variable ȳi and is given by

SST =
n∑

i=1

(yi − yi )
2 (4)
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(a)                                                                 (b)

(c)                                                               (d)

(e)

Fig. 2 Investigated intersections:a intersectionofMarkeri Street andBermudaStreet,b intersection
of Oslen Avenue and Parklands Drive, c Fairway Drive and Nerang Broadbeach Road, d Fairway
Drive and Nerang Broadbeach Road and e Crestwood Drive and Olsen Avenue

R-squared can be calculated by

R-squared = SSR

SST
(5)
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The value of R-squared is between 0 and 1. When the value of R-squared closes
to 1, it shows that the most variation of the independent variable in the fitted model
is influenced by the variation of the dependent variable, reflecting high goodness of
fit. R-squared closes to 0 means low goodness of fit [22].

The root-mean-square error (RMSE) is a commonly applied measure for measur-
ing the difference value between the predicted and observed variables. Its value is
usually the predicted value of a model. The RMSE is standard error for the difference
between the forecasting value and the observed value [23], and is given by

RMSE =
√∑

d2
i

n
(5)

where di is the difference between the observed value yi and predicted value ŷi , and
n is the number of observed points. The less the value is, the higher the measurement
accuracy is.

3 Result and Analysis

For the sake of model fitness and result presentative, the data form cycles with more
than eight vehicles are selected to analyse. The cycles with R-squared over 0.5 are
mainly analysed and shown in this section. The rest cycles that have R-squared with
less than 0.5 value are all rejected and not analysed.

For the intersection of Markeri St and Bermuda St, cycle 20 and cycle 24 are
selected as per their models’ R-squared, and corresponding results are shown in
Fig. 3. Both models based on the data from cycle 20 and cycle 24 have R-squared
larger than 0.5. However, RMSE in cycle 20 is 0.197, and RMSE in cycle 24 is
0.687, so RMSE in cycle 20 is smaller than that in cycle 24. The model of cycle 20
has a comparatively better fitting degree for this intersection. The equation of the
fitted model using cycle 20 is y = −0.6041 * x + 6.69. The slope is negative. It
demonstrates that the saturation headway will decrease when speed increases at this

Fig. 3 Result of the intersection of Markeri St and Bermuda St. The y-axis is the speed (m/s) in
second, and the x-axis is headway (s)
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intersection. Since the saturation flow rate is the inverse of saturation headway, so it
will increase with speed improvements.

For the intersection of Slatyer Ave and Bundall Rd, data from all the cycles are
analysed. However, the results are not representative for analysis and interpretation
due to its large variance. All the calibrated models have R-squared less than 0.5. So
they are not used for further discussion.

For the intersection of Fairway Dr and Nerang Broadbeach Rd, cycle 6 and cycle
13 are selected as per their models’ R-squared, and corresponding results are shown
in Fig. 4. R-squared of the models based on data of cycle 6 and 13 are 0.6614 and
0.5169, respectively. As for RMSE, RMSE of cycle 6 is 0.430, which is bigger than
the RMSE of cycle 13 of 0.173. The equations of the fitted models are y= −1.1741 *
x + 8.1695 and y = −0.1466 * x + 4.9561 for cycles 6 and 13, respectively. The
calibrated slope of cycles 6 and 13 is less than 0, implying the headway decreases
with the mean space speed.

For the intersection of Parklands Dr and Olsen Ave, cycle 15 and cycle 24 are
selected, and the results are shown in Fig. 5. The R-squared in cycle 15 is 0.5219,
and R-squared in cycle 24 is 0.518. As for RMSE, RMSE for cycle 15 is 0.639, and
RMSE for cycle 24 is 0.502. Again, we can observe that the headway decreases with
the increase of mean space speed.

Fig. 4 Result of the intersection of Fairway Dr and Nerang Broadbeach Rd. The y-axis is the speed
(m/s) in second, and the x-axis is headway (s). Cycle 6 means the data from sixth single cycle

Fig. 5 Result of the intersection of Parklands Dr & Olsen Ave. The y-axis is the speed (m/s) in
second and the x-axis is headway (s)
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Fig. 6 Result of the
intersection of Crestwood Rd
and Olsen Ave. The y-axis is
the speed (m/s) in second,
and the x-axis is headway (s)

For the intersection of Crestwood Rd and Olsen Ave, cycle 4 is selected because
its model’s R-squared is more than 0.5, and the result is shown as Fig. 6. The R-
squared in cycle 4 is 0.5541, and the RMSE is 0.582. The equation of the fitted
model is y =−0.4946*x + 6.125. The slope of the model is negative. Therefore, the
saturation headway will decrease when speed increases at this intersection. Because
the saturation flow rate is the inverse of saturation headway, so it will increase when
speed increases.

4 Conclusions

The existing research commonly uses a constant discharge headway to calculate the
saturation flow rate in the signalised intersections, and scarce studies investigate the
relationship of headway and speed in the saturation flow. This study quantitatively
and empirically analyses the headway–speed relationship in saturation flow of sig-
nalised intersections. Five typical intersections with large traffic demand in Golden
Coast City are surveyed to collect data regarding vehicles’ discharging speed and
headways. The least square method and the fitting degree test are applied to establish
the headway–speed models at the signalised intersections and compare the models’
fitting performance. The models with best fitting are identified based on the values of
R-squared and RMSE. The results indicate that the headway is significantly related
to the mean space speed. The headway increases with decreasing speed crossing the
intersections. The empirically and quantitatively calibrated relationships between
speed and headway can be used to calculate the saturation flow rate in the intersec-
tions with different discharging speeds and further support the design of intersection
timing setting to fulfil the traffic demand and reducing traffic delays.
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Shore Power Price Competition Between
Ports
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Abstract Air pollution and climate change arouse consistent attention of interna-
tional community. Shipping industry, being one of the most important transport
methods, carries more than 80% of the total international trade and has been recog-
nized as a potential source of air pollutant mitigation. In order to reduce emissions of
marine traffic, especially in the area of coastal waters, regulations about the quality
of marine fuel have been carried out, and the maximum sulphur content allowed for
marine fuel becomes increasingly stringent as time goes by. In order to comply with
the regulations, shipping has to take various measures, including adopting electric
power from shore while berthing. Shore-side electricity, also called cold ironing,
refers to the use of electricity from shore side while berthing at the port instead of
auxiliary engine. In recent years, shore power has been adopted in an increasing
number of ports; in China, most ports are able to provide shore power for ships while
berthing. For ships with shore power facilities, the price of shore-side electricity is
an element that can influence their choice of port to visit. It is an incentive for ports
to lower the power price. This paper tends to investigate what is the best price to
maximize the port’s total benefit in the competition with other ports in the same
group. In order to describe the competition among ports, game theory is applied, and
the Bertrand model is adopted.
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1 Introduction

The problem of air pollution and climate change arouse consistent attention of inter-
national community. Series of conventions and agreements have been signed among
countries and regions such as the Kyoto Protocol and the Delhi Declaration [5].
Shipping industry, being one of the most important transport methods, carries more
than 80% of the total international trade [4]; UNCTAD [6, 8]. Recently, shipping
sector has been recognized as a potential source of air pollutant mitigation. Relative
researches (IMO 2014, 2009) show that the NOx emission frommarine traffic makes
up 15% of global anthropogenic emission, SO2 emitted by ships constitutes 13% of
the total anthropogenic sources, as for CO2 marine traffic accounts for approximately
2.7%of the annual emissions. Although the proportions are relatively low, 70%of the
marine traffic exhausted emissions are emitted in the area within 400 km of coastline,
and have bad influence for air quality, ecological environment and public health of
coastal cities. For instance, in Shanghai, 11% of NOx, 12.4% of SO2 and 5.6% of
PM are emitted at the area of the port of Shanghai [2]. At the same time, over 95%
of ship currently in use adopt diesel engines for propulsion, and for the cost reason,
these engines always burn low-quality fuel oil with high sulphur content. According
to the comments to the NSW Environment Protection Authority [7], the fuels used
in marine traffic are on average 2700 times dirtier than those used by land vehicles.

In order to reduce emissions of marine traffic, especially in the area of coastal
waters, regulations about the quality of marine fuel have been carried out, and the
maximum sulphur content allowed for marine fuel becomes increasingly stringent
as time goes by. After 1 January 2020, as required by IMO, all the ships should use
fuel oil with sulphur content no higher than 0.5%, for ships sailing in the designated
emission control areas 0.1% would be the upper limit of sulphur content.

As one of the most important parties in shipping industry, shipping companies can
contribute to the reduction of marine traffic emissions. Shore-side electricity, also
called cold ironing, refers to the use of electricity from shore side while berthing at
the port instead of auxiliary engine. To make use of shore-side electricity system,
both the port and the ship need to install some extra equipment. To supply shore-side
electricity, port needs to expand the capacity of its substation and install extra socket
box and cable operator. Ships also need to be equipped with some special devices
to use shore power. Both the port and the shipping company have to make essential
extra investment before take advantage of shore power. However, using shore-side
electricity can reduce SO2,NOx and other PMemissions by up to 90% (the comments
to theNSWEnvironment ProtectionAuthority [7]), therefore, produce environmental
benefit, enhance the local and regional air quality, and contribute to public health. So,
the government will provide subsidies to promote the use of shore power. And with
reasonable price, port could even earn some profit from selling the power to ships.
In recent years, shore power has been adopted in an increasing number of ports;
in China, most ports are able to provide shore power for ships while berthing [2].
For shipping companies, since the installation of shore power system is a one-time
investment but can bring long-term revenue in the future it is worthwhile to equip the
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ships. As increasing number of ports adopt shore power system and the regulation
of fuel oil sulphur content becomes more stringent, the earnings of equipping ships
with shore power facilities will be more remarkable. The proportion of ships adopt
shore-side power will grow in the future.

A port group consists of several ports that are approximate in geographic location.
Therefore, these ports have similar transportation network and partly overlapping
economic hinterland. With the development of port capacity and the collection and
distribution efficiency, internal competition of port group becomes fiercer. For ships
with shore power facilities, the price of shore-side electricity is an element that can
influence their choice of port to visit. The ships attracted by preferential power price
bring the same port charge revenue and the cargo handling fee in the long term, at the
same time, cause much less air pollution than traditional ships. It is an incentive for
ports to lower the power price. This paper tends to investigate what is the best price
to maximize the port’s total benefit in the competition with other ports in the same
group. In order to describe the competition among ports, game theory is applied.

2 Literature Review

Shore power system, also referred to as cold ironing, is a promisingmethod to reduce
the ship emissions while berthing. According to IMO (2012), shore-side power is
“a measure to improve air quality in ports and port cities, to reduce emissions of
air pollutants and noise and, to a lesser extent, to reduce carbon dioxide through
ships at berth replacing on-board generated power from diesel auxiliary engines with
electricity supplied by the shore.” Through the use of shore power, the reliance on
auxiliary engines to power ships on berthing can be eliminated. The environmental
and social benefits are hot topics in research of shore power system, an essential
number of existing studies focus on them. Generally speaking, relative studies come
up to similar conclusion that the application of shore power system can reduce the
air pollutants and mitigate the environmental burden. Various investigations have
been conducted to examine the effect of shore power system at different areas and
ports. Vaishnav et al. [9] compared the economic costs of shore power system and
the benefit it can bring at US ports. Result shows that when quarter to two-third
ships call at US ports use shore power instead of auxiliary engines while berthing,
the environmental benefits will exceed the economic loss of shipping companies for
retrofitting their ships, and have a surplus in the region of $70–150 million. Winkel
et al. [10] investigated situations in European ports, and found that through applying
shore power system, 800,000 tons’ carbon emissions would be reduced by the year
2020, and generate about e2.94 billion public health benefits. According to Ballini
andBozzo [1], with 60% ships using shore power the systemwill bringe2.97million
external health savings for the port of Copenhagen. For the port of Aberdeen, the
environmental benefits are evaluated to be around £1.3 million [3].

Game theory is a new branch of modern mathematics and an important part of
operational research. There is no precise and uniform definition for game theory,
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but according to John C. Harsanyi, the winner of the 1994s Nobel Prize in Eco-
nomics, game theory is a theory of strategic interaction. Born in 1928 when Von
Neumann proved the basic principle of game theory, game theory becomes one of
the most extensively used analytical tools in economics, and has been applied in
many disciplines.

3 Model

According to different criteria, games can be divided into several types. In general,
all the games can be identified as cooperative game or non-cooperative game, based
on the whether there are binding agreements among parties in the game. From the
perspective of behaviour time sequence, games are further divided into dynamic
game and static game. As the terms suggest, in a static game, all the participants
make their decisions at the same time or they do not decide simultaneously but the
later actor is blind about the action taken by the former actors. In a dynamic game,
participant move in a time sequence and they are aware of the action of competitors
that move before them. Based on the understanding level of participants on their
competitors, games are divided into two categories, complete information game and
incomplete information game. There are some classical models in game theory, such
as Cournot model, Bertrand model, Hotelling model and Stackelberg model. The
Bertrand model is used to describe the price competition between two suppliers.
In the Bertrand model, competitors decide their prices of homogeneous products,
and the price will influence the sales volume and market share, it is consistent with
the fact that the shore power provided by different ports are the same. In order to
avoid the Bertrand paradox, three methods are adopted: first is to consider capacity
constraints, the second is to remove the assumption of product homogeneity and
the third is to introduce dynamic factors into the model. In this model, the shipping
company preference for ports is considered in the competition. For ports in the same
group, although they are near, but their economic hinterlands, cargo volumes and
service content are not identical, so liner shipping routes have their own preferences
in port choosing. So in this paper, the Bertrand model with customer preference is
adopted to analyse the optimal shore power pricing strategy for ports.

3.1 Assumptions

Before building the mathematical model, some assumptions are made to characterize
the problem that is investigated.

(i) There are two ports in a port group competing in the price of shore power.
Before the providing of shore power, both of them have steady ship customer
base.
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(ii) Ports in a port group provide service to liner shipping companies for the same
price. Namely, for ships visiting different ports, the port charge is assumed to
be the same.

(iii) Adopting shore power can reduce all of the exhaust emissions of berthing
ships.

(iv) For all the ports, the numbers of ships that are equippedwith shore power facil-
ity are known before the decision of port side shore power facility installation
and pricing.

(v) For each port, the number of visiting ships with shore power facilities for each
port before the shore power pricing movement is certain and known.

(vi) All ships with on-board shore power facility will choose to use it while
berthing.

(vii) Shipping companies prefer ports that they choose to visit originally. This
preference results from advantages of ports such as geographic location and
service level. So changing port will bring some loss. In that case, only when
the economic profit, namely the cost savings of shifting to another port, is
higher than a threshold will the ship route changes it is visiting from port i to
port j .

(viii) The fuels used by each ship while berthing are identical, at the same time,
ships consume same amount of fuel oil for each hour berthing at the port.
On the one hand, the economic gain for a ship to switching from fuel oil to
shore power is proportional to the berthing time. Also, the environment cost
for ships to use fuel oil is also proportional to berthing time.

(ix) The capacities of ports for traditional ships and ships using shore power are
assumed to be adequate. As a result, ships using shore power will not compete
with traditional ships for berth.

(x) Berthing times of ships visiting both ports obey the uniform distribution in
the same interval.

3.2 The Bertrand Model

Before the mathematical model, we explain the parameters and sets.
Sets and parameters:

Port: The set of ports in the port group.
P: The port charge for both ports (USD/hour).
EnC: The environmental cost of the port area when 1 tonnage fuel oil is consumed
by berthing ship (USD/ton).
E : The electricity that is generated by consuming 1 tonnage fuel oil (kwh/ton)
PF: The power fee the port pays to the power company (USD/kwh).
Si : The number of ships adopting shore power at port i before providing shore
power. i ∈ 1, 2.
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S
′
i : The number of ships adopting shore power at port i after providing shore

power. i ∈ 1, 2.
Ti j : The loss of shipping company to change fromport i to port j .i, j ∈ 1, 2, i �= j .
BTi

min/BTi
max:Theminimum/maximumberthing time of ships at port i .i ∈ 1, 2.

Bunker: The bunker price of fuel oil used by ships at berth (USD/ton).
Fuel: The mass of fuel oil used by ships at berth for each hour (ton/hour).

Decision variables:
Power Pi : The price of shore power at port i .
Ports in the groupmake pricing strategy of shore power to maximize its own profit

Proi , i = 1, 2. It is assumed that the port should gain some profit by providing shore
power to ships. In another word,

(Power Pi − E) + EnC

E
> 0, i = 1, 2 (1)

Otherwise, the port will not choose to install the shore power infrastructure and
provide electricity to ships, and the pricing problem will not exist. Also, we assume
that the using shore power at berth can reduce the cost of ships compared with using
fuel oil. Namely

Bunker > E × Power Pi , i = 1, 2 (2)

Otherwise, no ships will choose to using electricity from shore. Equations (1)
and (2) determine the upper and lower limit for the power price Power Pi ∈(
EnC
E + PF, Bunker

E

)
. It is assumed in this paper that EnC

E + PF < Bunker
E .

3.3 Profit Function

Power P1 > Power P2. For the situation that Power P1 > Power P2, all the shore
power ships visiting port 2 will keep their choice of port. For ships using shore
power and visiting port 1, they may change their choice for the economic profit
from lower shore power price in port 2. From simple deduction, we know that with
the same shore power prices of both ports Power P1 > Power P2 ship with longer
berthing time will get more cost saving in shore power. So first we calculate the price
with which the utility of the ship with the longest berthing time to switch from port
1 to port 2 equals to 0.

(Power P1 − Power P2) × BT1
max − T12 = 0 (3)

From Eq. (3), we deduct the value of Power P1 = T12
BT1
max

+ Power P2. Then, we

calculate the price with which the utility of the ship with the shortest berthing time
to switch from port 1 to port 2 equals to 0.
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(Power P1 − Power P2) × BT1
min − T12 = 0 (4)

From Eq. (4), we deduct the value of Power P1 = T12
BT1

min
+ Power P2.

When Power P1 ≤ T12
BT1
max

+ Power P2, no ship will change the visiting port so

the ship number visiting each port remain the same, S
′
1 = S1, S

′
2 = S2. The profit of

two ports are

Proi = [(Power Pi − PF)E + EnC] × Fuel

× Si
BT i

max − BT i
min

BTi
max∫

BTi
min

xdx, i = 1, 2. (5)

The total profit consists of the profit of selling electricity to ships and the reduced
environmental cost.

When T12
BT1
max

+ Power P2 < Power P1 ≤ T12
BT1

min
+ Power P2, assume the ship

with berthing time BT
′
satisfies the following equation

(Power P1 − Power P2) × BT
′ − T12 = 0. (6)

We can calculate the value of BT
′ = T12

Power P1−Power P2
. Ships that berth at port 1

longer than BT
′
will change their choice and visit port 2. So we have

⎧
⎪⎨

⎪⎩

S
′
1 = S1 − S1 × BT1

max−BT
′

BT1
max−BT1

min
S

′
2 = S2 + S1 × BT1

max−BT
′

BT1
max−BT1

min
.

(7)

The profit of two ports are like the following equation:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pro1 = [(Power P1 − PF) × E + EnC] × Fuel × S1
BT1

max−BT1
min

BT
′

∫
BT1

min

xdx

− [P − EnC × Fuel] S1
BT1

max−BT1
min

BT1
max∫

BT
′
xdx

Pro2 = [(Power P2 − PF) × E + EnC] × Fuel × S2
BT2

max−BT 2
min

BT2
max∫

BT2
min

xdx

+ [(Power P1 − PF) × E × Fuel + P] S1
BT1

max−BT1
min

BT1
max∫

BT
′
xdx

(8)

Port 1 loses the revenue result from the ships that switch from port 1 to port 2
but gain the electricity selling profit and environmental cost savings for ships that
choose to stay. The profit of port 2 consists of two parts, the saved environmental
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cost and profit of selling the shore power to ships that originally visit port 2 and the
revenue bring by the ships that are attracted form port 1.

When Power P1 > T12
BT1

min
+ Power P2, all the ships with shore power facility

visiting port 1 will change their decision and choose to visit port 2. So S
′
1 = 0, S

′
2 =

S2 + S1. The profits of two ports are:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pro1 = −[P − EnC × Fuel] S1
BT 1

max−BT 1
min

BT1
max∫

BT1
min

xdx

Pro2 = [(Power P2 − PF) × E + EnC] × Fuel × S2
BT2

max−BT2
min

BT2
max∫

BT2
min

xdx

+ [(Power P1 − PF) × E × Fuel + P] S1
BT1

max−BT 1
min

BT1
max∫

BT1
min

xdx

(9)

Port 1 loses the revenue result from all the ships with shore power facility so its
profit is negative. The profit of port 2 consists of two parts, the saved environmental
cost and profit of selling the shore power to ships that originally visit port 2 and the
revenue bring by the ships that are attracted form port 1. Since the profit of port in
this situation is negative so it must not be the Nash equilibrium of the game.

Power P1 < Power P2. Following the same logic in the above section, we can
deduce the profit function for the two ports when Power P1 < Power P2.

Pro1 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[(Power P1 − PF) × E + EnC] × Fuel × S1
BT1
max−BT1

min

BT1
max∫

BT1

min

xdx,

if Power P2 ≤ T21
BT2
max

+ Power P1

[(Power P1 − PF) × E + EnC] × Fuel × S1
BT1
max−BT1

min

BT1
max∫

BT1

min

xdx

−[(Power P2 − PF) × E × Fuel + P] S2
BT2
max−BT2

min

BT2
max∫
BT

′
xdx,

if T21
BT2
max

+ Power P1 < Power P2 ≤ T21
BT2

min
+ Power P1

(10)
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Pro2 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[(Power P2 − PF) × E + EnC] × Fuel × S2
BT2

max−BT2
min

BT2
max∫

BT2
min

xdx,

if Power P2 ≤ T21
BT2

max
+ Power P1

[(Power P2 − PF) × E + EnC] × Fuel × S2
BT2

max−BT2
min

BT
′

∫
BT2

min

xdx

− [P − EnC × Fuel] S2
BT2

max−BT2
min

BT2
max∫

BT
′
xdx,

if T21
BT2

max
+ Power P1 < Power P2 ≤ T21

BT2
min

+ Power P1

(11)

In which BT
′ = T21

Power P2−Power P1
.

3.4 Nash Equilibrium

For simplicity, we assume that S1 = S2, T21 = T12, BT1
max = BT2

max and BT
1
min =

BT2
min. So in the following subsection,we use S to represent S1 and S2, T to represent

T21 and T12, BTmax to represent BT1
max and BT2

max, BTmin to represent BT1
min

and BT2
min.

After reorganizing,we have the profit function for port 1 under different situations:

Pro1 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[(Power P1 − PF) × E + EnC] × Fuel × S
BTmax−BTmin

BTmax∫
BTmin

xdx,

if Power P2 − T
BTmax ≤ Power P1 ≤ Power P2 + T

BTmax

[(Power P1 − PF) × E + EnC] × Fuel × S
BTmax−BTmin

BTmax∫
BTmin

xdx−

[(Power P2 − PF) × E × Fuel + P] S
BTmax−BTmin

BTmax∫
BT

′′
xdx,

if Power P2 − T
BTmax > Power P1 ≥ Power P2 − T

BTmin

[(Power P1 − PF) × E + EnC] × Fuel × S
BTmax−BTmin

BT
′

∫
BTmin

xdx

−[P − EnC × Fuel] S
BTmax−BTmin

BT1
max∫
BT

′
xdx,

if T
BTmax + Power P2 < Power P1 ≤ T

BTmin
+ Power P2

(12)

In Eq. (12), we have BT
′ = T

Power P1−Power P2
, BT′′ = T

Power P2−Power P1
. And the

demand functions of port 1 and port 2 are symmetric. In order to find the Nash
equilibrium, we take the partial derivative of the profit function.
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∂Proi
∂Power Pi

= 0, i = 1, 2 (13)

∂Pro1
∂x

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2
E × Fuel × a × (

BT2
max − BT2

min

)
, if y − T

BTmax
≤ x ≤ y

+ T

BTmax
1

2
E × Fuel × a × (

BT2
max − BT2

min

) + [(y − PF) × E × Fuel + P]

×a × T 2

(
1

y − x

)3

,

if y − T
BTmax

> x ≥ y − T
BTmin

1

2
Fuel × a ×

{

E ×
[(

T

x − y

)2

− BT2
min

]

− 2[(x − PF) × E + EnC]

×T 2

(
1

x − y

)3
}

−(P − EnC × Fuel) × a × T 2

(
1

x − y

)3

, if
T

BTmax
+ y < x

≤ T

BTmin
+ y

(14)

In Eq. (14) x = Power P1, y = Power P2, a = S
BTmax−BTmin

.

We can see that when y − T
BTmax ≤ x ≤ y + T

BTmax ,
∂Pro1
∂x > 0, so when the

difference between x and y are not large enough to make any ship to change their
choice of port both the ports tend to set the price just below Bunker

E . This is the highest
price that the ships will choose to use shore power. The solution of partial derivative
functions when y − T

BTmax > x ≥ y − T
BTmin

or T
BTmax + y < x ≤ T

BTmin
+ y

depends on the real value of the parameters such as P,EnC,BTmax,BTmin,PF. In
another word, whether the port will lower its price for shore power depends on the
profit that a ship with shore power facility will bring to the port authority. Since the
profit function is not straightforward and kind of complex, the Nash equilibrium of
the game should be discussed in various situations. Due to the capacity insufficiency,
the thorough discussion will remain to be solved later.

4 Conclusion

This paper uses the Bertrand model to describe the price competition between two
ports in a port group. The model is established successfully but due to the environ-
mental cost the profit function becomes complicated and make it difficult to find the
Nash equilibrium of the game. But the paper is still a start of investigation on the topic
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of shore power pricing competition. Actually, the problem can be generalized to a
pricing problem of upgraded product or service. Two companies decide to upgrade
their product or service which has a higher marginal profit than the original ones.
They try to identify the best price for an upgraded product to gain most profit. Cus-
tomers have brand loyalty for the brand they originally choose, only when the other
supplier provide a much better price will they change their mind. For the companies,
a high price will lead to higher marginal profit but may lose some old customers.
On the other hand, a lower price may attract customers from competitors but the
marginal profit will be low. This problem can be observed in the market that the new
generation of product keeps coming up. From personal opinion, this is an interesting
topic that can be thoroughly studied.
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Emission Evaluation of Marine Traffic

Jingwen Qi , Shuaian Wang , and Xiaobo Qu

Abstract Air pollution is an issue that has been widespread concern in all sectors
of society. The pollutants, including toxic gases, greenhouse gases, and particulate
matters, have permeated every aspect of our daily life and have a negative impact on
human health, agriculture, industry, and climate change. Found by hard and thorough
search, the human activities account for themajority and the transport sector is one of
the most challenging areas, when it comes to abatement of local air pollution. Marine
traffic, which covers over 80% of international trade, is mainly powered by cheap
fuel oil with high impurities, so it will affect the social welfare of the coastal areas.
Various measures that can be adopted to alleviate the problem to customize suitable
regulations through research of the emission from shipping should be conducted.
Also, the emission evaluation is critical to measure the efficiency of the regulation.
Therefore, following themain steps of Ship Traffic EmissionsAssessmentModel, we
summarize an activity-based framework of shipping emission evaluation that takes
advantage of data from automatic identification system.

Keywords Emission evaluation · Activity-based method · AIS data

1 Introduction

Atmospheric pollution has always attracted the attention of international community.
The main pollutants include sulphur oxides, carbon hydride, carbon oxides, nitrogen
oxides, and particulate. These pollutants have adverse influence on many aspects
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such as human health, agriculture, industry, and climate change. The transport sector
is one of the most challenging areas, when it comes to abatement of local air pol-
lution. Marine traffic, which covers over 80% of the cargo volume of international
trade [13], has become an important contributing factor because the large capac-
ity vessels tend to use cheap fuel oil with high level of impurities. According to the
greenhouse gas studies conducted by the international maritime organization in 2009
and 2014, exhaust emissions from shipping industry make up 15% nitrogen oxides,
13% Sulphur dioxide, and 2.7% carbon dioxide of global anthropogenic emission.
Statistics shows that near 70% of the maritime emissions occur near port areas. And
the coastal cities are always densely populated and highly developed. So, although
the proportions are not astonishing, the threats of maritime emissions are not to be
neglected. Different measures have been taken to reduce the marine traffic emission
and mitigate the bad influence it may bring. The measures in different areas should
be customized according to the situation and the efficiency of the measures needs
to be calculated, so the work of emission evaluation is of great importance. In this
paper, we summarize a framework of marine traffic exhaust emission evaluation.

For exhaust emission evaluation, the common methods can be divided into two
types, fuel-based and movement-based approaches. A fuel-based approach evaluates
exhaust emission of ships mainly with the fuel oil consumption data and makes little
use of ship activities and movement information. When the fuel consumption details
are available, namely the volume of fuel oil that has been consumed is already known,
the emission volume can be easily calculated by multiplying the fuel usage and
emission factor (emission volume exhausted by consuming unit mass fuel). Because
of the simplicity of the input data and calculating process, this type ofmethod requires
computer hardware of lower function, but the results are rather rough. Therefore,
fuel-based methods are used in few researches to estimate emissions for different
countries and regions [4, 5, 9].

However, detailed fuel consumption data are difficult to obtain since the infor-
mation is private to shipping companies, in other words, it is not known how much
fuel oil has been used in a certain period. In fact, shipping companies are more inter-
ested in the average daily fuel usage or the mass of fuel oil consumed in a whole
sailing route. This is not accurate enough to depict the distribution of marine traffic
emissions. Instead, the more accessible location data with shorter time intervals can
be used to calculate the consumed fuel amount, which is necessary for the exhaust
emissions determination. So the other type of method, movement-based method,
which takes advantage of ship movement data and information about the ship and
its engine, is adopted in this paper. A movement-based approach firstly estimates
the real-time fuel oil consumption rate according to the sailing speed inferred from
the location data and technical details about the ship. Then, the emission volume is
calculated on the basis of fuel oil amount that has been used. In practical terms, ships
keep moving and the sailing speed is varying, as a result, the fuel oil consumption
rate changes with time. So, compared with the fuel-based method, movement-based
method can yield more accurate results in a short period. On the whole, a movement-
based method requires a wide collection of data but is able to yield more precise
results, and at the same time, match the emission at a certain timing node with



Emission Evaluation of Marine Traffic 203

the location where it was exhausted. With the development of computing power,
movement-based methods are extensively adopted by research papers as well as
technical reports [2, 7, 10–12, 15, 17].

Existing researches about shipping emission evaluation can be divided into two
types, academic papers and technical reports. Academic papers tend to put strength
on the evaluation methods [4, 5, 7, 9, 10, 15]; they focus on the approach but usually
make rough assumptions about the parameters. As a result, evaluation results of high
precision requirements cannot be obtained by simply applying methods from papers.
Meanwhile, technical reports [1, 11, 12, 16, 18], which are always conducted as a
commission from government organizations or supported by them, have access to
abundant and detailed data for the evaluation work. However, the approaches they
use are more straightforward. At the same time, due to the various main purposes and
databases, data of reports differs in level of detail and structure. Therefore, the data
cannot be borrowed directly to use in a research. In order to find a scheme, that is,
both operative and comparatively precise, this paper combines the method with data;
reconciles them and summarizes an activity-based framework of shipping emission
evaluation that takes advantage of data from automatic identification system and Ship
Traffic Emissions Assessment Model.

2 Framework Description and Data Sources

The emission evaluation follows themain steps of ShipTrafficEmissionsAssessment
Model (STEAM), meanwhile, some parameters and technical details are obtained
from a number of authoritative reports, such as those conducted by the IMO [1, 16]
(and two reports led by Ng et al. [11, 12] with the help of the Marine Department and
the Environmental Protection Department of the Hong Kong Special Administrative
Region Government. STEAM is originally proposed by Jalkanen et al. [6] which
has been used in a lot of emission evaluation works [7, 8, 10, 16] (Sofiev et al.
[17]) after that. However, different from the original model, this paper does not take
the performance penalty due to waves into consideration because of the absence of
detailed historical data about sea waves. Also, from another aspect, the influence of
waves for ships sailing in different areas along different directions can offset each
other.

The input data of the calculation includes two types of information, properties of
ships, as shown in Table 1, and vessel movement data.

The sailing trajectory and speed of a ship can be deduced from its coordinate at
different times. For simplicity, transient speed is substituted with the average speed
of a short period and the ship is assumed to sail in straight-line during the period. The
shorter the data time interval, the more precise the trajectory and speed. Coordinates
are sorted into hours to balance between the accuracy and the data processing time.
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Table 1 Input data regarding ships’ property

Property types Description

Physical properties Ship type
Design speed vdesign (knot)

Engine properties Engine speed of main and auxiliary engines

Total installed power of main engine pMinstalled( kw)

Fuel properties Fuel type used by the main and auxiliary engines Fuel TM,Fuel TA
Sulphur content of different fuels SCλ (mass%), λ ∈ {HFO,MGO/MDO}

HFO: Heavy fuel oil;MDO: Marine diesel oil; MGO: Marine gas oil

3 Evaluation Steps

Based on location and time information extracted from the automatic identification
system (AIS) and technical information about ships, the mass of SOx, NOx, CO2,
and PM emitted by ships can be positioned with a high spatial resolution. Before
calculating emissions, the marine area is split by a grid, and each square denotes a
small area.

We calculate the exhaust emission on a horizon which is equally divided into
multiple time periods. Each period is defined by two timing nodes, e.g. the i th period
is defined by the i th and i + 1th timing node. For each timing node, ship location
information is given in the form of coordinate (xi , yi ) more concretely xi and yi are
the longitude and latitude of the ship’s location at the i th timing node, respectively.
In the evaluation process of this paper, east longitude and north latitude are set to be
positive, naturally, the west longitude and south latitude are set to be negative. Given
the coordinate data and technical parameters of the ship, the main steps to figure a
ship’s emission of NOx,SOx,CO2,PM in the i th period are as follows.

Step 1: Obtain the ship’s coordinate data at the i th and i+1th timing node (xi , yi ),
(xi+1, yi+1).

Step 2:Obtain the sailing distance di (knot) and calculate the sailing speed vi (knot)
over the i th period, using the equations:

di = R × cos−1
[
cos yi × cos yi+1 cos

(
xi − xi+1

) + sin yi × sin yi+1
] ÷ 1.852

(1)

vi = di ÷ Tinterval (2)

where R(km) is the radius of the earth and Tinterval is the span of the period in hours.
Equation (1) is the spherical distance formula between two nodes, the constant 1.852
in Eq. (2) is used to convert the distance into nautical miles. Decide the ship operating
mode according to vi (knot).
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Operating mode =

⎧
⎪⎪⎨

⎪⎪⎩

cruise, vi > 12
slow cruise, 12 ≥ vi > 8
maneuvering, 8 ≥ vi > 1
hotelling, 1 ≥ vi

(3)

Step 3: Calculate the transient power of the main engine piM(kw), which can be
evaluated as a function of vi

piM =
(

vi

vdesign

)3

× εp × pMinstalled (4)

where vdesign is the design speed, and the coefficient εp is assumed to be equal to
0.8 since the maximum power of the main engine is normally 80% of the installed
power.

Step 4: Determine the transient power of the auxiliary engine. Information of
auxiliary engine’s power is not provided, so the data for different vessel types under
each operatingmode provided by the report conducted by Starcrest ConsultingGroup
[18] for the Port of Los Angeles are put to use. For cruise, tanker, and container ships,
the value is related to vessel capacity as shown in Tables 2, 3, and 4. Considering
the technical advancement and improvement of mechanical efficiency on board, the
auxiliary engine load is not strictly proportional to the vessel capacity, especially for

Table 2 Auxiliary engine

load (piA) for container ships
(kw)

Capacity
(TEU)

Operating mode

Cruise/slow
cruise

Manoeuvring Hotelling

0–1999 1122 2462 1396

2000–2999 766 2391 936

3000–3999 1629 2897 1638

4000–4999 2058 3766 1524

5000–5999 1635 2764 1605

6000–6999 1366 3556 3079

7000–7999 1722 3259 1570

8000–8999 1882 3555 1714

9000–9999 2684 2808 2031

10,000–10,999 2830 4075 2290

11,000–11,999 2790 3875 2570

12,000–12,999 2034 3002 1808

more
than 13,000

1632 2719 1520

TEU: Twenty-foot equivalent unit
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Table 3 Auxiliary engine load (piA) for cruise ships (kw)

Passenger range Operating mode

Cruise/slow cruise Manoeuvring Hotelling

0–1499 4404 5678 3479

1500–1999 7869 9869 6500

2000–2499 11,869 12,219 7769

2500–2999 10,650 9259 6958

3000–3499 9292 11,369 9292

more than 3499 10,945 12,411 11,445

Table 4 Auxiliary engine load (piA) for tankers (kw)

DWT (ton) Operating mode

Cruise/slow cruise Manoeuvring Hotelling

0–49,999 681 745 3406

50,000–120,000 728 1114 4044

more than 120,000 1004 1479 8992

DTW: Dead weight tonnage

Table 5 Auxiliary engine

load (piA) of four types of
vessel (kw)

Vessel type Operating mode

Cruise/slow
cruise

Manoeuvring Hotelling

Bulk 290 769 275

Reefer 617 1777 1194

RoRo 501 1449 1010

Miscellaneous 676 662 324

vary large container ships that are built recently. Power of auxiliary boiler has been
included (Table 5).

Step 5: Estimate the NOx emission Ei
NOx

(g) of the main and auxiliary engine:

Ei
NOx

= Tinterval ×
[
EFM

NOx
× piM + EFA

NOx
× piA

]
(5)

NOx emission factor for main engine EFM
NOx

is related to ship operating mode and
engine speed while EFA

NOx
emission factor for auxiliary engine, only depends on

engine speed as shown in Table 6 referring to European Commission [3] and Ng
et al. [12]. In the table, SSD,MSD and HSD represent the slow speed diesel, medium
speed diesel, and high speed diesel, respectively.

Step 6: Determine the fuel oil consumption rate of the main engine FOCRM.
Main engines are used for propulsion and FOCRM is related to the transient sailing
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Table 6 Emission factors for main/auxiliary engine (gNOx/kwh)

Engine speed Main engine Auxiliary engine

Hotelling/manoeuvring Cruise/slow cruise

SSD 13.6 17.0 NA

MSD 10.6 13.2 13.9

HSD 9.6 12.0 13.9

Table 7 Fuel oil
consumption rate baseline of
main engine (g fuel/kwh)

Engine year of build SSD MSD HSD

Before 1993 205 215 225

1994–2010 185 195 205

Post 2011 175 185 195

speed and output power, therefore, the fuel oil consumption rate baseline of the main
engine FOCRB

M(g fuel/kwh) is introduced. Firstly determine FOCRB
M (g fuel/kwh)

according to Table 7 referring to IMO (2009). As is shown in Table 4, FOCRB
M is

closely related to the engine speed and the year of construction, old engines with
high speed tend to consume more fuel oil to output a power unit.

Then calculate the transient value of fuel oil consumption rate. Following IMO
(2014), the equation:

FOCRM = FOCRB
M ×

(

0.455 ×
(

pi

pMinstalled

)2

− 0.71 × pi

pMinstalled
+ 1.28

)

(6)

is adopted to explain the relationship between FOCRM and FOCRB
M under different

output power. As revealed by Eq. 6, main engine is most efficient at around 80%
load, with either higher or lower load, and it will take more oil for the engine to do
the same work.

Step 7: Determine the fuel oil consumption rate of auxiliary engine FOCRA. As
stated by Cooper and Gustafsson [2], FOCRA depends on the fuel type that the
auxiliary engine consumes. 227 grams of oil is needed to output 1 kilowatt-hour for
auxiliary engines with heavy fuel oil (HFO), for those consume marine diesel oil
(MDO)/marine gas oil (MGO) FOCRA equal to 217 (g fuel/kwh).

Step 8: Estimate the emission of SOx according to the following equation:

Ei
SOx

= Tinterval ×
[
FOCRM × piM × SCFuel TA + FOCRA × piA × SCFuel TA

] × MSO2

MS
(7)

where MSO2 = 64, MS = 32 are the molar mass (g/mol) of sulphur dioxide and
sulphur, respectively, SCFuelTM and SCFuelTA are sulphur content of fuel for main and
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Table 8 CO2 emission
factor of different fuel types
(gCO2/g fuel)

Type of fuel λ Emission factor EFCO2,λ

MDO/ MGO 3.206

HFO 3.114

auxiliary engine. It is assumed that all the sulphur element is transferred into SO2

through the process of combustion.
Step 9: Estimate the emission of CO2. It is assumed that the emission factories

only affected by fuel type. In this study, the emission factor data of different fuel
types come from MEPC 63/23, annex 8 (Table 8).

The CO2 emission can be evaluated as:

Ei
CO2

= Tinterval ×
[
FOCRM × piM × EFCO2,FuelTM + FOCRA × piA × EFCO2,FuelTA

]
.

(8)

Step 10: Calculate the emission of particulate matter (PM) Ei
PM.

Ei
PM = Ei

PM,M + Ei
PM,A (9)

In Eq. (9), Ei
PM,M and Ei

PM,A are the PM emission from the main and auxiliary
engine, respectively. According to IMO (2014), the emission volume of PM is related
to fuel type, so different equations are applied to evaluate the PM exhausted emission
for engines that consume different fuel oil:

Ei
PM,μ =

⎧
⎪⎪⎨

⎪⎪⎩

Tinterval × piμ
[
1.35 + FOCRμ × 0.157 × (

SCFuel Tμ
− 0.0246

)]
,

Fuel Tμ = HFO
Tinterval × piμ

[
0.23 + FOCRμ × 0.157 × (

SCFuel Tμ
− 0.0024

)]
,

Fuel Tμ = MDO/MGO.

(10)

In the above equation, μ ∈ {M,A} represents the engine type.
Step 11: Add Ei

NOx
, Ei

SOx
, Ei

CO2
, Ei

PM to the total emissions of the square in which

the midpoint of the trajectory ( x
i+xi+1

2 ,
yi+yi+1

2 ) locates.
Repeat the above11 steps until all the data for the evaluation horizon are processed,

and then the distribution of emissions of a ship is completed. The whole picture of
marine traffic exhaust emissions is drawn by combining the results of all the ships.

4 Assumptions About Fuel Oil Type and Sulphur Content

Fuel type and fuel sulphur content are two important variables in the exhaust emission
evaluation. In practice, to lower the bunker cost, HFO is always used for propulsion
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in large ships, at the same time, a number of ships with lower main engine power may
use MDO/MGO. For auxiliary engines, it is common to use MDO/MGO. However,
data about the fuel type chosen by each ship is not provided, so corresponding
assumptions are made in academic papers and technical reports.

In papers adopting fuel-based method fuel type is known. In researches using
activity-based method certain assumptions are made. A number of papers focus
on proposing a new method so, for simplicity, they tend to assume certain sulphur
content for all the fuel oil [6]. Others [8, 10, 17] always assume that fuel oil with
the highest sulphur content allowed in the area according to relative regulations is
used. However, technical reports conducted by organizations that have access tomore
complete informationmakemore precise assumptions on fuel type and fuel quality. In
Ng et al. [11], it is assumed that vessels with main engine power larger than 1100 kw
burn HFO, and those with lower main engine power burn MDO/MGO. Meanwhile,
sulphur contents ofHFOusedbymain engine auxiliary engine and auxiliary boiler are
assumed to be 2.83%, 2.64%, and 2.77%, respectively, andMDO/MGO are assumed
to contain 0.5% sulphur in mass. More concretely, IMO [1] lists the common fuel
type used by ships with various types and sizes. IMO [16] summarizes the average
sulphur content for both HFO and MDO/MGO fuels from 2007 to 2012.

In IMO [1], the fuel types for various ships are not listed explicitly, for some ships
of a certain size both HFO and MDO/MGO can be used according to the report. For
emission evaluation adopting bottom-up approach, better defined assumptions are
required, so in this paper, assumptions are made following Ng et al. [11] while statis-
tical data from IMO [16] are considered. For fuel types, auxiliary engines consume
MDO/MGO regardless of ship type and size. At the same time, main engines with
installed power higher than 3000 kw consume HFO, and those with lower installed
power consume MDO/MGO. According to IMO, the latest figures showed that the
average sulphur content of HFO tested in 2017 is 2.54%. The worldwide average
sulphur content for MDO/MGO in 2017 is 0.08%. Additionally, when sailing in the
emission control area (ECA), ships will adopt measures to obey the restriction on
fuel oil sulphur content, e.g. switching fuel oil or installing sulphur scrubbers. We
expect that machine learning-based approaches [14, 19] will be of value to predict
the emissions from ships more effectively.

5 Conclusion

We have summarized a marine traffic emission evaluation framework based on the
literature. The framework can be used by practitioners and researchers to calculate the
emission in a particular area, which is indispensable of studies in the area of emission
control and green shipping. We hope that in future there will be more research on
these topics and make the shipping industry more sustainable and environmentally
friendly.
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